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#### Abstract

Generalized inverses of matrices are of great importance in the resolution of linear systems and have been extensively studied by many researchers. A collection of some results on generalized inverses of matrices over commutative rings has been provided by K. P. S. Bhaskara Rao [30]. In this thesis, we consider constructing algorithms for finding generalized inverses and generalizing the results collected in [30] to the non-commutative case.

We first construct an algorithm by using the greatest common divisor to find a generalized inverse of a given matrix over a commutative Euclidean domain. We then build an algorithm for finding a generalized inverse of a matrix over a noncommutative Euclidean domain by using the one-sided greatest common divisor and the least common left multiple. Finally, we explore properties of various generalized inverses including the Moore-Penrose inverse, the group inverse and the Drazin inverse in the non-commutative case.
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## Notation and Terminology

Below is a list of special notation and terminology to be used in Chapters 1 to 4 . (Notation that is either standard or only used locally has not been included.)

> F a field
> $R \quad$ a division ring, p. 10
> $\sigma \quad$ an automorphism of $R$, p. 10
> $\sigma^{-1} \quad$ the inverse of $\sigma$
> $\delta \quad$ a $\sigma$-derivation, p. 2
> $\sigma \delta(\delta \sigma$, resp.) the composite mapping $\sigma \circ \delta(\delta \circ \sigma$, resp.)
> $S \quad$ the skew polynomial ring $R[x ; \sigma, \delta]$, p. 10
> $Q(S) \quad$ the Ore quotient ring of $S$, p. 14
> $\operatorname{lc}(f) \quad$ the leading coefficient of a polynomial $f$ in $S$, p. 1.2
> $\operatorname{nf}(f) \quad$ the normal form of a polynomial $f$ in $S$, p. 1.2
> $a$ quo $_{1} b\left(a\right.$ quor $\left._{\mathrm{r}} b\right) \quad$ the left (right) quotient of the division of $a$ by $b$, p. 11
$\underline{0} \quad$ a zero matrix of suitable size
$A(i, j) \quad$ the $(i, j)^{t h}$ entry of a matrix $A$
$\left(a_{i j}\right)_{m \times n} \quad$ an $m \times n$ matrix in which the $(i, j)^{t h}$ entry is $a_{i j}$
$\operatorname{det}(A) \quad$ the determinant of a matrix $A$ over a commutative ring
$\operatorname{adj}(A) \quad$ the adjoint matrix of a matrix $A$ over a commutative ring
$\operatorname{Row}_{i}(A) \quad$ the $i$ th row of a matrix $A(i \in \mathbb{N})$, p. 28
$\operatorname{Col}_{i}(A) \quad$ the $i$ th column of a matrix $A(i \in \mathbb{N}), \mathrm{p} .28$
Ro a unimodular matrix corresponding to row operations, p. 27

Co a unimodular matrix corresponding to column operations,
p. 28
$A^{*} \quad$ the involution transpose of a matrix $A, \mathrm{p} .5$
$A^{-} \quad$ a $\{1\}$-inverse of a matrix $A$, p. 6
$A^{+} \quad$ the Moore-Penrose inverse of a matrix $A, \mathrm{p} .7$
$A^{\#} \quad$ the group inverse of a matrix $A, \mathrm{p} \cdot 7$
$\operatorname{rank}(M) \quad$ the (unique) rank of a free module $M, \mathrm{p} .17$
$\rho(A) \quad$ the (inner) rank of a matrix $A, \mathrm{p} .19$
$\operatorname{diag}(A, B) \quad\left[\begin{array}{ll}A & 0 \\ 0 & B\end{array}\right]$, where $A, B$ are matrices, p. 19

| $Z(P)$ | the center of a ring $P, \mathrm{p} .48$ |
| ---: | :--- |
| $\mathbb{M}_{m \times n}(P)$ | the ring of all $m \times n$ matrices over $P$ |
| $\mathbb{M}_{m}(P)$ | the ring of all $m \times m$ matrices over $P$ |
| $\oplus$ | direct sum of modules |
| $\otimes$ | tensor product of modules |
| $A \leftarrow B$ | assign a value $B$ to a variable $A, \mathrm{p} .27$ |
| [] | an empty matrix, p. 28 |

## Introduction

## Generalized Inverses

A generalized inverse of a matrix $A$, as the name implies, is a matrix $G$ that is analogous to the usual inverse, and it possibly exists when $A$ is singular or even rectangular. In other words, given a matrix $A$, a generalized inverse of $A$ is a matrix $G$ such that

$$
\begin{equation*}
A G A=A . \tag{1}
\end{equation*}
$$

If $A$ is a square nonsingular matrix, then $G$ reduces to the usual inverse of $A$.
The theory of the generalized inverse for matrices originated from the need of finding a solution to a linear system of algebraic equations. Concretely, the concept of a generalized inverse was first introduced in 1903 by Fredholm [12], where a particular generalized inverse that serves as an integral operator was called "pseudoinverse". The notion of a generalized inverse for a matrix (not necessarily a square matrix) was mentioned for the first time by Moore [25] in 1920. However, in the following 30 years, except for a few extensions of Moore's work, no systematic study was done on the subject due to the ambiguous notion.

The first breakthrough in the study of generalized inverses came in 1955, when Penrose [28] redefined the Moore generalized inverse based on the results obtained by Bjerhammar ([1], [2]) in 1951. In his paper, Penrose introduced a generalized inverse satisfying the four equations (1.1)-(1.4) in Chapter 1, and showed the uniqueness of the inverse. This discovery has greatly affected and promoted the
development of the theory of generalized inverses, and the generalized inverse defined by Penrose is therefore widely known as the Moore-Penrose inverse.

Today, the literature on the theory of generalized inverses is extensive. A variety of generalized inverses, such as the group inverse and the Drazin inverse, have been constructed for different purposes. To avoid confusion, we shall refer to the generalized inverse satisfying condition (1) as $\{1\}$-inverse for the rest of this thesis.

The application of generalized inverses of matrices has been extended to several areas, including statistics, numerical analysis, and cryptography. For example, the Moore-Penrose inverse is commonly used to find a least square solution to a linear system that has multiple solutions (Penrose and Todd [29]) and to solve problems in linear statistical models (Kirkland [19]); the Drazin inverse plays an important role in singular linear systems, differential equations and Markov chains (Hanke [15], Campbell [6], C. D. Meyer, Jr [22, 23]); generalized inverses of matrices over finite fields have been proposed as protential tools in cryptographic research (Wu [32, 33]).

To analyze the properties of generalized inverses of matrices, many algorithms have been proposed. For instance, K. P. S. B. Rao [30] has introduced an algorithm for determining the existence of a generalized inverse and finding a generalized inverse of a given matrix over a commutative principal ideal domain; Courrieu [11, Katsikis and Pappas ([17] [18]) have introduced fast algorithms for computing Moore-Penrose inverses of real matrices; Miljković [24] has introduced iterative methods for computing generalized inverses of complex matrices. Nevertheless, fast algorithms for finding generalized inverses of matrices, especially in the non-commutative case, are still in great demand.

## Skew Polynomial Rings

A skew polynomial ring, also called an Ore extension, is a polynomial ring whose multiplication by the indeterminate is "skewed" by an endomorphism and an
associated skew derivation on the coefficient ring. Concretely, let $R$ be a ring, $\sigma$ a ring endomorphism of $R$, and let $\delta$ be a $\sigma$-derivation on $R$, namely, an additive map $\delta: R \rightarrow R$ satisfying $\delta(a b)=\sigma(a) \delta(b)+\delta(a) b$ for all $a, b \in R$. A skew polynomial ring over $R$, written $S=R[x ; \sigma, \delta]$, is a ring $S$ satisfying the following conditions:
(a) $S$ is a ring, containing $R$ as a subring;
(b) $x$ is an element of $S$;
(c) $S$ is a free left $R$-module with basis $\left\{1, x, x^{2}, \ldots\right\}$;
(d) $x r=\sigma(r) x+\delta(r)$ for all $r \in R$.

For any element $f$ of $S, f$ is uniquely expressed in the form

$$
f=a_{n} x^{n}+a_{n-1} x^{n-1}+\cdots+a_{1} x+a_{0}
$$

where $n \in \mathbb{N}$ and $a_{0}, \ldots, a_{n} \in R$. If $R$ is a commutative ring, $\sigma$ is the identity mapping and $\delta$ is the zero derivation, then the skew polynomial ring $S$ reduces to the ordinary polynomial ring $R[x]$.

The concept of a skew polynomial ring was first considered in 1920 by Noether and Schmeidler [26]. In 1933, the general definition of a skew polynomial ring was introduced by Ore [27], who first systematically studied this object. Since then, the structure and construction of skew polynomial rings have been extensively studied by numerous authors, such as Jacobson [16], Cohn [9], and Lam [21], and the theory of skew polynomials has thus had a substantial growth.

It has been shown that the study of skew polynomial rings is of great importance and has applications in many research areas. In pure mathematics, skew polynomials can be used for solving systems of linear differential and difference equations (Bronstein and Petkovšek [5]). In coding theory, skew polynomial rings over finite fields can be used to study linear codes and to construct error-correcting
codes (Boucher, [3] [4]). In control theory, linear control systems over Ore algebras have been investigated for potential values and applications in electrical engineering and computer science (Chyzak, Quadrat and Robertz [7]).

## Outline of the Thesis

This thesis is organized as follows.
In Chapter 1, we outline the basic definitions and results to be used in the thesis.

In Chapter 2, we construct an algorithm for finding $\{1\}$-inverses of matrices over commutative Euclidean domains by using the extended Euclidean algorithm and some properties of the greatest common divisor. Given a matrix $A$, the algorithm first determines the existence of a $\{1\}$-inverse of $A$, then computes a $\{1\}$-inverse of $A$ (if there is any). The complexity of the algorithm is given for comparing its efficiency with that of others. Some examples are presented for the demonstration of the algorithm.

In Chapter 3, we build an algorithm for finding $\{1\}$-inverses of matrices over a skew polynomial ring $S$ (whose definition is given in Chapter 1) based on the fact that $S$ is a non-commutative Euclidean domain. Compared with the algorithm in Chapter 2, this algorithm is constructed by using one-sided greatest common divisors and least common multiples.

In Chapter 4, we investigate the existence and construction of various generalized inverses of matrices including $\{1\}$-inverses, Moore-Penrose inverses and Drazin inverses.

In the Appendix, we give the Maple codes of the first algorithm.

## Chapter 1

## Preliminaries

This chapter outlines some of the basic mathematical definitions and results relevant to the thesis.

### 1.1 Generalized Inverses for Matrices

It is known that there are different types of generalized inverses for matrices. In this section, we list the definitions and properties of the generalized inverses to be investigated in this thesis.

Let $P$ be a ring. An involution on $P$ is an anti-automorphism $f$ on $P$ of order 2. The image of an element $p \in P$ under $f$, written $\bar{p}$, is called the involution of $p$. We define a mapping $g: \mathbb{M}_{m \times n}(P) \rightarrow \mathbb{M}_{n \times m}(P)$ such that for $A=\left(a_{i j}\right) \in$ $\mathbb{M}_{m \times n}(P), g(A)=A^{*}$, where $A^{*}=(\bar{A})^{T}, \bar{A}=\left(\overline{a_{i j}}\right)_{m \times n}$. We call the image $A^{*}$ of the matrix $A$ under the mapping $g$ the involution transpose of $A$. By definition, we have

$$
\begin{aligned}
\left(A^{*}\right)^{*} & =A \\
(A B)^{*} & =B^{*} A^{*}
\end{aligned}
$$

For this section, we now fix the notation that $P$ is a ring (not necessarily
commutative) with an involution, $A_{m \times n}, G_{n \times m}(m, n \in \mathbb{N})$ are two matrices over $P$ and $k \in \mathbb{Z}^{+}$. Consider the following equations.

$$
\begin{align*}
A G A & =A  \tag{1.1}\\
G A G & =G  \tag{1.2}\\
(A G)^{*} & =A G  \tag{1.3}\\
(G A)^{*} & =G A  \tag{1.4}\\
A G & =G A  \tag{1.5}\\
A^{k} & =A^{k+1} G \tag{1.6}
\end{align*}
$$

Definition 1.1. (a) If $A$ and $G$ satisfy Equation (1.1), then $G$ is called a $\{1\}$ inverse of $A$, written $A^{-}$, over $P$. If $A$ has a $\{1\}$-inverse, then $A$ is called a regular matrix. The matrix ring $\mathbb{M}_{n \times n}(P)(n \in \mathbb{N})$ is called a regular ring if every matrix from $\mathbb{M}_{n \times n}(P)$ is regular.
(b) If $A$ and $G$ satisfy Equation (1.1) and (1.2), then $G$ is called a $\{1,2\}$-inverse of $A$ over $P$. Generalized inverses named $\{1,2,3\}$-inverse, $\{1,2,4\}$-inverse and so on are defined analogously.

Proposition 1.1. $A\{1\}$-inverse for a matrix is not unique.

If $G$ is a $\{1\}$-inverse of $A$, then $G A G$ is a $\{1\}$-inverse of $A$. For example, let $A=\left[\begin{array}{ccc}3 x+1 & 2 x & 1 \\ 0 & x^{2} & x+1\end{array}\right]$ be a matrix over the polynomial ring $\mathbb{Q}[x]$. Then $G=\left[\begin{array}{cc}1-\frac{3}{2} x^{2}-\frac{3}{5} x^{3} & -1-\frac{2}{5} x \\ -\frac{3}{2}+\frac{33}{10} x^{2}+\frac{9}{5} x^{3} & \frac{11}{5}+\frac{6}{5} x \\ -\frac{9}{5} x^{4}-\frac{3}{2} x^{3}+\frac{3}{2} x^{2} & -\frac{6}{5} x^{2}-x+1\end{array}\right]$ is a $\{1\}$-inverse of $A$. One can verify that $G A G=\left[\begin{array}{cc}1-\frac{3}{2} x^{2}-\frac{3}{5} x^{3} & -1-\frac{2}{5} x \\ -\frac{3}{2}+\frac{33}{10} x^{2}+\frac{9}{5} x^{3} & \frac{11}{5}+\frac{6}{5} x \\ -\frac{9}{5} x^{4}-\frac{3}{2} x^{3}+\frac{3}{2} x^{2} & -\frac{6}{5} x^{2}-x+1\end{array}\right]$ is also a $\{1\}$-inverse of $A$.
Proposition 1.2. If $A$ has a $\{1\}$-inverse over $P$, then $A$ has a $\{1,2\}$-inverse
over $P$.

If $G_{1}$ and $G_{2}$ are two $\{1\}$-inverses of $A$ over $P$, then $G_{1} A G_{2}$ is a $\{1,2\}$-inverse of $A$ over $P$.

Proposition 1.3. If $A$ has a $\{1,3\}$-inverse over $P$, then $A$ has a $\{1,2,3\}$-inverse over $P$.

If $G$ is a $\{1,3\}$-inverse of $A$, then $G A G$ is a $\{1,2,3\}$-inverse of $A$.
Definition 1.2. If $A$ and $G$ satisfy Equations (1.1) to (1.4), then $G$ is called the Moore-Penrose inverse (MP-inverse, for short) of $A$, written $A^{+}$, over $P$.

Lemma 1.1. ([30], p16) The MP-inverse of a matrix is unique.

Note that if $A$ has a $\{1,3\}$-inverse $G_{1}$ and a $\{1,4\}$-inverse $G_{2}$ over $P$, then $G_{2} A G_{1}$ is a MP-inverse of $A$ over $P$.

Proposition 1.4. ([30], Proposition 3.10)
(a) $A_{m \times n}$ has a $\{1,3\}$-inverse if and only if (i) $A^{*} A$ is regular and (ii) for a matrix $C_{n \times s}(s \in \mathbb{N})$ over $P, A C=0$ whenever $A^{*} A C=0$.
(b) $A_{m \times n}$ has a $\{1,4\}$-inverse if and only if (i) $A A^{*}$ is regular and (ii) for a matrix $D_{k \times s}(s \in \mathbb{N}), D A=0$ whenever $D A A^{*}=0$.
(c) $A_{m \times n}$ has an MP-inverse if and only if (i) $A^{*} A$ and $A A^{*}$ are both regular and (ii) for any matrices $C_{n \times s}$ and $D_{t \times m}$ over $P(s, t \in \mathbb{N}), A C=0$ whenever $A^{*} A C=0$ and $D A=0$ whenever $D A A^{*}=0$.
(d) $A_{m \times n}$ has an MP inverse if and only if (i) $A^{*} A A^{*}$ is regular and (ii) $A$ has the properties that, for any matrices $C_{n \times s}$ and $D_{t \times m}$ over $P(s, t \in \mathbb{N}), A C=0$ whenever $A^{*} A C=0$ and $D A=0$ whenever $D A A^{*}=0$.

Definition 1.3. (a) If $A$ and $G$ satisfy Equations (1.1) and (1.5), then $G$ is called a commuting g-inverse of $A$ over $P$.
(b) If $A$ and $G$ satisfy Equations (1.1), (1.2) and (1.5), then $G$ is called a group inverse of $A$, written $A^{\#}$, over $P$.
(c) If $A$ and $G$ satisfy Equations (1.2), (1.5) and (1.6), then $G$ is called a Drazin inverse of $A$ over $P$.

From the definitions we can see that the Drazin inverse is a generalization of the group inverse.

Proposition 1.5. ([30], p. 89) The group inverse of a matrix is unique.

Proposition 1.6. ([30], Proposition 6.23) The Drazin inverse of a matrix is unique.

### 1.2 General Skew Polynomial Rings

In the Introduction, we saw that the indeterminate of a skew polynomial does not commute with its coefficients. In order to work with skew polynomial computations, we introduce the Leibniz rule for skew polynomial multiplication and rules for exchanging the indeterminate and coefficients of a skew polynomial in this section.

Let $S=R[x ; \sigma, \delta]$ be a skew polynomial ring and $f=a_{n} x^{n}+a_{n-1} x^{n-1}+$ $\cdots+a_{1} x+a_{0} \in S$ with $a_{0}, a_{1}, \ldots, a_{n} \in R, a_{n} \neq 0$. The degree of $f$, written $\operatorname{deg}(f)$, is defined to be $\max \left\{i \mid a_{i} \neq 0, i=0,1, \ldots, n\right\}$. The leading coefficient of $f$, written $\operatorname{lc}(f)$, is defined to be $a_{n}$. If $f=0$, then $\operatorname{deg}(f)=-\infty, \operatorname{lc}(f)=0$. If the coefficient ring $R$ is a skew field, then we define the normal form of $f$, written $\operatorname{nf}(f)$, to be $(\operatorname{lc}(f))^{-1} f$. For any two skew polynomials $f_{1}$ and $f_{2}$ in $S$, the degrees of their sum and product satisfy the following condition:

$$
\operatorname{deg}\left(f_{1}+f_{2}\right) \leq \max \left\{\operatorname{deg}\left(f_{1}\right), \operatorname{deg}\left(f_{2}\right)\right\}
$$

Moreover, if the coefficient ring $R$ is a domain, then

$$
\operatorname{deg}\left(f_{1} f_{2}\right)=\operatorname{deg}\left(f_{1}\right)+\operatorname{deg}\left(f_{2}\right)
$$

Lemma 1.2. (Leibniz rule) Let $S=R[x ; \sigma, \delta]$ be a skew polynomial ring. For any $r \in S$,

$$
\begin{equation*}
x^{k} r=\sum_{i=0}^{k}\binom{k}{i} \sigma^{i} \delta^{k-i}(r) x^{i} \tag{1.7}
\end{equation*}
$$

If $\sigma=1, \delta \neq 0$, then

$$
\begin{equation*}
x^{k} r=\sum_{i=0}^{k}\binom{k}{i} \delta^{k-i}(r) x^{i}, \quad r x^{k}=\sum_{i=0}^{k}\binom{k}{i}(-1)^{k-i} x^{i} \delta^{k-i}(r) ; \tag{1.8}
\end{equation*}
$$

if $\sigma \neq 1, \delta=0$, then

$$
\begin{equation*}
x^{k} r=\sigma^{k}(r) x^{k}, \quad r x^{k}=x^{k} \sigma^{-k}(r) \tag{1.9}
\end{equation*}
$$

The above rule can be shown by induction. Clearly, 1.7) holds for $k=1$. Suppose (1.7) holds for all $k=n$ where $n \in \mathbb{N}, n \geq 1$. Then for $k=n+1$, we have

$$
\begin{aligned}
x^{k} r & =x\left(\sum_{i=0}^{n}\binom{n}{i} \sigma^{i} \delta^{n-i}(r) x^{i}\right) \\
& =\sum_{i=0}^{n}\binom{n}{i} x \sigma^{i} \delta^{n-i}(r) x^{i} \\
& =\sum_{i=0}^{n}\binom{n}{i}\left(\sigma^{i+1} \delta^{n-i}(r) x^{i+1}+\sigma^{i} \delta^{n-i+1}(r) x^{i}\right) \\
& =\binom{n}{0}\left(\sigma \delta^{n}(r) x+\delta^{n+1}(r)\right)+\cdots+\binom{n}{n}\left(\sigma^{n+1} x^{n+1}+\sigma^{n} \delta(r) x^{n}\right) \\
& =\binom{n}{0} \delta^{n+1}(r)+\sum_{i=1}^{n}\left(\binom{n}{i-1}+\binom{n}{i}\right) \sigma^{i} \delta^{n-i+1}(r) x^{i}+\binom{n}{n} \sigma^{n+1}(r) x^{n+1} \\
& =\binom{n+1}{0} \delta^{n+1}(r)+\sum_{i=1}^{n}\binom{n+1}{i} \sigma^{i} \delta^{n-i+1}(r) x^{i}+\binom{n+1}{n+1} \sigma^{n+1}(r) x^{n+1}
\end{aligned}
$$

$$
\begin{aligned}
& =\sum_{i=0}^{n+1}\binom{n+1}{i} \sigma^{i} \delta^{n+1-i}(r) x^{i} \\
& =\sum_{i=0}^{k}\binom{k}{i} \sigma^{i} \delta^{k-i}(r) x^{i} .
\end{aligned}
$$

Thus, (1.7) holds for all $r \in R$. Identities (1.8) and (1.9) follow directly from (1.7).

Lemma 1.3. Let $S=R[x ; \sigma, \delta]$ be a skew polynomial ring. For any $r, s \in R, k \in$ $\mathbb{N}$,

$$
\begin{equation*}
\delta^{k}(r s)=\sum_{i=0}^{k}\binom{k}{i} \sigma^{k-i} \delta^{i}(r) \delta^{k-i}(s) . \tag{1.10}
\end{equation*}
$$

Lemma 1.4. Let $S=R[x ; \sigma, \delta]$ be a skew polynomial ring. Let $k \geq 1$ be an integer. If $\delta=0$, then for any $a \in R$,

$$
\begin{align*}
& (x a)^{k}=x^{k}\left(\prod_{i=1}^{k} \sigma^{-k+i}(a)\right)=\left(\prod_{i=1}^{k} \sigma^{i}(a)\right) x^{k} .  \tag{1.11}\\
& (a x)^{k}=x^{k}\left(\prod_{i=0}^{k-1} \sigma^{-k+i}(a)\right)=\left(\prod_{i=0}^{k-1} \sigma^{i}(a)\right) x^{k} . \tag{1.12}
\end{align*}
$$

### 1.3 A Skew Polynomial Ring $S$

From now on, we fix the notation that $S=R[x ; \sigma, \delta]$ is a skew polynomial ring, where $R$ is a division ring, $\sigma$ is an automorphism of $R$ and $\delta$ is a $\sigma$-derivation. We shall give conditions for $S$ to be a (non-commutative) Euclidean domain and an Ore domain (and thus to have a unique ring of fractions) in order to support the investigation on generalized inverses of matrices over $S$ in Chapters 3 and 4 of this thesis.

### 1.3.1 Euclidean Domains

Recall that a principal left (right, resp.) ideal domain is a domain in which every left (right, resp.) ideal is generated by a single element, and a principal left and
right ideal domain is called a principal ideal domain (PID).
Proposition 1.7. ([14], Theorem 2.8) The skew polynomial ring $S$ is a PID.

We now turn to Euclidean domains. A left (right, resp.) Euclidean domain is a domain $D$ with a function $d: D \rightarrow \mathbb{N} \bigcup\{-\infty\}$ such that for all $a, b \in D$ with $b \neq 0$, there exist $q, r \in D$ such that

$$
a=q b+r(a=b q+r, \text { resp. }), d(r)<d(b)
$$

in other words, for any $a, b \in D$ with $b \neq 0, d(a) \geq d(b)$, there exists $c \in D$ satisfying

$$
\begin{equation*}
d(a-c b)<d(a)(d(a-b c)<d(a), \text { resp. }) . \tag{1.13}
\end{equation*}
$$

The element $q$ is called the left (right, resp.) quotient of the division of $a$ by $b$, written $q=a$ quo $_{l} b,\left(q=a\right.$ quor $_{\mathrm{r}} b$, resp.). The function $d$ is called a left (right, resp.) Euclidean function on $D$. A ring that is a left and right Euclidean domain is simply called a Euclidean domain.

Proposition 1.8. Let $d: S \rightarrow \mathbb{N} \bigcup\{-\infty\}$ denote the degree function over $S$. Then $S$ is a Euclidean domain with $d$ being a Euclidean function on it.

The above proposition can be shown as follows. Let $f=\sum_{i=0}^{n} f_{i} x^{i}, g=\sum_{i=0}^{m} g_{i} x^{i}$ be polynomials in $S$ such that $g_{m} \neq 0$. By (1.13), it suffices to show that
there exist $h_{1}, h_{2} \in S$ such that $d\left(f-h_{1} g\right)<d(f), d\left(f-g h_{2}\right)<d(f)$.

If $d(f)<d(g)$, then (1.14) is clear. Suppose $d(f) \geq d(g)$. Then $f_{n} \neq 0$. Since $\sigma$ is an automorphism of $R$ and $g_{m} \neq 0$, we have $\sigma^{n-m}\left(g_{m}\right) \in R \backslash\{0\}$, and so $\sigma^{n-m}\left(g_{m}\right)$ has an inverse $\left(\sigma^{n-m}\left(g_{m}\right)\right)^{-1}$ in $R$. Let $h_{1}=f_{n}\left(\sigma^{n-m}\left(g_{m}\right)\right)^{-1} x^{n-m}$. Then
$f-h_{1} g$
$=f-f_{n}\left(\sigma^{n-m}\left(g_{m}\right)\right)^{-1} x^{n-m}\left(g_{m} x^{m}+g_{m-1} x^{m-1}+\cdots+g_{0}\right)$
$=f-f_{n}\left(\sigma^{n-m}\left(g_{m}\right)\right)^{-1}\left(x^{n-m} g_{m} x^{m}+[\right.$ terms of lower degrees $\left.]\right)$
$=f-f_{n}\left(\sigma^{n-m}\left(g_{m}\right)\right)^{-1}\left(\sum_{i=0}^{n-m}\binom{n-m}{i} \sigma^{i} \delta^{n-m-i}\left(g_{m}\right) x^{i+m}+[\right.$ terms of lower degrees $\left.]\right)$
$=f-f_{n}\left(\sigma^{n-m}\left(g_{m}\right)\right)^{-1}\left(\sigma^{n-m}\left(g_{m}\right) x^{n}+[\right.$ terms of lower degrees $\left.]\right)$
$=f-f_{n} x^{n}-[$ terms of lower degrees $]$,
and so $d\left(f-h_{1} g\right)<d(f)$. The existence of an element $h_{2}$ in $S$ such that $d(f-$ $\left.g h_{2}\right)<d(f)$ can be shown analogously.

### 1.3.2 Ore Domains

Recall that the skew polynomial ring $S$ is a PID (Proposition 1.7). In this section, we shall use this fact.

Let us start with some basic definitions. Let $X$ be a multiplicative set in a ring $P$ (i.e., a subset $X \subseteq P$ such that $1 \in X$ and $X$ is closed under multiplication). Then $X$ is called a left (right, resp.) Ore set if for each $a \in X$ and $r \in P$,

$$
X r=P a(r X=a P, \text { resp. }) .
$$

If $X$ is a right and left Ore set, then $X$ is called an Ore set.
Definition 1.4. A left (right, resp.) Ore domain is any domain $D$ in which the non-zero elements form a left (right, resp.) Ore set, i.e., for each nonzero $a, b \in D, D a \bigcap D b \neq 0$ ( $a D \bigcap b D \neq 0$, resp.). A left and right Ore domain is called an Ore domain.

Recall that a left (right, resp.) Bézout domain is a domain in which every finitely generated left (right, resp.) ideal of $R$ is principal. Since the skew polynomial ring $S$ is a PID, it is a Bézout domain. Every Bézout domain is Ore ([14], Exercise 6D). Thus, we have the following result.

Proposition 1.9. The skew polynomial ring $S$ is an Ore domain.

### 1.3.3 Rings of Fractions

The fact that the skew polynomial ring $S$ is an Ore domain enables us to construct a ring of fractions for $S$ and investigate problems over $S$ from the perspective of a division ring. In this section, we shall outline some properties of rings of fractions and give some results on a ring of fractions for the ring $S$.

We first fix the following notation for this section:

$$
\begin{aligned}
P & \text { a ring } \\
X(\subseteq P) & \text { a multiplicative set of non-zero divisors in } P
\end{aligned}
$$

A left (right, resp.) ring of fractions (or a left (right, resp.) quotient ring) for $P$ with respect to $X$ is any overring $P^{\prime} \supseteq P$ such that:
(a) Every element $x$ in $X$ has an inverse $x^{-1}$ in $P^{\prime}$.
(b) Every element of $P^{\prime}$ can be expressed in the form $x^{-1} a$ (resp., $a x^{-1}$ ) for some $a \in P$ and $x \in X$.

Proposition 1.10. (14], Theorem 6.2) A left (right, resp.) ring of fractions for $P$ with respect to $X$ exists if and only if $X$ is a left (right, resp.) Ore set.

If $X(\subseteq P)$ is a left (right, resp.) Ore set, we shall write $X^{-1} P\left(P X^{-1}\right.$, resp.) to denote any left (right, resp.) ring of fractions for $P$ with respect to $X$.

Proposition 1.11. ([14], Proposition 6.5) If $X(\subseteq P)$ is a right and left Ore set, then $P X^{-1}=X^{-1} P$, and vice versa.

We now turn to classical quotient rings. A classical left (right, resp.) quotient ring for $P$ is a left (right, resp.) quotient ring for $P$ with respect to the multiplicative set of all non-zero divisors in $P$. If $P$ has both a classical left quotient
ring and a classical right quotient ring, then by Proposition 1.11, the two onesided classical quotient rings coincide; In this case, $P$ is said to have a classical quotient ring.

Proposition 1.12. ([14], Theorem 6.8) For a ring P, the following conditions are equivalent:
(a) There exists a right (left, resp.) Ore set $X$ of non-zero divisors in $P$ such that $P X^{-1}\left(X^{-1} P\right.$, resp.) is a division ring.
(b) P has a classical right (left, resp.) quotient ring which is a division ring.
(c) $P$ is a right (left, resp.) Ore domain.

Recall that the skew polynomial ring $S$ is a left and right Ore domain (Proposition 1.9). By Proposition 1.10, there exist a classical left (right, resp.) quotient ring for $S$ with respect to $S \backslash\{0\}$; Moreover, by Proposition 1.11, the classical left (right, resp.) quotient ring is also a right (left, resp.) quotient ring. Thus, we just refer to the Ore quotient ring of $S$, and use $Q(S)$ to denote it for the rest of this paper.

### 1.4 Inverse of a Matrix

The inverse for a matrix is sometimes needed in the investigation of a generalized inverse for a matrix. In this section, we give some properties of the inverse of a matrix over the skew polynomial ring $S$, together with some relevant definitions.

Let $A$ be an $n \times n$ matrix over a ring $P$. A left (right, resp.) inverse of $A$ over $P$ is an $n \times n$ matrix $A_{L}^{-1}\left(A_{R}^{-1}\right.$, resp.) such that $A_{L}^{-1} A=I\left(A A_{R}^{-1}=I\right.$, resp.). An inverse of $A$ over $P$ is an $n \times n$ matrix $A^{-1}$ over $P$ such that $A^{-1} A=A A^{-1}=I$. If both $A_{L}^{-1}$ and $A_{R}^{-1}$ exist, then $A_{L}^{-1}=A_{R}^{-1}=A^{-1}$, and $A$ is called an invertible matrix over $P$. The uniqueness of an inverse for a matrix is obvious.

For any matrix $A$ over the skew polynomial ring $S$, a left (or right) inverse of $A$ is in fact the inverse of $A$ over $S$. To prove this, we use the fact that $S$ is

Noetherian and thus is stably finite.

Definition 1.5. A ring $P$ is said to be right Noetherian if it satisfies the ascending chain condition (ACC) on right ideals, namely, whenever $I_{1} \subset I_{2} \subset \cdots$ is a strictly increasing chain of right ideals of $P$, there exists a positive integer $m$ such that $I_{n}=I_{m}$ for all $n \geq m$. A left Noetherian ring is defined correspondingly.

Using the property that $S$ is a PID, we can verify the following conclusion without difficulty.

Proposition 1.13. The skew polynomial ring $S$ is left and right Noetherian.

We now give the property that $S$ is stably finite.

Definition 1.6. ([20], p. 5) A ring $P$ is Dedekind-finite if, for any $a, b \in P$, $a b=1$ implies $b a=1$. We say that $a$ ring $Q$ is stably finite if the matrix rings $\mathbb{M}_{n}(Q)$ are Dedekind-finite for all natural numbers $n$.

Proposition 1.14. ([20], Proposition 1.13) The skew polynomial ring $S$ is stably finite, that is, for any $n \times n$ matrix $A$ over the skew polynomial ring $S$, a left (or right) inverse of $A$ over $S$ is the inverse of $A$ over $S$.

For matrices over $S$, there are three types of elementary row (column, resp.) operations defined as follows:
(i) Interchange of any two rows (columns, resp.)
(ii) Addition of a multiple of a row (column, resp.) by a non-zero polynomial from $S$ to another row (column, resp.)
(iii) Scalar multiplication from the left (right, resp.) of a row (column, resp.) by a non-zero element from $R$.

An elementary matrix over $S$ is a square matrix obtained by applying one single elementary row (or column) operation on an identity matrix. A matrix
over $S$ is called a unimodular matrix if it is a product of elementary matrices over $S$.

It is known that every elementary (unimodular, resp.) matrix over a field $\mathbb{F}$ has an inverse that is also elementary (unimodular, resp.) over $\mathbb{F}$. A proof of this result can be found in any elementary linear algebra book. For matrices over $S$, we have a similar result (which can be shown analogously) as follows.

Proposition 1.15. (a) Every elementary matrix over $S$ is invertible over $S$. Moreover, the inverse of an elementary matrix over $S$ is also an elementary matrix over $S$.
(b) Every unimodular matrix over $S$ is invetible over $S$. Moreover, the inverse of a unimodular matrix over $S$ is also a unimodular matrix over $S$.

The above proposition can be shown in a similar way as we did for the commutative case (which can be found in any standard elementary linear algebra book).

### 1.5 Rank of a Matrix

In this section, we give the result that the skew polynomial ring $S$ is a free ideal ring. By interpreting matrices over $S$ as $S$-module homomorphisms, we define three types of rank of a matrix over $S$ and show that the ranks are in fact equivalent.

### 1.5.1 Free Ideal Rings

Let $P$ be a ring. An indexed set $X=\left(x_{i}\right)_{i \in I}$ of elements of a module over $P$ is called left (right, resp.) linearly independent if for every finite sequence $x_{1}, \ldots, x_{n}$ of elements of $X$ and every $p_{1}, \ldots, p_{n} \in P$,

$$
\sum_{i=1}^{n} p_{i} x_{i}=0\left(\sum_{i=1}^{n} x_{i} p_{i}=0, \text { resp. }\right) \text { implies } p_{1}=\cdots=p_{n}=0
$$

A free left $P$-module (of rank cardinality $I$ ) is a left $P$-module $M$ with a linearly independent spanning set $X=\left(x_{i}\right)_{i \in I}$. In other words, $M$ is a free left $P$-module if $M$ is isomorphic to $\oplus_{i \in I} P x_{i}$. If $I$ is finite, that is, $M \cong \oplus_{i=1}^{n} P x_{i}$ for some $n \in \mathbb{N}$, then $n$ is called the rank of $M$, written $n=\operatorname{rank}(M)$. A free right $P$-module $N$ and the rank of $N$ are defined correspondingly.

Definition 1.7. ([10], P. 110) A free left ideal ring (a left fir, for short) is a ring $P$ in which all left ideals are free as left $P$-modules, of unique rank. A right fir is defined correspondingly. A free ideal ring (a fir, for short) is a left and right fir.

Since $S$ is a left and right Ore domain, we have the following result.
Proposition 1.16. ([10], Proposition 2.2.2.) The skew polynomial ring $S$ is a fir.

Definition 1.8. ([10], P. 111) Let $\alpha$ be a cardinal. A left $\alpha$-fir is a ring $P$ in which all $\alpha$-generated left ideals are free as left P-modules, of unique rank. A right $\alpha$-fir is defined correspondingly. An $\alpha$-fir is a left and right $\alpha$-fir.

Clearly, $S$ is an $\alpha$-fir.

Proposition 1.17. ([8], Theorem 2.1) Let $\alpha$ be a cardinal.
(i) In a left fir every submodule of a free left module is free.
(ii) In a left $\alpha$-fir every $\alpha$-generated submodule of a free left module is free.

### 1.5.2 Rank of a Matrix

After seeing that the skew polynomial ring $S$ is a free ideal ring, we can define the rank of a matrix over $S$. We fix the following notation for this section.

| $S^{m}$ | the set of $1 \times m$ matrices over $S$ |
| :---: | :--- |
| ${ }^{n} S$ | the set of $n \times 1$ matrices over $S$ |
| $\underline{0}$ | a zero matrix of suitable size |

Both ${ }^{n} S$ and $S^{m}$ are free $S$-modules, thus, any $n$-generated submodule of ${ }^{n} S$ and any $m$-generated submodule of $S^{m}$ are free (Proposition 1.17).

We interpret a matrix $A_{m \times n}$ over $S$ in the following ways:
(a) a right $S$-module homomorphism of columns ${ }^{n} S \rightarrow{ }^{m} S$, that is, a function $f:{ }^{n} S \rightarrow{ }^{m} S$ such that $f(u+v)=f(u)+f(v)$ and $f(v a)=f(v) a$ for all $u, v \in{ }^{n} S$ and $a \in S$,
(b) a left $S$-module homomorphism of rows $S^{m} \rightarrow S^{n}$.
(c) an element of the $\left(\mathbb{M}_{m}(S), \mathbb{M}_{n}(S)\right)$-bimodule ${ }^{m} S \otimes S^{n}$.

The column rank of $A$ over $S$ is the rank of the submodule of ${ }^{m} S$ spanned by the $n$ columns of $A$, that is, the rank of the image of $A$ under the above interpretation (a). The row rank of $A$ over $S$ is the rank of the submodule of $S^{n}$ generated by the $m$ rows of $A$ under the above interpretation (b). Since $S$ is an $n$-fir for any $n \in \mathbb{N}, n \geq 1$, the definitions of column rank and row rank of a matrix over $S$ are valid. Note that the column (row, resp.) rank of the matrix is independent of the choice of bases. In particular, the column (row, resp.) rank is not affected by elementary operations.

We now define the inner rank of a matrix. Let $A=B_{m \times r} C_{r \times n}$ be a decomposition of $A$ over $S$, where $r$ is the least number that such a matrix $C$ can have. The number $r$ is called the inner rank of $A$, written $r=\rho(A)$, and the factorization $B C$ is called the rank factorization of $A$ over $S$.

Proposition 1.18. ([10], Proposition 5.4.3.) Let $A \in \mathbb{M}_{m \times n}(S)$. The following four numbers are equal and do not exceed $\min \left\{\rho_{r}(A), \rho_{c}(A\}\right)$, where $\rho_{r}(A)$ denotes the row rank of $A$ and $\rho_{c}(A)$ denotes the column rank of $A$ :
(i) the least $r$ such that the map $A$ (under interpretation (a) or (b)) can be factored through $S^{r}$,
(ii) the least $r$ such that $A$ can be written $\sum_{i=1}^{r} b_{i} \otimes c_{i}$, under interpretation $\quad$ (c),
(iii) the least $r$ such that the image of $A$ in $S^{n}$ is contained in a submodule generated by $r$ elements (interpretation (b)),
(iv) the least $r$ such that the image of $A$ in ${ }^{m} S$ is contained in a submodule generated by $r$ elements (interpretation (a)).

In Part (iii) of Proposition 1.18, the number $r$ is equivalent to the least number $r$ such that $A=B_{m \times r} C_{r \times n}$ and thus is in fact the inner rank of $A$. Therefore, for any $m \times n$ matrix $A$,

$$
\begin{equation*}
0 \leq \rho(A) \leq \min \{m, n\} \tag{1.15}
\end{equation*}
$$

and

$$
\begin{equation*}
\rho(A)=0 \text { if and only if } A=\underline{0} . \tag{1.16}
\end{equation*}
$$

Also, using rank factorization, we can verify that for any two matrices $A$ and $B$,

$$
\begin{align*}
& \rho(\operatorname{diag}(A, B)) \leq \rho(A)+\rho(B),  \tag{1.17}\\
& \rho(A B) \leq \min \{\rho(A), \rho(B)\} . \tag{1.18}
\end{align*}
$$

We now turn to the relation between the three types of rank defined above. Since the skew polynomial ring $S$ is a Bézout domain, we have the following result.

Proposition 1.19. ([10], Proposition 5.4.4) Over the skew polynomial ring $S$, the row rank, the column rank and the inner rank of a matrix are equal.

From above we can see that, for any matrix $A$ over $S$,

$$
\begin{equation*}
\rho(A)=\rho\left(A^{T}\right) \tag{1.19}
\end{equation*}
$$

Also, since the three types of rank of $A$ coincide, we shall just refer to the rank of $A$ and use $\rho(A)$ to denote it in the rest of the thesis.

Definition 1.9. Let $A \in \mathbb{M}_{m \times n}(S)$, where $m, n \in \mathbb{N}, 1 \leq m \leq n(1 \leq n \leq m)$. Then $A$ is said to be of left (right. resp.) full rank if $\rho(A)=m(\rho(A)=n)$. If $m=n$ and $\rho(A)=n$, then $A$ is of full rank.

Lemma 1.5. ([10], Corollary 5.4.5) Let $A_{m \times n}, B_{k \times m}$ and $C_{k \times m}(k, m, n \in \mathbb{N})$ be matrices over $S$. Then $B A=C A(A B=A C$, resp.) implies $B=C$ if and only if $A$ is of left (right, resp.) full rank.

## Chapter 2

## An Algorithm For Finding

## $\{1\}$-inverses (Commutative Case)

An algorithm for finding a $\{1\}$-inverse of a matrix over a (commutative) ring has been introduced by K. P. S. B. Rao ([30], p. 41). In this chapter, we shall improve the efficiency of the algorithm given by K. P. S. B. Rao and use it to find $\{1\}$-inverses of matrices over a polynomial ring $\mathbb{F}[x]$, where $\mathbb{F}$ is a field. In fact, all of the results of this chapter hold for matrices over any commutative Euclidean domain. The Maple code of the improved algorithm will be given in Appendix.

### 2.1 Theoretical Basis

Let us start with some properties of matrices over the polynomial ring $\mathbb{F}[x]$.

Lemma 2.1. Let $A_{m \times n}, B_{m \times n}(m, n \in \mathbb{N})$ be two matrices over $\mathbb{F}[x]$ such that $B=E_{m \times m} A F_{n \times n}$, where
(i) $E$ is a square matrix over $\mathbb{F}[x]$ obtained by applying row exchanging and/or row addition to an identity matrix,
(ii) $F$ is a square matrix over $\mathbb{F}[x]$ obtained by applying column exchanging and/or column addition to an identity matrix.

Then
(a) E and $F$ are invertible in $\mathbb{M}_{m \times m}(\mathbb{F}[x])$ and $\mathbb{M}_{n \times n}(\mathbb{F}[x])$, respectively;
(b) A has a $\{1\}$-inverse over $\mathbb{F}[x]$ if and only if $B$ has a $\{1\}$-inverse over $\mathbb{F}[x]$.

Proof. We first show that $E$ is invertible over $\mathbb{F}[x]$. By definition, $E$ is a product of elementary matrices whose determinants are 1 . Thus, $\operatorname{det}(E)= \pm 1$, and so $E$ is invertible over $\mathbb{F}[x]$ with $E^{-1}=\frac{1}{\operatorname{det}(E)} \operatorname{adj}(E)= \pm \operatorname{adj}(E)$, where $\operatorname{adj}(E)$ denotes the adjoint matrix of $E$. Similarly, we can show that $F$ is invertible over $\mathbb{F}[x]$.

If $B$ has a $\{1\}$-inverse $G_{B}$ over $\mathbb{F}[x]$, then $(E A F) G_{B}(E A F)=E A F$, which implies $A\left(F G_{B} E\right) A=A$, that is, $A$ has a $\{1\}$-inverse $F G_{B} E$ over $\mathbb{F}[x]$.

Conversely, suppose $A$ has a $\{1\}$-inverse $G_{A}$ over $\mathbb{F}[x]$, namely, $A G_{A} A=A$. Since $B=E A F$, we have $A=E^{-1} B F^{-1}$. Then $A G_{A} A=A$ implies $B\left(F^{-1} G_{A} E^{-1}\right) B=B$, and so $B$ has a $\{1\}$-inverse $\left(F^{-1} G_{A} E^{-1}\right)$ over $\mathbb{F}[x]$.
Theorem 2.1. (a) Let $A=\left[a_{1} \cdots a_{n}\right]\left(A=\left[a_{1} \cdots a_{n}\right]^{T}\right.$, resp.) be a $1 \times n$ ( $n \times 1$, resp.) matrix over $\mathbb{F}[x]$ with $a_{1} \neq 0$. If $A$ has a $\{1\}$-inverse over $\mathbb{F}[x]$, then $\operatorname{gcd}\left(a_{1}, \ldots, a_{n}\right)=1$.
(b) Let $A=\left[\begin{array}{cc}a & \underline{z} \\ 0_{m \times 1} & B_{m \times n}\end{array}\right]$ be a matrix over $\mathbb{F}[x]$ with $a \neq 0$ and $\underline{z}=\left[z_{1} \cdots z_{n}\right]$. If $A$ has a $\{1\}$-inverse over $\mathbb{F}[x]$, then $\operatorname{gcd}\left(a, z_{1}, \ldots, z_{n}\right)=1$.
(c) Let $\left[\begin{array}{cc}a & 0_{1 \times n} \\ 0_{m \times 1} & B_{m \times n}\end{array}\right]$ be a matrix over $\mathbb{F}[x]$. If $A$ has a $\{1\}$-inverse, then (i) either $a=0$ or a has a multiplicative inverse in $\mathbb{F}[x]$ and (ii) $B$ has a $\{1\}$ inverse over $\mathbb{F}[x]$.
Proof. (a) We shall only show the case for $A=\left[a_{1} \cdots a_{n}\right]$. The case for $A=$ $\left[a_{1} \cdots a_{n}\right]^{T}$ can be shown analogously.
Let $G=\left[g_{1} \cdots g_{n}\right]^{T}$ be a $\{1\}$-inverse of $A$. Then

$$
\left[a_{1} \cdots a_{n}\right]=\left[a_{1} \cdots a_{n}\right]\left[g_{1} \cdots g_{n}\right]^{T}\left[a_{1} \cdots a_{n}\right]=\left[\left(a_{1} g_{1}+\cdots+a_{n} g_{n}\right) a_{1} \cdots\right] .
$$

It follows that $a_{1}=\left(a_{1} g_{1}+\cdots+a_{n} g_{n}\right) a_{1}$, that is, $\left(a_{1} g_{1}+\cdots+a_{n} g_{n}-1\right) a_{1}=0$.
Since $\mathbb{F}[x]$ has no zero divisors, and since $a_{1} \neq 0$, we have $a_{1} g_{1}+\cdots+a_{n} g_{n}=1$.
Since $\mathbb{F}[x]$ is a principal ideal domain, $\operatorname{gcd}\left(a_{1}, \ldots, a_{n}\right)=1$ ([30], Theorem 4.2).
(b) By [30], Theorem 4.15.
(c) By [30], Theorem 4.15.

Theorem 2.2. Let $A_{m \times n}=\left(a_{i j}\right)$ be a matrix over $\mathbb{F}[x]$.
(a) There exists an invertible matrix $E_{m \times m}$ over $\mathbb{F}[x]$, such that

$$
E A=\left[\begin{array}{cccc}
g & * & \cdots & * \\
0 & * & \cdots & * \\
\vdots & \vdots & \ddots & \vdots \\
0 & * & \cdots & *
\end{array}\right]
$$

where $g=\operatorname{gcd}\left(a_{11}, a_{21}, \ldots, a_{m 1}\right)$ and each $*$ stands for some element in $\mathbb{F}[x]$.
(b) There exists an invertible matrix $F_{n \times n}$ over $\mathbb{F}[x]$, such that

$$
A F=\left[\begin{array}{cccc}
h & 0 & \cdots & 0 \\
* & * & \cdots & * \\
\vdots & \vdots & \ddots & \vdots \\
* & * & \cdots & *
\end{array}\right]
$$

where $h=\operatorname{gcd}\left(a_{11}, a_{12}, \ldots, a_{1 n}\right)$ and each $*$ stands for some element in $\mathbb{F}[x]$.
Proof. (a) Since $\mathbb{F}[x]$ is a Euclidean domain, by the traditional extended Euclidean algorithm for commutative Euclidean domains (for example, 31, Algorithm 3.6), we can find some $g_{1}, s_{1}, t_{1} \in \mathbb{F}[x]$ such that

$$
\operatorname{gcd}\left(a_{11}, a_{21}\right)=g_{1}=s_{1} a_{11}+t_{1} a_{21} .
$$

Define $E_{1}$ to be an $m \times m$ elementary matrix over $\mathbb{F}[x]$ such that

$$
E_{1}(i, j)=\left\{\begin{array}{ll}
s_{1}, & i=1, j=1, \\
t_{1}, & i=1, j=2, \\
-\frac{a_{21}}{g_{1}}, & i=2, j=1, \\
\frac{a_{11}}{g_{1}}, & i=2, j=2, \\
1, & 3 \leq i \leq m, j=i, \\
0, & \text { otherwise. }
\end{array} \quad, \text { i.e., } E_{1}=\left[\begin{array}{ccccc}
s_{1} & t_{1} & 0 & \cdots & 0 \\
-\frac{a_{21}}{g_{1}} & \frac{a_{11}}{g_{1}} & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 1
\end{array}\right] .\right.
$$

Then

$$
\begin{aligned}
E_{1} A & =\left[\begin{array}{ccccc}
s_{1} & t_{1} & 0 & \cdots & 0 \\
-\frac{a_{21}}{g_{1}} & \frac{a_{11}}{g_{1}} & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 1
\end{array}\right]\left[\begin{array}{cccc}
a_{11} & a_{12} & \cdots & a_{1 n} \\
a_{21} & a_{22} & \cdots & a_{2 n} \\
a_{31} & a_{32} & \cdots & a_{3 n} \\
\vdots & \vdots & \ddots & \vdots \\
a_{m 1} & a_{m 2} & \cdots & a_{m n}
\end{array}\right] \\
& =\left[\begin{array}{cccc}
g_{1} & * & \cdots & * \\
0 & * & \cdots & * \\
a_{31} & a_{32} & \cdots & a_{3 n} \\
\vdots & \vdots & \ddots & \vdots \\
a_{m 1} & a_{m 2} & \cdots & a_{m n}
\end{array}\right],
\end{aligned}
$$

where each $*$ stands for some element in $\mathbb{F}[x]$.
Using the same idea, we define $m \times m$ elementary matrices $E_{k}$ over $\mathbb{F}[x]$ for $k=1, \ldots, m-1$ as follows

$$
E_{k}(i, j)= \begin{cases}s_{k}, & i=1, j=1, \\ t_{k}, & i=1, j=k \\ -\frac{a_{k+1,1}}{g_{k}}, & i=k, j=1, \\ \frac{g_{k-1}}{g_{k}}, & i=k, j=k, \\ 1, & 2 \leq i \leq m, i \neq k, j=i, \\ 0, & \text { otherwise },\end{cases}
$$

where $s_{k}, t_{k}, g_{k} \in \mathbb{F}[x]$ such that

$$
g_{k}=\operatorname{gcd}\left(g_{k-1}, a_{k+1,1}\right)=s_{k} g_{k-1}+t_{k} a_{k+1,1} .
$$

Then for each $k$,

$$
E_{k} \cdots E_{1} A=\left[\begin{array}{cccc}
g_{k} & * & \cdots & * \\
0 & * & \cdots & * \\
\vdots & \vdots & \ddots & \vdots \\
0 & * & \cdots & * \\
a_{k+2,1} & a_{k+2,2} & \cdots & a_{k+2, n} \\
\vdots & \vdots & \ddots & \vdots \\
a_{m 1} & a_{m 2} & \cdots & a_{m n}
\end{array}\right]
$$

where $g_{k}=\operatorname{gcd}\left(a_{11}, a_{21}, \ldots, a_{k+1,1}\right)$. Let $E=E_{m-1} \cdots E_{1}$. Then $E$ is the desired unimodular matrix.
(b) Similarly, we can show the existence of the matrix $F$. Since $\mathbb{F}[x]$ is a Euclidean domain, by the traditional extended Euclidean algorithm for commutative Euclidean domains, we can find some $h_{1}, p_{1}, q_{1} \in \mathbb{F}[x]$ such that

$$
\operatorname{gcd}\left(a_{11}, a_{12}\right)=h_{1}=p_{1} a_{11}+q_{1} a_{12} .
$$

Define $F_{1}$ to be an $n \times n$ elementary matrix over $\mathbb{F}[x]$ such that

$$
F_{1}(i, j)=\left\{\begin{array}{ll}
p_{1}, & i=1, j=1, \\
q_{1}, & i=2, j=1, \\
-\frac{a_{12}}{h_{1}}, & i=1, j=2, \\
\frac{a_{11}}{h_{1}}, & i=2, j=2, \\
1, & 3 \leq i \leq m, j=i, \\
0, & \text { otherwise. }
\end{array} \quad, \text { i.e., } F_{1}=\left[\begin{array}{ccccc}
p_{1} & -\frac{a_{12}}{h_{1}} & 0 & \cdots & 0 \\
q_{1} & \frac{a_{11}}{h_{1}} & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 1
\end{array}\right] .\right.
$$

Then

$$
\begin{aligned}
A F_{1} & =\left[\begin{array}{ccccc}
a_{11} & a_{12} & a_{13} & \cdots & a_{1 n} \\
a_{21} & a_{22} & a_{23} & \cdots & a_{2 n} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
a_{m 1} & a_{m 2} & a_{m 3} & \cdots & a_{m n}
\end{array}\right]\left[\begin{array}{ccccc}
p_{1} & -\frac{a_{12}}{h_{1}} & 0 & \cdots & 0 \\
q_{1} & \frac{a_{11}}{h_{1}} & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 1
\end{array}\right] \\
& =\left[\begin{array}{ccccc}
h_{1} & 0 & a_{13} & \cdots & a_{1 n} \\
* & * & a_{23} & \cdots & a_{2 n} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
* & * & a_{m 3} & \cdots & a_{m n}
\end{array}\right],
\end{aligned}
$$

where each $*$ stands for some element in $\mathbb{F}[x]$.
Using the same idea, we define $n \times n$ elementary matrices $F_{k}$ over $\mathbb{F}[x]$ for $k=2, \ldots, n-1$ as follows

$$
F_{k}(i, j)= \begin{cases}p_{k}, & i=1, j=1, \\ q_{k}, & i=k, j=1, \\ -\frac{a_{1, k+1}}{h_{k}}, & i=1, j=k, \\ \frac{h_{k-1}}{h_{k}}, & i=k, j=k, \\ 1, & 2 \leq i \leq n, i \neq k, j=i, \\ 0, & \text { otherwise },\end{cases}
$$

where $p_{k}, q_{k}, h_{k} \in \mathbb{F}[x]$ such that

$$
h_{k}=\operatorname{gcd}\left(h_{k-1}, a_{1, k+1}\right)=p_{k} h_{k-1}+q_{k} a_{1, k+1} .
$$

Let $F=F_{1} \cdots F_{n-1}$. Then $F$ is the desired unimodular matrix.

### 2.2 Algorithm

We now give the algorithm for finding a $\{1\}$-inverse of a matrix over the polynomial ring $\mathbb{F}[x]$.

```
Algorithm 1 Row operations (RowOp)
Input \(A \in \mathbb{M}_{m \times n}(\mathbb{F}[x])\) and \(k, i \in \mathbb{N}\), where \(m, n \in \mathbb{N}, m \geq 2, n \geq 1,1 \leq k \leq\)
    \(m-1, k+1 \leq i \leq m\), and at least one of \(A(k, k), A(i, k)\) is nonzero.
Output A unimodular matrix \(R o \in \mathbb{M}_{m \times m}(\mathbb{F}[x])\) such that
\[
(R o A)(k, k)=\operatorname{gcd}(A(k, k), A(i, k)) \text { and }(R o A)(i, k)=0
\]
```

1: Use the extended Euclidean algorithm to compute $g, s, t$ such that

$$
g=\operatorname{gcd}(A(k, k), A(i, k))=s A(k, k)+t A(i, k) .
$$

$R o \leftarrow I_{m}$
$\operatorname{Ro}(k, k) \leftarrow s, \operatorname{Ro}(k, i) \leftarrow t, \operatorname{Ro}(i, k) \leftarrow-\frac{A(i, k)}{g}, \operatorname{Ro}(i, i) \leftarrow \frac{A(k, k)}{g}$
return Ro

Algorithm 2 Column operations ( ColOp )
Input $A \in \mathbb{M}_{m \times n}(\mathbb{F}[x])$ and $k, j \in \mathbb{N}$, where $m, n \in \mathbb{N}, m \geq 1, n \geq 2,1 \leq k \leq$
$n-1, k+1 \leq j \leq n$, and at least one of $A(k, k), A(k, j)$ is nonzero.
Output A unimodular matrix $C o \in \mathbb{M}_{n \times n}(\mathbb{F}[x])$ such that

$$
(A C o)(k, k)=\operatorname{gcd}(A(k, k), A(k, j)) \text { and }(A C o)(k, j)=0 .
$$

1: Use the extended Euclidean algorithm to compute $g, s, t$ such that

$$
g=\operatorname{gcd}(A(k, k), A(k, j))=s A(k, k)+t A(k, j) .
$$

$C o \leftarrow I_{n}$
$C o(k, k) \leftarrow s, C o(k, j) \leftarrow-\frac{A(k, j)}{g}, C o(j, k) \leftarrow t, C o(j, j) \leftarrow \frac{A(k, k)}{g}$
return Co

```
Algorithm 3 Find a \(\{1\}\)-inverse of a given matrix
Input \(A \in \mathbb{M}_{m \times n}(\mathbb{F}[x])\) and \(m, n \in \mathbb{N}\).
Output \(\left\{\begin{array}{l}G \in \mathbb{M}_{n \times m}(\mathbb{F}[x]) \text { such that } A G A=A, \text { if } A \text { has a }\{1\} \text {-inverse; } \\ \text { "The given matrix has no }\{1\} \text {-inverse.", otherwise. }\end{array}\right.\)
```


## Steps

```
\(s \leftarrow \min \{m, n\}\)
\(R o \leftarrow I_{m}, C o \leftarrow I_{n}, E \leftarrow I_{m}, F \leftarrow I_{n}\)
if \(A=[]\) or \(A=0_{m \times n}\) then \(\triangleright A\) : an empty matrix or a zero matrix.
    return \(G \leftarrow A^{T}\)
    end if
    \(B \leftarrow A\)
if \(s>1\) then
    for \(k\) from 1 to \(s-1\) do
        if \(\operatorname{Col}_{k}(B)=\underline{0}\) and \(\operatorname{Row}_{k}(B)=\underline{0}^{T}\) then
            \(k \leftarrow k+1\) and goto step 7
        end if
        for \(i\) from \(k+1\) to \(m\) do
        Call Algorithm 1 to compute \(R o \leftarrow \operatorname{RowOp}(B, k, i)\)
                \(B \leftarrow R o B\)
                \(E \leftarrow R o E\)
            end for
            \(C \leftarrow B\)
            for \(j\) from \(k+1\) to \(n\) do
                Call Algorithm 2 to compute \(C o \leftarrow \operatorname{ColOp}(C, k, j)\)
                \(C \leftarrow C C o\)
                \(F \leftarrow F C o\)
            end for
```

```
Algorithm 3 Find a \(\{1\}\)-inverse of a given matrix (continued)
    if \(C(k, k) \neq 1\) then
                            return "The input matrix has no \(\{1\}\)-inverse." \(\triangleright\) Theorem 2.1.
        else
            for \(i\) from \(k+1\) to \(m\) do
                Call Algorithm 1 to compute \(R o \leftarrow \operatorname{RowOp}(C, k, i)\)
                \(C \leftarrow R o C\)
                \(E \leftarrow R o E\)
            end for
            \(B \leftarrow C\)
        end if
        end for
    end if
    if \(m=n\) then \(\quad \triangleright m=n=s\).
        if \(B(s, s) \in \mathbb{F}\) then
            if \(B(s, s) \neq 0\) then
                        \(R o \leftarrow\) the matrix obtained by multiplying \(\operatorname{Row}_{s}\left(I_{m}\right)\) by \(\frac{1}{B(s, s)}\)
                \(B \leftarrow R o B, E \leftarrow R o E\)
            end if
            return \(G \leftarrow F B^{T} E\)
        else
                            \(\triangleright B(s, s) \notin \mathbb{F}\).
            return "The input matrix has no \(\{1\}\)-inverse." \(\triangleright\) Theorem 2.1.
        end if
    else
        if \(m>n\) then
            \(B \leftarrow B^{T}\)
        end if
        \(r B \leftarrow\) row dimension of \(B, c B \leftarrow\) column dimension of \(B \quad \triangleright B<c B\).
        if \(\operatorname{Row}_{r B}(B)=\underline{0}\) then
            if \(m>n\) then
                return \(G \leftarrow F B E\)
            else
                return \(G \leftarrow F B^{T} E\)
            end if
        else
            for \(j\) from \(r B+1\) to \(c B\) do
                Call Algorithm 2 to compute \(C o \leftarrow \operatorname{ColOp}(B, r B, j)\)
                \(B \leftarrow B C o\)
                if \(m>n\) then
                    \(E \leftarrow C o^{T} E\)
                    else
                    \(F \leftarrow F C o\)
            end if
            end for
```

```
Algorithm 3 Find a \(\{1\}\)-inverse of a given matrix (continued)
66: \(\quad\) if \(B(r B, r B) \neq 1\) then
                return "The input matrix has no \(\{1\}\)-inverse."
    else if \(m>n\) then
        return \(G \leftarrow F B E\)
        else
            return \(G \leftarrow F B^{T} E\)
        end if
        end if
    end if
```

Theorem 2.3. In Algorithm 3, if the given matrix $A$ has a $\{1\}$-inverse over $\mathbb{F}[x]$, then the matrix $G$ is a $\{1\}$-inverse of $A$ over $\mathbb{F}[x]$.

Proof. From Algorithm 3 we can see that, the matrices $E_{m \times m}, F_{n \times n}$ and $B_{m \times n}$ obtained at $\operatorname{Step} 4 / 41 / 52 / 54 / 69 / 71$ satisfy the following conditions:
(a) $E$ and $F$ are invertible over $\mathbb{F}[x]$,
(b) $E A F=B$,
(c) $B(i, j)=\left\{\begin{array}{l}1 \text { or } 0, \text { for } i=1, \ldots, s \text { and } j=i(s=\min \{m, n\}) \\ 0, \text { otherwise }\end{array}\right.$.

If $m \leq n$, then $s=m$ and so $B B^{T}=I_{m}$, which implies $B B^{T} B=I_{m}$; otherwise, $m>n=s$, and so $B^{T} B=I_{n}$, which also gives $B B^{T} B=B$. Thus, $B^{T}$ is a $\{1\}$-inverse of $B$, i.e., $B B^{T} B=B$. Then, from $E A F=B$ we can get

$$
(E A F) B^{T}(E A F)=E A F
$$

By Theorem 2.1, $E$ and $F$ have inverses $E^{-1}$ and $F^{-1}$ over $\mathbb{F}[x]$, respectively. So $E^{-1}(E A F) B^{T}(E A F) F^{-1}=E^{-1} E A F F^{-1}$, that is,

$$
A\left(F B^{T} E\right) A=A
$$

Hence, $G=F B^{T} E$ is a $\{1\}$-inverse of $A$.

### 2.3 Examples

Below are some examples generated by using the algorithm.
(a) Let $A=\left[\begin{array}{lll}1 & 2 & 3 \\ 4 & 5 & 6\end{array}\right]$ be a matrix over $\mathbb{Q}$.

Then $G_{A}=\left[\begin{array}{cc}-1 & \frac{1}{2} \\ 0 & 0 \\ \frac{2}{3} & -\frac{1}{6}\end{array}\right]$ is a $\{1\}$-inverse of $A$ over $\mathbb{Q}$.
(b) Let $B=\left[\begin{array}{ll}1 & x \\ 0 & 1 \\ 5 & 6\end{array}\right]$ be a matrix over $\mathbb{Q}[x]$.

Then $G_{B}=\left[\begin{array}{ccc}1 & -x & 0 \\ 0 & 1 & 0\end{array}\right]$ is a $\{1\}$-inverse of $B$ over $\mathbb{Q}[x]$.
(c) Let $C=\left[\begin{array}{cccc}3 x^{5}-6 x^{4}+4 x^{3}+6 x^{2}+1 & -x^{4}+2 x^{3}-x^{2}-2 x & x^{3}-2 x^{2}+2 & x^{2}+1 \\ -3 x^{3}+3 x^{2}-4 x & x^{2}-x+1 & -x+1 & x \\ 3 x^{2} & -x & 1 & x^{3}\end{array}\right]$ be
a matrix over $\mathbb{Q}[x]$. Then $G_{C}=\left[\begin{array}{ccc}1 & x^{2} & x^{2}-2 \\ 4 x & 4 x^{3}+1 & 4 x^{3}-7 x-1 \\ x^{2} & x^{4}+x & x^{4}-x^{2}-x+1 \\ 0 & 0 & 0\end{array}\right]$ is a $\{1\}$ inverse of $C$ over $\mathbb{Q}[x]$.
(d) Let $D=\left[\begin{array}{ll}1 & x \\ x & 1\end{array}\right]$ be a matrix over $\mathbb{Q}[x]$. By Algorithm $[3$.

$$
\left[\begin{array}{lc}
1 & x \\
x & 1
\end{array}\right] \xrightarrow{\mathrm{Row}_{2}-x \mathrm{Row}_{1} \rightarrow \mathrm{Row}_{2}}\left[\begin{array}{cc}
1 & x \\
0 & -x^{2}+1
\end{array}\right] \xrightarrow{\mathrm{Col}_{2}-x \mathrm{Col}_{1} \rightarrow \mathrm{Col}_{2}}\left[\begin{array}{cc}
1 & 0 \\
0 & -x^{2}+1
\end{array}\right] .
$$

Since $\operatorname{deg}\left(-x^{2}+1\right)>0,\left[-x^{2}+1\right]$ has no $\{1\}$-inverse over $\mathbb{Q}[x]$. By Theorem 2.1. $D$ has no $\{1\}$-inverse over $\mathbb{Q}[x]$.

## Chapter 3

## An Algorithm For Finding

## \{1\}-inverses (Non-commutative

## Case)

Recall that $S=R[x ; \sigma, \delta]$ denotes the skew polynomial ring where $R$ is a skew field, $\sigma$ is an automorphism of $R$ and $\delta$ is a $\sigma$-derivation. In this chapter, we construct an algorithm for finding $\{1\}$-inverses for matrices over the skew polynomial ring $S$ based on the fact that $S$ is a Euclidean domain (Proposition 1.8).

### 3.1 Theoretical Basis

In this section, we shall discuss some properties of generalized inverses, which will be used to formulate an algorithm for finding a $\{1\}$-inverse of a given matrix over the skew polynomial ring $S$.

### 3.1.1 GCRD, GCLD, LCRM and LCLM

Let $f, g \in S$. A greatest common right divisor (GCRD) of $f, g$, written $\operatorname{gcrd}(f, g)$, is the normal form $\operatorname{nf}(s)$ of a nonzero skew polynomial $s \in S$ such that
(a) $s$ is a common right divisor of $f$ and $g$, namely, $f=f_{1} s$ and $g=g_{1} s$ for some

$$
f_{1}, g_{1} \in S
$$

(b) if $t \in S$ is a common right divisor of $f$ and $g$, then $t$ is a right divisor of $s$.

In particular, $\operatorname{gcrd}(0, f)=f$. The greatest common left divisor (GCLD) of $f$ and $g$, written $\operatorname{gcld}(f, g)$, is defined correspondingly.

Lemma 3.1. (Bézout's identity) Let $a_{1}, a_{2}, \ldots, a_{n}, a \in S$. The following statements are equivalent.
(i) $S a_{1}+S a_{2}+\cdots+S a_{n}=S a\left(a_{1} S+a_{2} S+\cdots+a_{n} S=a S\right.$, resp. $)$.
(ii) $\operatorname{nf}(a)=\operatorname{gcrd}\left(a_{1}, a_{2}, \ldots, a_{n}\right)\left(\operatorname{nf}(a)=\operatorname{gcld}\left(a_{1}, a_{2}, \ldots, a_{n}\right)\right.$, resp. $)$.

Moreover, $\operatorname{gcrd}\left(a_{1}, a_{2}, \ldots, a_{n}\right)\left(\operatorname{gcld}\left(a_{1}, a_{2}, \ldots, a_{n}\right)\right.$, resp. $)$ is unique.

Proof. We shall only prove the case of GCRD. The case of GCLD can be shown analogously.
(i) $\Rightarrow$ (ii). Suppose (i) holds. Then $a=c_{1} a_{1}+c_{2} a_{2}+\cdots+c_{n} a_{n}$ for some $c_{1}, c_{2}, \ldots, c_{n} \in S$. Also, for each $i=1,2, \ldots, n, S a_{i} \subseteq S a$, namely, $a_{i}=c a$ for some $c \in S$, that is, $a$ is a right divisor of $a_{i}$. Let $b \in S$ such that $b$ is a common right divisor of $a_{1}, \ldots, a_{n}$. Then $b$ is a right divisor of $a$. By definition, $\operatorname{nf}(a)=\operatorname{gcrd}\left(a_{1}, a_{2}, \ldots, a_{n}\right)$.
(ii) $\Rightarrow$ (i). Suppose (ii) holds. Since $S$ is a left principal ideal domain, for $a_{1}, . ., a_{n} \in S$, there exists $c \in S$ such that $S a_{1}+\cdots+S a_{n}=S c$. By the result above, $\operatorname{nf}(c)=\operatorname{gcrd}\left(a_{1}, a_{2}, \ldots, a_{n}\right)$. Thus, $c$ and $a$ are right divisors of each other, namely, $c=s a$ and $a=r c$ for some $r, s \in S$. It follows that $a=r s a$, namely, $(r s-1) a=0$. Since $S$ is a domain, $r s=1$. Therefore, $r, s \in R$. Since GCRDs are monic, $r=s=1$. Thus, $a=c$, and so $S a_{1}+S a_{2}+\cdots+S a_{n}=S a$. The uniqueness of $\operatorname{gcrd}\left(a_{1}, a_{2}, \ldots, a_{n}\right)$ is also shown by proving $c=a$.

We now turn to one-sided least common multiples of polynomials from the skew polynomial ring $S$.

Let $f, g \in S \backslash\{0\}$. A least common right multiple (LCRM) of $f, g$, written $\operatorname{lcrm}(f, g)$ is the normal form $\operatorname{nf}(s)$ of a nonzero skew polynomial $s \in S$ such that
(a) $s$ is a common right multiple of $f$ and $g$, namely, $s=f f_{1}=g g_{1}$ for some $f_{1}, g_{1} \in S$,
(b) $t \in S$ is a common right multiple of $f$ and $g$, then $t$ is a right multiple of $s$.

The least common left multiple (LCLM) of $f$ and $g$, written $\operatorname{lclm}(f, g)$, is defined correspondingly.

Proposition 3.1. Let $a_{1}, a_{2}, \ldots, a_{n}, a \in S$. Then the following are equivalent.
(i) $a_{1} S \bigcap a_{2} S \bigcap \cdots \bigcap a_{n} S=a S\left(S a_{1} \bigcap S a_{2} \bigcap \cdots \bigcap S a_{n}=S a\right.$, resp. $)$.
(ii) $\operatorname{nf}(a)=\operatorname{lcrm}\left(a_{1}, a_{2}, \ldots, a_{n}\right)\left(\operatorname{nf}(a)=\operatorname{lclm}\left(a_{1}, a_{2}, \ldots, a_{n}\right)\right.$, resp. $)$.

Moreover, $\operatorname{lcrm}\left(a_{1}, a_{2}, \ldots, a_{n}\right)$ and $\operatorname{lclm}\left(a_{1}, a_{2}, \ldots, a_{n}\right)$ are unique.
Proof. We shall only prove the case of LCRM. The case of LCLM can be shown analogously.
(i) $\Rightarrow$ (ii). Suppose (i) holds. Then for each $i=1,2, \ldots, n, a S \subseteq a_{i} S$, that is, $a=a_{i} c_{i}$ for some $c_{i} \in S$, and so $a$ is a right multiple of $a_{i}$. Let $b$ be a common right multiple of $a_{1}, \ldots, a_{n}$. Then for all $i=1,2, \ldots, n, b S \subseteq a_{i} S$, and so $b S \subseteq a S$. Thus, $b=a c$ for some $c \in S$, and whence $b$ is a right multiple of $a$. By definition, $\operatorname{nf}(a)=\operatorname{lcrm}\left(a_{1}, a_{2}, \ldots, a_{n}\right)$.
(ii) $\Rightarrow$ (i). Suppose (ii) holds. Since $S$ is a right PID, for $a_{1}, a_{2}, \ldots, a_{n} \in S$, there exists $c \in S$, such that $a_{1} S \bigcap a_{2} S \bigcap \cdots \bigcap a_{n} S=c S$. By the previous result, $\operatorname{nf}(c)=\operatorname{lcrm}\left(a_{1}, \ldots, a_{n}\right)$. Thus, $c$ and $a$ are right multiples of each other, namely, $a=c r$ and $c=a s$ for some nonzero monic polynomial $r, s \in S$. It follows that $a=a s r$, that is, $a(1-s r)=0$. Since $S$ has no zero divisor, $s r=1$, which implies $r, s \in R$. Hence $s=r=1$, and so $a=c$. Also, the uniqueness of $\operatorname{lcrm}\left(a_{1}, a_{2}, \ldots, a_{n}\right)$ is shown by proving $a=c$.

### 3.1.2 Extended Euclidean Algorithm

In the previous section, we gave the definitions of one-sided GCD and LCM of elements from the Euclidean domain $S$. To compute the GCRD and LCLM,
we can use the following algorithm that is analogous to the traditional extended Euclidean algorithm for commutative Euclidean domain ([31], Algorithm 3.6).

```
Algorithm 4 Extended Euclidean Algorithm (EEA)
Input \(f, g \in S\), where \(\operatorname{deg}(f)=n, \operatorname{deg}(g)=m, m \leq n, m, n \in \mathbb{N}\).
Output \(k \in \mathbb{N}, r_{i}, s_{i}, t_{i} \in S\) for \(0 \leq i \leq k+1\), and \(q_{i} \in S\) for \(1 \leq i \leq k\), as
    computed below.
    \(r_{0} \leftarrow f, s_{0} \leftarrow 1, t_{0} \leftarrow 0, r_{1} \leftarrow g, s_{1} \leftarrow 0, t_{1} \leftarrow 1\)
    \(i \leftarrow 1\)
    while \(r_{i} \neq 0\) do
        \(q_{i} \leftarrow r_{i-1}\) quol \(_{1} r_{i}, r_{i+1} \leftarrow r_{i-1}-q_{i} r_{i}\)
        \(s_{i+1} \leftarrow s_{i-1}-q_{i} s_{i}, t_{i+1} \leftarrow t_{i-1}-q_{i} t_{i}, i \leftarrow i+1\),
        where \(r_{i-1}\) quol \(_{1} r_{i}\) is the left quotient of the division of \(r_{i-1}\) by \(r_{i}\) (see page
    11)
    end while
    \(k \leftarrow i-1\)
    return \(k, r_{i}, s_{i}, t_{i}\) for \(0 \leq i \leq k+1\), and \(q_{i}\) for \(1 \geq i \geq k\).
```

The above algorithm eventually terminates since $\operatorname{deg}\left(r_{1}\right), \operatorname{deg}\left(r_{2}\right), \ldots, \operatorname{deg}\left(r_{k}\right)$ are strictly decreasing non-negative integers. For all $1 \leq i \leq k$, we have $s_{i} f+t_{i} g=$ $r_{i}$; in particular, $\operatorname{gcrd}(f, g)=\operatorname{nf}\left(r_{k}\right), \operatorname{lclm}(f, g)=\operatorname{nf}\left(s_{l} f\right)=\operatorname{nf}\left(t_{l} g\right)$ (see Lemma 3.3). To show this, we first give the following lemma.

Lemma 3.2. Let $_{i}, s_{i}, t_{i}$ for $0 \leq i \leq k+1$ and $q_{i}$ for $1 \leq i \leq k$ be as in Algorithm 4. Consider the matrices

$$
R_{0}=\left[\begin{array}{ll}
s_{0} & t_{0} \\
s_{1} & t_{1}
\end{array}\right], Q_{i}=\left[\begin{array}{cc}
0 & 1 \\
1 & -q_{i}
\end{array}\right] \text { for } 1 \leq i \leq k
$$

in $\mathbb{M}_{2 \times 2}(S)$, and $R_{i}=Q_{i} \cdots Q_{1} R_{0}$ for $0 \leq i \leq k$. Then
(a) $R_{i}\left[\begin{array}{l}f \\ g\end{array}\right]=\left[\begin{array}{c}r_{i} \\ r_{i+1}\end{array}\right]$,
(b) $R_{i}=\left[\begin{array}{cc}s_{i} & t_{i} \\ s_{i+1} & t_{i+1}\end{array}\right]$.

Proof. (By induction) The case for $i=0$ is clear from step 1 of Algorithm 4 . Suppose (a) and (b) holds for $i \geq 1$. Then by the induction hypothesis and the
fact that $R_{i+1}=Q_{i+1} R_{i}$, we have

$$
R_{i+1}\left[\begin{array}{l}
f \\
g
\end{array}\right]=Q_{i+1}\left[\begin{array}{c}
r_{i} \\
r_{i+1}
\end{array}\right]=\left[\begin{array}{c}
r_{i+1} \\
r_{i}-q_{i+1} r_{i+1}
\end{array}\right]=\left[\begin{array}{c}
r_{i+1} \\
r_{i+2}
\end{array}\right] .
$$

Similarly, we have

$$
R_{i+1}=Q_{i+1} R_{i}=\left[\begin{array}{cc}
0 & 1 \\
1 & -q_{i+1}
\end{array}\right]\left[\begin{array}{cc}
s_{i} & t_{i} \\
s_{i+1} & t_{i+1}
\end{array}\right]=\left[\begin{array}{cc}
s_{i+1} & t_{i+1} \\
s_{i+2} & t_{i+2}
\end{array}\right] .
$$

Lemma 3.3. In Algorithm 4, the following statements hold.
(a) $s_{i} f+t_{i} g=r_{i}$ for all $1 \leq i \leq k+1$.
(b) $\operatorname{gcrd}(f, g)=\operatorname{nf}\left(r_{k}\right)$.
(c) $\operatorname{lclm}(f, g)=\operatorname{nf}\left(s_{k+1} f\right)=\operatorname{nf}\left(t_{k+1} g\right)$.

Proof. (a) It follows directly from Lemma 3.2.
(b) By (a) and Lemma 3.2, we have

$$
\begin{aligned}
{\left[\begin{array}{c}
r_{k} \\
0
\end{array}\right] } & =\left[\begin{array}{c}
r_{k} \\
r_{k+1}
\end{array}\right]=\left[\begin{array}{c}
s_{k} f+t_{k} g \\
s_{k+1} f+t_{k+1} g
\end{array}\right]=R_{k}\left[\begin{array}{l}
f \\
g
\end{array}\right]=Q_{k} \cdots Q_{1} R_{0}\left[\begin{array}{l}
f \\
g
\end{array}\right] \\
& =Q_{k} \cdots Q_{1}\left[\begin{array}{l}
r_{0} \\
r_{1}
\end{array}\right]=Q_{k} \cdots Q_{1}\left[\begin{array}{l}
f \\
g
\end{array}\right] .
\end{aligned}
$$

For each $i \in\{1, \ldots, k\}, Q_{i}$ is invertible over $S$, with inverse $Q_{i}^{-1}=\left[\begin{array}{cc}q_{i} & 1 \\ 1 & 0\end{array}\right]$. Thus,

$$
\left[\begin{array}{l}
f \\
g
\end{array}\right]=Q_{1}^{-1} \cdots Q_{k}^{-1}\left[\begin{array}{c}
r_{k} \\
0
\end{array}\right],
$$

which implies that $r_{k}$ is a common right divisor of $f$ and $g$. On the other hand, by (a), $r_{k}=s_{k} f+t_{k} g$. Thus, any common right divisor of $f$ and $g$ is a right divisor of $r_{k}$. Hence, $\operatorname{gcrd}(f, g)=\operatorname{nf}\left(r_{k}\right)$.
(c) By (a), $s_{k+1} f+t_{k+1} g=r_{k+1}=0$. Thus, $v=s_{k+1} f=-t_{k+1} g$ is a left common multiple of $f$ and $g$. Meanwhile, $\operatorname{deg}(v)=\operatorname{deg}(f)+\operatorname{deg}(g)-\operatorname{deg}(\operatorname{gcrd}(f, g))$ ([13), p. 468). Thus, $v=\operatorname{lclm}(f, g)$.

Example 3.1. (EEA) Suppose $S=\mathbb{C}[x ; \sigma]$ with $\sigma(c)=\bar{c}$, where $\bar{c}$ is the complex conjugate of $c$. Let $f=i x^{2}-i, g=i x^{2}+x$ be two elements of $S$. Set $r_{0}=f$, $r_{1}=g, s_{0}=1, s_{1}=0, t_{0}=0, t_{1}=1$. Then, by Algorithm 4,

$$
\begin{aligned}
& r_{0}=r_{1}+(-x-i)=q_{1} r_{1}+r_{2}, \text { where } q_{1}=1, r_{2}=-x-i, \\
& r_{1}=(-i x) r_{2}=q_{2} r_{2}, \text { where } q_{2}=-i x, \\
& s_{2}=s_{0}-q_{1} s_{1}=1, \\
& s_{3}=s_{1}-q_{2} s_{2}=i x, \\
& t_{2}=t_{0}-q_{1} t_{1}=-1, \\
& t_{3}=t_{1}-q_{2} t_{2}=1-i x .
\end{aligned}
$$

By Lemma 3.3.

$$
\begin{aligned}
\operatorname{gcrd}(f, g) & =\operatorname{nf}\left(r_{2}\right)=x+i=-f+g \\
\operatorname{lclm}(f, g) & =\operatorname{nf}\left(s_{3} f\right)=\operatorname{nf}\left(i x\left(i x^{2}-i\right)\right) \\
& =\operatorname{nf}\left(t_{3} g\right)=\operatorname{nf}\left((1-i x)\left(i x^{2}+x\right)\right) \\
& =x^{3}-x .
\end{aligned}
$$

An algorithm for finding GCLD and LCRM of elements from the Euclidean domain $S$ can be constructed analogously. To complete the computations for more complicated cases, for instance, $S=R[x ; \sigma, \delta]$ where $\sigma \neq 1, \delta \neq 0$, the computer
algebra package "Ore_algebra" (and the package "OreTools", if needed) in Maple can be used.

### 3.1.3 \{1\}-inverses of Matrices over $S$

Theorem 3.1. (a) Let $A=\left[\begin{array}{ll}a & \underline{z} \\ \underline{0} & B\end{array}\right]$ be a matrix over $S$ with $a \neq 0, \underline{z}=$ $\left[z_{1} \cdots z_{n}\right]$ and $B \in \mathbb{M}_{m \times n}(S)$. If $A$ has a $\{1\}$-inverse over $S$, then $\operatorname{gcld}\left(a, z_{1}, \ldots, z_{n}\right)=1$.
(b) Let $A=\left[\begin{array}{ll}a & \underline{0} \\ \underline{0} & B\end{array}\right]$ be a matrix over $S$, where $B \in \mathbb{M}_{m \times n}(S)$ and each $\underline{0}$ denotes a zero matrix of the appropriate size. If $A$ has a $\{1\}$-inverse over $S$, then $a \in R$ and $B$ has a $\{1\}$-inverse over $S$.
Proof. (a) Let $G=\left[\begin{array}{cc}g & \underline{x} \\ \underline{y}^{T} & H\end{array}\right]$ be a $\{1\}$-inverse of $A$, where $\underline{y}=\left[y_{1} \cdots y_{n}\right]$ and $H \in \mathbb{M}_{n \times m}(S)$. Since $A=A G A$, we have

$$
\left[\begin{array}{ll}
a & \underline{z} \\
\underline{0} & B
\end{array}\right]=\left[\begin{array}{ll}
a & \underline{z} \\
\underline{0} & B
\end{array}\right]\left[\begin{array}{cc}
g & \underline{x} \\
\underline{y}^{T} & H
\end{array}\right]\left[\begin{array}{ll}
a & \underline{z} \\
\underline{0} & B
\end{array}\right]=\left[\begin{array}{cc}
a g a+\underline{z}^{T} a & * \\
* & *
\end{array}\right],
$$

where each $*$ stands for some element in $S$. Then $a g a+\underline{z} \underline{y}^{T} a=a$, hence $\left(a g+\underline{z} \underline{y}^{T}-1\right) a=0$. Since $S$ has no zero divisor, we have $a g+\underline{z} \underline{y}^{T}-1=0$, i.e., $a g+z_{1} y_{1}+\cdots+z_{n} y_{n}=1$. By Lemma 3.1, $\operatorname{gcld}\left(a, z_{1}, \ldots, z_{n}\right)=1$.
(b) Let $G=\left[\begin{array}{cc}g & \underline{x} \\ \underline{y}^{T} & H\end{array}\right]$ be a $\{1\}$-inverse of $A$, where $\underline{x}=\left[x_{1} \cdots x_{m}\right]$, and $H \in$ $\mathbb{M}_{n \times m}(S)$. Since $A=A G A$, we have

$$
\left[\begin{array}{cc}
a & \underline{0} \\
\underline{0}^{T} & B
\end{array}\right]=\left[\begin{array}{ll}
a & \underline{0} \\
\underline{0}^{T} & B
\end{array}\right]\left[\begin{array}{cc}
g & \underline{x} \\
\underline{y}^{T} & H
\end{array}\right]\left[\begin{array}{cc}
a & \underline{0} \\
\underline{0}^{T} & B
\end{array}\right]=\left[\begin{array}{cc}
a g a & * \\
* & B H B
\end{array}\right],
$$

where each $*$ stands for some element in $S$. Thus, we have $a g a=a$ and
$B H B=B$, so $(a g-1) a=a(g a-1)=0$ and $B$ is regular over $S$. Since $S$ has no zero divisor, either $a=0$ or $a g=g a=1$. Therefore $a \in R$.

Lemma 3.4. Let $A=\left[\begin{array}{ll}a_{11} & a_{12} \\ a_{21} & a_{22}\end{array}\right] \in \mathbb{M}_{2}(S), g_{R}=\operatorname{gcrd}\left(a_{11}, a_{21}\right)$ and $g_{L}=$ $\operatorname{gcld}\left(a_{11}, a_{12}\right)$. Then there exist invertible matrices $E, F \in \mathbb{M}_{2}(S)$, such that

$$
E A=\left[\begin{array}{cc}
g_{R} & * \\
0 & *
\end{array}\right], \quad A F=\left[\begin{array}{cc}
g_{L} & 0 \\
* & *
\end{array}\right]
$$

where each $*$ stands for some element in $S$.

Proof. We first show the existence of the above matrix E. By Lemma 3.1 and Proposition 3.1, there exist $s, t, k, l \in S$, such that

$$
\begin{equation*}
s a_{11}+t a_{21}=g_{R}, \quad \operatorname{lclm}\left(a_{11}, a_{21}\right)=k a_{11}=l a_{21} . \tag{3.1}
\end{equation*}
$$

Assume $a_{11}=b_{11} g_{R}, a_{21}=b_{21} g_{R}$ for some $b_{11}, b_{21} \in S$. Then $\left(s b_{11}+t b_{21}-1\right) g_{R}=$ 0 , and $\left(k b_{11}-l b_{21}\right) g_{R}=0$. Since $S$ is a domain, either $g_{R}=0$ or

$$
\begin{equation*}
s b_{11}+t b_{21}=1, \quad k b_{11}-l b_{21}=0 \tag{3.2}
\end{equation*}
$$

If $g_{R}=0$, then $a_{11}=a_{21}=0$, and we are done with $E=I_{2}$. Otherwise, we have (3.2). Also, by (3.1), $\operatorname{gcld}(k, l)=1$. So there exist $p, q \in S$ such that

$$
\begin{equation*}
k p-l q=\operatorname{gcld}(p, q)=1 \tag{3.3}
\end{equation*}
$$

Let

$$
E=\left[\begin{array}{cc}
s & t \\
k & -l
\end{array}\right], \quad E_{1}=\left[\begin{array}{cc}
b_{11} & p-b_{11} s p-b_{11} t q \\
b_{21} & q-b_{21} s p-b_{21} t q
\end{array}\right] .
$$

Then, by (3.1)-(3.3),

$$
E A=\left[\begin{array}{cc}
s & t \\
k & -l
\end{array}\right]\left[\begin{array}{ll}
a_{11} & a_{12} \\
a_{21} & a_{22}
\end{array}\right]=\left[\begin{array}{ll}
s a_{11}+t a_{11} & * \\
k a_{11}-l a_{21} & *
\end{array}\right]=\left[\begin{array}{cc}
g_{R} & * \\
0 & *
\end{array}\right]
$$

and

$$
\begin{aligned}
E E_{1} & =\left[\begin{array}{cc}
s & t \\
k & -l
\end{array}\right]\left[\begin{array}{ll}
b_{11} & p-b_{11} s p-b_{11} t q \\
b_{21} & q-b_{21} s p-b_{21} t q
\end{array}\right] \\
& =\left[\begin{array}{ll}
s b_{11}+t b_{21} & s\left(p-b_{11} s p-b_{11} t q\right)+t\left(q-b_{21} s p-b_{21} t q\right) \\
k b_{11}-l b_{21} & k\left(p-b_{11} s p-b_{11} t q\right)-l\left(q-b_{21} s p-b_{21} t q\right)
\end{array}\right] \\
& =\left[\begin{array}{ll}
1 & s p-\left(s b_{11}+t b_{21}\right) s p-\left(s b_{11}+t b_{21}\right) t q+t q \\
0 & k p-l q-\left(k b_{11}-l b_{21}\right) s p-\left(k b_{11}-l b_{21}\right) t q
\end{array}\right] \\
& =\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right] .
\end{aligned}
$$

Thus, $E_{1}$ is a right inverse of $E$ over $S$. By Proposition 1.14, $E_{1}$ is the inverse of $E$ over $S$.

The existence of the above matrix $F$ can be shown analogously. By Lemma 3.1 and Proposition 3.1, there exist $s^{\prime}, t^{\prime}, k^{\prime}, l^{\prime} \in S$ such that

$$
\begin{equation*}
a_{11} s^{\prime}+a_{12} t^{\prime}=g_{L}, \quad a_{11} k^{\prime}=a_{12} l^{\prime}=\operatorname{lcrm}\left(a_{11}, a_{12}\right) . \tag{3.4}
\end{equation*}
$$

Suppose $a_{11}=g_{L} c_{11}$ and $a_{12}=g_{L} c_{12}$ for some $c_{11}, c_{12} \in S$. Then

$$
\begin{equation*}
c_{11} s^{\prime}+c_{12} t^{\prime}=1, \quad c_{11} k^{\prime}-c_{12} l^{\prime}=0 . \tag{3.5}
\end{equation*}
$$

By (3.4), $\operatorname{gcrd}\left(k^{\prime}, l^{\prime}\right)=1$. So there exist some $p^{\prime}, q^{\prime} \in S$ such that

$$
\begin{equation*}
p^{\prime} k^{\prime}-l^{\prime} q^{\prime}=1 . \tag{3.6}
\end{equation*}
$$

Let

$$
F=\left[\begin{array}{cc}
s^{\prime} & k^{\prime} \\
t^{\prime} & -l^{\prime}
\end{array}\right], \quad F_{1}=\left[\begin{array}{cc}
c_{11} & c_{12} \\
p^{\prime}-p^{\prime} s^{\prime} c_{11}-q^{\prime} t^{\prime} c_{11} & q^{\prime}-p^{\prime} s^{\prime} c_{11}-q^{\prime} t^{\prime} c_{12}
\end{array}\right]
$$

Then, by $\left\lfloor 3.4\right.$ - $\quad$ 3.6 and Proposition $1.14, A F=\left[\begin{array}{cc}g_{L} & 0 \\ * & *\end{array}\right], F_{1}=F^{-1}$.
The above proof of Lemma 3.4 actually shows the construction of the desired matrices $E$ and $F$. In general, the matrices $E$ and $F$ are not unique.

In the following theorem, we generalize the row and column operations denoted by $E$ and $F$ in Lemma 3.4 to those applied on a matrix of any size.

Theorem 3.2. Let $A=\left(a_{i j}\right) \in \mathbb{M}_{m \times n}(S), g_{R}=\operatorname{gcrd}\left(a_{11}, \ldots, a_{m 1}\right)$ and $g_{L}=$ $\operatorname{gcld}\left(a_{11}, \ldots, a_{1 n}\right)$. Then there exist invertible matrices $E \in \mathbb{M}_{m}(S)$ and $F \in$ $\mathbb{M}_{m}(S)$, such that

$$
E A=\left[\begin{array}{cc}
g_{R} & * \\
\underline{0} & *
\end{array}\right], \quad A F=\left[\begin{array}{cc}
g_{L} & \underline{0} \\
* & *
\end{array}\right],
$$

where each * stands for some matrix over $S$ of suitable size and each $\underline{0}$ stands for a zero matrix of the appropriate size.

Proof. We first show the existence of $E$. If $m=1$, then we have nothing to prove. If $m=2$, then the existence of $E$ is clear by Lemma 3.4. Suppose $m \geq 3$. By Lemma 3.4, there exists an invertible matrix $E_{1} \in \mathbb{M}_{2}(S)$ such that

$$
\left[\begin{array}{cc}
E_{1} & \underline{0} \\
\underline{0} & I_{m-2}
\end{array}\right] A=\left[\begin{array}{cccc}
\operatorname{gcrd}\left(a_{11}, a_{21}\right) & * & \cdots & * \\
0 & * & \cdots & * \\
a_{31} & a_{32} & \cdots & a_{3 n} \\
\vdots & \vdots & \ddots & \vdots \\
a_{m 1} & a_{m 2} & \cdots & a_{m n}
\end{array}\right] .
$$

Let $M$ be the $m \times m$ elementary matrix which corresponds to interchanging row 2 and row 3 . Then by Lemma 3.4, there exists an invertible matrix $E_{2} \in \mathbb{M}_{2}(S)$ such that

$$
\left[\begin{array}{cc}
E_{2} & \underline{0} \\
\underline{0} & I_{m-2}
\end{array}\right] M\left[\begin{array}{cc}
E_{1} & \underline{0} \\
\underline{0} & I_{m-2}
\end{array}\right] A=\left[\begin{array}{cccc}
\operatorname{gcrd}\left(a_{11}, a_{21}, a_{31}\right) & * & \cdots & * \\
0 & * & \cdots & * \\
0 & * & \cdots & * \\
a_{41} & a_{42} & \cdots & a_{4 n} \\
\vdots & \vdots & \ddots & \vdots \\
a_{m 1} & a_{m 2} & \cdots & a_{m n}
\end{array}\right] .
$$

By Lemma $3.4\left[\begin{array}{cc}E_{2} & \underline{0} \\ \underline{0} & I_{m-2}\end{array}\right] M\left[\begin{array}{cc}E_{1} & \underline{0} \\ \underline{0} & I_{m-2}\end{array}\right]$ is invetible over $S$. If we keep proceeding in the above way, we eventually get an invertible matrix $E \in \mathbb{M}_{m}(S)$, such that $E A=\left[\begin{array}{ll}g_{R} & * \\ \underline{0} & *\end{array}\right]$.

The existence of the matrix $F$ can be shown analogously.
Lemma 3.5. Let $A=\left[\begin{array}{ll}1 & \underline{0} \\ \underline{0} & B\end{array}\right]$ be a matrix over $S$, where $B \in \mathbb{M}_{m \times n}(S)$, $m, n \in$ $\mathbb{N}^{+}$and each $\underline{0}$ is a zero matrix of the appropriate size. Then $A$ is regular over $S$ if and only if $B$ is regular over $S$. Moreover, if $C \in \mathbb{M}_{n \times m}(S)$ is a $\{1\}$-inverse of $B$, then $\left[\begin{array}{ll}1 & \underline{0} \\ \underline{0} & C\end{array}\right]$ is a $\{1\}$-inverse of $A$ over $S$.
Proof. If $A$ is regular over $S$, then by Theorem 3.1, $B$ is regular over $S$. Conversely, suppose $C \in \mathbb{M}_{n \times m}(S)$ is a $\{1\}$-inverse of $B$, that is, $B C B=B$. Let $G=\left[\begin{array}{ll}1 & \underline{0} \\ \underline{0} & C\end{array}\right]$. Then $A G A=\left[\begin{array}{cc}1 & \underline{0} \\ \underline{0} & B C B\end{array}\right]=\left[\begin{array}{ll}1 & \underline{0} \\ \underline{0} & B\end{array}\right]=A$, and so $G$ is a $\{1\}-$ inverse of $A$ over $S$. Therefore, $A$ is regular over $S$.

### 3.2 Algorithm

We now introduce the algorithm for finding a $\{1\}$-inverse of a given matrix over the skew polynomial ring $S$.

Algorithm 5 Find a $\{1\}$-inverse of a given matrix over $S$
Input $A=\left(a_{i j}\right) \in \mathbb{M}_{m \times n}(S)$, where $m, n \in \mathbb{N}^{+}$.
Output $\left\{\begin{array}{l}G \in \mathbb{M}_{n \times m}(S) \text { such that } A G A=A \text {, if } A \text { is regular } \\ \text { "Not regular.", otherwise }\end{array}\right.$
$g_{1} \leftarrow \operatorname{gcrd}\left(a_{11}, a_{21}, \ldots, a_{m 1}\right), g_{2} \leftarrow \operatorname{gcld}\left(a_{11}, a_{12}, \ldots, a_{1 n}\right)$
2: for $i$ from 1 to 2 do
if $g_{i} \in R$ then $h_{i} \leftarrow\left\{\begin{array}{l}g_{i}^{-1}, \text { if } g_{i} \neq 0 \\ 0, \text { otherwise }\end{array} \quad\right.$ end if
3: end for
4: if $m=n=1$ then
5: if $g_{1} \in R$ then return $G \leftarrow\left[h_{1}\right]$ else return "Not regular." end if 6: else if $m=1$ then find an invertible matrix $F \in \mathbb{M}_{n \times n}(S)$ such that $A F=\left[\begin{array}{ll}g_{2} & 0_{1 \times(n-1)}\end{array}\right]$ (Theorem 3.2)
7: $\quad$ if $g_{2} \in R$ then return $G \leftarrow F\left[\begin{array}{c}h_{2} \\ 0_{(n-1) \times 1}\end{array}\right]$ else return "Not regular." 8: end if

9: else if $n=1$ then
find an invertible matrix $E \in \mathbb{M}_{m \times m}(S)$ such that

$$
E A=\left[\begin{array}{c}
g_{1} \\
0_{(m-1) \times 1}
\end{array}\right] \text { (Theorem 3.2, }
$$

10: $\quad$ if $g_{1} \in R$ then return $G \leftarrow\left[\begin{array}{ll}h_{1} & 0_{1 \times(m-1)}\end{array}\right] E$
11: else return "Not regular."
12: end if
13: else find invertible matrices $E \in \mathbb{M}_{m \times m}(S)$ and $F \in \mathbb{M}_{n \times n}(S)$ such that

$$
E A=\left[\begin{array}{cc}
g_{1} & \underline{b} \\
0_{(m-1) \times 1} & *
\end{array}\right],(E A) F=\left[\begin{array}{cc}
g & 0_{1 \times(n-1)} \\
* & B
\end{array}\right],
$$

```
Algorithm 5 Find a \(\{1\}\)-inverse of a given matrix over \(S\) (continued)
14: \(\quad\) where \(\underline{b}=\left[\begin{array}{lll}b_{1} & \cdots & b_{n-1}\end{array}\right], g=\operatorname{gcld}\left(g_{1}, b_{1}, \ldots, b_{n-1}\right)\), and each \(*\) denotes
        some matrix of the appropriate size (Theorem 3.2)
15: if \(g \neq 1\) then return "Not regular." (Theorem 3.1)
16: else find an invertible matrix \(M \in \mathbb{M}_{m \times m}(S)\) such that
\[
M((E A) F)=\left[\begin{array}{cc}
1 & 0_{1 \times(n-1)} \\
0_{(m-1) \times 1} & B
\end{array}\right],
\]
call Algorithm5 to compute a \(\{1\}\)-inverse \(H\) of \(B\) over \(S\),
            return \(G \leftarrow F\left[\begin{array}{cc}1 & 0_{1 \times(m-1)} \\ 0_{(n-1) \times 1} & H\end{array}\right] M E\)
17: end if
18: end if
```

Theorem 3.3. In Algorithm 5, the $n \times m$ matrix $G$ is a $\{1\}$-inverse of the $m \times n$ matrix $A$ over the skew polynomial ring $S$.

Proof. Let $A, G, B, H g$ and $h$ be as in Algorithm 5 .
If $m=n=1$, then $A G A=\left[g_{1}\right]\left[h_{1}\right]\left[g_{1}\right]=\left[g_{1}\right]=A$.
If $m=1$, then

$$
A G A=A F\left[\begin{array}{c}
h_{2} \\
0_{(n-1) \times 1}
\end{array}\right] A=\left[\begin{array}{ll}
g_{2} & 0_{1 \times(n-1)}
\end{array}\right]\left[\begin{array}{c}
h_{2} \\
0_{(n-1) \times 1}
\end{array}\right] A=A .
$$

If $n=1$, then

$$
A G A=A\left[\begin{array}{ll}
h_{1} & 0_{1 \times(m-1)}
\end{array}\right] E A=A\left[\begin{array}{ll}
h_{1} & 0_{1 \times(m-1)}
\end{array}\right]\left[\begin{array}{c}
g_{1} \\
0_{(m-1) \times 1}
\end{array}\right]=A
$$

If $m \geq 2, n \geq 2$, then $E_{m \times m}, F_{n \times n} M_{m \times m}$ and $H_{(n-1) \times(m-1)}$ are such that

$$
M E A F=\left[\begin{array}{cc}
1 & 0_{1 \times(n-1)} \\
0_{(m-1) \times 1} & B
\end{array}\right], \quad B H B=B
$$

which gives

$$
\begin{aligned}
M E A G A F & =M E A F\left[\begin{array}{cc}
1 & 0_{1 \times(m-1)} \\
0_{(n-1) \times 1} & H
\end{array}\right] M E A F \\
& =\left[\begin{array}{cc}
1 & 0_{1 \times(n-1)} \\
0_{(m-1) \times 1} & B
\end{array}\right]\left[\begin{array}{cc}
1 & 0_{1 \times(m-1)} \\
0_{(n-1) \times 1} & H
\end{array}\right]\left[\begin{array}{cc}
1 & 0_{1 \times(n-1)} \\
0_{(m-1) \times 1} & B
\end{array}\right] \\
& =\left[\begin{array}{cc}
1 & 0_{1 \times(n-1)} \\
0_{(m-1) \times 1} & B H
\end{array}\right]\left[\begin{array}{cc}
1 & 0_{1 \times(n-1)} \\
0_{(m-1) \times 1} & B
\end{array}\right] \\
& =\left[\begin{array}{cc}
1 & 0_{1 \times(n-1)} \\
0_{(m-1) \times 1} & B H B
\end{array}\right] \\
& =\left[\begin{array}{cc}
1 & 0_{1 \times(n-1)} \\
0_{(m-1) \times 1} & B
\end{array}\right] \\
& =M E A F .
\end{aligned}
$$

Since $E, F$ and $M$ are invertible over $S$ (Theorem 3.2), we have $A G A=A$, which completes the proof.

Example 3.2. Let $S=\mathbb{C}[x ; \sigma](=\mathbb{C}[x ; \sigma, 0])$, where $\sigma$ is the standard complex conjugation on $\mathbb{C}$. Then $\forall c \in \mathbb{C}, x c=\bar{c} x$. Let $A=\left[\begin{array}{ccc}1 & i x & 0 \\ i x^{2} & -x^{3}-x^{2}+1 & x\end{array}\right]$ be a matrix over $S$. Then $G=\left[\begin{array}{cc}1+x^{3} & -i x \\ -i x^{2} & 1 \\ i x^{3} & x\end{array}\right]$ is a $\{1\}$-inverse of $A$ over $S$.

## Chapter 4

## Other Results

In this chapter, we explore the properties of a variety of generalized inverses for matrices over the skew polynomial ring $S$.

### 4.1 Involutions on Skew Polynomial Rings

From Chapter 1 we know that the concept of an involution is needed when studying MP-inverses. The existence of an involution is known for some division rings (for example, the quaternion conjugation over the division ring of quaternions). In this section, we extend involutions on division rings to some particular skew polynomial rings in order to support our investigation on the skew polynomial $\operatorname{ring} S=R[x ; \sigma, \delta]$, where $R$ is a division ring, $\sigma$ is an automorphism of $R$ and $\delta$ is a $\sigma$-derivation.

In this section, we let $R$ be the division ring with an involution $f: r \mapsto \bar{r}$.
Proposition 4.1. Suppose $\sigma=1$ and $\delta(\bar{r})=\overline{\delta(r)}$ for any $r \in R$. Define a function $g$

$$
\begin{aligned}
g: \quad & \rightarrow \\
\sum_{i=0}^{n} r_{i} x^{i} & \mapsto \sum_{i=0}^{n}(-x)^{i} \overline{r_{i}}
\end{aligned}, r_{i} \in R, i=1, \ldots, n .
$$

Then $g$ is an involution over $S$.

Proof. Let $p=\sum_{i=0}^{m} a_{i} x^{i}, q=\sum_{j=0}^{n} b_{j} x^{j}$ be two arbitrary polynomials in $S$ with $a_{i}, b_{j} \in R$. Clearly, $g(p)+g(q)=g(p+q)$. Let $a x^{s}, b x^{t}(a \neq 0, b \neq 0)$ denote the $s^{\text {th }}$ term of $p$ and the $t^{\text {th }}$ term of $q$, respectively. Then, to show $g(p q)=g(q) g(p)$, it suffices to prove that $g\left(a x^{s} b x^{t}\right)=g\left(b x^{t}\right) g\left(a x^{s}\right)$ holds for any $s \in\{0, \ldots, m\}$ and $t \in\{0, \ldots, n\}$.

$$
\begin{aligned}
g\left(a x^{s} b x^{t}\right) & =g\left(a\left(\sum_{i=0}^{s}\binom{s}{i} \delta^{s-i}(b) x^{i}\right) x^{t}\right) \\
& \left.=\sum_{i=0}^{s} g\left(\begin{array}{l}
s \\
s \\
i
\end{array}\right) \delta^{s-i}(b) x^{t+i}\right) \\
& =\sum_{i=0}^{s}\binom{s}{i}(-x)^{t+i} \overline{a \delta^{s-i}(b)} \\
& =\sum_{i=0}^{s}(-1)^{t+i}\binom{s}{i} x^{t+i} \delta^{s-i}(\bar{b}) \bar{a}, \\
g\left(b x^{t}\right) g\left(a x^{s}\right) & =(-x)^{t} \bar{b}(-x)^{s} \bar{a} \\
& =(-1)^{t+s} x^{t}\left(\sum_{i=0}^{s}\binom{s}{i}(-1)^{s-i} x^{i} \delta^{s-i}(\bar{b})\right) \bar{a} \\
& =\sum_{i=0}^{s}(-1)^{t+2 s-i}\binom{s}{i} x^{t+i} \delta^{s-i}(\bar{b}) \bar{a} \\
& =\sum_{i=0}^{s}(-1)^{t+i}\binom{s}{i} x^{t+i} \delta^{s-i}(\bar{b}) \bar{a} .
\end{aligned}
$$

Thus, $g\left(a x^{s} b x^{t}\right)=g\left(b x^{t}\right) g\left(a x^{s}\right)$. One can easily verify that $g$ is a bijection. So $g$ is an anti-automophism. We now prove that $g$ is of order 2 . Since $g(p+q)=$ $g(p)+g(q)$ for any $p, q \in S$, it suffices to show that $g\left(g\left(a x^{n}\right)\right)=a x^{n}$ for any $a \in R, n \in \mathbb{N}$.

$$
\begin{aligned}
g\left(g\left(a x^{n}\right)\right) & =g\left((-x)^{n} \bar{a}\right) \\
& =(-1)^{n} g\left(\sum_{i=0}^{n}\binom{n}{i} \delta^{n-i}(\bar{a}) x^{i}\right) \\
& =\sum_{i=0}^{n}(-1)^{n+i}\binom{n}{i} x^{i} \delta^{n-i}(a) \\
& =\sum_{i=0}^{n}(-1)^{n-i}\binom{n}{i} x^{i} \delta^{n-i}(a)
\end{aligned}
$$

[ Lemma 1.2

$$
=a x^{n}
$$

[ Lemma 1.2 ]

Hence $g$ is of order 2 and so is an involution over $S$.

Recall that for a ring $P$, the centre of $P$ is

$$
Z(P)=\{x \in P \mid x r=r x \text { for all } r \in P\} .
$$

Proposition 4.2. Suppose $\sigma=1$ and $\delta(\bar{r})=\overline{\delta(r)}$ for any $r \in R$. Let $c \in Z(R)$ such that $c \neq 0, \delta(c)=0$ and define a function $g$ as follows

$$
\begin{aligned}
g: \quad & \rightarrow \\
\sum_{i=0}^{n} r_{i} x^{i} & \mapsto \sum_{i=0}^{n}(c x)^{i} \overline{r_{i}}
\end{aligned}, r_{i} \in R, i=1, \ldots, n .
$$

(a) If there exists some $a \in R \backslash\{0\}$ such that $\delta(a) \neq 0$, then $g$ is an involution over $S$ if and only if $c=-1$.
(b) If $\delta=0$ and $c \bar{c}=1$, then $g$ is an involution over $S$.
(c) If $c \neq-1$ and $g$ is an involution over $S$, then $\delta=0$.

Proof. (a) Let $a \in R \backslash\{0\}$ be as above. Suppose $g$ is an involution. Since $\sigma=1$ and $\delta(c)=0$, we have $x c=\sigma(c) x+\delta(c)=c x$. Let $p=x, q=a x$ be two elements of $S$. Then

$$
\begin{aligned}
g(p q) & =g\left(\sigma(a) x^{2}+\delta(a) x\right) & g(q) g(p) & =(c x) \bar{a}(c x) \\
& =g\left(a x^{2}\right)+g(\delta(a) x) & & =c^{2} x \bar{a} x \\
& =(c x)^{2} \bar{a}+c x \overline{\delta(a)} & & =c^{2} x(x \bar{a}-\delta(\bar{a})) \\
& =x^{2} c^{2} \bar{a}+x c \delta(\bar{a}), & & =x^{2} c^{2} \bar{a}+x\left(-c^{2} \delta(\bar{a})\right) .
\end{aligned}
$$

If $g$ is an involution on $S$, then $g(p q)=g(q) g(p)$, and so $c \delta(\bar{a})=-c^{2} \delta(\bar{a})$, i.e.,

$$
(1+c) c \delta(\bar{a})=0
$$

Since $c \neq 0$ and $R$ has no zero divisor, we have either $\delta(\bar{a})=0$ or $(1+c)=0$, i.e., $\overline{\delta(a)}=0$ or $c=-1$. Since $f$ is a bijection and $\delta(a) \neq 0$, we have $\overline{\delta(a)} \neq 0$. Hence $c=-1$.

Conversely, if $c=-1$, then by Proposition 4.1, $g$ is an involution on $S$.
(b) Suppose $\delta=0$. Then for all $r \in R, x r=\sigma(r) x+\delta(r)=r x$. Let $p=\sum_{i=0}^{m} a_{i} x^{i}$, $q=\sum_{j=0}^{n} b_{j} x^{j}$ be two arbitrary polynomials in $S$ with $a_{i}, b_{j} \in R$. Clearly, $g(p)+g(q)=g(p+q)$. Let $a x^{s}, b x^{t}(a \neq 0, b \neq 0)$ denote the $s^{\text {th }}$ term of $p$ and the $t^{\text {th }}$ term of $q$, respectively. Then, to show $g(p q)=g(q) g(p)$, it suffices to prove that $g\left(a x^{s} b x^{t}\right)=g\left(b x^{t}\right) g\left(a x^{s}\right)$ holds for any $s \in\{0, \ldots, m\}$ and $t \in\{0, \ldots, n\}$.

$$
\begin{aligned}
g\left(a x^{s} b x^{t}\right) & =g\left(a b x^{s} x^{t}\right) & g\left(b x^{t}\right) g\left(a x^{s}\right) & =(c x)^{t} \bar{b}(c x)^{s} \bar{a} \\
& =(c x)^{s+t} \overline{a b} & & =c^{t} x^{t} \bar{b} c^{s} x^{s} \bar{a} \\
& =c^{s+t} x^{s+t} \bar{b} \bar{a}, & & =c^{t+s} x^{t+s} \bar{b} \bar{a} .
\end{aligned}
$$

Clear, $g\left(a x^{s} b x^{t}\right)=g\left(b x^{t}\right) g\left(a x^{s}\right)$. One can easily verify that $g$ is a bijection. Therefore, $g$ is an anti-automorphism on $S$.

We now prove that $g$ is of order 2 . Since $g$ is a homomorphism of the additive group of $S$, it suffices to show that $g\left(g\left(a x^{n}\right)\right)=a x^{n}$ for any $a \in R, n \in \mathbb{N}$.

$$
g\left(g\left(a x^{n}\right)\right)=g\left((c x)^{n} \bar{a}\right)=g\left(c^{n} \bar{a} x^{n}\right)=(c x)^{n} \overline{c^{n} \bar{a}}=a(c \bar{c})^{n} x^{n}=a x^{n} .
$$

Hence $g$ is of order 2 and so is an involution over $S$.
(c) Suppose $c \neq-1$ and $g$ is an involution. Then for any $p, q \in S, g(p q)=$ $g(q) g(p)$. Let $a$ be an arbitrary element in $R \backslash\{0\}$. Set $p=x$ and $q=a x$. Then, by Part (a), $g(p q)=g(q) g(p)$ gives

$$
(1+c) c \delta(\bar{a})=0
$$

Since $c \neq-1, c \neq 0$ and $R$ has no zero divisor, we have $\delta(\bar{a})=0$, i.e., $\overline{\delta(a)}=0$. By definition, $f$ is a bijection. So $\delta(a)=0$. Hence for all $r \in R$, $\delta(r)=0$.

Recall that for an element $c$ of $R$, the conjugation by $c$ is the automorphism $h_{c}: r \rightarrow c^{-1} r c$ over $R$, where $c^{-1}$ is the inverse of $c$ in $R$.

From the above we see that involutions on skew polynomial rings exist when the skew polynomial rings satisfy some conditions. Thus, we can assume the existence of an involution on the skew polynomial ring $S$ and use the involution to define generalized inverses for matrices over $S$.

### 4.2 Some Basic Properties

Recall that, given a matrix $A=\left(a_{i j}\right)_{m \times n}$ over the skew polynomial ring $S=$ $R[x ; \sigma, \delta]$, where $R$ is the skew field with an involution $a \rightarrow \bar{a}(a \in R)$, the involution transpose of $A$ over $S$ is $A^{*}=(\bar{A})^{T}=\left(\overline{a_{j i}}\right)_{n \times m}$. Let $B=\left(b_{i j}\right)_{n \times k}$ be a matrix over $S$ as well. Then by definition, we can verify the following identities without difficulty:

$$
\begin{aligned}
(\bar{A})^{T} & =\overline{\left(A^{T}\right)}, \\
\left(A^{*}\right)^{-1} & =\left(A^{-1}\right)^{*} .
\end{aligned}
$$

Note that the following identities do not generally hold:
(a) $(A B)^{T}=B^{T} A^{T}$,
(b) $(\bar{A})(\bar{B})=\overline{B A}$,
(c) $\left(A^{-1}\right)^{T}=\left(A^{T}\right)^{-1}$,
(d) $\overline{\left(A^{-1}\right)}=(\bar{A})^{-1}$.

For instance, let $A=\left[\begin{array}{ll}a & a \\ 0 & b\end{array}\right], B=\left[\begin{array}{ll}b & b \\ 0 & a\end{array}\right]$, where $a, b \in S$ such that $a b \neq b a$. Then

$$
\begin{aligned}
& (A B)^{T}=\left[\begin{array}{cc}
a b & 0 \\
a b+a^{2} & b a
\end{array}\right] \neq\left[\begin{array}{cc}
b a & 0 \\
b a+a^{2} & a b
\end{array}\right]=B^{T} A^{T} \\
& (\bar{A})(\bar{B})=\left[\begin{array}{cc}
\overline{b a} & \overline{b a+a^{2}} \\
0 & \overline{a b}
\end{array}\right] \neq\left[\begin{array}{cc}
\overline{b a} & \overline{b a+b^{2}} \\
0 & \overline{a b}
\end{array}\right]=\overline{B A} \\
& \left(A^{-1}\right)^{T} A^{T} \neq\left(A A^{-1}\right)^{T}=I^{T}=I, \text { that is, }\left(A^{-1}\right)^{T} \neq\left(A^{T}\right)^{-1} \\
& \overline{\left(A^{-1}\right)}(\bar{A}) \neq \overline{A^{-1} A}=\bar{I}=I, \text { that is, } \overline{\left(A^{-1}\right)} \neq(\bar{A})^{-1}
\end{aligned}
$$

In Section 1.5 .2 we gave the definition of the rank of a matrix over $S$. We now give a property of matrices of left (right, resp.) full rank as follows.

Lemma 4.1. Let $A_{m \times n}$ be a matrix over $S$. Suppose $\rho(A)=m, 1 \leq m \leq n$. Then $A$ has a right inverse over $Q(S)$. Similarly, $A$ has a left inverse over $Q(S)$ if $\rho(A)=n, 1 \leq n \leq m$.

Proof. We shall only prove the result for the case $\rho(A)=m$. The case $\rho(A)=n$ can be shown analogously.

By Proposition 1.12 and Theorem 3.2, there exists an $n \times n$ matrix $F$ over $Q(S)$, such that

$$
A F=\left[\begin{array}{cc}
1 & 0_{1 \times(n-1)} \\
* & *
\end{array}\right],
$$

where each $*$ denotes some matrix of the appropriate size. Since $\rho(A)=m$, by using the above method, we can find a $n \times n$ matrix $B_{1}$ over $Q(S)$, such that

$$
A B_{1}=\left\{\begin{array}{l}
{\left[I_{m} 0_{m \times(n-m)}\right], \text { if } m<n} \\
I_{m}, \text { if } m=n
\end{array}\right.
$$

Let

$$
B_{2}=\left\{\begin{array}{l}
{\left[\begin{array}{c}
I_{m} \\
0_{(n-m) \times m}
\end{array}\right], \text { if } m<n} \\
I_{m}, \text { if } m=n
\end{array}\right.
$$

and $B=B_{1} B_{2}$. Then $A B=I_{m}$, and so $A$ has a right inverse over $Q(S)$.

### 4.3 Matrix Diagonalization

Matrix Diagonalization is very useful when studying properties of matrices. Over a commutative PID, every square matrix can be changed into a particular diagonal matrix, by the Smith normal form theorem (30], Theorem 4.10). In non-commutative case, we have some similar results.

In this section, we show that every matrix (not necessary square) over the skew polynomial ring $S$ can be converted into a diagonal matrix that has the same fundamental properties of the underlying matrix in order to support our further investigation on the generalized inverses for matrices over $S$.

Proposition 4.3. Let $A \in \mathbb{M}_{m \times n}(S) \backslash\{\underline{0}\}$ such that $\rho(A)=r$. Then there exist invertible matrices $U \in \mathbb{M}_{m \times m}(S)$ and $V \in \mathbb{M}_{n \times n}(S)$ such that

$$
U A V=\left[\begin{array}{cccc|cc}
x_{1} & 0 & \cdots & 0 & \cdots & 0  \tag{4.1}\\
0 & x_{2} & \cdots & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & x_{r} & \cdots & 0 \\
\hline \vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 0 & \cdots & 0
\end{array}\right]
$$

where $x_{1}, x_{2}, \ldots, x_{r}$ are nonzero elements in $S$.

Proof. We first prove the following

Claim. The matrix $A$ can be converted into an $m \times n$ matrix of the form

$$
\left[\begin{array}{ll}
* & \underline{0}  \tag{4.2}\\
\underline{0} & D
\end{array}\right],
$$

where $*$ denotes some element in $S$ and each $\underline{0}$ denotes a zero matrix of the appropriate size, by performing elementary row and column operations.

Let $A_{1}=A$. Suppose $A_{1}(s, t)$ is a nonzero entry that is of the lowest degree in $A_{1}$. Then there exist invertible matrices $E_{1} \in \mathbb{M}_{m \times m}(S)$ and $F_{1} \in$ $\mathbb{M}_{n \times n}(S)$ such that $E_{1} A_{1} F_{1}=A_{2}$, where $A_{2}(1,1)=A_{1}(s, t)$. Suppose $b_{1}=$ $\operatorname{gcrd}\left(A_{2}(1,1), \ldots, A_{2}(m, 1)\right)$. By Theorem 3.2, there exists an invertible matrix $E_{2} \in \mathbb{M}_{m \times m}(S)$, such that

$$
E_{2} A_{2}=B=\left[\begin{array}{cccc}
b_{1} & b_{2} & \cdots & b_{n} \\
0 & * & \cdots & * \\
\vdots & \vdots & \ddots & \vdots \\
0 & * & \cdots & *
\end{array}\right], b_{2}, \ldots, b_{n} \in S
$$

If $\operatorname{gcld}\left(b_{1}, b_{2}, \ldots, b_{n}\right)=b_{1}$, then there exists an invertible matrix $F_{2} \in \mathbb{M}_{n \times n}(S)$ such that

$$
B F_{2}=\left[\begin{array}{cccc}
b_{1} & 0 & \cdots & 0 \\
0 & * & \cdots & * \\
\vdots & \vdots & \ddots & \vdots \\
0 & * & \cdots & *
\end{array}\right]
$$

If $\operatorname{gcld}\left(b_{1}, b_{2}, \ldots, b_{n}\right)=1 \neq b_{1}$, then by Theorem 3.2 , there exists an invertible matrix $F_{2} \in \mathbb{M}_{n \times n}(S)$ such that

$$
B F_{2}=\left[\begin{array}{cccc}
1 & 0 & \cdots & 0 \\
* & * & \cdots & * \\
\vdots & \vdots & \ddots & \vdots \\
* & * & \cdots & *
\end{array}\right],
$$

and so there exists an invertible matrix $E_{3} \in \mathbb{M}_{m \times m}(S)$, such that $E_{3} B F_{2}$ is of the form (4.2).

If $\operatorname{gcld}\left(b_{1}, b_{2}, \ldots, b_{n}\right)=c_{1}$, where $c_{1} \neq 1$ and $c_{1} \neq b_{i}$ for $i=1,2, \ldots, n$, then $\operatorname{deg}\left(c_{1}\right)<\operatorname{deg}\left(b_{1}\right) \leq \operatorname{deg}\left(A_{2}(1,1)\right) \leq \operatorname{deg}\left(A_{1}(1,1)\right)$. By Theorem 3.2, there exists an invertible matrix $F_{2} \in \mathbb{M}_{n \times n}(S)$ such that

$$
B F_{2}=C=\left[\begin{array}{cccc}
c_{1} & 0 & \cdots & 0 \\
c_{2} & * & \cdots & * \\
\vdots & \vdots & \ddots & \vdots \\
c_{m} & * & \cdots & *
\end{array}\right], c_{2}, \ldots, c_{m} \in S
$$

If $\operatorname{gcrd}\left(c_{1}, c_{2}, \ldots, c_{m}\right)=c_{1} \operatorname{or} \operatorname{gcrd}\left(c_{1}, c_{2}, \ldots, c_{m}\right)=1$, then the claim is clear. Otherwise, we let $A_{1}=C$ and repeat the above process.

Since $\operatorname{deg}\left(A_{1}(1,1)\right)$ strictly decreases in each iteration, we eventually get a matrix $B$ such that $\operatorname{gcld}\left(b_{1}, b_{2}, \ldots, b_{n}\right)=b_{1}$ or $\operatorname{gcld}\left(b_{1}, b_{2}, \ldots, b_{n}\right)=1$ (or a matrix $C$ such that $\operatorname{gcrd}\left(c_{1}, c_{2}, \ldots, c_{m}\right)=c_{1}$ or $\left.\operatorname{gcrd}\left(c_{1}, c_{2}, \ldots, c_{m}\right)=1\right)$. Thus, we can convert $B$ (or $C$ ) into a matrix of the form (4.2) by applying elementary column (or row) operations.

After we convert $A$ into the form (4.2), we let $A_{1}=D$ and repeat the above process. Since $\rho(A)=r$, we eventually convert $A$ into the form (4.1). Therefore, there exist invertible matrices $U \in \mathbb{M}_{m \times m}(S)$ and $V \in \mathbb{M}_{n \times n}(S)$ such that $U A V$ is of the form 4.1.

## 4.4 \{1\}-inverses

Recall that a matrix $A$ over the skew polynomial ring $S$ is called a regular matrix if there exists some matrix $G$ over $S$ such that

$$
A G A=A .
$$

In this case, $G$ is called a $\{1\}$-inverse of $A$, written $A^{-}$.
In Section 1.5 .2 we gave the definition of the rank of an $m \times n$ matrix $A$, written $\rho(A)$, over the skew polynomial ring $S$. In this section, we shall explore the relation of the rank of a matrix to the existence of a $\{1\}$-inverse of the matrix over $S$.

Proposition 4.4. Let $A_{m \times n}, G_{n \times m}$ be two matrices over $S$.
(a) If $A G A=A$, then $\rho(A) \leq \rho(G)$.
(b) If $A G A=A$ and $G A G=G$, then $\rho(A)=\rho(G)$.

Proof. By (1.18).
We now give a result that can be used to determine the existence of a $\{1\}$ inverse of a matrix over $S$.

Proposition 4.5. Let $A$ be an $m \times n$ matrix over $S$ such that $\rho(A)=m(\rho(A)=$ $n$, resp.). Then a matrix $G$ over $S$ is a $\{1\}$-inverse of $A$ if and only if $G$ is a right (left, resp.) inverse of $A$ over $S$.

Proof. We shall only prove the result for the case $\rho(A)=m$. The case $\rho(A)=n$ can be shown analogously.

Suppose that $G$ is a $\{1\}$-inverse of $A$ over $S$. Consider $A_{m \times n}$ as a matrix over $Q(S)$. Since $\rho(A)=m, A$ has a right inverse over $Q(S)$, by Lemma 4.1. Let $B$ denote a right inverse of $A$ over $Q(S)$. Then $A G=A G A B=A B=I$, and so $G$ is a right inverse of $A$ over $S$. Conversely, if $G$ is a right inverse of $A$ over $S$, then $A G A=I A=A$, and so $G$ is a $\{1\}$-inverse of $A$.

In Section 1.5.2 we gave the definition of rank factorization for a matrix over $S$. We now give an alternative definition of rank factorization as follows.

Proposition 4.6. Given any $m \times n$ matrix $A$ over $S$, where $m, n \in \mathbb{N}$. Let $A=B_{m \times r} C_{r \times n}$ be a decomposition of $A$ over the Ore quotient ring $Q(S)$ of $S$, where $r \in \mathbb{N}$. The following are equivalent.
(a) $A=B C$ is a rank factorization of $A$ over $S$, i.e., $\rho(A)=r$.
(b) $\rho(B)=r, \rho(C)=r$.
(c) B has a left inverse and $C$ has a right inverse over the Ore quotient ring $Q(S)$ of $S$.

Proof. (a) $\Rightarrow$ (b). Suppose $\rho(A)=r$. Note that $r \leq \min \{m, n\}$. By (1.15) and (1.18), $\rho(B)=r, \rho(C)=r$.
(b) $\Rightarrow(\mathrm{c})$. Suppose $\rho(B)=r, \rho(C)=r$. By Lemma 4.1, $B$ has a left inverse and $C$ has a right inverse over $Q(S)$.
(c) $\Rightarrow$ (a). Suppose $B$ has a left inverse $B_{r \times m}^{-1}$ and $C$ has a right inverse $C_{n \times r}^{-1}$ over $Q(S)$. Then $B^{-1} A C^{-1}=I_{r}$. By 1.18), $\rho(A) \geq \rho\left(I_{r}\right)=r$. On the other hand, $\rho(A) \leq r$, by the definition of inner rank. Thus, $\rho(A)=r$.

## $4.5 \quad\{1,2\}$-inverses

Given a matrix $A$ over the skew polynomial $\operatorname{ring} S$, a matrix $G$ over $S$ is called a $\{1,2\}$-inverse of $A$ if

$$
\begin{aligned}
& A G A=A, \\
& G A G=G .
\end{aligned}
$$

We have seen that, for any matrix $A$ over $S$, there exist invertible matrices $U$ and $V$ over $S$ such that $U A V$ is a diagonal matrix that shares the same fundamental properties with $A$ (Proposition 4.3). In this section, we shall use this property to investigate the $\{1,2\}$-inverses of matrices over $S$.

Theorem 4.1. Let $A$ be a regular matrix over $S$.
(a) Suppose $A=U\left[\begin{array}{ll}I & \underline{0} \\ \underline{0} & \underline{0}\end{array}\right] V$ for some invertible matrices $U$ and $V$ over $S$. $A$ matrix of the form

$$
V^{-1}\left[\begin{array}{cc}
I & B  \tag{4.3}\\
C & C B
\end{array}\right] U^{-1}
$$

for some matrices $B, C$ of appropriate size is a $\{1,2\}$-inverse of $A$. Moreover, every $\{1,2\}$-inverse of $A$ can be expressed in the form of (4.3).
(b) Suppose $A$ has a rank factorization $A=A_{L} A_{R}$ such that $A_{L}$ has a left inverse $A_{L}^{-1}$ and $A_{R}$ has a right inverse $A_{R}^{-1}$ over $S$. The matrix $A_{R}^{-1} A_{L}^{-1}$ is a $\{1,2\}-$ inverse of $A$. Moreover, every $\{1,2\}$-inverse of $A$ can be expressed in the form $A_{R}^{-1} A_{L}^{-1}$.

Proof. (a) By definition, one can verify that $V^{-1}\left[\begin{array}{cc}I & B \\ C & C B\end{array}\right] U^{-1}$ is a $\{1,2\}$ inverse of $U\left[\begin{array}{ll}I & \underline{0} \\ \underline{0} & \underline{0}\end{array}\right] V$ with out difficulty.
On the other hand, if a matrix $G$ over $S$ is a $\{1,2\}$-inverse of $U\left[\begin{array}{ll}I & \underline{0} \\ \underline{0} & \underline{0}\end{array}\right] V$, namely,

$$
U\left[\begin{array}{ll}
I & \underline{0} \\
\underline{0} & \underline{0}
\end{array}\right] V G U\left[\begin{array}{ll}
I & \underline{0} \\
\underline{0} & \underline{0}
\end{array}\right] V=U\left[\begin{array}{ll}
I & \underline{0} \\
\underline{0} & \underline{0}
\end{array}\right] V, \quad G U\left[\begin{array}{cc}
I & \underline{0} \\
\underline{0} & \underline{0}
\end{array}\right] V G=G
$$

then we have

$$
\left[\begin{array}{ll}
I & \underline{0} \\
\underline{0} & \underline{0}
\end{array}\right] V G U\left[\begin{array}{ll}
I & \underline{0} \\
\underline{0} & \underline{0}
\end{array}\right]=\left[\begin{array}{cc}
I & \underline{0} \\
\underline{0} & \underline{0}
\end{array}\right], \quad V G U\left[\begin{array}{cc}
I & \underline{0} \\
\underline{0} & \underline{0}
\end{array}\right] V G U=V G U,
$$

since $U$ are $V$ are invertible over $S$. This gives that $V G U$ is a $\{1,2\}$-inverse
of $\left[\begin{array}{ll}I & \underline{0} \\ \underline{0} & \underline{0}\end{array}\right]$ over $S$. Without loss of generality, suppose $V G U=\left[\begin{array}{ll}E & B \\ C & D\end{array}\right]$ for some matrices $E, B, C, D$ of appropriate size. Then

$$
\left[\begin{array}{ll}
I & \underline{0} \\
\underline{0} & \underline{0}
\end{array}\right]\left[\begin{array}{ll}
E & B \\
C & D
\end{array}\right]\left[\begin{array}{ll}
I & \underline{0} \\
\underline{0} & \underline{0}
\end{array}\right]=\left[\begin{array}{ll}
I & \underline{0} \\
\underline{0} & \underline{0}
\end{array}\right], \quad\left[\begin{array}{ll}
E & B \\
C & D
\end{array}\right]\left[\begin{array}{ll}
I & \underline{0} \\
\underline{0} & \underline{0}
\end{array}\right]\left[\begin{array}{ll}
E & B \\
C & D
\end{array}\right]=\left[\begin{array}{ll}
E & B \\
C & D
\end{array}\right],
$$

that is,

$$
\left[\begin{array}{cc}
E & \underline{0} \\
\underline{0} & \underline{0}
\end{array}\right]=\left[\begin{array}{cc}
I & \underline{0} \\
\underline{0} & \underline{0}
\end{array}\right], \quad\left[\begin{array}{cc}
E^{2} & E B \\
C E & C B
\end{array}\right]=\left[\begin{array}{cc}
E & B \\
C & D
\end{array}\right],
$$

which implies that $E=I, D=C B$. Therefore, $V G U=\left[\begin{array}{cc}I & B \\ C & C B\end{array}\right]$, and so $G=V^{-1}\left[\begin{array}{cc}I & B \\ C & C B\end{array}\right] U^{-1}$.
(b) By definition, one can easily verify that $A_{R}^{-1} A_{L}^{-1}$ is a $\{1,2\}$-inverse of $A_{L} A_{R}$. On the other hand, let $G$ be a $\{1,2\}$-inverse of $A_{L} A_{R}$ over $S$. Then

$$
\begin{align*}
& A_{L} A_{R} G A_{L} A_{R}=A_{L} A_{R},  \tag{4.4}\\
& G A_{L} A_{R} G=G . \tag{4.5}
\end{align*}
$$

Since $A_{L}$ has a left inverse $A_{L}^{-1}$ over $S$ and $A_{R}$ has a right inverse $A_{R}^{-1}$ over $S$, we get

$$
\begin{equation*}
G A_{L}=A_{R}^{-1}, \quad A_{R} G=A_{L}^{-1} \tag{4.6}
\end{equation*}
$$

from (4.4). Substitute (4.6) into 4.5), we get $G=A_{R}^{-1} A_{L}^{-1}$.

Theorem 4.2. Let $A$ be a matrix over $S$. If $G$ is a $\{1,2\}$-inverse of $A$ over $S$,
then every $\{1,2\}$-inverse of $A$ can be expressed in the form

$$
f_{G}(X, Y)=G+(I-G A) X A G+G A Y(I-A G)+(I-G A) X A Y(I-A G)
$$

for some matrices $X, Y$ of appropriate size. In addition, every matrix of the form $f_{G}(X, Y)$ in which $G$ is a $\{1,2\}$-inverse of $A$ over $S$ is also a $\{1,2\}$-inverse of $A$ over $S$.

Proof. Suppose $G$ is a $\{1,2\}$-inverse of $A$. One can easily verify that $G=$ $f_{G}(G, G)$. On the other hand, let $X, Y$ be matrices of suitable size over $S$. One can verify that $A f_{G}(X, Y) A=A, f_{G}(X, Y) A f_{G}(X, Y)=f_{G}(X, Y)$ without difficulty. Thus, $f_{G}(X, Y)$ is a $\{1,2\}$-inverse of $A$ over $S$

### 4.6 MP-inverses

Given a matrix $A$ over the skew polynomial ring $S$, a matrix $G$ is said to be the MP-inverse of $A$ over $S$, denoted by $A^{+}$, if

$$
\begin{aligned}
A G A & =A \\
G A G & =G \\
(A G)^{*} & =A G \\
(G A)^{*} & =G A
\end{aligned}
$$

In this section, we investigate the existence and construction of MP-inverses of matrices over the skew polynomial ring $S$.

Recall that for any invertible matrices $A$ and $B$ over $S$, we have $\left(A^{-1}\right)^{*}=$ $\left(A^{*}\right)^{-1}$ and $(A B)^{-1}=B^{-1} A^{-1}$. Using these two identities, we can get the following identities:

$$
\begin{align*}
& \left(A^{*} A\right)^{-1}=\left(\left(A^{*} A\right)^{-1}\right)^{*},  \tag{4.7}\\
& \left(A A^{*}\right)^{-1}=\left(\left(A A^{*}\right)^{-1}\right)^{*} . \tag{4.8}
\end{align*}
$$

We now introduce theorems used to determine the existence of MP-inverses of matrices over $S$.

Theorem 4.3. Let $A$ be an $m \times n$ matrix over the skew polynomial ring $S$ with an involution $a \rightarrow \bar{a}$ such that $m \geq n$ and $\rho(A)=n(m \leq n$ and $\rho(A)=m$, resp.). Then $A$ has a $M P$-inverse if and only if $A^{*} A\left(A A^{*}\right.$, resp.) is invertible. If $A^{*} A\left(A A^{*}\right.$, resp. $)$ is invertible, then $G:=\left(A^{*} A\right)^{-1} A^{*}\left(G:=A^{*}\left(A A^{*}\right)^{-1}\right.$, resp. $)$ is the MP-inverse of $A$, and $G G^{*}\left(G^{*} G\right.$, resp.) is the inverse of $A^{*} A\left(A A^{*}\right.$, resp.) over $S$.

Proof. We shall only prove the case in which $m \geq n$. The case in which $m \leq n$ can be shown analogously.

Suppose $A$ has a MP-inverse $G$ over $S$. Since $\rho(A)=n, A$ has a left inverse $A_{L}$ over $Q(S)$. Then $A G A=A$ implies

$$
G A=I .
$$

Also, $A G A=A$ together with $(A G)^{*}=A G$ give $(A G)^{*} A=A$, hence

$$
G^{*} A^{*} A=A
$$

Thus, $G G^{*} A^{*} A=G A=I$, that is, $A^{*} A$ has a left inverse $G G^{*}$ over $S$. By Proposition 1.14, $A^{*} A$ is invertible, and $G G^{*}$ is the inverse of $A^{*} A$ over $S$.

Conversely, suppose $A^{*} A$ is invertible. We verify that $G:=\left(A^{*} A\right)^{-1} A^{*}$ is the MP-inverse of $A$ over $S$. Since $G A=\left(A^{*} A\right)^{-1} A^{*} A=I$, we have $A G A=A$, $G A G=G$ and $(G A)^{*}=G A$. Moreover, by 4.7), we have

$$
\begin{aligned}
(A G)^{*} & =G^{*} A^{*}=\left(\left(A^{*} A\right)^{-1} A^{*}\right)^{*} A^{*}=A\left(\left(A^{*} A\right)^{-1}\right)^{*} A^{*} \\
& =A\left(A^{*} A\right)^{-1} A^{*}=A G .
\end{aligned}
$$

Therefore, $G:=\left(A^{*} A\right)^{-1} A^{*}$ is the MP-inverse of $A$ over $S$.

Theorem 4.4. Let $A$ be an $m \times n$ matrix over the skew polynomial ring $S$ with an involution $a \rightarrow \bar{a}$. Let $\rho(A)=r$. Let $A=A_{L} A_{R}$, where $A_{L}$ is an $m \times r$ matrix and $A_{R}$ is a $r \times n$ matrix. Then the following are equivalent.
(i) The MP-inverse $A^{+}$of $A$ over $S$ exists.
(ii) The MP-inverse $A_{L}^{+}$of $A_{L}$ and the MP-inverse $A_{R}^{+}$of $A_{R}$ over $S$ exist.
(iii) $A_{L}^{*} A_{L}$ and $A_{R} A_{R}^{*}$ are invertible.

Proof. (i) $\Rightarrow(i i)$. Suppose ( $i$ ) holds, that is,

$$
\begin{align*}
A_{L} A_{R} A^{+} A_{L} A_{R} & =A_{L} A_{R}  \tag{4.9}\\
A^{+} A_{L} A_{R} A^{+} & =A^{+}  \tag{4.10}\\
\left(A_{L} A_{R} A^{+}\right)^{*} & =A_{L} A_{R} A^{+}  \tag{4.11}\\
\left(A^{+} A_{L} A_{R}\right)^{*} & =A^{+} A_{L} A_{R} . \tag{4.12}
\end{align*}
$$

We shall only show that $A_{R} A^{+}$is the MP-inverse of $A_{L}$. The case of the MPinverse of $A_{R}$ can be shown analogously.

By 1.15 and 1.18), $\rho\left(A_{L}\right)=r, \rho\left(A_{R}\right)=r$. Thus, $A_{L}$ has a left inverse $A_{L}^{-1}$ and $A_{R}$ has a right inverse $A_{R}^{-1}$ over $Q(S)$. Then from (4.9) and 4.10) we get

$$
\begin{align*}
A_{L}\left(A_{R} A^{+}\right) A_{L} & =A_{L},  \tag{4.13}\\
\left(A_{R} A^{+}\right) A_{L}\left(A_{R} A^{+}\right) & =A_{R} A^{+} . \tag{4.14}
\end{align*}
$$

Moreover, by (4.13), we have

$$
\begin{aligned}
A_{R} A^{+} A_{L} & =\left(A_{L}^{-1} A_{L}\right) A_{R} A^{+} A_{L}\left(A_{R} A_{R}^{-1}\right) \\
& =A_{L}^{-1}\left(A_{L} A_{R} A^{+} A_{L}\right) A_{R} A_{R}^{-1} \\
& =A_{L}^{-1} A_{L} A_{R} A_{R}^{-1} \\
& =I,
\end{aligned}
$$

and so

$$
\begin{equation*}
A_{R} A^{+} A_{L}=\left(A_{R} A^{+} A_{L}\right)^{*} . \tag{4.15}
\end{equation*}
$$

Hence, by (4.11), (4.13), (4.14) and (4.15), $A_{R} A^{+}$is the MP-inverse of $A_{L}$ over $S$.
$(i i) \Rightarrow(i)$. Suppose (ii) holds. Then

$$
\begin{aligned}
A A_{R}^{+} A_{L}^{+} A & =A_{L} A_{R} A_{R}^{+} A_{L}^{+} A_{L} A_{R} \\
& =A_{L} A_{R} A_{R}^{+}\left(A_{R} A_{R}^{-1} A_{L}^{-1} A_{L}\right) A_{L}^{+} A_{L} A_{R} \\
& =A_{L} A_{R} A_{R}^{-1} A_{L}^{-1} A_{L} A_{R} \\
& =A_{L} A_{R} \\
& =A
\end{aligned}
$$

$$
\begin{aligned}
A_{R}^{+} A_{L}^{+} A A_{R}^{+} A_{L}^{+} & =A_{R}^{+} A_{L}^{+} A_{L} A_{R} A_{R}^{+} A_{L}^{+} \\
& =A_{R}^{+}\left(A_{L}^{-1} A_{L}\right) A_{L}^{+} A_{L} A_{R} A_{R}^{+}\left(A_{R} A_{R}^{-1}\right) A_{L}^{+} \\
& =A_{R}^{+} A_{L}^{-1} A_{L} A_{R} A_{R}^{-1} A_{L}^{+} \\
& =A_{R}^{+} A_{L}^{+}
\end{aligned}
$$

$$
A A_{R}^{+} A_{L}^{+}=A_{L} A_{R} A_{R}^{+} A_{L}^{+}
$$

$$
=A_{L} A_{R} A_{R}^{+}\left(A_{R} A_{R}^{-1}\right) A_{L}^{+}
$$

$$
=A_{L} A_{R} A_{R}^{-1} A_{L}^{+}
$$

$$
=A_{L} A_{L}^{+}
$$

$$
=\left(A_{L} A_{L}^{+}\right)^{*}
$$

$$
=\left(A A_{R}^{+} A_{L}^{+}\right)^{*},
$$

$$
\begin{aligned}
A_{R}^{+} A_{L}^{+} A & =A_{R}^{+} A_{L}^{+} A_{L} A_{R} \\
& =A_{R}^{+}\left(A_{L}^{-1} A_{L}\right) A_{L}^{+} A_{L} A_{R} \\
& =A_{R}^{+} A_{L}^{-1} A_{L} A_{R} \\
& =A_{R}^{+} A_{R} \\
& =\left(A_{R}^{+} A_{R}\right)^{*} \\
& =\left(A_{R}^{+} A_{L}^{+} A\right)^{*} .
\end{aligned}
$$

By definition, $A_{R}^{+} A_{L}^{+}$is the MP-inverse of $A$.
$(i i) \Leftrightarrow(i i i)$ follows from Theorem 4.3 .
Theorem 4.5. Let $A$ be an $m \times n$ matrix over the skew polynomial ring $S$ with an involution $f: a \rightarrow \bar{a}$. If
(a) $\rho\left(A^{*} A\right)=\rho\left(A A^{*}\right)=\rho(A)$ and
(b) $A^{*} A$ and $A A^{*}$ are regular over $S$,
then $H=A^{*}\left(A A^{*}\right)^{-} A\left(A^{*} A\right)^{-} A^{*}$ is the MP-inverse of $A$, where $\left(A A^{*}\right)^{-}$and $\left(A^{*} A\right)^{-}$are $\{1\}$-inverses of $A A^{*}$ and $A^{*} A$, respectively.

Proof. Consider $A, A^{*} A$ and $A A^{*}$ as matrices over $Q(S)$. Since $\rho\left(A^{*} A\right)=\rho(A)$, there exists an unimodular matrix $B$ over $Q(S)$ such that $B A^{*} A=A$. Also, since $\rho(A)=\rho\left(A A^{*}\right)$, there exists an unimodular matrix $C$ over $Q(S)$ such that $A A^{*} C=A$. Hence

$$
\begin{aligned}
A H A & =A A^{*}\left(A A^{*}\right)^{-} A\left(A^{*} A\right)^{-} A^{*} A \\
& =A A^{*}\left(A A^{*}\right)^{-} B A^{*} A\left(A^{*} A\right)^{-} A^{*} A \\
& =A A^{*}\left(A A^{*}\right)^{-} B A^{*} A \\
& =A A^{*}\left(A A^{*}\right)^{-} A \\
& =A A^{*}\left(A A^{*}\right)^{-} A A^{*} C \\
& =A A^{*} C \\
& =A
\end{aligned}
$$

$$
\begin{aligned}
H A H & =A^{*}\left(A A^{*}\right)^{-} A\left(A^{*} A\right)^{-} A^{*} A A^{*}\left(A A^{*}\right)^{-} A\left(A^{*} A\right)^{-} A^{*} \\
& =A^{*}\left(A A^{*}\right)^{-} B A^{*} A\left(A^{*} A\right)^{-} A^{*} A A^{*}\left(A A^{*}\right)^{-} A A^{*} C\left(A^{*} A\right)^{-} A^{*} \\
& =A^{*}\left(A A^{*}\right)^{-} B A^{*} A A^{*}\left(A A^{*}\right)^{-} A A^{*} C\left(A^{*} A\right)^{-} A^{*} \\
& =A^{*}\left(A A^{*}\right)^{-} B A^{*} A A^{*} C\left(A^{*} A\right)^{-} A^{*} \\
& =A^{*}\left(A A^{*}\right)^{-} A\left(A^{*} A\right)^{-} A^{*} \\
& =H
\end{aligned}
$$

$$
\begin{aligned}
(A H)^{*} & =\left(A A^{*}\left(A A^{*}\right)^{-} A\left(A^{*} A\right)^{-} A^{*}\right)^{*} \\
& =\left(A A^{*}\left(A A^{*}\right)^{-} A A^{*} C\left(A^{*} A\right)^{-} A^{*}\right)^{*} \\
& =\left(A A^{*} C\left(A^{*} A\right)^{-} A^{*}\right)^{*} \\
& =\left(A\left(A^{*} A\right)^{-} A^{*}\right)^{*} \\
& =\left(B A^{*} A\left(A^{*} A\right)^{-}\left(B A^{*} A\right)^{*}\right)^{*} \\
& =\left(B A^{*} A\left(A^{*} A\right)^{-} A^{*} A B^{*}\right)^{*} \\
& =\left(B A^{*} A B^{*}\right)^{*} \\
& =B A^{*} A B^{*} \\
& =A H
\end{aligned}
$$

$$
\begin{aligned}
(H A)^{*} & =\left(A^{*}\left(A A^{*}\right)^{-} A\left(A^{*} A\right)^{-} A^{*} A\right)^{*} \\
& =\left(A^{*}\left(A A^{*}\right)^{-} B A^{*} A\left(A^{*} A\right)^{-} A^{*} A\right)^{*} \\
& =\left(A^{*}\left(A A^{*}\right)^{-} B A^{*} A\right)^{*} \\
& =\left(A^{*}\left(A A^{*}\right)^{-} A\right)^{*} \\
& =\left(\left(A A^{*} C\right)^{*}\left(A A^{*}\right)^{-} A A^{*} C\right)^{*} \\
& =\left(C^{*} A A^{*}\left(A A^{*}\right)^{-} A A^{*} C\right)^{*} \\
& =\left(C^{*} A A^{*} C\right)^{*} \\
& =C^{*} A A^{*} C \\
& =H A .
\end{aligned}
$$

Thus $H$ is the MP-inverse of $A$ over $S$.

### 4.6.1 $\{1\}$-inverses of the Form PCQ

In Theorem 4.5 of the previous section, we saw that if a given matrix $A$ over the skew polynomial ring $S$ has an MP-inverse, then the MP-inverse of $A$ can be expressed in the form of $A^{*} C A^{*}$ for some matrix $C$ over $S$, or, in other words, in the form of $P C Q$, where $P$ and $Q$ are given matrices over $S$. Since the MP-inverse is a special kind of $\{1\}$-inverse, we investigate whether a given matrix over $S$ has a $\{1\}$-inverse of such form.

Theorem 4.6. Let $A_{m \times n}, P_{n \times k}$ and $Q_{l \times m}$ be matrices over the skew polynomial ring $S$.
(a) If $C_{k \times l}$ is a matrix over $S$, then $P C Q$ is a $\{1\}$-inverse of $A$ if and only if
(i) $\rho(Q A P)=\rho(A)$,
(ii) $C$ is a $\{1\}$-inverse of $Q A P$ over $S$.
(b) For some matrix $C_{k \times l}, A$ has a $\{1\}$-inverse of the form $P C Q$ if and only if
(i) $\rho(Q A P)=\rho(A)$,
(ii) $Q A P$ is regular.

Moreover, if $\rho(P)=\rho(Q)=\rho(A)$ and $A$ has a $\{1\}$-inverse of the form $P C Q$, then this $\{1\}$-inverse of $A$ is unique.

Proof. (a) If $P C Q$ is a $\{1\}$-inverse of $A$ over $S$, that is,

$$
\begin{equation*}
A P C Q A=A \tag{4.16}
\end{equation*}
$$

then $A P C Q A P C Q A=A$. By (1.18),

$$
\rho(A)=\rho((A P C)(Q A P)(C Q A)) \leq \rho(Q A P), \quad \rho(Q A P) \leq \rho(A)
$$

so $\rho(Q A P)=\rho(A)$. Also, By 4.16), $Q A P C Q A P=Q A P$. Thus $C$ is a $\{1\}$-inverse of $Q A P$ over $S$.

Conversely, suppose (i) and (ii) of Part (a) hold. By 1.18),

$$
\rho(Q A P) \leq \rho(Q A) \leq \rho(A), \quad \rho(Q A P) \leq \rho(A P) \leq \rho(A)
$$

By assumption $\rho(Q A P)=\rho(A)$, so we get

$$
\rho(Q A)=\rho(A)=\rho(A P)
$$

Consider $Q A, A P, A$ as matrices over $Q(S)$. Since $\rho(Q A)=\rho(A), \rho(A P)=$ $\rho(A)$, there exist matrices $D$ and $E$ over $Q(S)$ such that

$$
\begin{gather*}
D Q A=A,  \tag{4.17}\\
A P E=A . \tag{4.18}
\end{gather*}
$$

Since $C$ is a $\{1\}$-inverse of $Q A P$, namely, $Q A P C Q A P=Q A P$, we have

$$
D Q A P C Q A P E=D Q A P E
$$

By 4.17) and 4.18, $A P C Q A=A$, that is, $P C Q$ is a $\{1\}$-inverse of $A$.
(b) Follows from Part (a).

Now, let $\rho(P)=\rho(Q)=\rho(A)$. Suppose that $A$ has a $\{1\}$-inverse of the form $P C Q$ for some matrix $C$ over $S$. By Part (a), $\rho(Q A P)=\rho(A)$, which implies $\rho(P)=\rho(Q)=\rho(Q A P)$. Consider $Q, P, Q A P$ as matrices over $Q(S)$. Then there exist matrices $D$ and $E$ over $Q(S)$ such that

$$
\begin{align*}
& E(Q A P)=P  \tag{4.19}\\
& (Q A P) D=Q . \tag{4.20}
\end{align*}
$$

By (4.19), (4.20),

$$
\begin{aligned}
P C Q & =(E Q A P) C(Q A P D) \\
& =E Q(A P C Q A) P D \\
& =E Q A P D \\
& =E Q(\text { or } P D) .
\end{aligned}
$$

This implies that the matrix $P C Q$ is in fact independent of $C$. Also, from (4.19) and (4.20) we can see that $E$ and $Q$ are dependent on $P$ and $Q$. Therefore, the matrix $P C Q$ is unique.

Theorem 4.6 outlines the sufficient and necessary conditions for a matrix to have a $\{1\}$-inverse of the form $P C Q$. Using this result, we can get the following conclusions without difficulty.

Corollory 4.1. Let $A$ be an $m \times n$ matrix over the skew polynomial ring $S$.
(a) If $C$ is a $n \times n$ matrix over $S$ ( $D$ is a $m \times m$ matrix over $S$, resp.), then $C A^{*}$ ( $A^{*} D$, resp.) is a $\{1\}$-inverse of $A$ if and only if
(i) $\rho\left(A^{*} A\right)=\rho(A)\left(\rho\left(A A^{*}\right)=\rho(A)\right.$, resp. $)$,
(ii) $C\left(D\right.$, resp.) is a $\{1\}$-inverse of $A^{*} A\left(A A^{*}\right.$, resp.) over $S$.
(b) For some $n \times n$ matrix $C$ (some $m \times m$ matrix $D$, resp.), A has a $\{1\}$-inverse of the form $C A^{*}\left(A^{*} D\right.$, resp.) if and only if
(i) $\rho\left(A^{*} A\right)=\rho(A)\left(\rho\left(A A^{*}\right)=\rho(A)\right.$, resp. $)$,
(ii) $A^{*} A\left(A A^{*}\right.$, resp.) is regular.

Proof. The result for matrices of the form $C A^{*}$ is obtained by taking $P=I, Q=$ $A^{*}$ in Theorem 4.6. The result for matrices of the form $A^{*} D$ can be shown analogously.

Corollory 4.2. Let $A$ be an $m \times n$ matrix over $S$.
(a) If $C$ is a $m \times n$ matrix over $S$, then $A^{*} C A^{*}$ is a $\{1\}$-inverse of $A$ if and only if
(i) $\rho\left(A^{*} A A^{*}\right)=\rho(A)$,
(ii) $C$ is a $\{1\}$-inverse of $A^{*} A A^{*}$ over $S$.
(b) For some $m \times n$ matrix $C$, $A$ has a $\{1\}$-inverse of the form $A^{*} C A^{*}$ if and only if
(i) $\rho\left(A^{*} A A^{*}\right)=\rho(A)$,
(ii) $A^{*} A A^{*}$ is regular.

Proof. The result is obtained by taking $P=A^{*}, Q=A^{*}$ in Theorem 4.6.

Corollory 4.3. Let $A$ be an $m \times m$ matrix over $S$.
(a) If $C$ is a $m \times m$ matrix over $S$, then $A C(C A$, resp.) is a $\{1\}$-inverse of $A$ if and only if
(i) $\rho\left(A^{2}\right)=\rho(A)$,
(ii) $C$ is a $\{1\}$-inverse of $A^{2}$ over $S$.
(b) For some $m \times m$ matrix $C$, $A$ has a $\{1\}$-inverse of the form $A C$ (CA, resp.) if and only if
(i) $\rho\left(A^{2}\right)=\rho(A)$,
(ii) $A^{2}$ is regular.

Consequently, $A C$ is a $\{1\}$-inverse of $A$ if and only if $C A$ is a $\{1\}$-inverse of $A$. Proof. The result for matrices of the form $A C$ is obtained by taking $P=A, Q=I$ in Theorem4.6. The result for matrices of the form $C A$ can be shown analogously.

Corollory 4.4. Let $A$ be an $m \times m$ matrix over $S$.
(a) If $C$ is a $m \times m$ matrix over $S$, then $A C A$ is a $\{1\}$-inverse of $A$ if and only if
(i) $\rho\left(A^{3}\right)=\rho(A)$,
(ii) $C$ is a $\{1\}$-inverse of $A^{3}$ over $S$.
(b) For some $m \times m$ matrix $C, A$ has a $\{1\}$-inverse of the form $A C A$ if and only if
(i) $\rho\left(A^{3}\right)=\rho(A)$,
(ii) $A^{3}$ is regular.

Further, if $A$ has a $\{1\}$-inverse of the form $A C A$, then the $\{1\}$-inverse of the form $A C A$ of $A$ is unique.

Proof. The result is obtained by taking $P=A, Q=A$ in Theorem 4.6.

Corollory 4.5. Let $A_{m \times m}$ be a matrix over $S, m \in \mathbb{N}$. The following statements are equivalent.
(i) A has a $\{1\}$-inverse of the form $A C$ for some matrix $C$ over $S$.
(ii) A has a $\{1\}$-inverse of the form $C A$ for some matrix $C$ over $S$.
(iii) $\rho(A)=\rho\left(A^{2}\right)$ and $A^{2}$ is regular.
(iv) $A$ has a $\{1\}$-inverse of the form $A C A$ for some matrix $C$ over $S$.
(v) $\rho(A)=\rho\left(A^{3}\right)$ and $A^{3}$ is regular.
(vi) $\rho(A)=\rho\left(A^{n}\right)$ and $A^{n}$ is regular for $n \in \mathbb{N}, n \geq 2$.

Proof. (i) $\Leftrightarrow$ (ii) $\Leftrightarrow$ (iii). By Corollary 4.3 .
(iv) $\Leftrightarrow(v)$. By Corollary 4.4 .

To show (iii) $\Leftrightarrow(\sqrt{v})$, it suffices to show (iii) $\Leftrightarrow(v i)$.
(iii) $\Rightarrow$ vii. Suppose (iii) holds. Since $\rho(A)=\rho\left(A^{2}\right)$, there exists a matrix $B$ over $Q(S)$ such that $A^{2} B=A$. This gives

$$
\begin{equation*}
A=A^{2} B=A\left(A^{2} B\right) B=A^{3} B^{2}=\cdots=A^{n} B^{n-1} \tag{4.21}
\end{equation*}
$$

By (1.18), $\rho(A)=\rho\left(A^{n} B^{n-1}\right) \leq \rho\left(A^{n}\right), \rho\left(A^{n}\right) \leq \rho(A)$. Therefore, $\rho(A)=\rho\left(A^{n}\right)$.
On the other hand, let $G$ be a $\{1\}$-inverse of $A^{2}$, that is, $A^{2} G A^{2}=A^{2}$. By (4.21), $A^{2} G A=A^{2} G A^{2} B=A^{2} B=A$. Thus

$$
A^{n}(G A)^{n-1}=A^{n-2} A^{2} G A(G A)^{n-2}=A^{n-2} A(G A)^{n-2}=\cdots=A,
$$

and so

$$
A^{n}=A A^{n-1}=A^{n}(G A)^{n-1} A^{n-1}=A^{n}(G A)^{n-2} G A^{n}
$$

that is, $(G A)^{n-2} G$ is a $\{1\}$-inverse of $A^{n}$ over $S$.

To show $(\sqrt[v i]{ }) \Rightarrow(\overline{i i i})$, it suffices to show $(v i) \Rightarrow(\bar{i})$. Suppose (vi) holds. Let $G$ be a $\{1\}$-inverse of $A^{n}$. Since $\rho(A)=\rho\left(A^{n}\right)$, there exists a matrix $B$ over $Q(S)$ such that $A^{n} B=A$. Since $A^{n} G A^{n}=A^{n}$, we have $A^{n} G A=A^{n} G A^{n} B=A^{n} B=A$, i.e.,

$$
A\left(A^{n-1} G\right) A=A
$$

Therefore, $A$ has a $\{1\}$-inverse of the form $A C$ over $S$.

## 4.7 $\{1,2,3\}$-inverses and $\{1,2,4\}$-inverses

Let $A_{m \times n}$ and $G_{n \times m}$ be two matrices over the skew polynomial ring $S$. Recall that $G$ is called a $\{1,2,3\}$-inverse ( $\{1,2,4\}$-inverse, resp.) of $A$ if

$$
\begin{aligned}
A G A & =A \\
G A G & =G \\
(A G)^{*} & =A G\left((G A)^{*}=G A, \text { resp. }\right)
\end{aligned}
$$

In this section, we shall investigate the existence and construction of $\{1,2,3\}$ inverses and $\{1,2,4\}$-inverses of matrices over the skew polynomial ring $S$.

Proposition 4.7. Let $A$ be an $m \times n$ matrix over $S$. Then
(a) $A\{1\}$-inverse $G$ of $A$ is a $\{1,2,3\}$-inverse of $A$ if and only if $G$ is of the form $C A^{*}$ for some matrix $C$ over $S$.
(b) $A\{1\}$-inverse $G$ of $A$ is a $\{1,2,4\}$-inverse of $A$ if and only if $G$ is of the form $A^{*} C$ for some matrix $C$ over $S$.
(c) $A\{1\}$-inverse $G$ of $A$ is the $M P$-inverse of $A$ if and only if $G$ is of the form $A^{*} C A^{*}$ for some matrix $C$ over $S$.

Proof. (a) If $G$ is a $\{1,2,3\}$-inverse of $A$, i.e., $A G A=A, G A G=G,(A G)^{*}=$ $A G$, then $G=G A G=G(A G)^{*}=G G^{*} A^{*}$, and so $G$ is of the form $C A^{*}$.

Conversely, if $G$ is a $\{1\}$-inverse of $A$ and $G=C A^{*}$ for some matrix $C$ over $S$, then $A C A^{*} A=A$. This gives $A C A^{*} A C^{*} A^{*}=A C^{*} A^{*}$. So $\left(A C A^{*}\right)\left(A C A^{*}\right)^{*}=$ $\left(A C A^{*}\right)^{*}$. On the other hand, $\left(A C A^{*}\right)\left(A C A^{*}\right)^{*}=\left(\left(A C A^{*}\right)\left(A C A^{*}\right)^{*}\right)^{*}=$ $\left(\left(A C A^{*}\right)^{*}\right)^{*}=A C A^{*}$. Thus, $\left(A C A^{*}\right)^{*}=A C A^{*}$, that is,

$$
(A G)^{*}=A G
$$

This also implies
$G A G=C A^{*} A C A^{*}=C A^{*}\left(A C A^{*}\right)^{*}=C\left(A C A^{*} A\right)^{*}=C(A G A)^{*}=C A^{*}=G$.

Hence, $G$ is a $\{1,2,3\}$-inverse of $A$ over $S$.
(b) If $G$ is a $\{1,2,4\}$-inverse of $A$, i.e., $A G A=A, G A G=G,(G A)^{*}=G A$, then $G=G A G=(G A)^{*} G=A^{*} G^{*} G$, and so $G$ is of the form $A^{*} C$.

Conversely, if $G$ is a $\{1\}$-inverse of $A$ and $G=A^{*} C$ for some matrix $C$ over $S$, then $A A^{*} C A=A$. This gives $A^{*} C^{*} A A^{*} C A=A^{*} C^{*} A$, that is, $\left(A^{*} C A\right)^{*}\left(A^{*} C A\right)=\left(A^{*} C A\right)^{*}$. On the other hand, $\left(A^{*} C A\right)^{*}\left(A^{*} C A\right)=$ $\left(\left(A^{*} C A\right)^{*}\left(A^{*} C A\right)\right)^{*}=A^{*} C A$. Thus, $\left(A^{*} C A\right)^{*}=A^{*} C A$, that is,

$$
(G A)^{*}=G A .
$$

It follows that
$G A G=A^{*} C A A^{*} C=\left(A^{*} C A\right)^{*} A^{*} C=\left(A A^{*} C A\right)^{*} C=(A G A)^{*} C=A^{*} C=G$

By definition, $G$ is a $\{1,2,4\}$-inverse of $A$ over $S$.
(c) If $G$ is the MP-inverse of $A$, i.e., $A G A=A, G A G=G,(A G)^{*}=A G$, $(G A)^{*}=G A$, then $G=G A G=G A G A G=(G A)^{*} G(A G)^{*}=A^{*} G^{*} G G^{*} A^{*}$, and so $G$ is of the form $A^{*} C A^{*}$.

Conversely, if $G$ is a $\{1\}$-inverse of $A$ and $G=A^{*} C A^{*}$ for some matrix $C$ over $S$, then $A A^{*} C A^{*} A=A$. This gives $A A^{*} C A^{*} A C^{*} A A^{*}=A C^{*} A A^{*}$ and $A^{*} A C^{*} A A^{*} C A^{*} A=A^{*} A C^{*} A$, that is,

$$
\begin{aligned}
& \left(A A^{*} C A^{*}\right)\left(A A^{*} C A^{*}\right)^{*}=\left(A A^{*} C A^{*}\right)^{*}, \\
& \left(A^{*} C A^{*} A\right)^{*}\left(A^{*} C A^{*} A\right)=\left(A^{*} C A^{*} A\right)^{*} .
\end{aligned}
$$

It follows that

$$
\begin{aligned}
& \left(A A^{*} C A^{*}\right)^{*}=\left(A A^{*} C A^{*}\right)\left(A A^{*} C A^{*}\right)^{*}=\left(\left(A A^{*} C A^{*}\right)\left(A A^{*} C A^{*}\right)^{*}\right)^{*}=A A^{*} C A^{*}, \\
& \left(A^{*} C A^{*} A\right)^{*}=\left(A^{*} C A^{*} A\right)^{*}\left(A^{*} C A^{*} A\right)=\left(\left(A^{*} C A^{*} A\right)^{*}\left(A^{*} C A^{*} A\right)\right)^{*}=A^{*} C A^{*} A,
\end{aligned}
$$

namely,

$$
(A G)^{*}=A G, \quad(G A)^{*}=G A
$$

Now,

$$
A^{*} C A^{*} A A^{*} C A^{*}=\left(A^{*} C A^{*} A\right)^{*} A^{*} C A^{*}=\left(A A^{*} C A^{*} A\right)^{*} C A^{*}=A^{*} C A^{*} \text {, }
$$

that is, $G A G=G$. Hence, $G$ is the MP-inverse of $A$ over $S$.

Corollory 4.6. Let $A$ be an $m \times n$ matrix over the skew polynomial ring $S$ with an involution $a \rightarrow \bar{a}$. If $\rho\left(A^{*} A\right)=\rho(A)$ and $A^{*} A$ is regular, then $A$ has a $\{1,2,3\}$-inverse over $S$.

Proof. Let $A$ be as above. Since $\rho\left(A^{*} A\right)=\rho(A)$ and $A^{*} A$ is regular, by Part (b) of Corollary 4.1, $A$ has a $\{1\}$-inverse of the form $C A^{*}$ for some matrix $C$ over $S$. By Part(a) of Proposition 4.7, $C A^{*}$ is a $\{1,2,3\}$-inverse of $A$ over $S$.

Theorem 4.7. Let $A_{m \times n}$ be a matrix of rank $r$ over the skew polynomial ring $S$ with an involution $a \rightarrow \bar{a}$ such that $A$ has a factorization $A=A_{L} A_{R}$ over $S$, where $A_{L}$ is $m \times r$ and $A_{R}$ is $r \times n$. Then $A$ has a $\{1,2,3\}$-inverse over $S$ if and only if $A_{L}^{*} A_{L}$ is invertible and $A_{R}$ has a right inverse over $S$.

Proof. Let $A$ be as above. Then, by (1.15) and 1.18), $\rho\left(A_{L}\right)=r, \rho\left(A_{R}\right)=r$, and so $A_{L}$ has a left inverse over $Q(S), A_{R}$ has a right inverse over $Q(S)$.

Suppose $A$ has a $\{1,2,3\}$-inverse $G$ over $S$. Consider $A$ and $G$ as matrices
over $Q(S)$. Since $A G A=A$, that is, $A_{L} A_{R} G A_{L} A_{R}=A_{L} A_{R}$, we have

$$
\begin{equation*}
A_{R} G A_{L}=I \tag{4.22}
\end{equation*}
$$

Thus, $A_{R}$ has a right inverse over $S$. Also, since $(A G)^{*}=A G$, we have

$$
\begin{equation*}
G^{*} A_{R}^{*} A_{L}^{*}=A_{L} A_{R} G \tag{4.23}
\end{equation*}
$$

By (4.22) and (4.23),

$$
A_{R} G G^{*} A_{R}^{*} A_{L}^{*} A_{L}=A_{R} G A_{L} A_{R} G A_{L}=I
$$

Thus, $A_{L}^{*} A_{L}$ has a left inverse over $S$. By Proposition 1.14, $A_{L}^{*} A_{L}$ is invertible over $S$.

Conversely, suppose that $A_{L}^{*} A_{L}$ has an inverse, denoted by $\left(A_{L}^{*} A_{L}\right)^{-1}$, and $A_{R}$ has a right inverse, denoted by $A_{R}^{-1}$, over $S$. Let $G=A_{R}^{-1}\left(A_{L}^{*} A_{L}\right)^{-1} A_{L}^{*}$. Then

$$
\begin{aligned}
A G A & =A_{L} A_{R} G A_{L} A_{R} \\
& =A_{L} A_{R} A_{R}^{-1}\left(A_{L}^{*} A_{L}\right)^{-1} A_{L}^{*} A_{L} A_{R} \\
& =A_{L} A_{R} \\
& =A, \\
G A G & =A_{R}^{-1}\left(A_{L}^{*} A_{L}\right)^{-1} A_{L}^{*} A A_{R}^{-1}\left(A_{L}^{*} A_{L}\right)^{-1} A_{L}^{*} \\
& =A_{R}^{-1}\left(A_{L}^{*} A_{L}\right)^{-1} A_{L}^{*} A_{L} A_{R} A_{R}^{-1}\left(A_{L}^{*} A_{L}\right)^{-1} A_{L}^{*} \\
& =A_{R}^{-1}\left(A_{L}^{*} A_{L}\right)^{-1} A_{L}^{*} \\
& =G,
\end{aligned}
$$

$$
\begin{align*}
(A G)^{*} & =\left(A A_{R}^{-1}\left(A_{L}^{*} A_{L}\right)^{-1} A_{L}^{*}\right)^{*} \\
& =\left(A_{L} A_{R} A_{R}^{-1}\left(A_{L}^{*} A_{L}\right)^{-1} A_{L}^{*}\right)^{*} \\
& =\left(A_{L}\left(A_{L}^{*} A_{L}\right)^{-1} A_{L}^{*}\right)^{*} \\
& =A_{L}\left(\left(A_{L}^{*} A_{L}\right)^{-1}\right)^{*} A_{L}^{*} \\
& =A_{L}\left(A_{L}^{*} A_{L}\right)^{-1} A_{L}^{*}  \tag{4.8}\\
& =A_{L} A_{R} A_{R}^{-1}\left(A_{L}^{*} A_{L}\right)^{-1} A_{L}^{*} \\
& =A A_{R}^{-1}\left(A_{L}^{*} A_{L}\right)^{-1} A_{L}^{*} \\
& =A G
\end{align*}
$$

By definition, $G$ is a $\{1,2,3\}$-inverse of $A$ over $S$.

### 4.8 Group Inverses

Let $A$ be an $m \times m$ matrix over a ring. An $m \times m$ matrix $G$ is called a group inverse of $A$, denoted by $A^{\#}$, if

$$
\begin{align*}
A G A & =A  \tag{4.24}\\
G A G & =G  \tag{4.25}\\
A G & =G A . \tag{4.26}
\end{align*}
$$

If $G$ satisfies only (4.24) and 4.26), then $G$ is called a commuting g-inverse of $A$.
The group inverse of a given matrix is unique. For if $G$ and $H$ are both group inverses of $A$, then

$$
\begin{aligned}
& G=G A G=G A H A G=(A G)(A H) G=A H G \\
& H=H A H=H A G A H=H(G A)(H A)=H G A=H A G=A H G
\end{aligned}
$$

and so $G=H$. For a given matrix $A$, if $G$ is a commuting g-inverse of $A$, then $G A G$ is a group inverse of $A$. Thus, a square matrix has a group inverse if and
only if it has a commuting g-inverse.

Proposition 4.8. Let $A$ be a square matrix over $S$ and $n \in \mathbb{N}, n \geq 2$. The following statements are equivalent.
(i) A has a group inverse over $S$.
(ii) A has a $\{1\}$-inverse of the form $A C$ for some matrix $C$ over $S$.
(iii) $A$ has a $\{1\}$-inverse of the form $C A$ for some matrix $C$ over $S$.
(iv) $A$ has a $\{1\}$-inverse of the form $A C A$ for some matrix $C$ over $S$.
(v) $\rho(A)=\rho\left(A^{2}\right)$ and $A^{2}$ is regular.
(vi) $\rho(A)=\rho\left(A^{n}\right)$ and $A^{n}$ is regular.

Further, if $A C A$ is a $\{1\}$-inverse of $A$ over $S$, then $A C A$ is the group inverse of A.

Proof. By Corollary 4.5, (ii) to (vi) are equivalent.
(ii) $\Rightarrow($ (ii). If $G$ is a group inverse of $A$, then $G=G A G=A G G$. Thus, $A$ has a $\{1\}$-inverse of the form $A C$ for some square matrix $C$ over $S$.
(iv) $\Rightarrow$ (i). Suppose $A$ has a $\{1\}$-inverse $G$ over $S$, where $G=A C A$ for some matrix $C$. Then

$$
\begin{equation*}
A=A G A=A^{2} C A^{2} \tag{4.27}
\end{equation*}
$$

By (1.18), $\rho(A)=\rho\left(A^{2}\right)$. Thus, there exists a matrix $B$ over $Q(S)$ such that

$$
\begin{equation*}
B A^{2}=A . \tag{4.28}
\end{equation*}
$$

Since $A^{2} C A^{3}=A^{2}$, by using (4.28), we get

$$
\begin{equation*}
A C A^{3}=A . \tag{4.29}
\end{equation*}
$$

Also, 4.27) gives $A^{3} C A^{2}=A^{2}$. Using the same method as above, we get

$$
\begin{equation*}
A^{3} C A=A \tag{4.30}
\end{equation*}
$$

By (4.29) and (4.30), we have

$$
G A G=A C A A A C A=A C A=G, \quad A G=A C A^{3} A C A=A C A A=G A
$$

Therefore, $G$ is the group inverse of $A$ over $S$.

### 4.9 Drazin Inverses

Let $A$ be an $n \times n$ matrix over the skew polynomial $\operatorname{ring} S$. An $n \times n$ matrix $G$ over $S$ is called a Drazin inverse of $A$ if for some positive integer $k$,

$$
\begin{align*}
A^{k+1} G & =A^{k}  \tag{4.31}\\
G A G & =G  \tag{4.32}\\
A G & =G A \tag{4.33}
\end{align*}
$$

The Drazin inverse of a given matrix is unique. For if $G$ and $H$ are both Drazin inverses of $A$, then for some positive integer $k$,

$$
\begin{aligned}
& G=G A G=G^{2} A=\cdots=G^{k+1} A^{k}=G^{k+1} A^{k+1} H=G^{k+1} A^{k+1} H A H \\
& =G^{k+1} A^{k+2} H^{2}=\cdots=G^{k+1} A^{2 k+1} H^{k+1}=G^{k+1} A^{k} A^{k+1} H^{k+1} \\
& =G A^{k+1} H^{k+1}=A^{k+1} G H^{k+1}=A^{k} H^{k+1}=A^{k-1} H A H H^{k-1} \\
& =A^{k-1} H^{k}=\cdots=H
\end{aligned}
$$

If $A$ has a Drazin inverse $G$ satisfying (4.31), then, by 1.18, $\rho\left(A^{k}\right)=\rho\left(A^{k+1}\right)$. We define the smallest positive integer $p$ such that $\rho\left(A^{p+1}\right)=\rho\left(A^{p}\right)$ to be the
index of $A$.

Proposition 4.9. Let $A, G$ be two matrices over the skew polynomial ring $S$ and let $p$ be the index of $A$.
(a) If $A$ and $G$ satisfy (4.31), then $A$ and $G$ satisfy $A^{p+1} G=A^{p}$.
(b) If $A$ and $G$ satisfy $A^{p+1} G=A^{p}$, then $A$ and $G$ satisfy (4.31) for all $k \geq p$, $k \in \mathbb{N}$.

Proof. Consider $A$ as a matrix over $Q(S)$.
(a) If $A$ and $G$ satisfy (4.31), then $\rho\left(A^{k}\right)=\rho\left(A^{k+1}\right)$, and so $\rho\left(A^{k}\right)=\rho\left(A^{p}\right)$. Thus, there exists a matrix $B$ over $Q(S)$ such that $A^{p}=B A^{k}$, which implies

$$
A^{p}=B A^{k}=B A^{k+1} G=A^{p} A G=A^{p+1} G
$$

(b) Trivial.

We now establish a relation between the existence of the Drazin inverse of a given matrix $A$ over $S$ and the existence of a $\{1\}$-inverse of $A^{k}$ for some integer $k$.

Theorem 4.8. Let $A$ be an $n \times n$ matrix over the skew polynomial ring $S$ and let $p$ be the index of $A$.
(a) If $A$ has a Drazin inverse over $S$, then $A^{p+1}$ is regular over $S$.
(b) If $A^{p+k}$ is regular over $S$ for some integer $k \geq 1$, then both $A^{p+k+1}$ and $A^{p+k-1}$ are regular over $S$, and $A$ has a Drazin inverse over $S$.
(c) If $A^{2 p+1}$ has a $\{1\}$-inverse $\left(A^{2 p+1}\right)^{-}$over $S$, then $A^{p}\left(A^{2 p+1}\right)^{-} A^{p}$ is the Drazin inverse of $A$ over $S$.

Proof. (a) Let $G$ be the Drazin inverse of $A$ over $S$. Then $A^{p+1}=A^{p} A=$ $A^{p+1} G A$. On the other hand, $G A=G^{p+1} A^{p+1}$. Thus, $A^{p+1}=A^{p+1} G^{p+1} A^{p+1}$, and so $A^{p+1}$ is regular over $S$.
(b) Let $G$ be a $\{1\}$-inverse of $A^{p+k}$ over $S$. We first show that $A^{p+k+1}$ is regular. Since $A^{p+k} G A^{p+k}=A^{p+k}$, it follows from 1.18) that $\rho\left(A^{p+k}\right)=\rho\left(A^{p+k-1}\right)$, and so there exists a matrix $B$ over $Q(S)$, such that $A^{p+k} B=A^{p+k-1}$. Thus, we have

$$
\begin{equation*}
A^{p+k} G A^{p+k-1}=A^{p+k-1} \tag{4.34}
\end{equation*}
$$

Let $H=G A^{p+k-1} G$. By 4.34, we have

$$
\begin{aligned}
A^{p+k+1} H A^{p+k+1} & =A\left(A^{p+k} G A^{p+k-1}\right) G A^{p+k+1} \\
& =A A^{p+k-1} G A^{p+k+1} \\
& =A^{p+k+1} .
\end{aligned}
$$

Also, by (4.34), we have $A^{p+k-1} A G A^{p+k-1}=A^{p+k-1}$. Hence, both $A^{p+k+1}$ and $A^{p+k-1}$ are regular over $S$.

The above result implies that, if $A^{p+k}$ is regular over $S$ for some integer $k \geq 1$, then $A^{2 p+1}$ is regular over $S$. Thus, to show that $A$ has a Drazin inverse over $S$, it suffices to show Statement (c) of this proposition.
(c) Let $H=A^{p}\left(A^{2 p+1}\right)^{-} A^{p}$. Since $\rho\left(A^{2 p+1}\right)=\rho\left(A^{p+1}\right)=\rho\left(A^{p}\right)$, there exist matrices $B, C, D$ over $Q(S)$ such that

$$
A^{p+1}=B A^{2 p+1}, \quad A^{p}=C A^{2 p+1}=A^{2 p+1} D
$$

It follows that
$A H=A^{p+1}\left(A^{2 p+1}\right)^{-} A^{p}=B A^{2 p+1}\left(A^{2 p+1}\right)^{-} A^{2 p+1} D=B A^{2 p+1} D=A^{p+1} D$,

$$
H A=A^{p}\left(A^{2 p+1}\right)^{-} A^{p+1}=C A^{2 p+1}\left(A^{2 p+1}\right)^{-} A A^{2 p+1} D=C A^{2 p+1} A D=A^{p+1} D,
$$

whence $A H=H A$. Also, we have

$$
\begin{aligned}
A^{p+1} H & =A^{2 p+1}\left(A^{2 p+1}\right)^{-} A^{p}=A^{2 p+1}\left(A^{2 p+1}\right)^{-} A^{2 p+1} D=A^{2 p+1} D=A^{p}, \\
H A H & =A^{p}\left(A^{2 p+1}\right)^{-} A^{p} A^{p+1}\left(A^{2 p+1}\right)^{-} A^{p} \\
& =A^{p}\left(A^{2 p+1}\right)^{-} A^{p} B A^{2 p+1}\left(A^{2 p+1}\right)^{-} A^{2 p+1} D \\
& =A^{p}\left(A^{2 p+1}\right)^{-} A^{p} B A^{2 p+1} D=A^{p}\left(A^{2 p+1}\right)^{-} A^{p} A^{p+1} D \\
& =A^{p}\left(A^{2 p+1}\right)^{-} A^{p}=H .
\end{aligned}
$$

Therefore, $H$ is the Drazin inverse of $A$ over $S$.

The above result shows that a given matrix $A$ of index $p$ over $S$ has a Drazin inverse over $S$ if and only if $A^{p+1}$ is regular over $S$. In the following theorem, we shall see that the existence of the Drazin inverse of $A$ can also be determined by the existence of the group inverse of $A^{p}$ over $S$.

Theorem 4.9. Let $A$ be a matrix of index $p$ over the skew polynomial ring $S$ and let $k \geq p, k \in \mathbb{N}$. Then $A$ has a Drazin inverse over $S$ if and only if $A^{k}$ has a group inverse over $S$.

Proof. Suppose $A$ has a Drazin inverse $G$ over $S$. We show that $G^{k}$ is the group inverse of $A^{k}$ over $S$. By 4.32, 4.33), we have $A G=A^{k} G^{k}, G A=G^{k} A^{k}$, $G^{k} A=G^{k-1}$. Hence,

$$
\begin{aligned}
& G^{k} A^{k} G^{k}=G^{k} A G=G^{k-1} G=G^{k} \\
& G^{k} A^{k}=G A=A G=A^{k} G^{k}
\end{aligned}
$$

Also, by Proposition 4.9, we have $A^{k+1} G=A^{k}$. Thus, $A^{k} G A=A^{k}$, and so

$$
A^{2 k} G^{k}=A^{k} G^{k} A^{k}=A^{k} G A=A^{k} .
$$

By, definition, $G^{k}$ is the group inverse of $A^{k}$.
Conversely, suppose $A^{k}$ has a group inverse $H$ over $S$. Then, by Part (v) of Proposition 4.8, $A^{2 k}$ is regular over $S$, and by Part (b) of Theorem 4.8, $A$ has a Drazin inverse over $S$.

After seeing the above conditions for a given matrix to have a Drazin inverse over the skew polynomial ring $S$, we give a result on the decomposition of a Drazin inverse of a matrix over $S$ as follows.

Proposition 4.10. Let $A$ be a square matrix over the skew polynomial ring $S$. Then $A$ has a Drazin inverse over $S$ if and only if $A$ can be uniquely expressed as $A_{1}+A_{2}$, where
(i) $A_{1}$ has a group inverse over $S$,
(ii) $A_{2}$ is nilpotent,
(iii) $A_{1} A_{2}=A_{2} A_{1}=0$.

Proof. Suppose that $A$ has a Drazin inverse $G$ over $S$. Let $A_{1}=A G A$ and $A_{2}=A-A G A$. We first show that (ii), (iii) and (iii) hold. Since $G A G=G$, $A G=G A$, we have

$$
\begin{aligned}
& A_{1} G A_{1}=A G A G A G A=A G A=A_{1}, \\
& G A_{1} G=G A G A G=G, \\
& A_{1} G=A G A G=G A G A=G A_{1},
\end{aligned}
$$

and so $G$ is the group inverse of $A_{1}$ over $S$. Also, since $G A G A=G A, A G=G A$, we have

$$
\begin{aligned}
& A_{1} A_{2}=A G A(A-A G A)=A G A^{2}-A G A G A^{2}=A G A^{2}-A G A^{2}=0, \\
& A_{2} A_{1}=(A-A G A) A G A=A^{2} G A-A^{2} G A G A=A^{2} G A-A^{2} G A=0 .
\end{aligned}
$$

In addition, $A^{k+1} G=A^{k}$ for some positive integer $k$, so $\rho\left(A^{k+1}\right)=\rho\left(A^{k}\right)$, whence we may let the index of $A$ to be some positive integer $p$. By Proposition 4.9, $A^{p+1} G=A^{p}$, so $A^{p+1} G-A^{p}=0$. Also, $A G=G A$. Thus,

$$
A_{2}^{p}=(A-A G A)^{p}=A^{p}(I-A G)^{p}=\left(A^{p}-A^{p+1} G\right)(I-A G)^{p-1}=0 .
$$

We now show that the decomposition $A=A_{1}+A_{2}$ is unique. Suppose $A=B_{1}+B_{2}$ such that $B_{1}$ has a group inverse $B_{1}^{\#}$ over $S, B_{2}$ is nilpotent and $B_{1} B_{2}=B_{2} B_{1}=$ 0 . Then it suffices to show $B_{1}=A_{1}$. In the previous part we have seen that, if $G$ is the Drazin inverse of $A$ over $S$, then $G$ is the group inverse of $A_{1}$ over $S$. Thus, to show $B_{1}=A_{1}$, it suffices to show that the group inverse $B_{1}^{\#}$ of $B_{1}$ is the Drazin inverse of $A$ (by the uniqueness of group inverse and that of Drazin inverse).

Since $B_{1}^{\#}$ is the group inverse of $B_{1}$, we have $\left(B_{1}^{\#}\right)^{2} B_{1}=B_{1}^{\#}$, and so $B_{1}^{\#} B_{2}=$ $\left(B_{1}^{\#}\right)^{2} B_{1} B_{2}=0$. Similarly, we have $B_{2} B_{1}^{\#}=0$. Thus, $A B_{1}^{\#}=\left(B_{1}+B_{2}\right) B_{1}^{\#}=$ $B_{1} B_{1}^{\#}, B_{1}^{\#} A=B_{1}^{\#}\left(B_{1}+B_{2}\right)=B_{1}^{\#} B_{1}$, and so

$$
A B_{1}^{\#}=B_{1}^{\#} A
$$

On the other hand, by assumption, $B_{2}^{q}=0$ for some integer $q \geq 1, B_{1} B_{2}=$ $B_{2} B_{1}=0$, so $A^{q}=\left(B_{1}+B_{2}\right)^{q}=B_{1}^{q}$. It follows that

$$
\begin{aligned}
& A^{q+1} B_{1}^{\#}=B_{1}^{q-1} B_{1}^{2} B_{1}^{\#}=B_{1}^{q-1} B_{1}=B_{1}^{q}=A^{q} \\
& B_{1}^{\#} A B_{1}^{\#}=A\left(B_{1}^{\#}\right)^{2}=\left(B_{1}+B_{2}\right)\left(B_{1}^{\#}\right)^{2}=B_{1}\left(B_{1}^{\#}\right)^{2}=B_{1}^{\#}
\end{aligned}
$$

Therefore, by definition, $B_{1}^{\#}$ is the Drazin inverse of $A$, which completes the proof.

## Appendix

## Maple Codes

Below are local procedures defined for finding $\{1\}$-inverses of matrices over a commutative Euclidean domain (see Algorithms 1. 2 and (3).

```
with(LinearAlgebra):
with(Student[LinearAlgebra]):
with(VectorCalculus):
with(ArrayTools):
\# Packages that are used.
RowOp:=proc(B,k,i)
\# Local procedure corresponding to Algorithm 1 .
local \(\mathrm{rB}:=2, \mathrm{~g}:=1, \mathrm{~s}:=0, \mathrm{t}:=0\), Ro:=Matrix():
\(\mathrm{rB}:=\) RowDimension(B):
Ro:=IdentityMatrix(rB);
\(\mathrm{g}:=\operatorname{gcdex}\left(\mathrm{B}[\mathrm{k}, \mathrm{k}], \mathrm{B}[\mathrm{i}, \mathrm{k}], \mathrm{x},{ }^{\prime} \mathrm{s}^{\prime},{ }^{\prime} \mathrm{t}^{\prime}\right)\);
Ro \([\mathrm{k}, \mathrm{k}]:=\mathrm{s}\);
\(\operatorname{Ro}[\mathrm{k}, \mathrm{i}]:=\mathrm{t}\);
Ro \([\mathrm{i}, \mathrm{k}]:=-\mathrm{B}[\mathrm{i}, \mathrm{k}] / \mathrm{g}\);
\(\operatorname{Ro}[\mathrm{i}, \mathrm{i}]:=\mathrm{B}[\mathrm{k}, \mathrm{k}] / \mathrm{g}\);
Ro;
end proc;
```

ColOp: $=\operatorname{proc}(\mathrm{B}, \mathrm{k}, \mathrm{j})$
\# Local procedure corresponding to Algorithm 2.
local $c B:=2, \mathrm{~g}:=1, \mathrm{~s}:=0, \mathrm{t}:=0: \mathrm{Co}:=\operatorname{Matrix}()$ :
$\mathrm{cB}:=$ ColumnDimension(B):
Co:= IdentityMatrix(cB);
$\mathrm{g}:=\operatorname{gcdex}\left(\mathrm{B}[\mathrm{k}, \mathrm{k}], \mathrm{B}[\mathrm{k}, \mathrm{j}], \mathrm{x}, \mathrm{s}^{\prime},{ }^{\prime} \mathrm{t}^{\prime}\right)$;
$\mathrm{Co}[\mathrm{k}, \mathrm{k}]:=\mathrm{s}$;
$\mathrm{Co}[\mathrm{k}, \mathrm{j}]:=-\mathrm{B}[\mathrm{k}, \mathrm{j}] / \mathrm{g} ;$
$\mathrm{Co}[\mathrm{j}, \mathrm{k}]:=\mathrm{t}$;
$\mathrm{Co}[\mathrm{j}, \mathrm{j}]:=\mathrm{B}[\mathrm{k}, \mathrm{k}] / \mathrm{g} ;$
Co;
end proc;

GInverse: $=\operatorname{proc}(\mathrm{A}, \mathrm{rA}, \mathrm{cA})$
\# Local procedure corresponding to Algorithm 3 .
global rA, cA:
$\# r A$ and $c A$ are the row dimension and column dimension of the input matrix $A$, respectively.
local Str:= "The input matrix has no g-inverse.":
local $\mathrm{m}:=0, \mathrm{n}:=0, \mathrm{~s}:=\min (\mathrm{m}, \mathrm{n})$;
local $\mathrm{k}:=1, \mathrm{i}:=1, \mathrm{j}:=1, \mathrm{p}:=1$;
local $\mathrm{B}:=\operatorname{Matrix}(), \mathrm{C}:=\operatorname{Matrix}(), \mathrm{MD}:=\operatorname{Matrix}(), \mathrm{G}:=\operatorname{Matrix}():$
local $\mathrm{E}:=\operatorname{Matrix}(), \mathrm{F}:=\operatorname{Matrix}():$
local Ro:= Matrix(), Co:= Matrix():
local rowB: $=[$ ], colB: $=[$ ]:
local arraycol:=Array(), arrayrow:= Array():
$\mathrm{m}:=\mathrm{rA} ; \mathrm{n}:=\mathrm{cA}$;
$\mathrm{s}:=\min (\mathrm{m}, \mathrm{n}) ;$
$\mathrm{E}:=\operatorname{IdentityMatrix}(\mathrm{m}) ; \mathrm{F}:=\operatorname{IdentityMatrix}(\mathrm{n}) ;$
if $\mathrm{m}=0$ or $\mathrm{n}=0$ then
$\# A$ is an empty matrix.
$\mathrm{G}:=$ Transpose(A);
return G;
elif IsZero(A) then
\# $A$ is a zero matrix.
$\mathrm{G}:=$ Transpose(A);
return G;
elif $\mathrm{m}=1$ and $\mathrm{n}=1$ then
$\# A$ is $1 \times 1$.
if degree $(\mathrm{A}[\mathrm{m}, \mathrm{n}], \mathrm{x})=0$ then
$\mathrm{G}:=\operatorname{Matrix}(1,1,[1 / \mathrm{A}[\mathrm{m}, \mathrm{n}]])$;
return G;
else
return Str;
fi;
elif $m=1$ then
$\# A$ is $1 \times n(n \geq 2, n \in \mathbb{N})$.
for j from 1 to n do
if not $\mathrm{A}[1, \mathrm{j}]=0$ then
$\mathrm{p}:=\mathrm{j}$;
\# Find the first nonzero entry $A(1, p)$ of $A$.
break;
fi;
od;
$\mathrm{Co}:=\operatorname{ColumnOperation}(\operatorname{IdentityMatrix}(\mathrm{n}),[1, \mathrm{p}])$;
B:=A.Co;
$\mathrm{F}:=\mathrm{F} . \mathrm{Co}$;
for j from 2 to n do
$\mathrm{Co}:=\mathrm{ColOp}(\mathrm{B}, 1, \mathrm{j}) ;$
B:=B.Co;
$\mathrm{F}:=\mathrm{F} . \mathrm{Co}$;
od;
for i to m do
for j to n do
$B[i, j]:=\operatorname{expand}(B[i, j]) ;$
end do;
end do;
$\#$ Now $A_{1 \times n}=B_{1 \times n} F_{n \times n}, B=[\operatorname{gcd}(A(1,1), \ldots, A(1, n)) 0 \cdots 0]$.
if degree $(\mathrm{B}[1,1], \mathrm{x})>0$ then
$\# \operatorname{gcd}(A(1,1), \ldots, A(1, n)) \neq 1$.
return Str;
else
$\mathrm{G}:=\mathrm{F} .(\operatorname{Transpose}(\mathrm{B}))$;
return G;
f;
elif $n=1$ then
$\# A$ is $m \times 1(m \geq 2, m \in \mathbb{N})$.
for i from 1 to m do
if not $\mathrm{A}[\mathrm{i}, 1]=0$ then
$\mathrm{p}:=\mathrm{i}$;
\# Find the first nonzero entry $A(p, 1)$ of $A$.
break;
fi;
od;
Ro: $=$ RowOperation(IdentityMatrix(m),[1,p]);
$\mathrm{B}:=$ Ro.A;
$\mathrm{E}:=$ Ro.E;
for i from 2 to m do
Ro: $=$ RowOp(B,1,i);
B:=Ro.B;
$\mathrm{E}:=$ Ro.E;
od;
for i to m do
for j to n do
$\mathrm{B}[\mathrm{i}, \mathrm{j}]:=\operatorname{expand}(\mathrm{B}[\mathrm{i}, \mathrm{j}])$;
end do;
end do;
$\#$ Now $A_{m \times 1}=E_{m \times m} B_{m \times 1}, B=[\operatorname{gcd}(A(1,1), \ldots, A(m, 1)) 0 \cdots 0]^{T}$.
if not $\mathrm{B}(1,1)=1$ then
$\# \operatorname{gcd}(A(1,1), \ldots, A(m, 1)) \neq 1$.
return Str;
else
$\mathrm{G}:=(\operatorname{Transpose}(\mathrm{B})) . \mathrm{E}$;
return G;
fi;
fi;
$\mathrm{B}:=\mathrm{A}$;
for k from 1 to $\mathrm{s}-1$ do
here:
if $\mathrm{k}<\mathrm{s}$ then
rowB: $=[\operatorname{seq}(B[k, j], j=k . n)]$;
colB: $=[\operatorname{seq}(B[i, k], i=k . . m)] ;$
if is(colB, $[0 \$$ nops $($ colB $)])$ then
$\# B(k, j)=0$ for $j=k, k+1, \ldots, n$.
if is(rowB, $[0$ \$nops(rowB)]) then
$\# B(i, k)=0$ for $i=k, k+1, \ldots, m$.
$\mathrm{k}:=\mathrm{k}+1$;
goto(here);
\# Go back to the step where the label "here" is.
else
for j from $\mathrm{k}+1$ to n do
if not $B[k, j]=0$ then
$\mathrm{p}:=\mathrm{j}$;
break;
\# Find the first nonzero entry $B(k, p)$ in the $k$ th row of $B$.
fi;
od;
$\mathrm{Co}:=\operatorname{ColumnOperation}(\operatorname{IdentityMatrix}(\mathrm{n}),[\mathrm{k}, \mathrm{p}])$;
B:=B.Co;
F:=F.Co;
fi;
else
for i from k to m do
if not $\mathrm{B}[\mathrm{i}, \mathrm{k}]=0$ then
$\mathrm{p}:=\mathrm{i}$;
\# Find the first nonzero entry $B(p, k)$ in the $k$ th column of $B$.
break;
fi;
od;
Ro:=RowOperation(IdentityMatrix(m), $\mathrm{k}, \mathrm{p}]$ );
B:=Ro.B;
E:=Ro.E;
fi;
for i from $\mathrm{k}+1$ to m do
Ro: $=$ RowOp(B,k,i);
$B:=$ Ro.B;
E:=Ro.E;
od;
for i to m do
for j to n do
$B[i, j]:=\operatorname{expand}(B[i, j]) ;$
end do;
end do;
$\mathrm{C}:=\mathrm{B}$;
for j from $\mathrm{k}+1$ to n do
$\mathrm{Co}:=\mathrm{ColOp}(\mathrm{C}, \mathrm{k}, \mathrm{j})$;
C:=C.Co;
F:=F.Co;
od;
if not $C[k, k]=1$ then
return Str;
else
MD: $=C$;
for i from $\mathrm{k}+1$ to m do
Ro: $=$ RowOp(MD,k,i);
MD:=Ro.MD;
$\mathrm{E}:=$ Ro.E;
od;
fi;
$\mathrm{B}:=\mathrm{MD}$;
fi:
od;
row $B:=[\operatorname{seq}(B[m, j], j=1 . . n)] ;$
$\operatorname{colB}:=[\operatorname{seq}(B[\mathrm{i}, \mathrm{n}], \mathrm{i}=1 . . \mathrm{m})] ;$
if $\mathrm{m}>\mathrm{n}$ then
if is(colB, $[0 \$$ nops $($ colB $)])$ then
$\# B(i, n)=0$ for $i=n, n+1, \ldots, m$.
$\mathrm{G}:=\mathrm{F} .(\operatorname{Transpose}(\mathrm{B})) . \mathrm{E}$;
for i to m do
for j to n do
$\mathrm{G}[\mathrm{j}, \mathrm{i}]:=\operatorname{expand}(\mathrm{G}[\mathrm{j}, \mathrm{i}])$
end do;
end do;
return G;
else
for i from n to m do
if not $\mathrm{B}[\mathrm{i}, \mathrm{n}]=0$ then
$\mathrm{p}:=\mathrm{i}$;
\# Find the first nonzero entry $B(p, n)$ in the $n$th column of $B$.
break;
fi;
od;
Ro:=RowOperation(IdentityMatrix(m),[n,p]);
B:=Ro.B;
$\mathrm{E}:=$ Ro.E;
for i from $\mathrm{n}+1$ to m do
Ro: $=\operatorname{RowOp}(\mathrm{B}, \mathrm{n}, \mathrm{i})$;
B:=Ro.B;
$\mathrm{E}:=$ Ro.E;
od;
for i to m do
for j to n do
$B[i, j]:=\operatorname{expand}(B[i, j])$
end do;
end do;
if not $B[n, n]=1$ then
return Str;
else
$\mathrm{G}:=\mathrm{F} .(\operatorname{Transpose}(\mathrm{B})) . \mathrm{E}$;
for i to m do
for j to n do
$\mathrm{G}[\mathrm{j}, \mathrm{i}]:=\operatorname{expand}(\mathrm{G}[\mathrm{j}, \mathrm{i}])$
end do;
end do;
return G;
fi;
fi;
elif $n>m$ then
if is(rowB, $[0 \$$ nops(rowB)]) then
$\# B(m, j)=0$ for $j=m, m+1, \ldots, n$.
else
for j from m to n do
if not $B[m, j]=0$ then
$\mathrm{p}:=\mathrm{j}$;
\# Find the first nonzero entry $B(m, p)$ in the $m$ th row of $B$.
break;
fi;
od;
Co:=ColumnOperation(IdentityMatrix(n), $[\mathrm{m}, \mathrm{p}]$ );
B:=B.Co;
F:=F.Co;
for j from $\mathrm{m}+1$ to n do
$\mathrm{Co}:=\mathrm{ColOp}(\mathrm{B}, \mathrm{m}, \mathrm{j})$;
B:=B.Co;
$\mathrm{F}:=\mathrm{F} . \mathrm{Co}$;
od:
for i to m do
for j to n do
$B[i, j]:=\operatorname{expand}(B[i, j])$
end do;
end do;
if not $B(m, m)=1$ then
return Str;
else
$\mathrm{G}:=\mathrm{F} .($ Transpose(B)).E;
for i to m do
for j to n do
$\mathrm{G}[\mathrm{j}, \mathrm{i}]:=\operatorname{expand}(\mathrm{G}[\mathrm{j}, \mathrm{i}])$
end do;
end do;
return G;
f;
fi;
else
$\# A$ is $m \times m(m \geq 2, m \in \mathbb{N})$.
if not degree $(\mathrm{B}[\mathrm{s}, \mathrm{s}], \mathrm{x})>0$ then
$\# B(m, m) \in \mathbb{F}$.
if not $\mathrm{B}[\mathrm{s}, \mathrm{s}]=0$ then
Ro: $=$ RowOperation(IdentityMatrix(s),s,1/B[s,s]);
$B:=$ Ro.B;
E:=Ro.E;
f;
$\mathrm{G}:=\mathrm{F} .($ Transpose(B)).E;
for $i$ to $m$ do
for j to n do
$\mathrm{G}[\mathrm{j}, \mathrm{i}]:=\operatorname{expand}(\mathrm{G}[\mathrm{j}, \mathrm{i}])$
end do;
end do;
return G;
else
return Str;
fi;
f;
end proc;

## Examples:

[> restart;
$>$ with(LinearAlgebra) : with (Student[LinearAlgebra]) :
with(VectorCalculus) :
with(ArrayTools) :
> read("RowOp.mpl") :
> read("ColOp.mpl") :
> read("GInverse.mpl") :
$>A:=\operatorname{Matrix}() ; r A, c A:=\operatorname{Dimension}(A)$ :

$$
\begin{equation*}
A:=[\quad] \tag{1}
\end{equation*}
$$

GInverse (A, rA, cA);

$>B:=\operatorname{Matrix}(2,3) ; r B, c B:=\operatorname{Dimension}(B):$

$$
B:=\left[\begin{array}{lll}
0 & 0 & 0  \tag{3}\\
0 & 0 & 0
\end{array}\right]
$$

GInverse $(B, r B, c B)$;

$$
\left[\begin{array}{ll}
0 & 0 \\
0 & 0 \\
0 & 0
\end{array}\right]
$$

$C:=\operatorname{Matrix}(1,[5 x]) ; r C, c C:=\operatorname{Dimension}(C):$

$$
\begin{equation*}
C:=[5 x] \tag{5}
\end{equation*}
$$

$>\operatorname{GInverse}(C, r C, c C)$;
"The input matrix has no g-inverse."
$>E:=\operatorname{Matrix}\left(1,3,\left[1, x, x^{2}\right]\right) ; r E, c E:=\operatorname{Dimension}(E):$

$$
E:=\left[\begin{array}{lll}
1 & x & x^{2} \tag{7}
\end{array}\right]
$$

GInverse $(E, r E, c E)$;

$$
\left[\begin{array}{l}
1 \\
0 \\
0
\end{array}\right]
$$

(8)
(9)

$$
F:=\left[\begin{array}{c}
x  \tag{9}\\
2 x \\
x^{2}
\end{array}\right]
$$

$>G:=\operatorname{Matrix}(2,3,[1,2,3,4,5,6]) ; r G, c G:=\operatorname{Dimension}(G):$

$$
G:=\left[\begin{array}{lll}
1 & 2 & 3 \\
4 & 5 & 6
\end{array}\right]
$$

$>\operatorname{GInverse}(G, r G, c G)$;

$$
\left[\begin{array}{cc}
-1 & \frac{1}{2}  \tag{12}\\
0 & 0 \\
\frac{2}{3} & -\frac{1}{6}
\end{array}\right]
$$

> G.GInverse $(G, r G, c G) . G ;$

$$
\left[\begin{array}{lll}
1 & 2 & 3  \tag{13}\\
4 & 5 & 6
\end{array}\right]
$$

$\stackrel{>}{>}:=\operatorname{Matrix}(3,2,[1, x, 0,1,5,6]) ; r H, c H:=\operatorname{Dimension}(H):$

$$
H:=\left[\begin{array}{ll}
1 & x  \tag{14}\\
0 & 1 \\
5 & 6
\end{array}\right]
$$

> GInverse $(H, r H, c H)$;

$$
\left[\begin{array}{ccc}
1 & -x & 0  \tag{15}\\
0 & 1 & 0
\end{array}\right]
$$

" $>$ H.GInverse $(H, r H, c H) . H$; \# Verification

$$
\left[\begin{array}{ll}
1 & x  \tag{16}\\
0 & 1 \\
5 & 6
\end{array}\right]
$$

= $>$ GInverse $(K, r K, c K)$;

$$
\left[\begin{array}{cc}
1-\frac{3}{2} x^{2}-\frac{3}{5} x^{3} & -1-\frac{2}{5} x  \tag{18}\\
-\frac{3}{2}+\frac{33}{10} x^{2}+\frac{9}{5} x^{3} & \frac{11}{5}+\frac{6}{5} x \\
-\frac{9}{5} x^{4}-\frac{3}{2} x^{3}+\frac{3}{2} x^{2} & -\frac{6}{5} x^{2}-x+1
\end{array}\right]
$$

>> simplify (K.GInverse $(K, r K, c K) . K)$; \# Verification

$$
\left[\begin{array}{ccc}
3 x+1 & 2 x & 1  \tag{19}\\
0 & x^{2} & x+1
\end{array}\right]
$$
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