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ABSTRÀ.CT

Manufacturing systems have been slowly changing from

traditional assenrbly line production systems to systems that
are more flexible and smaller batch oriented.. computer

rnt,egrated Manufacturing (crM) has been at the forefront of
this change in strategy. crM systems consisting of computer

Numerically controlred (cNc) machines, material handring
robots, and vision systems are rapidly becorning the state of
the art productíon systems" Most currently available
systems, unfortunately reguire a cohesive unit of selected
robots, cNc machines, and. computers. These systems generally
have to be supplied by a singre vendor and are rrturn keyt'

systems" single vendor control has mad.e imprementation of
the nerü technology expensive and geared to rarge
corporat,ions" Much of existing eguipnent

obsolete by these turn key packages because

incompat,ibilities between vendor eguipment.

This thesis presents an alternative to the single vendor /
system approach to automatíon. Developed under this thesis
project is a prototype Manufacturing control Environment

(McE) which ties together the various phases of a

manufacturing syst,em from prod.uct design through part

ís

of

rendered

hardware
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production, The system developed is based on a prototype crM

cell consisting of a CNC nilling machine, a CNC lathe, a

material handling robotr êil assembry robot and. an Automated

storage and Retrieval system (ASRS). presented in this
t'hesis, is a personar computer based manufacturíng control
system. The system utilizes readily available fBM pC/AI

conpatible personal computers and a reat-time murti-user
multi-tasking operat,ing system. Geared t,owards the small to
medium sized manufacturing industry, it demonstrates the
ability to integrate typically stand arone incompatibre

devices into a cohesive crM system, in a flexible and cost
effective manner.
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I. INTRODUCTION

1.1 Background

Manufacturing philosophies have grad.ually been changing

over the past few decades. The early mass production,
assembly line techi-gues, are being replaced by more

ef f icient bat.ch oriented. prod.uctíon systems. shorter product
life and greater varieties, have demand.ed more flexibl_e and

efficient manufacturing systems. Computer Integrated
Manufacturíng (crM), has been the basís of this shift in
philosophy" crM is centered. primarÍIy on one concepti the
integrat.ion of shop floor operations into a computerized
network. one possible definition of crM may be considered as
¡ra means of gathering, manipurating and. distributÍng data'
t1l.

computer rntegrated Maufacturing systems are generally
comprised of any combination of:

computer Numerically controlled (cNc) machines such as

milling machines, lathes, and. machining centres;
robots used for material handling, welding, and.

assembly applications ;

1



sensors for monitoring and coordínating various
functions within the CfM cell;

- part orientation mechanÍsms, and material handling

/ holding devíces;

fÍxtures for automated. load.ing/unloading of workparts;

- vision systems for part recognitÍon, guality
cont,rol; and

control computers used for sequencing operations and

transferring information between eguipment.

The evolution of crM has been controlred by the
developments in the area of digital control and

microprocessors" During the early days of crM, real time
control of cNc machines and robots had reguired. expensive

high performance computer systems. These primarily included.

mainframe and minicomputers, for a variety of reasons:

cNC machines were not ttintelrigentrt systems and required
dedicated on-line contror in ord.er to integrate them for
CIM applications;

only high-performance mainframe and minicornputers hrere

available and suitable for the factory floor; and.

- mini and mainframe computers T¡rere the only systems

capable of operating the equipment in real-time.

¿



As a result, only large companies could afford to
investigate crM, since the capitar investment and. computer

reguírements r.¡¡ere very large. Most plant, operations v/ere

controlled from one or two mainframe cornputers. This was

considered the centralized control approach. This approach
had associated with it a nurnber of problems i

in the event of a malfunction of the centrar computer,

the entire plant was affected;
the central- computers became bogged. d.own doing low level
repetitive tasks such as monitorÍng sensorsi
comrnunication t,o indívidual devices became difficutt
due to logistics and transmission distances; and

software development, and maintenance became extremely
dífficult due to the size of the system.

I{ith t'he development, of the microprocessor, more

intelligent and sophisticated cNc machines and cornputers

have evolved. with this technology a new philosophy of
¡tdistributive cont,rolt has emerged. t r-3I . The principle
behind the distribut.ive control philosophy is presented. in
section 1.3.



I.2 Requinnents for CfM

The complexities of computer rntegrated Manufacturing
systems vary based on control computers and the functions
they can provide" crM involves the lÍnking together of
office information systems and the factory ftoor production
eguíprnent. The computer control system must therefore be

capable of tieing together the design through production
phases of a manufacturing system. rhis wourd incrud.e:

Computer Aided Design (CÀD) systems;

Computer Aided Manufacturing (CAM) systems;

inventory control;
providing production scheduring information; and

factory floor machine contror and. production system

seguencing.

These are the najor cornponents that must be íncrud.ed in
the design of any computer control system for integrat,ed
manufacturing. The computer reguj_rements for each area of
the manufacturing system is different. The factory froor
requires support for hardware control syst,ems including
communication to cNc machines, sensor monit,oríng, robot



control interfaces, and other material handling equipment.

office information systems reguire database management and

high perforrnance graphics dispray systems for cADlcAM

applications. A distributed. network of control computers
lends itself to these diverse computer application
reguirements. sectors of the computer network may be

t,aylored to the specif ic needs of one area provid.ing
relatively autonomous operat,ion whí1e at the same time
providing infonnation to the rest of the computer control
system" This is another application which has propagated the
distributive control phirosophy in informat,ion processing.

1.3 The Distributive Control philosphv

The distributive control philosophy is based on the
concept of rrdistributíng the management of information'r. on

the factory floor this involves allowing r¡inteftigent
eguipment¡t such as cNc machines and. robots to contror as

much of the 1ow level control processes as possible by using
theír own controllers. Further monitoring and integrated.
contror of such devices is provided by a computer control
network. Each cornputer or rrnod.e, in the network is assigned
specific monitoring duties. rnforrnation is transmitted.
between nodes over the network. computer Networks or Local

5



Area Networks (LANs) are the heart of the d.istributive
contror philosphy. computer networks such as those based on

the vAX / tr.icro-vax family of computers by Digitar EguÍprnent

are currently being used in manufacturing applications.
These tthigh-performancerr networks utirize the distributive
phílosphy. However they are not suitable for many smarl and

medium sized. industries d.ue to the high cost associated.. For
example asmall networks comprised of a single vAx rt-780,
and 3 Micro-vAx computers can cost in excess of $zsorooo
when installed" Third party computer software and hardware
maintenance is also expensive.

LANs are primarily based on rrrnultitaskingn operating
sytems" Multitasking operating systems use a process known

as rrtime-sricing" to run nultiple tasks or prog.rams

concurrently on a single computer. A network of computers
operatíng under such a system allows the sharing of
peripherals such as printers, and mass storage devices, thus
providing increased flexibility and lower cost. with the
current advancements in microcomputer technol0gy, the
personal computer based on the rBM-pc/Ar bus is making many

inroads into North American ind.ustries and not just in the
office environment. rndustrial versions of the personal

computer are now available and are being used on the factory



fIoor. A high performance and cost ratio makes them very
attractive for many industrial monitoring and control
applicat.ions. Keeping this in rnind, the present work focuses

on ut,ilizing industrial personar computers in the process

control environment"

over the past four years, multitasking operating systems

for the personal computer have emerged. High-performance

nurtitasking operat,ing systems and industriar versions of
the personal computer make row cost industrial control
networks a reality. .A, network of ind.ustrial personal

computers can cost as rittle as one fifth the cost of a high
performance network based on the vAx Micro-vax family of
computers" ?thile these computers may not provide the same

performance as the vAX family, many configurations may

provide more than adeguate performance and flexibility for a

variety of applications.

1.4 Thesis Obiective

This thesis Ís intended to d.escribe the development. of a

prototype Manufacturing contror Environment (McE) based on

networked rndustrial personar computer (rpc) d.esign. This

control environment is based on a prototype crM cell in the



Industrial engineering laboratory at the University
Manitoba. The ceIl, to be described in greater detail
secÈion 4.1 consists of the follciwing component.s:

a Computer Numerically Control-led rni1l and Iathe,"
a five degree of freedom 6 kg payload capacity robot for
materíaI handling;
a five degree of freedom small articulated robot for
assembly tasks;
a cust,om designed, st,epper motor controlled automated
st,orage and retrieval system; and
a central microcomputer on which the developed MCE is
implemented; and

- an additional computer for CAD/CAM operations
pertaining to the ceII.

Several custom developed retrofit devices for part

clampíng on the nilI, and autornatic chucking of parts on the

lathe are also includ.ed ín this system.

This thesis is intended to focus on the abíIity to use

networked industrial computers operating under a rrreal-timerr

mult.i-tasking operating system to integrat.e all phases of a

manufacturing syst,em. The control syst,em developed to date,

is based on an I MlIz ¡MINDT personal computer (IBM PC/XI

compatible) as a cell cont,rolIer, and a 12 nhz ¡ MIND I AT

(IBM PC/AT conpat,ible) as a CAD/CAM workstation. The CADICÄM

workstation ties together CAD/CAM, scheduling, inventory,

and machine control. The developed system was based on a

neLworked industrial computer concept,

of

in



In addition, the MCE demonstrates

display systern for portraying ce1I
tine. This ís facilitated. by a

concept.

a uníque on-Iine control
activities at any given

graphic window overlay

1"5 Thesis Organization

chapter 2 describes the current published trends in the
area of computer rntegrated Manufacturing systems. chapter
3 describes the system design reguirements and presents
justification for various component selections. chapter 4

describes the prototype crM cell on which the contror system
is based. chapter s presents a general overvÍew of the
Manufacturing cont.ror Envi-ronment (McE) . chapter 6 describes
the design of the developed. software sub-systems. chapter 7

presents a conceptual design of an emergency monítoring
system. conclusions and. recommendations are presented in the
closing sections,



ÏI. CURRENT DEVELOPMENTS IN CTM

The distributive contror philosophy is becoming prevalent
in the design of state of the art Flexible Manufacturing

systems" of the systems currently d.everoped most are based.

on high po\^rer mainframe or rnini computers such as the Micro-

vÀx from Digital Eguiprnent corp. The cerr controrl-er/network
sturcture as illustrated in Figure 2.!, is a widely accepted

concept, but to date only a few working systems of this type
have been developed [4r5] "

slaves slaves slaves

Figure 2 "l Cel1 Cont,roller Network StrucLure

Supervising
Computer

Ce11
Controller

Ce11
Controller

Ce11
Controller
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The use of industriar rBM-pc/AT based. computers as ce1I

controllers and sraves ís being presented as a feasible
cost,-effective direction for control of Flexible
Manufacturing Systems 14,6,7,8J. The number of actuat
systems implemented to date appear to be few and in-depth
details of such systems have not been published.

A system primarily used for research applications l2S),
utilizes networked rBM pc/AT microcomputers in controrling
scheduling sequences for a series of machining centers. This

system is guite sirnpre and does not have any assembly or
storage system. Each part entering the system is independ.ent

of each other. The systern presented, in this thesis,
requires combinations of components to be assembled. thus

complicating the control sequencing dramatically.

Many researchers have presented theoretical control
schemes for a variety of crM operations but very few have

been implemented t9l. control schemes based on conceptual

machínery and handling mechanisms tend to over simplify the

difficultÍes when the problem of integrating existing
machinery is presented. Int,egrating an existing piece of
machinery, designed initíally to be operated. as rrstand-

alonetr with its own controller, presents many difficulties

11



noÈ considered by most conceptual control schemes.

sorut.ions to this type of problem is not sirnply one of
removing old eguiprnent and. replacing with nevr. companies

whether small or large generally cannot afford this
approach. rnstead, interfaces must, be d.everoped. to remotely
control these existing pieces of eguiprnent. Many times the
design of the control interface will directly affect the
computer control scheme by forcing compromises. certain
components may have to operate sequentialry due to hardware

restríct,ions even though it may not result in an optimal
production scheme.

This thesis intends to d.emonstate the development of a

rnulti-tasking control environment for a prototype crM ceII
at the rndustrial Automation Laboratory of the university of
Manitoba. All the computer controlled machines v/ere not
initially designed for integrated operation. presented are

the contror interface solutions and. compromises to the
particular problems presented by the prototype crM cell-. The

following chapter outlines the principles behind

rnultítasking operat.ing syst,ems. The primary control system

design criterias are also presented.
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rTT. REAL - TTME PROCESS CONTROL USTNG TNDUSTRTAL
PERSONAL COMPUTERS (rPC)

3.1 Real-Time Multitasking process Control
rn the past, ut,ilizatÍon of personal computers in control

applications lrere based on single tasking operating systems

such as Ms-Dos" single-tasking operating systems generarly
restrict applications to seguentiar control. single tasking
operating systems generarly ernploy tÍght, looped porling
practices whíIe waít,ing for information. Arthough a number

of groups have outlined control software strategies based on

Pc-Dos [10], for crM apprications none implemented on a

prototype system have been report.ed. in literature. The MS-

Dos / Pc-Dos operating systems have so far been the primary
system used to date, although many other operating systems

are nour available. xENrx by Microsoft corp., and concurrent
Pc-Dos by Digital Research are two examples. control of a

number of hardware components simultaneousry reguires a

¡treal-timert nurtitaskÍng operating system. There are two

types of nultitasking operating systems now avairable for
personal computers " one of them is r¡reaI-tiilê¡t, and the
ot'her is rrt,ime-sharedrr" eNX by euantum corp., is considered

to be rrreal-time¡r while XENIX by Microsoft Corp. is
¡rtime_sharedfr 

t I1_131 .
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First it ís important, to understand. the three different
types of operating systerns. A singre-tasking operating
system (os), such as MS-Dos arlows only one program (task)

to be run at any given time. a, mult.itasking operating
syst,em aIIows a number of tasks t,o be run rtconcurrentlyrr oy,

at the same time. Àn example of the improved. computer

utilization under a rnultitasking operating sytem is a print
spooler. under a single tasking os the computer must

dedícate all its time to printing files on a printer. und.er

a Multitasking os the user may be printing on the printer
and operating a word processor at the same t.ime.

A nultitasking system uses a process known as t,ime-slicing
to run a number of tasks concurrently" The time-slicing
process st¡¡itches between tasks every ttfraction of second.l

thereby allowing a number of t,asks to run almost
¡rsimurtaneousrytr. Task switching speed.s vary between

operating sysÈems and is operating system dependent. The

tine-sIícing technigue was developed t,o improve the
utilization of computing power. rt has been found. that most

cpu-t,ime under a singre-t,asking operat,ing system is under

utilized while waiting for action to t,ake place. An exampre

of this is someone using a word processor. Because of the

L4



speed of the computer, most of the time the computer is
waiting for a key press and not actually working even if the

user is a high speed typist.

There are a number of differences between normal

multÍtasking and ¡rreal-timerr multitasking operating systems.

The primary differences between the two include:

- the speeds at which task sv¡itching takes place;
- the avaíIable facilities for accessing devices attached

to the IBM-PC/AT data bus, such as digital Input/Output
boards, peripheral devices etc.; and
available timíng features for providing task wakeup
accuracy to under SO ¡nilliseconds.

Ordinary time-shared operating systems have very slow

task switching speeds. Slor,¡ task swit,ching speeds are a

result. of the rrmonolithicrr desígn of most time-sharing

operating systems, such as UNIX tt4l. Slow task switching

results in delays in the order of rnilliseconds between task

servicing and thus produces unpredictable task response

times. Benchmarked task switching speeds on an I MHz fBM-

PC/AT showed XENIX, by Microsoft Corp to produce

approximately 400 task switches per second, compared to QNX,

by Quantum Corp., at 2800 task switches per second [14] "

Control of processes

accurate tining" Control

the case of CIM, reguíres

mechanical systems such as

l_n

of
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pnuematic clamps and part ejection mechanisms, have to be

accurat,ely synchronized and may reguire finite tine d.erays

for proper functioning. Timing features for such processes

is guite critical. Real-tÍme murtitasking operat,ing systems

mínimj-ze task switching tine" High speed task switching
ensures that if a number of tasks are runníng on a single
machine, each task sees minimal degradation in response

performance. The eNX operat,inE system is consid.ered to be a

real-time system because of its high t,ask switching speeds.

on an rntel 80386 cpu based personal computer, task
switching speeds are in excess of 6600 task switches per

second while utilizing the eNX operating system.

The concurrent cont,rol of nultiple pieces of hardware

reguires continuous checking of hardware conditions, and

thus access to computer hardware interfaces. checking for
eguipment malfunctions is an example where continuous
checking is reguired" rt is critical that if a malfunction
occurs, âr appropriate action is taken immed.iately" under a

real-time mult.it,asking operating system a task can be

created for checking conditions which signífy a malfunction.
rf a malfunction occurs then this monitoring task wilr
respond by int,errupting the operating systern, and ÈakÍng

appropriate actions.

16



3.2 Design Philosphy for a Murtitasking control Environment

crM systems have as their base a computer control network.
Typically, most automation systems currently avairable wirl
only allow integration of eguipment, already designed with
external communication interfaces. As well, this eguipment

must generally be from the same vendor. Therefore, companies

looking t,o integrate existíng stand arone, multi-vendor
eguipnent face a seríous problem.

The work done in this thesis demonstrates the abilÍty to
integrate typically stand arone incompatible devices into a

cohesive manufacturing system. This integration of devices
and software ínto a flexible manufacturing systern is
demonstrated utilizing read.ily availabre rpcrs and. control
hardware "

Four primary design constraints were considered in the
preliminary system design"

1" The system software and hardware d.evelopment costs shouldbe kept to a minimum.
2 " The system should be based on readily available hard.ware

and software.
3" The control software should be modular and structured t.oallow for future modificat,ion and expansion withprovisions for íntegration of additiónal eguiprnent.

T7



4" The overall control environrnent should demonstrate the
ability to integrate:

CÃ,D/CAM software subsystems;
- machines, such as milIs and lathes;
- mechanical/electrical retrofit systems, including

pnuemat.ic clamps, part positioning devices and
assembly fixtures i '
Programmable Logic Controller (pLC) based devices,
such as pick and place robotsi and
stand alone industrial robots.

Faced with these constraints and existing eguipment, a

networked rBM-PC bus based computer contror syst,em v/as

selected. Just,ification for this selection is summarized

below:

1. rBM-Pc bus based computers are inexpensive and availabre
in industrial versions designed for the industrial
environment.

2. A wide variety of peripherals, operating systems and.
software are currently available and at relatively 1ow
cost in comparison to sirnilar software available ior
SUN, Apol1o, and McDonnell Douglas workstations.

3. A variety of operating syst,ems with varying capabilities
including networkíng are available.

The most critical component of the system is the operating

system (OS). OS features or lack of, will direct,ly affect
the systems overall performance and capabilities. Because of
the wide variety of control applications which reguire
sensor monitoring, serial communications, and other types of
control, many unique features were reguired" The primary

reguirements of the operating syst,em included:
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- the ability to run software developed under the pC-DOS
operating systern;

- high speed networking capabilit,ies wíth provisions for
integrating 8086, 80286, and 80386 CpU based. computers;

- hígh speed task swítching capabilities with ¡rreal-timerr
support functions; and

- the ability to directly access a wide variety of
peripherals from the IBM-PC bus.

Some of these peripherals included:

stepper motor cont.roller boards,.
- digital I/O boards;
- Vision boards; and
- various graphics display systems

The ability to run off the shelf PC-DOS based software

packages hras ímportant. This facilíty alIows PC-DOS based

CAD/CAM packages to be integrated into the production

system. A wide variety of these CAD/CAM packages are now

available providing a very cost effective and. flexible
solution to a companies CAD/CAM needs.

Flexibility over the long term requires planning at the

outset. Provisions for integrating ner^r computers into the

exist,ing network is a must for insuring future compatibility
and expansion capabilities. New Inte1 80386 cpu based.

microcomputers offer high performance low-cost alternat,íves

to SUN or å,poIlo workstations. The abilit,iy to accurately

time operations under any circumstance to within micro-

seconds is a must for real-time process control, Many

seguencing operat.ions reguire short accurate delays to
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lnsure proper sysLem functioning, The inabrility to time
short. delays may hamper later production hardware
additions and should be consídered at the outset of the
system design.

A number of operating systems hrere investigated including
zENrx, QNX, and others. gNx was selected as the operating
system for the prototype celr for a number of reasons. eNX

was the only package evaruated. which provÍded. alr the
necessary features list,ed earlier. eNX is considered to be a

rrreal-timetr multitasking operat,i_ng system. There are
currently over 65rooo instalrations world. wide, many of
which are real-time process control apprications. corporate
userrs incLude Northern Telecorn, Litton, and FORD canada.

QNX provides high speed networking, with d.ata transfer rates
of three megabits/second. Task switching speeds are in
excess of 2800 task switches per second. based on an rBM-

Pc/AT. Direct access to hard.ware on the rBM-pc bus,
incruding hardware interrupts is provided, and. task tirning
is accurate to und.er fifty milriseconds. serial
communicatÍon features include access up to eight serial
ports on any network node.

A Pc-Dos ernulation mode is provided allowing pc-Dos based
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softhrare to operate as a task und.er the eNX system. File
transfer capabilities between operating syst,ems is also
provj-ded. QNX is a canadian product making technical support
more accessibl-e than American based. prod.ucts. some prior
familiarity with the product by support staff at this
University also influenced the selection.

Linked closely with the operating system is the software
development language. eNX provides compirers for the rc

lang:uagerr, Basic, and assembler. The forlowing section
describes the selection of the McE software development

language 
"

3.3 control software Deveropment Languaqe selection

when evaluating the supportÍng hardware for the crM cerr,
a number of specific language feaÈures were considered
necessary:

- !h".ability to access through software, peripheral
devices such as digitar r/o boards, which arã rnounted.to the IBM-PC/AT data bus;

- th? ablility to do rapid bit, rnanipulation in decod.ing
values returning from peripherals off the bus.

- the language must be supported by the eNX operating
system and support all of the task handring functiõns
associated with the operat,ing systern.

when selecting a development language many considerations
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must be given to the hardware being controrled. Most

languages will allow direct, access of the data bus or aIlow
bit, manipulation. The more important guestions are whích is
the guickest, easiest to work with, and reguires the least
cpu overhead. The abilÍty to access the rBM-pc/AT bus v/as

also critical.

Following eval-uation of these necessary features onry one

language was considered satisfactory, rcrro ilcrr includes many

features in the areas of bit manipulation and input /
output, which r¡¡ere a necessity for this type of apprication.
The QNX operating system itserf is written ín ilc, and thus
the control software wourd. provide a naturar extension to
this base. The next section describes in more detail, the
crM ceIlts various hardware components and how the control
interfaces v/ere developed. for each.
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IV. A PROTOTYPE COMPUTER
BASED

TNTEGR.A,TED MANUFACTURTNG WORKCELL
ON IPC CONTROL

4"1 Existinq CIM Cell - Hardware Components

The developed Manufacturing control Environment (McE) is
based on a prototype crM celI currently in place at the
Automatíon / Manufacturing laboratory at the university of
Manit,oba . The ceI1 contains an ,Automated st,orage and

Retrieval systemr¡ (ASRS) for storing ravr materials as well
as f inished goods " AlI rar,rr materials as well as f inished
product,s can be retrieved and stored in the ASRS rack. The

celI has two cNc machines for performing alr the material
removal operations. rn addítion to the cNc machínes, the
celI also contains two robots for material handling and

assembly operations. This particurar crM cell Ís designed
for manufacturing single or composite parts using the cNc-
míIl and. the cNC-Iathe. components prod.uced in the crM celI
can be assembled in the assernbly celI. Figure 4.r presents
the layout of the crM cell with its various components" The

components of the cell are arranged in a hexagonal format to
provide for easy rernoval and positÍoning of eguipment. The

layout also helps in provid.ing easy access to the machines

by the central material handling robot.. A summarized

descript,ion of each of the cerrs ¡nain componenLs is provided
in the following sections.
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Figure 4.1 - CIM ceII layout
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4 " 11 CNC machines

The milling machíne is a self-contained. cNc machine

manufacturedby rTERcot. rt is a two and. one half axis
nilling machine wÍth interpolation capabirities in the xy

plane and position control in the z plane" Enhancements ín
the form of a pnuematic clamping system and part ejection
mechanísm have been add.ed. These add on devices are

controlted digitally. An RS-232c seriar communication rink
allows downloading tool path files from the celr controller.
Remot,e access to milI features are provided through digital
T/O lines connected to the rnillts keypad.

The lathe is a self cont,aÍned CNC lathe made by rEMCOr. 
.A,

retrofít chucking system has been added to provid.e

unattended machíne loading and unloading. îhe retrofit
chucking system, consists of a stepper motor, clutch, and. a

variety of sensors. stepper motor contror is provided. by a

PC-bus based stepper motor cont,roller card. by rTecmaril and

is also located in the celI control compuLer. The various

sensors and clut,ch mechanisrn are controlled remotery vía
digital f/o lines" An Rs-232c seriar communication link has

been utilized for downloading tool path files from the cell
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controll-er 
"

4.12 Central Matería1 Handling Robot

A f ive degree of f reed.om 6 kg capacity ¡ ASEA¡ robot
provides material handling for the celI. Robot programming

is performed directly through the controllers teach pend.ant

and saved on a IocaI floppy diskette. communication with the
cell controller is provided by a bank of eight digital input
and output lines. Detairs concerning the communication

interface between the ceIl controrrer and. the central robot
Ís presented later in section 6.56.

4.13 Automated storage and Retrieval system (ASRS)

The AsRs is an indexing rack consisting of a number of
gravity fed bins. The central material handling robot can

load as well as retríeve parts from any bin. The rack motion
is provided by a stepper motor controlred indexing
mechanism" Figure 4.2 dísprays the ASRS Rack assembry.

26



þravity fed

Indexing mechanism
Bin Cross-section

Deposit,
Location

Retrieval
Point

Figure 4.2 - ASRS schematic

Raw materíaIs are contained in the first and third bins,
with completed parts reserved for the second. and fourth. The

rack is modular and can be rnodified. at any time. provisions

have been made for as many as two rows of ten bins per ro\^r.

The rack is índexed so that the píck up point for the robot
is at the same location at all times" This is a restriction
imposed due to Èhe lack of the sixth degree of freedom on

the ASEA robot. rt also reduces the amount of programming

required for the central ÀSEA robot.
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4"L4 CelI Controller

The CIM ceIl controller is an BMlfz

MIND computer operating under the eNX

Included within the ce1l controller ís a

hardware. These includ.e:

f BM-XT compatj-b1e

operating system.

varÍety of support

1) Digital I/o board

Än in-house developed 64 line digital r./o board with32 inputs and 3z outputs, provides i.he base forcontrolling / monitoring oi various sensors /devices.For exampre, pnuematic clamps are triggered 'by digitaloutput Lines, and. sensors are monitoreã ry va-riouådigit,al input 1ines.

2) Serial communications card

A serial port card by rrntercomr containing four
communication ports provides the main communióation linksto the CNC machines and assenbly robot.
3) Stepper Motor Controller Card.

.A.stepper motor controller card by ¡Tecmar rnc.r isutilized for controlling two indepenãent stepper motors.
These stepper motors aré used in Lwo separatè-apprications one for ind.exing the ASRS rack, and theother in the retrofit chucking system on the lathe.

The ceIl controller is operated using the eNx operating
system and all control software was d.eveloped as part of
this thesis"
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4.2 system restrictíons and integration dÍfficulties

The crM ceII has been designed to be flexible but certain
constraints on product. size and rnachining processes do

exist. The size and shape of products that can be produced

are based on the capabilities of the eNc machines in the
ce1lr ês well as the capabilities of the materiar handring
robots "

rt is important. to note that the cNc machines and ASEA

robot described above are normally stand.-arone devices. Each

machine has its or^¡n controller and was int.ended to be

programmed independently. They hrere not initially designed

for remote contror by an external computer. The cNC machínes

have serial communicatíon interfaces but control of these
interfaces reguÍred specific key sLrokes on the controlrers
keypad. To remotely control the milI and lathe, d.irect
keypad manipulation was reguíred. prior to this project
prelirninary hardhrare interfaces urere designed to handle this
problem" under this project, optically isolated digital r/o
interfaces hrere designed and irnplemented. More d.etails on

the cNc machine and robot, interfaces are presented in
sections 6.51 6"58. Having described the overall ceII
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strucÈure the following chapter descríbes the development of
the modular multitasking Manufacturing Control Environment
(McE) 

"
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V. A MULTTTASKTNG,
EN\/TRONMENT (MCE)

MANUFACTURTNG CONTROL
OVERVIEI^I AND OPER.A,TTON

5.1 Overview and Operation

lhe purpose of developing the Manufacturing Control

Environment $ras to facilitate the integration of all major

components of a manufacturing system. The primary components

included ín the current.ly developed system are:

a Computer Aided Design and Manufacturing (CADICAM)
system;

: inventory control of raw materials;
remote robot and machine control; and

- productíon seguencing and simulation for efficient
machine usage.

The MCE is composed of a series of software packages which

provide the above features" Figure 5.1 displays the

development, flow of a product under the MCE. Modules are

labeled based on a particular governing package also shown

on the flowchart, The manufacturing process, from design to
production as illust.rated in Figure S.l is surnmarized. in the

following paragraphs.
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Product Design Generation
CNC machine - tool path files

I CADICAM Software ]

Robot programming
Installation of appropriate

fixtures and inventory
[ å,ssemb1y Robot Trainer (Rf) ]

Production Outline Generation
I Production Analyzer (pA) ]

Production Outline Evaluation
I Production Simulator (pS) ]

Product Manufacturing
I Manufacturing Controller (MC) ]

Finished Products

Module 1

Module 2

Modu1e 3

Module 4

Module 5

Figure 5.1 Product, Development Fl-owchart
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The first phase involves creation of the tool path for the
various parts to be machined within the cell. This is
accomplished with the cAD system (Module I in Fígure 5.r).
Parts v¡hich are to be machined are d.eveloped in d.rawing
rrrayersrt with each layer representing a section to be

machined by a particurar tool. These layers are then

imported into the cAM package and^ machine tools are assigned

to each Iayer.

NorE: rt is not the intension of this thesis to explain
in-depth the CAD system, rather the process ãf
Iinking the CAD with the CAM systern wiff Uepresented" Alsor ân outline of how all the phases ofproduction are linked under thís manufacturing
environrnent, wil1 be described.

Many cAD/cAM packages are currently available for rBM-

Pc/A'r based personal computers. Because of their base being
the rBM-PC/A'T structure, these packages are generally less
expensive compared to those based on larger computer systems

such as Dec-vAX, Apo11o and sun workstations. rt must be

noted that, many high-performance features avairabre on the
larger systems may not be available on the pc based systems.

However, many applications may not require these special
features, such as shaded rnodeling, and 3-D real time on-

screen object, rotat,ion etc. A pC based syst,ems is also
considerably less expensive"
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The CAM system selected for the MCE was ?SmartCam¡ by

Point control co.. The cAM system generates ¡rToo1 path

Files¡¡ which are later 'tdownloadedrt from the celI controrler
computer to the respect,ive cNc machíne. once developed,

these tool path files files are transferred, via the eNX/Dos

file (AOf¡ system interface, from the DOS to eNX operating
system environments.

lhe QNX operating system provides an MS-DOS operating
environment which can operate concurrently with the eNX

systern on the same system (node) . This feature allov¡s MS-Dos

based applications to be operated under the eNX environment.

File handling between operating systems is virtuarly
transparent. Data files available under either operating

system, DOS or QNX, can be transferred back and forth.

After designing the product, raw materials are then

seLected. I{hen this is completed, the rrtrainingtt of the

material handling robot,s for loading machines and.

assembring components can begÍn. rt should be noted that
training of the robot,s may not be reguired d.epending on the

variation of the products from one production run to
another. Once trained, similar production runs can be made
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at any tÍme thereafter without retraining the robots. rn the
case of the prototype crM cell the central material hand.ling
robot. is programmed through its own controlrer. .A. standard
programming format has been establíshed. for this robot and

is described. in section 6.5.g.

The assenbly robot is programmed using a developed package

referred to as the ¡rAssembly Robot Trainer (RT)rr shown in
the flowchart as modure z" The features and programming for
this robot is described in greater detail in section 6.3.
The output of the RT incrudes command files which are
downloaded to the assembly robot as reguired. throughout the
production run. upon completion of training the robots, and.

the posÍtioning of appropriate fixtures in the system, the
overall production out,line can foIlow.

The production outlÍne
production system. It

the governing schedule for the

developed jointly using the
Production Analyzer (pA) , and the prod.uction simurator (ps)

packages. These packages are modules 3 and 4 respectively in
Figure 5.1. Development of the production outliner âs werl
as the utilization of the pre-production sinuration facility
is described in sect,ions 6.1 and 6.2 respectivery. The pA

system provides access to the crM cell inventory database,

l_s

l_s
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Any modifications to the inventory in terms of guantitj_es,

descriptions etc. are mad.e through this package. The pA

includes a facility for checking the prod.uction outline
against the inventory d.atabase, This facility is included to
insure that sufficient inventory is avairable, and all
out,lined procedures are varid before prod.uction procedes.

upon complet,ion of the prod.uction outline, manufacturing can

now procede.

The Manufacturing controlrer (Mc) subsyst,em, which is
module 5 of Figure 5.1, analyzes the production outline and

schedules the main operations. The MC, along with a number

of trsupervising tasksrt, control entire production process.
All downloading of toor- path files to cNc machines,

signalling of d.evices, and controrlíng of robots are handled
by the MC. section 6"s and all its sub-sections descríbe the
MC along with its supervising tasks.

The MCE overlaps between the Dos and eNX operating system

environment.s. .4, rnore detailed flowchart of the MCE is listed.
in Figure 5"2 and. is intended to irrustrate the prirnary data
flow through the syst.em. The next chapter presents the
det'ails/features of the various mod.ul-es of the McE.
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Figure 5.2 - MCE Infortnation Flowchart
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Figure 5.2 (cont,inued)
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VÏ. MCE SOFTWARE SUB.SYSTEMS

6. I Production Ã,nalvzer (pA)

A complete production syst,em should incorporate arl_ the
phases of product developrnent from design through
manufacturing" A software control system therefore, must be

designed to take into account of these phases as werI.

The Productíon Analyzer (pA) software sub-system ties the
design phase to the manufacturing process. This single
package is the link which brings together rnachining
programs, (tool path files), database information
(inventory), and robot motíon programs. The purpose of the
PA is to provide a base for generating productíon outrines
and provide an access route to other MCE subsystems"

From the Production Analyzer main menu the user can access:

the inventory database;
assernbly Robot Trainer (RT) ;
Manufacturing Controller (MC) ; and
the Production Simulator (pS).
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6. 11 Production Outline

The production outline is a structured description of a

manufacturing run. This outrine is one of the unique aspects
of this manufacturing system. Äctivities to be performed in
the ceII are described ín a general wây, and are based on an
rrdevice-grouprt concept. The primary device groups include:

- the milling machine with its associated automation
hardware i

- the lathe with its associat,ed systems; and.the assenbly celr which incrudeè the assembry robot andall assocíated assembly fixtures and mechaniãns.

The device-group concept was d.eveloped in an effort to
group cohesive sub-systems together. By grouping the milr
with its assocíated automation hardware, control resources
such as banks of digitar r/o and serial comrnunication ports
could then be arlocated. This group allocation meant that
rrsupervisorsrr could be created to monitor these prirnary
device groups with each one having its own resources v¡ithout
any overrap. The supervisor concept is presented in more

detail under section 6.S"

when developing an outline, describing the seguencing of
every operat,ion Ín the cerl is not reguíred. only an outrine
of the order in which parts are to be machined or assembled
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is required.. The seguence of part roading is determined
internally by the system and is not defined by the user.
Machine loading or unloading is based. on a first ready first
served basis" This aIIows efficient, operation / preparation
of a machine before the actuar machining takes place.

rncluded within the pA is a text editor which is used to
develop the production outlíne, The outline is composed of
four sections:

- globa1 def initions,.
- miII operations;

lathe operations; and.
assembly operations.

Included in the global definitÍon section are:
a list of tool path files to be used.i

- the components of the system to be utilized such as themill, lathe or assembly celI; and
a list of the assernbly robot command files to beused in this production run, if the assembly robotis being used.

Figure 6"1.r displays a sample definition section, and.

incrudes explanatory comments. comments such as those shown

in Figure 6.1.1-, may be Íncruded. when generating an outline.
comments must be placed on separate rines and begin with a

non-arphabetic character" Any ríne beginning with a non-

arphabetic charact,er is ignored. when the program is
executed"
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The nilI, lathe and assembry operation sections, are
developed using similar constructs. constructs i-nclude:

- a ¡rloop endloop¡r structure;ttpart.4 3 t, def inition;¡rprod - storfr deposit identifiersi andsection ttbegin end.il structures.
Figure 6"r"2 displays a sample mill machining sequence

with it,s accompanying description. The looping construct
can be used without linit but currently cannot be nested.
rhe nesting feature could be added in the future. Machining
seguences for the rathe are described in a similar format
as shown in Figure 6.1.3.

Describing assernbly operatÍons, reguires some under-
standÍng of the assembly task sequence. parts reguired. from
storage during an assembly task must be listed in the order
in which they enter the assembry. Figure 6.1.4 outli_nes a

possible assembly operation sequence. The combination of all
the sections described. produces a cornplete production
out,line 

"
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* * * * * * * * ?t * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *

Global DefinitÍon Section
*********************************************************

define
begin

* * * * * * * * * * t{ * * * * * * * * * * * * * * * * * * * * * :t * * * * * * * * * * * * * * * * * * * * * * * *

Production type 7 - mill, lathe and assen-bry ceII
being ut,ilitized

* * * * * * * * * * * * * * * * * t{ * * * * * ìb * * * *{ * * * * * * * * * * ?b * * * * * * * * * * * * * * * * * *prodtyp: 7
* * * * * * * * * * * * * ** * * * * * * * * ** * * * * * * * * * *** * * * * ** * * * * * * * * * * * r( * *

MiIl global definítions
* * * * * * * * * * * * * * * * *6 * * * * * * * * * * * * * * * * * * * t6 * * * * * rr * * * * * * * * * * * * * *

ml_l.l_
nprogs: 1************* ************** * ****************** *** * *** * ***

holeI"cmc is the fÍle name of the part program
*********************************************************

I

I

I

I

I

I

I

I

I

I

I

I

I

I

I

I

file: holel.cmc
* * * * * * cÉ ** * * t * * * * * * * ** * * * * * * * * * * * ** * * * * * * * * * * * * * * * * * * * * * * *

serial communications port four port serial card
cable #f* * * * * * * * * * * * * * * * * * * * * * * * tc * * * rÉ * * rh * * * * * * * * * * * * * * * * * * * * * * * * *port: gterm2

** * * * * * * * * * * * *** ** * ** * * * * * * * * * * * * * * * * * * * * * * * * * * * tr * * * * 1r * * *

Lathe globa1 definitions
* * * * * * * * * * * * * * * * * * * * * * * * * * * tr * * * * * * * * * * * * * * * * * * * * fr * * * * * * * *lathe

nprogs: l_

Figure 6.1.1 production outline Defintion section

I

I

I

I

I
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* * * * *** * * * * * * * * * * * ** * * * * * ?b ** * * * * * * ** * * * * * * * * * * * * * * * * * * * * *

qlathel.clc is the file name of the part program
*********************************************************

file: qlathel.clc
*********************************************************

serial communications port four port serial card
cable #Z*********************************************************

port: $term3

* * ** * * * t ?t* ** **** * * * ** * ** * * * * ** * * * t * * * * rt * *** * * ** * * * * * * * * * *

Assenbly Cell global definitions
* * * * * * * ** * * * * * * * * * * * * * * * *** * * ** :k * * * * ?t * * ** * ** * * * * * * * * * * * * *

assemble
* * * * * * * * * * * * * * * * * * * * * * * * * * * tÉ * * * * ** * * * * * * * * * * * * ** * ** * * * * * *

Robots: 3 - Assernbry and. centrar robots being utilizedin assembly activities
************************************Cr************t *******robots: 3

nprogs: 2*********************************************************

Assenbly robot command files
* * * * * *** ** * * * ** * * * * * * * ** * ?t * * tr ** *É ** * * * * * * * * * * * ** * * * * * * * * * *file: slotI.rob

file: slot2"rob
**** *************** ********* ******* ******* ********* * * ****

Serial communícations port for assembly robot
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * ?b * * * * * * * * * * * * * * * ¡t * * * * * * * * ä'6port: $mdm

end

I

I

I

I

I

I

I

I

I

I

I

I

I

I

I

Figure 6. I" I (continued)
Product,ion Outline - Definition Section



** ** ** *** **** **************************** ******* **** * * ** *

mill Production Seguences

* * * * * * ** **. ** * ** * * * * * * ** * * * * * * * * ?t * * * *** * * * * ** * * * * * * * * * * * * *
mr-l-I

begin
loop: I
nparts: I
stor

*************************************f********************

Part, number 0001 - plain 35 rnm diameter cylinder
* * * ** * * * * *** * * * * * * ** * * * * * * ** * * * rr * ** * * * * * * * * * * * * * * * * * * ** * *

part# 3 0001
* *************************************** ***** *** ** ** *****

Single sided milling operation sequence

* * ** Cc * * ** * * * * * * * * tr * * ** * * * * * * * * * * * * * * ** ** * * * * * * * * * * * * * *É * * *
sgldbl: I

* * * * * * * * **** * *** * * * * * * t(* * * * * * * * * * ** * * * * * * * * * * * * * * * * * * * * * *

miII loading command (load: ) Oz

* * * * * * * * * * * ?t tÉ * * * * * * * * * * * * * * tr * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
load:2

** * * * * * :t ** * * * * * * * * * * ** * * ** * * * * * * * * * * * * * * * * * * * ** * * * * * ** Cr * *

Tool- path file referenced above eg. rnill.cmc
* ******** *********************** **********Cr * *** *** ** * * ***

Prog# 3 I
* * * * * * * * t< * * * * * ** * *** * * * * * * ** * * * * *** * * * * * * * * * * * * * * * * * * * * * *

niII unload comrnand - 6

* * ** * * * * * * * * * * * ** * * * * * ** * * * * * ** * * * * * *r * :k* * * * * * * * * * * * * * * * * *
unload:6

Fj-gure 6.L"2
Production OutLine - MilI rnachining sequence
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***********************************************t *********

Return machined part to original storage location
* * * * * * * * * * * * * * * * * ¡* tr * * * * * * * * * * * * * * * * * * * * * * * * * * * * * rt * * * * * * * *

stor# 3 0001
endloop

end

Figure 6.1"2 (continued)
Production ou{,Iine - Mili lnachining ="go"r."
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* * t * * * * * * ?k* ** * * * * * * * * * * * * ** * ** * * * * * * ** * * * * * * * * * * * * * * * * * * *

Lathe Production Sequences

* * * * * * * ** * ** *t * tb ** * * * * * * * * * * * * * ** * * * * t * * * * *** * * * ** * * * * * * **
lathe

begin
loop: 1
nparts: 1
stor:

* * * * * * * * ** ** * * * * * * * * *C{ * * ** * * * * * * * * * zh * * * * * ** * * * * * * * * ** * * * *

Part number 1000 - plain 35 mm diameter cylinder
* * ** * * * * * ?t * * * * * * ** * * * ** * *** tc * * * * * * * * * * * * * * ?k * * * * * * * * * * * * * *

part#: 1000
* * * * * * ** * * * * * Cr ** * ** * CÉ * * * * * * * * * * ** * * * * * )t * * * * * * * * * * ** * :k * ** *

Lathe loading command (load: ) 04

* * * * * * * * * * * * * * * * * * * Cr C. tÉ * * * * * * * rÉ * * * * * * * * * * * t'{ * * * * * * * * * * * * * * *
load:04

* * * * * * * * * * 2k * * * tr * * * * * * * * * * * * * * * * * ?k * * * * * * * tr * * * * * * * * * * * * * * * *

Tool path file referenced above - eg. lathe.clc
*********************************************************

progf,: I
* * * * * * * * * * * * * * * * * * * * ìk * * * * * * * * * * * * * * * * * * ?t * * * * * * * * * * * * * * tr * *

Lathe unload to storage cornmand - lz
* * * * * * * * * * * * * ?t * * * * * * * * * * C( * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *

unloadz 12
* * * * ** * * * * * * * * * * * *** * * * * * * * * * * * * * * * * * CÉ tç * * * * * * * ** * * * * tr * * * *

Return machined part, to original storage location
** * * * * ** * * * *** ** * * * rt * * * * * * ** * * ** ** * ** * * * *** * * * * * * * * * * * * **

stor#: L000
endloop:

nd

Figure 6.1.3
Production Outline Lathe machining sequence

ô
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**** ** ******** ********************* ******* ** *** ** **** ****
Assenbly ceIl operations

************************?b********************************

ssemble

begin
loop: 1
ntasks: I

* ** * * * * * ** * * * * * * * * * ?b * * * * * * * * * * * * * * * * * * * * * * ** ** * * * * * * * * * * *

assembly task - two components from st,orage (frstor)
c. * * * * * * * * * * * * * * * * *** * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
task

nparts: 2
Cc * * * * * * * * * * * * * tr * * * * * * * * * * * * * * * * * * * * * * * tr * * * * * * * * * * )t * * * * * * *

Central robot assembly command - 01

* * ** * :t* * * * * * * * * * * * * * * * * * * * * ** * * *c ** * * * t( * * * * * * * ** * * ** * * * * * *
robot: I

* * ** * * t * * * * * * * * * * * * * * * * * * * * * *tr * * * * * * * * * ** * * * * * * * * * * * * * * * *

Assenbly Robot - defined assembly prograrn OI

* * * rt * * * * * * * * * * * * * * * * * tr * * * * * * * * * * * * * * * * * * * * * * * tr * * * * * * * * * * *
progg: 1
frstor:0002
frstor: 2000

endloop
end

Figure 6.L.4
Production Outline - Assernbly Description Section
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Upon completÍon the production outline should be checked

for procedural mistakes using the pA¡s internal pre-
production analyzínq facÍlity. The analyzing facility checks

for:

- typing or syntax errorsi
insufficient inventory leveIs; and
invalid robot command definitíons

The sequence of generatíng the outline and checking for
errors, is an iterative process. Production can only proceed

t¡¡ith a valid indication from the pArs analyzing facility. A

valid production outline may be processed through the
Production simulator (ps). The ps will determine process

compretion times, product, entry and. completion times, and

machine usage. From this information the user may decid.e to
restructure the original outline to improve efficiency or
proceed with production based on the current outline. A

detailed description of the Production simurator is provided

in section 6"2" Outlines may be generated in many formats,

and not. all of the possible st,ructures have been presented

here. Further example structures are provided in Àppendix A.

In sunmary, the purpose of the outlining facility is to
provide a high level interface for describing the production

process. This facility reduces the complexity in programming
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the system and the amount of ínformation reguired to operate
it. The prirnary information reguired to operate the system

reduces to:

- what needs to be nachined. on the nill;
- what has to be turned on the lathe;
- what components and in what sequence need. to be

assembled,. and
- what is the reguired ínventory.

6.12 Inventory Database

The inventory database is accessible only through the
Production Analyzer. The d.atabase which is a direct access

file, is composed of a series of records. Each record
contaÍns inforrnation about a defined part type. The part
type, refers to a group of parts stored in the ASRS and is
referenced as a four digit, numeric vaIue. The four digit
varue was arbitrarily selected based on the small number of
inventory components. The part attribut.es are recorded with
each part type and include;

- the guantity in storage;
- the part description;
- the part. st,orage location (rack row and colurnn) ; and.
- the geometry, namely cylindrical or rect,angular.
Additional fields inside each record have been alrocated

for future expansion. only minor software nod.ifications are

required to access these ad.ditional fields. These additional
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fields may be useful for describing materíar composition,
sÍze and/or shape. .A menu dríven facirity is included in the
PA for nodífying any component of the inventory d.atabase and

a typical screen display is shown in Figure 6.I.5.

Figure 6. l-. 5 Invent,ory Dat,abase
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6.2 Production Simulator tpsl

The Ps is a cornprehensive simuration package for the eNX

based Manufacturing controller. rt wirl símurate any

production run that is possible in the actual production
system. The simulator consists of two components, a data
generator, and a display system" sirnulation of a prod.uction

out.line is a two stage process. The production outline is
f irst processed through the ps d.ata generator. The d.ata

generator output is then displayed using the ps d.isplay
facility 

"

6.21 The PS Data Generator

The PS data generator analyzes a given prod.uction outrine
using a simuratíon algorithrn d.esígned to duplicate the
acfual product,ion system. The simulation algorithrn is an

actuar subset of the main Manufacturing controller (Mc). The

output from the simulat,ion algorithn is a mat,rix of general

production tirne information which is saved in a file. This

fire contains time and operation information about every
product entering the system through to the conpletion of the
product,ion run. A sarnple output is 1ist.ed. in .A,ppendix B.

52



The format of the data generated is on a part by part
basis. Each line of inforrnation in the fÍIe is about a

particular part which entered the system. Due to the
cornplexity of the algorithm, the structure of the output
d.ata is not explained in detail here. A summarized

description is provided in Append.ix B.

6.22 The PS Display System

The display system is a component of the ps which provides
a graphicar portrayal of simulation information generated. by

the Ps data generator. .â, sample dispray is shor^¡n in Figure
6.2.1. The display shows to scale, a time-Iine, ín seconds

of every parL entering the system. DÍfferent shaded blocks
indicate the various operations being performed on a gíven
part. Dashed 1ínes indicate idle times, and. und.erscores

indicate the partrs existence in storage. The top line under

the header, (1abelred rAr in Figure 6"2.r) | displays the
window time rang'e the user is viewing.

The number 06260 in the

window beginning time in
production run" The value

top line header refers to the

seconds froin the start of the

07060 refers to the time in
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seconds at, the end of the display window.

The column of numbers on the left side of the display
window (Iabe1led. tB' in Figure 6.2.r) describe the
particurar part, tine rine below it. For example the number

10-0002-5 refers to the tirne-rine below it. The series of
numbers mean that. the particular time-line is the tenth part
to enter the production run. The ra\Ar mat.erial part number

was 0002, and it is the fifth of the ooo2 part type to enter
the system" Additional features of the display system

include the ability to zoom and pan over sections of the
time line display. The display provides, êt a glance, a

visuar port,rayal of activities occurring in the cell at any

given time.

The data generated from the production simulator may be

manipulated to determine many irnportant system parameters.

Some of these include:

- machine utilization and id.Ie time,"
overall system efficiency; and
robot utilization and ídIe t,ime"
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Figure 6"2.I Production Simulator Display System
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6.3

The assembly Robot Trainer (RT)

training facility for d.evelopíng

assernbly robot, is linked v¡ith this
under the MCE" programs developed

brought into the production system

outline as explained. in section 6.1.

is an interactive robot

assembly tasks" The

module and can function
under this package are

through the production

ceI1 is a five
Some important

The assembly robot in the prototype CIM

degree of freedom rTeachmover Microbotr.
features of the microbot include;

a teach pendant for keypad prograrnrning;
an RS-232c seriar- communications inteiface for
communications to a host computer such as an rBM-pc/ATa seven bit digital I/O output interface;a seven bit digital I/O input interface; andan internal command 1anguage interface.
using the microbot,rs ovrn command language, Lhe robot can

be controlled by a host computer. .A cornplete description of
the command ranguage is not presented in this thesis.
Further expranat,ion of the microbot prograrnming structure is
provided in the microbot programming guide.

The RT provides an environmenÈ for developing an assernbly
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task program, which is subseguently incorporated into a

production outrine. The RT is used to record increment,al

robot moLions using the robot teach pendant in conjuntion
with the microbotrs Ínternal command. language. Record.ed

motions, along with additonal features including, time
delays, digital r/o input sampling etc. create the assembly

t,ask program" conditional features, such as sanpling a

digítal input, can be used to execute sub-tasks, which are
generated similarry, and are Later incorporated. using the rF

and ExEcurE commands. Figure 6.3.1 presents the avairabl_e

training options"

The general assembly task d.everopment process involves:
- definilg a home posít,íon by selecting menu option A;selecting menu option B to begin recõrding a-n incrementalstep (Figure 6.3.2) ì
- utilize the teach pend.ant to move the microbot to a

new position and recorded this movement ina file, in the forrnat of an executabre srEp command.
- To add more incremental motions and. the same procedure

fo1lowed.
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ÀsaqEb¡y Robot tr6lnlng H6nu

fa--:-TñIEfaTlæ ÌãËEl
b - 56t 6p€ad

c - REcord 6tsp

c¡ - Closo Eobot Crfppor

6 - n@tum to HoE6 Poøftlon
g - I? <fnput> <hlgvlæ> ,pllønasøl

g - HÀIî <lnput> <hlgb,/læ>

h - 841 <ouCput> <blgh,/tæ>

I - 8X¿C1trE rPllsnaBol

J - DEIÀY <aeconds>

k - R.EcEtvE - Halt for Cantral Robot

I - nEPLY - Roply to C@ntrôl Robot

E - SavE co@ånds

n - ExlÈ

Hlcrobot NOT InltfÀll26d

Figure 6"3.1 - Assembly Robot Training Menu

AaaôÃbly Robot lralnlng Ìtanu

ù - InlÈlaltzo nobor Hfcrobot INIIÂLIZED

b - Sot Sp€od

fê-=-T@rd-stãÞ--1
d - CIoBe RoboÈ crlppqr Novø thø Eobot to lÈE nsxÈ

o - Return to HoEo posltlon posltlon,
( - IP <tnput> <hlgh/loy> rFtlsna¡or pr€sa HODE on tho toåch
g - HÀ!î <lnput> <htgh,/loe> p€ndånt upon st€p coEplotfon.
h - SEl <output> <hlgh,/lov>

I - EXEC1JTE rpt,lqnåEo.

J - DEIÀY <søconds>

k - R.ECEM - HÀlt for Cøntrål Robo!

I - RIPLY - Roply to ContrÂI Robot

E - sâVO CO&änd6

n - ExlÈ

Figure 6"3.2 - Incremental Step Recording process
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Additional- features which may be included in a robot
task are:

the ability to wait for an external input to be set
high/low (rnenu option g) ;
check if an input is high / low and based on thís
status execute another robot task (rnenu option f);
set a dígital I/O ouput Line h.igln / low (menu
option h);

- pause for a specified period of time (menu option j);
- wait for the central material handling robot to signal

the assembly robot to continue (menu option k); and
respond to a central robots signal (reply). This
usually is used as an acknowledgernent to the central
robot for a received message.

Other features available include:

- varying the robots speed during a task (SET SPEED);
closing the robot gripper to a predefíned pressure;
and

- t.o return directly to the defined home position.

Features one through six are not intrinsic robot commands.

These are interpreted and executed by the assembly robots

supervising task (section 6"54) during a production run.

The RT also incorporates a testing / playback feature

which can be used to replay a generated task outside a

production run. This feature is necessary in final testing
and tining of various phases of an assembly task. The

playback facility will pronpt the user to simulate or

monitor the varj-ous external inputs affecting the task. For

instance, if an assembly task reguires a conditional read on

an input, such as:
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ÏF INPUT 1 IS HIGH EXECUTE ¡tThis sub-task¡r.

The simurator wirl ask if the user wishes to simulate this
Erue I false or actually sarnple the input.

Two important features which reguire further explanation

are the REcErvE and REPLY facilities. They are used as

communication links between the assernbly robot and the
central materÍal handling robot. The MC, described in
section 6"4, monitors a number of device supervising tasks
during a production run. Three of these tasks include:

- the assembly ceI1 supervisor;
- the assernbly robot supervisor; and
- the central robot supervisor.

The assembly robot supervisor handles the on-Ij_ner or

continuous communication, control of the microbot, âs well
as inLerpreting the additional command. features províded by

the RT" The REcErvE command when interpreted by the assernbly

robot, supervisor means, stop and wait for an incoming

messag'e from the centrar robot supervisor. This waiting for
a messag:e is known as being RECEM blocked.. When a messag.e

ís sent from the central robot supervisor, the assembly

robot becomes UNBIOCKED and can continue its task. The

central robot, however, does not cont,inue unt,il reception of
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the message has been acknowledged via the REpLy command. The

central robot ís REPLY blocked until this reply is sent. The

inter-robot communications 1ink, via their supervising tasks

is the basis for developing joint robot assembly

applications.

For example, considering an application where two sub-

assemblies, A and B are assembled separately, A by the

assembly robot, and B by the central robot, and the product

C is a combination of the two sub-assemblies.

sub-asse*tY 
* 

sub-assenrbly product

c

The product, C, reguires the central robot to positÍon
sub-assenbly B and have sub-assembly A inserted. into it by

the assembly robot,. For sirnplicity, aIr assembly components

will be considered available wíthin the assembly celI, and.

that no additional parts are reguired frorn storage. The

assembly robot, and the centrar robot assembly tasks would.

be outlined as follows:
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Assembly Robot Central Robot

Assembling sub-assernbly A | .A,ssernbring sub-assembly e

@STEP

Sub-asser¡iy A is complete 
"waiting for message from the

central robot supervisor. sub-assembly B is completeRECEIVE and is posit,ioned for
insertion of sub-assenbly A.

i-------
Message is received and
sub-assenbly A ís inserted" Message is sent, central

receive blocked

Product C ís complete, reply

Return to ione position
Task finished

robot waits for REpLy.

waiting
send blocked

is now complete.

return to home position
Task finishea

message is now sent
REPLY

This describes the general features of the RT and its rore
in the manufacturíng system. The process of integrating an

assembly task into the production outrine was presented. in
section 6.1.

NOTE: The central robot assembly task program is not
outlined in detail here, only the piocess ís shown.
More information on the central robot prograrnmming
st,ructure is provided in section 6.59

62



6.4 Manufacturinq Control-ler (MC)

6.4I The MC Control Structure:

The Mc is the hardware control hub for the manufacturing
system. The responsibirities of this controller include:

- delegating duties to the ¡nir1, lathe, and. assemblydevice groups; and
scheduling all main prod.uction t,asks.

A number of reguirements T¡rere considered when designing
the hard\^/are control systern:

- the control software had to be modular to provid.eflexibility for future modification, and piovide readyaccess to control hardwarei
- the product,ion- dispray system, in operation duringmanufacturing had to clearly portray activities oócuríngin the CIM ce1l at, any given Lime; änA
- the system was reguired. to be self-seguencing, withmachine serving being performed on a. f-írst réáav fírstserved basis"

The first priority when designing the software control_
syst,em, was to make the system modular, flexible, and

process independent" To achieve this goal, the ,device

group¡f sub-system concept outlined earlier rras utilized.
Major components and groups of related components, based. on

Èheir activity rerationships, r¡ere considered as device
groupings. These groups includ.e the devices out,rined. below.
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1) MilI device group cNC mill, pnuematÍc cramping,part ejectÍon, and part orientation
2) Iar,he device sroup --ffiå"lå;il:'and rerrof ir chuckins

mechanism"3) Assernbly device group - Assembly robot, assembly
4) Marerial handlins sroup :'ä:ii::í fi:t";îlî"iiåu,_r"n

robot,.5) ASRS devíce group rnventory and. indexing mechanisms.

The rnilI, lathe and assembly devÍce groups are considered
to be rrprimary' device groups " Activities in the celI are
centered around these groups. The material handring and. ASRS

groups are considerd device servers because of their
functions. For each of these funct,ionar devÍce groups a
rrsupervisingrt or group of t,asks $ras developed. These
supervising tasks contror each of the functionar group's
devices. General- purpose software / hardware interfaces had
to be developed to provid.e communication between the various
machines and sensors. å,rr the prirnary system and sensor
interfaces are computer controlled through peripherals
attatched to the computer data bus. For this particular
system the rnajor compuEer / device interfaces included:

a fogr port serial communications card by ¡Digi-Commr toprovide RS232-C serial communications;
a st,epper motor control int,erface by I Tecmar ¡ ,. andan in-house developed digit,al input-/ output ini"rr."".

The devíce-group concept outlined earrier was d.everoped as

a means of allocating these various computer int,erface
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resources. Each supervising task or group of tasks, and

their associated device group, have their orÀrn interfaces

allocat,ed to them. For inst,ance, The nitl supervising tasks

have the following resources allocated to them:

one serial communication port from the tDigí-Corn¡ four
port serial card;
one bank of eight digital T/O input lines; and
one bank of eight digital I/O output lines.

These resources are never addressed by any of the other

device group supervising tasks" This breakdown of resources

insures that dÍfferent, operating tasks do not conflict with
one another during the normal operation of the system.

Figure 6.4.I is a schematic of the controller device

interfaces and the resources allocated to each of the device

groups.

65



ConCroller / Devíce Interface

8 Í/o
inputs

- Stepoers-
L6 f/o
lnpute

HoCor DrÍver Lines

cNc tfitt e
Pnuematic clanping

Systen
I L/o
outputs

Se ria I Com,

Driver Lines

SeriaL com.

I IrlO inputs

8 I/O outputs
FIex ible

l{anufacturing CelI
Control ler

Figure 6"4"L - Cont,roller Device Interfaces

Àutonat,ed Storage &

Retrieval Systen
ÀsRs

CNC Lat.he &

Retroflt Chucking
Hechanis¡o

SeriaI Co¡u.

Stepper HoCor

Àssembly
Robot.

Central Robot
Control Ier

66



The Mc has the responsibility of scheduring productíon
tasks for the primary d.evice groups" A production task
consists of a series of related operatíons which are
performed by a device group supervisor. for example, if the
task reguires rnachining a part, with number oool on the milr
and then returning it to storage as part, number ooo2, the
task involves:

- uploading the approprate toor path fí1e to the nilI;
- retrieving the raw material fróm the ASRS;

loading the mirling rnachine with the retrieved part;
- machiníng the part;
- unloading the finished part;
- placing the finished part back in storage; and
- updating the inventory database.

The primary devi-ce group for this example is the milr
group" Primary device groups and device group servers arways

overlap" rn this particular case the ASRS, and central robot
device group servers are invorved. The Mc breaks d.own a

production outline, and formurates tables of prod.uction

tasks, one table for each of the primary controllers. As a

prÍmary controllerfs task is completed another one is
submit,ted unt,il it,s duties are completed. rnternal
monítoring of inventory reguirements for each task is
performed during the product,ion process, in real-time. An

exampre of this type of inventory monitoring, is ín
rnonitoring t,emporary part storage leveIs in the assembly
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celI" Assembly task sched.uling does not occur unt,il
sufficient inventory levels are avaíIab1e.

Figure 6"4.2 shows schematically the task communication

flow diagram for the supervising tasks. The manufacturíng
controller rrcreatest the approriat.e supervising tasks during
the software initialization phase. The rnanufacturing
controller sends messages to these tasks when a certain
series of operations are reguired. For example, the Mc

sends a message to the mill, download. supervisor, indicating
that a particular toor path file should. be downloaded to the
cNc ¡níIl" This supervising task then takes the approprj-ate
actions including preparing the serj_aI communications port
and initiating the fí1e download.ing process. Each

supervj-sing task is resposible for serving a particular
device group"

The mill operat,ing supervisor has the responsibility for
monitoring the niII during nachining operatj_ons, as well as

reguesting the services of the material handling robot to
load and unload it" A service reguest is issued in the form
of a message sent from one supervisor to another. rn the
case of the miIl being roaded, the rnill operating supervisor
sends a message to Èhe central robot supervisor indicat,ing
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that a particurar part is to be roaded" when the central
robot is free, it sends a messag'e to the ASRS supervisor
indicating that a particular part should. be positioned for
pickup" once the part is posit,ioned the ASRS supervisor
signals the central robot supervisor to retrieve the part.
The central robot acknowledges, retrieves the part, loads

the nill, and finally signals the miIl supervisor that
loading Ís complet,e" rt is thís inter-supervisory task
messagíng which links the ce1l controller to the various
device group supervisors. Further detairs on the device
group servers, and prírnary controllers is presented. in the
following sections.

6"42 The MC Display System:

The display system for the Mc is based. on an overlapping
window design. Each supervising task has Íts o$rn unique
¡rwindowrr in which ínforrnation is written. overrapping

windows display communication links between supervising
tasks. A series of screen displays, presents the task
organization, for a typícaI situation. Fígure 6"4.3 displays
two supervisors downloading toor path files to their
respect,ive device groups. Figure 6"4"4 shows a progressive

stage where the lathe is turning the insert piece and the
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mi11 is being loaded. Note the relationshíp between the

overlapping windows on the níll supervÍsor. Figure 6.4"s

shows a subsequent stage in production where parts are being

machined on both the rnill and lathe, and an assembly task is
being performed using both the central and assenbly robots.

fn the display shown in Figure 6"4.6, a part is being

removed from storage for direct usage in the assembly cell.
The display system presents the state of the manufacturing

system at any point in time in a form which is clear and

underst,andable.

The windowing system was developed under this project as

well as all higher revel graphics toors" Graphics primitives
were provÍded with the QNX rCr compiler.
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Figure 6.4 "2
Manufacturing controller - Task conmunicatÍon Flow Diagram
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Hanuf6ctur(n9 Controller v A. OO

Hlll Supowlaor: Donloadlng
Pt16t covor.cEc

Dovnlosdtng rocord I Oll

¡4thg Supowføorr Donloadlng

f llE r lnEor!. clc
Dorloôdlng rocord 0 048

Figure 6.4.3 Information Downloading DÍsplay

¡{åñulacturlÀg ConÈroller v A. OO

Htll supqrvlEor3 HÀchtnlng

nobot Supqryloor: !ôadlng Xlll

ÀSRS SuÞøwlsorr

Rstrlovlng pÀrt IOOOI

¡¡Èhe Euporylsor¡ ñ¡rnlng
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Figure 6"4.4 - Milling nachine loading
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6"5 Manufacturing Controller Supervisincr Tasks

The Manufacturing controller supervising t.asks are used as

links to the CIM ceII hardware. The MC itself does not

access any of the cell¡s sub-system components, such as

digital I/O lines. Only the device group supervísors perform

this funct,ion. Each supervising task is allocated. certain
independent resources such as serial communication ports,

and banks of digital I/O. No other task operating on the

system has access to these particular resources. In the

following sections, each supervisÍng task is briefly
outlined and special features described.

6.51 CNC MiIl Downl-oading Supervisory Task

The purpose of this task is to control downloading of tool
path files to the CNC miII. Depending on the file sizer up

to four t,ool path programs may be resident in the CNC millts
memory at any tirne. This was a restriction imposed by the
¡Tercor milI. This supervising t,ask will ¡rmountrr any program

in a particular part of the machines memory for l-ater

reference.

The computer hardware interfaces utilized by this task
include:
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an RS-232c serial communications interface reguired for
downloading tool path files to the mill; and.eight digítal I/O output. lines, required. for remote
operation of the rnillts keypad, engaging pnuematic
clamps and part ejection mechanisms

seríat communícations between the cell controller and the
niII are performed. at 3oo baud. This again was a constraint
irnposed by the miI1¡s controrler. To configure or start the
milling machine, various keys on the mirl¡s keypad had to be

pressed" To engage these keys in the proper sequence a
number of computer digital r/o output lines v¡ere tied into
the mill controll-er. Keypad reseting, progiram starting, and.

initializatíon are arl initiated remotely via this
interface.

6"52 CNC Mitl Operating Supervisory Task

The purpose of the ¡nirl operatíng supervising task ís to
monitor machíníng on the cNc mill, and t.o control the
processes of loading and unloading" Given a resident part
program within the rniIl controller memory, this supervisor
r^¡l-1I:

engage the services of the cent,ral robot and. ASRS, toload, unload and reload the rnill when appropriate;
monitor various conditions including part progran
completion; and
trigger all part clamping and eject.ion mechanisms.
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The hardware interfaces utilÍzed by this task include:
eight digital I/O output lines, used as an interface
to the mill keypad and for engaging the pnuematic
clamping mechanisms; and
eight digit.al L/O input lines, for monitoring
program cornpletion and proper part ejection"

The digital r/o output lines are the same ones as those

utilized by the niII downloading supervisory task. These

tasks are never operating concurrently and hence do not pose

any conftict.

The niII operating supervisor can perform a variety of
tasks. single or doubre sided milling can be performed. at
any time. Parts may also be machined., deposited into storage

or transferred directly to the assernbly ce11"

6.53 CNC Lathe Downloading Supervisory Task

The purpose of this task is to control downloadíng of tool
path fÍles to the CNC lathe. Unlike the CNC niIl, the lathe
may only have a single resident tool path program. lrlhen a

different, program is reguired this task wirt configure the

lathe and download the appropriate program to it.
The computer hardware interfaces utilized by this task

include:
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an RS-232C Serial communications interface reguired for
downloading tool path files to the lathe; and
eight digital I/O output lines, reguired. for remote
operation of the l-athe keypad..

Similar to the miII¡s keypad interface, a number of
digital I/O output lines have been t,ied into the lathe
controLler keypad, allowing lathe keypad keystrokes to be

initiated remotely" Keypad resetíng, program st,arting, and

initialization are all initiated remotely via this
interface" Serial communication between the cell controller
and the lathe is also performed at 3oo baudr âs a resurt of
restrictions imposed. on the system by the lathe controllerrs
hardware.

6"54 CNC Lathe Operating Supervisory Task

The purpose of this task is to control and monitor part
production on the CNC lathe, including machine loading and

unloading" In addit,ion to regular machine serving

operations such as part loading etc., a retrofit chucking

system is also controlled. Pieces inserted ínto the lathe
chuck by the cent,ral robot are remotely clamped using a

variety of sensors and cont,rol hardware. Some of these

components include a stepper notor, a proxirnity sensor and

various switches.
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. Tfr" computer hardware interfaces utilized by this taskinclude:

sixteen digital r/o output rines which are used as aninterface to the lathe keypad., for engaging pnuematic
clamping devices, and triggering cónponents of theret,rofit chucking system;

- eight dÍgitaI r/o input lines rinked to switches formonitoring part program conpletion and the ret,rofit
chucking mechanism,. and

- a stepper motor ínterface controller board reguired forretrofit chucking mechanism.

Eight of the digital r/o output, rines are id.entical to
those utilized by the rathe download.ing supervisory task.
These tasks are never operating concurrently and hence they
do not pose a conflict.

The lathe operating supervisor can perform a variety
tasks. Parts may be turned on the lathe, returned
storage, oE placed dírectly in the assembly cell.

6.55 Assembly CeII Supervisor

The purpose of the assenbry cerl- supervisor is to coord.inate

activíties in the assenbly cell, including instructing the
assembly robot, via the asse¡Lbly robot, supervisor.

some of the software features this task provid.es includ.e:

simuLt,aneous operation of multiple robots in assembly

of

to
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activities; and
an ínter-supervisor communications interface between the
assembly and material handling robots.

.A'ssembly t,asks may be performed individualry by either the
assembly robot ott the central materiar handling robot. rt
is also possibre to have both robot,s working together. The

assembly cel1 supervisor distributes commands to the two

lower level device suspervisors (central mat,erÍar handlÍng
robot supervisor, and/or assernbly robot supervisor). The

assernbly robot supervisor is instructed by the assembly cell
supervisor onIy"

Assembly instructions are passed from the Manufacturing
controller to the assembly cel-r supervisor. These messages

are then int,erpreted and deregation of duties then occurs.
The assernbly supervisor then reguests the services of the
cent,ral and assembly robots based on their respective
duties.

6.56 Assembly Robot Supervisor

The purpose of the Assembly robot supervisor is to provide
on-line control of the assembly robot,, while performing an

assembly task.
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The assembry robot supervisor interprets robot command

files generated by the assernbly robot trainer (RT) and

passes messages to the teachmover microbot. command file
functions including inter-robot messaging and. d.evice

signalring, using the assembly robot¡s input/output
capabilities, are all performed in rear-time. The only
communicat,ion interface ut,ilized by thís task is an RS-232c

serial communications interface. This interface provides a

communication Iínk from the ce11 control computer to the
mÍcrobot. robot.

The assernbly robot is bhe only device in the crM cerl
which requires extensive on-rine, cpu int,ensive cont,roI. The

microbot. receives and executes command.s sent to it one at a

time over the serial communications link at 9600 baud.. Every

time a robot movement is reguired, anywhere from ten to
fifty bytes of information must, be transnitted. from the celI
controller to the assembly robot. rn Lhe future it is
recommended that a single, networked cornputer be attached to
the microbot for handling this continuous inforrnation
passíng. This will result, in improved cel1 controller
perfonnance.
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6.57 Automated Storage and Retrieval System
(ASRS) Supervisor

The purpose of this Lask is to monitor ASRS inventory
leveIs, and to control the accurate part presentation
mechanism. The AsRs consists of a rack with a seríes of
gravity fed bins" Thís rack is indexed. to appropríate
positions so that the cent,ral robot may remove / add. parts.
updating of the inventory database as parts are added. or
rernoved from st,orage is automatic. The positioning of a

particular part is based on part number. This rack may be

rnodÍfied and expanded as necessary. No restrict,ion has been

placed on the number of storage bins. The rack indexing is
provided by a stepper motor, controlred. via a controller
board mounted in the ce11 cont,rol computer.

6"58 Central Robot Supervisor

The purpose of this Lask is to monit,or the status of the
central Material Handling Robot (c¡&IR) and to schedule

appropriate associated activities. Because the central robot
is a serving device, all the prirnary d.evice groups (mi11,

lathe, and assembly) wilr reguest its services. This task
has select,abre priority levels for each of the tasks it is
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requested to perform" Reguests for service may occur near
the same time. These reguests are gueued by the operating
system, and are selected and executed by the central robot
supervisor at the earliest appropriat,e time.

rhe CMIIR is a 5 degree of freedom ASEA robot which had. one

particular restriction whích directly ínfruenced. the
interface developed for this d.evice. The ASEA robot has a

serial communications interface, but onry propríety software
can access it. Due to the proprÍetary nature, the
information on the cornmunication forrnat was unavailable. As

a resurt a direct communication link was not. possible. one

of the primary design considerations of the entire system

was t,o alrow each device to d.o as much as its own controller
would handle and remove as much of the burden from the ce1l
controller as possible. The central robot is programmed

independently from the rest of the system using its own

teach pendant.

A communication interface using digitar l/o rines v/as

developed to link the cerl controller to the robot
cont,roller" By set,t,ing combinations of these lines messagies

are sent between controllers. The cent,rar robot, supervisor
utilizes eight digitar r/o output lines as a communication

ö¿



link for passing messagies from the ce1l controller to the

central robot. Eight digital f/O input lines are similarly
employed for message passing from the central robot to the

cell controller. .A SEND, RECEI , REPLY format, was developed

using these Lines. Figure 6"5.1 displays a Èable of the

suggested commands for the central robot, and Appendix C

contains a st,ructured program outline written in the format

of the robot controller.

The general communication format between the C}¡IIIR supervisor

and the ASEA robot, is as follows:

NOTE: cell controller outputs 0 through 5 are robot
controller inputs I through 6. CeII controller inputs
0 through 3 are robot controller outputs I through 4.
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Central Robot Supervisor Robot Controller

ISet up command lines O to 5

Set command ready OUTp6
hish (SEND)

I

t-------
hÏait for REPLY

I,Iait for INpO high

Set all outputs 1ow

Check for other messages
from central robot

Wait for completion
signal

Wait on fNPl low

lrlait for command ready signal
(REcErvE)

WAIT UNTIL INPT:I

Interpret command
if accepted REpLy

Run Task

Task "o*it"t"d send.
conpletion signal

Receive. messag:es

I

Figure 6.5.1 - ASEA / controller communications Format

rntermediate messages do occur and a number of examples

are presented in Appendix c. For each of the ÀsEA cornmands

an execut,ion priority status can be set. This priority
status is used t,o determine which task should be executed if
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more than one request for the robot. is waiting.

For instance assume that the central robot was assembling

components in the assembly ceII, and both the nirr and lathe
finished machining their respect,ive products during that
tine. Two reguests for the central robot,s services would. be

wait.ing when the robot. cornpleted its assembly task. At that
point,, the command with the highest priority would be

executed first" This feature aIlows import,ant tasks to be

given prioríty in a tie situation. These priority levers may

be modified prior Èo any product,ion run.
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VTT. EMERGENCY MONTTORTNG SYSTEM

one component which is very import,ant but not implemented

in this system to this point is an extensive emergency

monitoring system. The control system developed, qras not
designed to be a cornpletely unattended system at, this stage.
Tool breakage and fixture breakdowns etc. are not currently
monitored. rn the future this area must be addressed.

currently it is the operators responsiblity to watch for
calamit,ies and ínterrupt the syÈem if something fails.
Typing control c on the controller keyboard will interrupt
the system and hold alr running t,asks. The productÍon run
can be simply aborted at this time without saving the
current production status, or the production run may be

restarted from near the same production point. rf the system

is interrupted and restarted., the part,s in the machines at
the time of the shut down are consid.ered faíled and must be

removed from the system.

.A,n intricate emergency monitoring system was not
ímplernented at this time due to t,irne constraints. rn the
following paragraphs an outline of a possibre emergency
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monit,oring syst,em is presented.

The production system currently consists of a central
controller (MC) with seven device group supervising tasks.

An emergency system would almost mirror this design (Figure

7 "l) . Each group of devices woul-d have an emergency

monitoring task associated with it. This task would monitor

the condition of the device group and inforrn the main

emergency controller task of any inconsistencies" fn the

case of an emergency, the monitoring task which identified a

problem would interrupt the main emergency controller with a

message. The controller would interpret the message and

interrupt the manufacturing controller (MC) and dictate the

appropriate action to be taken, such as a power shut down.

The emergency nonitoring system could be isolated on a

different node of the computer control network" The system

could have a separate power supply and provide greater

reliability and autonomy to the actual control system.

Monitoring of the computer control network could also be

performed using this method.
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Energency tfonitoring SysÈen EHS (Proposed)

Task Co¡¡.¡nunlcatlon FIow Diagran

Figure 7 "I - Emergency Monitoring System
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VTTT" CONCLUSIONS

Personal computers based on the IBM-PC bus are becoming

very popular as controllers for manufacturing processes.

Industríal versions of the pC are being placed on the

fact,ory floor as loca1 system monitoríng eguipment, The cost

and performance of the personal computer make it an ideal
component in a computer integrated rnaufacturing enviroment.

The Manufacturíng Control Environment (MCE) presented in
this thesis demonstrated the ability to utirize industrial
personal computers for real-time process control. The

prototype system presented was able to integrate existing
stand-aIone machinery, such as CNC rnills and lathes, into an

íntegrated cohesive manufacturing system.

The Manufacturing Cont.ro1 Environrnent (MCE) demonstrated a

feasible and flexible approach to linking the various

components of a rnanufacturing syst,em from design though part
production. The utilizat.ion of readily available PC-based

C^A,D applications in the control systern, presented a cost

effect.ive solution for smaller industries interested in
entering the CAD/CAM arena,
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The various software components of the McE presented. a

unigue approach to presenting technical manufacturing
infornation. The production sirnurator (ps) províd.es accurate
estimates of prod.uction times and operation seguencing,
which is necessary for capacity planning and. scheduring. As

weII, the Ps can be utilized as a base for research in
developing expert systems for optímizing production
seguencing.

The Manufacturing controller (Mc) production outline
systern was developed as a sirnple programming interface for
describing production prans, without the necessity of
reguiring extensive knowledge of machine Ioad.íng and timing.
The Mc display system is a unique sinple format for
presenting activities occuring within the crM cell at any

given time" rt is an effective method of presenting
technical control informat,ion Ín an robviousrr task / control
relationship format"

The centrar robot cont,rol scheme utilized. a simple
input/output ínterface with combinations of digital input
and output lines. Although this may not be optimal, it d.oes

demonstrate one method to link devices wÍth the sirnplest of
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conmunication interfaces. A more appropriate interface would

be a serial RS232C communication interface between the robot
and the celI controller. rt should. be noted that many

companies provide serial communication Ínterfaces with their
robots or cNc machines, buL very few wirl provide
infornation on their communication proÈocoI. This resurts
in an inflexibLe system, that is very difficult to
int,egrate. rt is reconmended, that with the purchase of any

computer controlled eguipment that all the components of the
commuications interface namely the software and. hardware be

included at the time of purchase. rn the case of the ASEA

robot described in thís project, the ability to utirize the
serial communications interface included by ASEA, would have

sinplified the project greatly"

The task of making software or hard.ware add.itions to
process control systems ís greatly sinplified. when the
system is based on networked. ind.ustrial personar computers.

More computer processing power can be added at any time, The

ability to reallocate computer resources to d.ifferent areas

of the cont,rol system make software and. hard.ware

rnodifications easier. The implementation of the Emergency

Monitoríng system is one exampre of an addítion which rnay be

made at any tirne without causing a rnajor impact on the
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existing manufacturing system.

The approach taken in this projecL to integrating existing
manufacturing eguipnent by using a flexible computer control
base is one cost effective alternative for plant automatíon.
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rX. RECOMMENDATÏONS

The MCE provides a versatile base for research into other
areas of crM such as vision applications, emergency

monÍtoring, tool breakage ¡nonitoring etc. outlined below are
a few recommendations for follow-up work.

1. An attempt should be made in developing an emergencymonitoring_ system for the given pro-totfpe McE. such asystem wouId. allow cornplete unatlend.ed-inachining .rra
wouLd provide greater leve1 of safety d.uring
manufacturing.

Further product,ion testing should be performed. on thesystem to insure that al1 features in place aretested for reliabirity. Arso more conp-licated productionruns must be evaluated.

A srnaIl network should be impremented to demonstrate theoverall concept of ¡rnetworked., industrial pc control. Aprirnary system courd. consist of a cAD workstation
networked to the ceIl controller and an applicationsystem. An application systern wourd proviaè a base forthe development of an EMS and. for teèting other concepts.

Further work in the development of jigs and fixtures for
assernbly appricat,ions should be encòuiaged. More frexibrejigs and fixtures would provide greater assembly accuracy
and repeatability.
work in the area of appropriate moderling of the entiresystem should be made" software then may be developedt,o optimize production sequencing.

2"

a

4.

5"

Y5



X, References

1. Hemmond, R.F., ItMaking CIM work on the shop f1ooril,
Product,ion Engineering, Sept. 1996, pp.44-47 

"
2 " Hughes , J . , ¡rPCs and distributed control: part,ners in

productivitytt, I&CS, Sept. 1985, pp"45-47.
3. Merrit,t, R", rrPersonal computers gain ground on

factory/plant fIooril, I&CS, Sept" 1985r pp"73-79.
4" MacAloney, 8.G., rrJust what is a celI controller?¡t

I&CS, June 1987, pp.47-49.
5. ¡rÀn FMS without solitary traffic coptt, AMERICAN

MACHINIST & Automat,ed Manufacturing, July 1986,
pp. 7e-83 .

6" Rubin, S.8., ItPCs in control: Äre our expectatÍons too
g'reat?rt, I&CS, May 1987r pp.33-38.

7 " Janasy, L"C., rrPCs and the Factory: Symbiosis in actionr',
Production Engineeríng, April 1985, pp " 44-54 

"8. |¡MORE POWER to the FLOORTI, production Engineering,
JuIy 1986, pp.30-32"

9" Cost,a,4., rrDesign of a cont,rol system for an FMSil,
Journal of Man. Systems, VoI. 4 No. 1. pp.65-84.

10" Smíth, R.S. and Meyerhofer, T^I.L., rrToughening up pCs for
industríal userr, I&CS, Sept" L9B5r pp "gl-gT-"11. Pinto, J., rrA Real-tírne, mult,itasking operating system
for the IBM-PC||, I&CS, Sept. tgBS r pp .I-OZ-IO3 .

J-2. I{iatrowski, c.4., rrusing PC-Dos for real-time controln,
I&CS, Àug. l-986, pp. 5t-54 .

13" Cleaveland, P., ¡rPersonaL computers: A technology
updaterr, I&CS, Oct. 1986, pp.53-62.

14" E1fring, G., trA Message-Passing Executiveft, pC TECH
Journal, Jan. 1987, VoI. 5 No. I.

15" Readman, G., rrls it a controller or an industrial
computer?rr, C&I, Jan. Lg87r pp.39-40"

16. Tinham, 8., ¡rThe changíng face of programmable
controll-ersrr , C&I, Jan . J-987, pp "29-33 .

J-7. Schoenberg, S., Itlndustrial I/O enhances pC poweril,
I&CS, Sept. 1985, pp.81.

18. Finucane, J.C., rrPCs gear up for manufacturingrr,
PC Wor1d, Dec" 1986, pp.196-211.

19" Greenberg, K., rrThe self-made PCfr, PC i{orId, Ðec. I996,
pp.202-211.

20" Cleaveland, P., ItNer^r industrial computers are XT,
AT-compatiblett, I&CS, April 1987, pp.57-59"

2I" Sole, C"J., rrNew software concepts for distribut,ed
controlrr, I&CS, Sept " L987, pp.50-54,

94



22. Cox, W.C", utA case for NPOSs in real-time applicationsr',
I&CS, Oct" 1987, pÞ"43-45"

23. Cutkosky, M.R., êt" al, rrÎhe Design of a Flexible
Machining Ce11 for Small Batch Production", Journal
of Man. Systems, Vol. 3 No. 1, pp.39-59"

24 " Babb , M. , ttRiding the PC Bus: New Avenues to Industrial
Automatíontt, Control Engineering, Oct. L986,
pp. 64-65"

25" Laduzinsky, A,"J., rrsoftware Expands Industrial Controlrr,
Control Engineering, JuIy 1986, pp"42-43"

26. Jones , L. , trIBM PC Bus the Índustrial control
connectiontr, I&CS, Sept. 1986, pp.33-35.

95



XT" å,PPENDTX A:

Production Outline Samp1e

:20



The definition section of a product,ion program
is used for outlining general productioñ
information, This includes what areas of the ceIIare beÍng used (defined using the prod.uction type)the part program files used by the rnill and tathe(if applicable), and, the robot command files
which are required by the assernbly robot.

define

The production type refers to the eguipment beingutilized in the ceII for this proauctión run.

I assembly ceLl
2 - Iathe
3 - lathe and assenLbly ce1l
4 - ¡niIl
5 - milI and assem"bly ce1I
6 - miIl and lathe
7 - nill, lathe and assenubly celI

begin
prodtyp: 7
ni11

nprogs: 1
file: mil1.cmc
port: $rndm

lathe
nprogs: 1
file: lathe"clc
port: $terml

assemble

The robots command defines whích robots are beingutilized under this production program, for thepurpose of assembling products

1 - asea (central robot)
2 - microbot, robot (assembly robot)
3 - both the central and assernbly robots

robots: 1
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end
mr-ll_

begÍn
loopz 12
nparts: I
prod

part#: 0001
sgldbl: 1
load:2
Prog# 3 I
unloads 14

endloop
end

lathe
begin

loopz 12
nparts: 1
prod

part#: 0002
load¡ 4
progg: 1
unloadz 28

endloop
end

assemble
begin

loopz 12
ntasks: I
task

nparfs: 2
robot: 1
frprod: 0001
frprod: 0002

endloop
end
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XTT. APPENDIX B:

Production Simulator Data Generator Output and
Description
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Date cenerêtor outÞut

0001 I 00030 3 0030 5 0300 2 0000 3 0030 2 0160 I 0045 9 0000 0 0000 0 0000
0002 I 00060 3 0030 7 0400 2 0000 3 0030 2 0030 I 0045 9 0000 0 0000 0 0000
oool I 00390 3 0030 5 0300 2 0000 3 0030 2 0260 I 0045 9 0000 0 0000 0 0000
0002 I 00520 3 0030 7 0400 2 0000 3 0030 2 0030 I 0045 9 0000 0 0000 0 0000
o00r I 00750 3 0030 5 0300 2 0000 3 0030 2 0420 I 004s 9 0000 0 0000 0 0000
0002 I 00980 3 0030 7 0400 2 0000 3 0030 2 0090 I 0045 9 0000 0 0000 0 0000
0001 1 01110 3 0030 5 0300 2 0000 3 0030 2 0490 I 0045 9 0000 0 0000 0 0000
0002 t 014?0 3 0030 7 0400 2 0000 3 0030 2 0030 I 0045 9 0000 0 0000 0 0000
0001 r 01500 3 0030 5 0300 2 0000 3 0030 2 0560 I 0045 9 0000 0 0000 0 0000
0001 I 01860 3 0030 5 0300 2 0000 3 0030 2 0660 I 0045 9 0000 0 0000 0 0000
0002 L 01930 3 0030 7 0400 2 0000 3 0030 2 0030 I 0045 9 0000 0 0000 0 0000
oo0l I 02220 3 0030 5 0300 2 0000 3 0030 2 0820 I 0045 9 0000 0 0000 0 0000
0002 I 02390 3 0030 7 0400 2 0000 3 0030 2 0030 I 0045 9 0000 0 0000 0 0000
000r I 02580 3 0030 5 0300 2 0015 3 0030 2 0875 I 0045 9 0000 0 0000 0 0000
0002 I 02850 3 0030 7 0400 2 0000 3 0030 2 0090 I 0045 9 0000'0 0000 0 0000
o00l 1 02955 3 0030 5 0300 2 0025 3 0030 2 0950 I 0045 9 0000 0 0000 0 0000
0002 1 03340 3 0030 7 0400 2 0000 3 0030 2 0030 I 0045 9 0000 0 0000 0 0000
0001 1 03370 3 0030 5 0300 2 0000 3 0030 2 LO20 I 0045 9 0000 0 0000 0 0000
0001 I 03730 3 0030 5 0300 2 0000 3 0030 2 LL20 I 0045 9 0000 0 0000 0 0000
0002 1 03800 3 0030 7 0400 2 0000 3 0030 2 0030 I 0045 9 0000 0 0000 0 0000
0001 1 04090 3 0030 5 0300 2 0000 3 0030 2 ll90 I 0045 9 0000 0 0000 0 0000
0002 I 04260 3 0030 7 0400 2 0000 3 0030 2 0030 I 0045 9 0000 0 0000 0 0000
0002 I 04720 3 0030 7 0400 2 0000 3 0030 2 0030 I 0045 I 0000 0 0000 0 0000
0002 I 05180 3 OO30 ? O¡¿00 2 0000 3 0030 2 0000 I 00¡15 I OO00 O 0000 0 0000
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PS Data Generator Format Description (summarized)

111120333345555
(a) (b) (c) (d) (e)

part number
(b) operat,ion id
(c) duration of operation in seconds
(d) and (e) subsequent operaEion / time pairs.

Below are the operation id numbers and their description:
operation id# I Description

inventory
idle
handling
nilling
turning
assembly
completion, removed from systein

Belor,q is a sample rftime-lineil and description:

0001 1 00050 3 0030 5 0400 2 0045 3 oo35 2 oO15
8 0070 9 0000 0 0000

0001 1 00050 - part number 0001 being removed from storage
50 seconds into the production run.3 0003 - The part is loaded into the nill, taking 30

seconds.
5 0400 Part 0001 is nilled for 400 seconds.
2 oo45 - The part sits idle in the nilr for 45 seconds

until being removed by the CR"
3 0035 - Part is transported to the assembly cerl, taking

35 seconds"
2 0015 - Part, sits idle in the assembry celr for ls secondsprior to being assembled.
8 0070 9 0000 - Part is being assembred for 70 seconds and

then leaves the systern"

1
¿
3
5
7
()

9

L01



13. APPENDTX C:

Material Handling Robot - programming Outline
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Asea Cornmands - Defined in file asea lines

The asea robot arlows sequential checking of digitar inputlines .through its progrãmming ranguage. rne ãsea robot
communicates with the ce1l controttêr and asrs via sevendigital input lines, and. four digital ouput lines.
A line by line description is given beIow.

File: asea_lines

4 - output lines
7 - input lines

- The asea_Iínes file is read by the asea task
output 0 - command acknowredge, and task conpletion lineoutput 1 index / return storage rackoutput 2 - wait for cont,inuatioñ acknowledgementoutput 3 - command ready signal
input 0
input I
input 2 -input 3 -input 4
ínput 5
input 6 -

asea command lines 0-5

- read command signal /continue task signal
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The asea t.ask reguires command numbers which are the binaryeguívalent of the six command lines o-5. Listed berow arethe suggested commands and optional commands.

lines
012345

Cornmand description Command #

100000
110000
111000
111100
1111_10
111111
010000
011000
011100
0111_10
011_111

001000
001I00
001110
001111

Assembly command #f
Assembly command #Z
Assembly command #g
Assenbly command #A
Àssembly command #S
Assembly command #A

Ioad ni1I from st,orage
unload niIl to st,orage
unload miI1 to assembly
ext,ra command
extra command

load lathe from storage
unload lathe t,o storage
unload lathe to assembly
extra command

I
3
7
15
31
63

2
6
t4
30
62

4
t2
28
60

The suggested programming structure for the asea robot ísgiven beIow.
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Asea Robot General Control Program Outline

.A,SEA Main Line Control Prog'ram

xxxx RECT COORD

xxxx $ = 500 rnm/s MAX = 1000 mm/s

xxxx POSITfON

O04O POSITTON

xxxx ï^7AIT UNTIL ]NPT=I

XXXX JUMP TO O2OO IF INP1 : 1

xxxx JUMP TO 1000 IF INp2 = I
xxxx JUMP TO 2000 fF INP3 : I
xxxx JUMP TO 40

coordinat.e system

velocity max

set, home position

set home posítíon

command ready line
assembly comrnand

niII command

Iathe command

command unknown

Check for appropriat,e assembly command.

0200 JIIMP TO 0300 IF INP2 = I

XXxx CALL PROG1

xxxx JUMP TO 40

0300 JUMP TO 0400 IF INP3 = I

check nexL assembly
command

assembly program - cmd 01

return to home posit,ion

check next assembly command

XXxx CALL PROG2

xxxx JUMP TO 40

assembly program - cmd 03

return to home position
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04 00 ,ruMP

xxxx C.A,LL

xxxx Jttl'fP

05OO JUMP

xxxx CALL

XXXX JUMP

0600 ,fuMP

xxxx CALL

XXXX JI]MP

0700 CALL

XXXX JUMP

TO O5OO IF TNP4

PROG3

TO 40

t
-L

TO 0600 IF INP5 = 1

PROG4

ro 40

TO 0700 IF INP6 = 1

PROG5

TO 40

PROG6

TO 40

check next assembly command

assembly program - cmd 07

return to home posít,ion

check next assembly command

assembly program - cmd 15

return to home position

check next assernbly command

assembly program - cmd 31

return to home position

assernbly program - cmd 63

return to home position

Check for appropriate ni1l command

1000 ,fuMP

Nxxx CALL

xxxx ,IUMP

1100 ,rËMP

xxxx CÃ,LL

xxxx JUMP

xxxx JUMP

xxxx CALL

xxxx ,.ï[IMP

13 OO ,TI'MP

TO 1100

PROGT

TO 40

TO 1200

PROGs

TO 40

TO 1300

PROG9

TO 40

IF INP3 = 1

ïF ïNP4 = I

IF fNPs = I

check next nill command

miII program - cmd 02

return to home position

check next mil1 cornmand

nílI program - crnd 06

return to home posit,íon

check next miIl command

ni1l program - crnd 14

return to home position

check next ¡nill commandINP6 = I
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xxxx CALL

xxxx JUMP

14oO CALL

xxxx ,fuMP

PROGlO

TO 40

PROGll

TO 40

miII program -
return to home

niIl program -
return to home

cmd 30

position

cmd 62

position

Check for appropriat,e lathe command

2OOO JTIMP TO 21OO

xxxx CALL PROG12

xxxx JUMP TO 40

2100 JUMP TO 2200

xxxx CALL pRoct3

xxxx ,]UMP TO 40

IF INP4 : 1

rF TNPs

22OO JUMP TO 23OO rF TNP6

xxxx CALL PROGI4

xxxx ,]UMP TO 40

23OO CALL PROGI5

xxxx .ÏUMP TO 40

xxxx PROGRÄM END

check next lathe command

lathe program - cmd 04

return to horne position
check next lathe command

lathe program - cmd Iz
return t,o home position
check next lathe command

lathe program - crnd 28

return t,o home posit.ion

lathe program - cmd 60

return to home position

.L

a

107



Assembly programs

ASSEMBLY PPROGR.AM #T

Below is an example of an assembly task with no parts
coming from storage and no interaction with the
assembly robot.

xxxx SET OUTP 1 signal messag.e recept,ion

xxxx wArr UNTÏL rNpT = 0 wait for acknowled.gement

. Execute the task

xxxx RESET OUTP 1

Xxxx JIIMP TO 10

xxxx RETURN

signal end of task

wait for new command

return t,o mainline
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ASSEMBLY PROGRÄM #2

An assen-bIy task which reguires a part from storage

xxxx SET OUTP I signal messag.e reception
xxxx I^7Arr UNTIL rNpT = 0 wait for acknowledgement

" begin task execution

xxxx SET OUfP I signal asserobly supervisor
for reguirement of asrs

xxxx SET OUTP 3 send. command

xxxx wArr UNTIL INPT : 1 wait, for indicatíon that
the asrs has part positioned

. remove part from asrs

Xxxx RESET OUTP 3

" continue assenbly t,ask

signal end of use of asrs

xxxx wArr UNTIL INPT : 0 check to make sure asrs has
returned

: 
"""atnue assenbly task

xxxx RESET OUTP I signal end of task
xxxx JUMP TO 10 wait for new command.

xxxx RETURN return to mainline
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ASSEMBLY PROGRAM #¡

A joint assembly task with the assernbly robot

xxxx SET OUTP I signal message reception
xxxx I{AïT UNTIL INPT : 0 wait for acknowledgernent,

: 
O"nt" task execution

xxxx sET ourP 3 signat assembly supervisor
for req" of assembly robot

xxxx SET OUTP 4 send command

xxxx wAïT UNTIL INPT = 1 wait for indication that
the rnessage has been receÍved

xxxx RESET OUTP 4 acknowledge

" continue with task if not in the same working area

xxxx WAIT -UNTIL TNPT = 0 wait for indication that
the asea can continue

xxxx RESET OUTP 3 acknowledge

: 
"o""tnue task

xxxx RESET OUTP 1 signal end of task

xxxx RETURN reLurn to rnainline
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MilI associated commands

MTLL PROGRAM #T

load mi1l from storage

xxx SET OUTP I signal messagie reception
xxxx lvArr UNTÏL rNpT = O wait for acknowledgement

: 
nr.n"re to retrieve part from storage

xxxx SET OUTP 1 signal t,o set up rack
xxxx I^IArr UNTIL rNpT = 1 wait for acknowled.gement

: 
r"t.teve parr

xxxx RESET OUTP I return rack signal
xxxx wArr UNTIL rNpT = o wait, for acknowledgement

. Ioad nÍl1íng machine

.

xxxx RESET OUTP I signal end of t,ask

xxxx RETURN return to mainline
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MTLL PROGRÄM #Z

unload nill to storage

xxxx SET OUTP 1 signal message reception
xxxx I{Arr UNTIL rNpT = 0 waít for acknowledgement

: 
nr"nure to remove part from miIl

xxxx SET OUTP 1 signal to set up rack
xxxx wArr UNTIL rNpT : 1 waít for acknowledgement

: 
Ur"n part in storage rack

xxxx RESET OUTP 1 return rack signal
xxxx wArr UNTIL INPT = 0 wait for acknowled.gement

. return robot to home position

.

xxxx RESET OUTP I signal end of task
xxxx RETURN return to mainline
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MILL PROGRAM #3

unload niI1 to assembly

xxxx sET ourP I signar messagie reception
xxxx wAïT UNTÏL INPT : 0 wait for acknowledgement

. remove part from mill, place in assembly ceI1. and return to home position

xxxx RESET OUTP 1

xxxx GOTO 10

xxxx RETURN

signal end of task

wait for new command

return to mainline
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Lathe associated commands

LATHE PROGR.AM #T

load lathe from storage

xxxx sET OUTP 1 signal message reception
xxxx wÄ'rr UNTIL INPT : 0 wait, for acknowledgement

.

: 
nr"n"re t,o retrieve part from storage

xxxx SET OUTP 2 sÍgnal to set up rack
xxxx wAïT UNTIL INPT = 1 wait for acknowled.gement

: 

ruarteve part and insert it in tathe chuck

xxxx SET OUTP 3 signal ready clarnp part
xxxx wArr UNTIL INPT = 0 wait for acknowledgement

xxxx WAïT UNTIL INPT : I wait for release signal

. release part, and back away

"

xxxx RESET OUTP 3 robot out of range message
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xxxx VüAIT UNTIL INPT : 0 waít for acknowledgement

xxxx RESET OUTP 2 Teturn rack signal
xxxx WAIT UNTIL INPT = I wait for acknowledgement

: 
r"a"rn to home posítÍon

XXxx RESET OUTP 1

xxxx RETURN

signal end of task

return to mainline
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LATHE PROGRÄM #Z

unl-oad lathe to storage

xxxx SET OUTP I signal message reception
xxxx wArr UNTÏL rNpT = 0 wait, for acknowledgement

: 
nr"n"re to retrieve part 1athe, and prepare rack

xxxx SET OUTP 2 signal to set up rack
xxxx wArr UNTIL rNpT = I wait for acknowledgement

: 
nt"=n part, in lathe chuck

xxxx SET OUTP 3 signal t,o release chuck

xxxx wÃ'rr UNTIL rNpT = 0 wait for acknowledgement

xxxx wArr UNTIL rNpT = 1 wait for chuck release signal

. ="*o,r" part part and. back away

xxxx RESET OUTP 3 robot out of range message

xxxx v,lArr uNrrI, INPT = 0 waít for acknowledgement,

. place part in st,orage rack
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xxxx RESET OUTP 2 return rack signal
xxxx wArr UNTIL rNpT = 1 wait for acknowled.gement

. return to home posítíon

"

xxxx RESET OUTP I signal end of task
xxxx RETURN return to mainline
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LATHE PRoGRÄM #s

unload lathe to assernbly

xxxx SET OUTP I signal message recept,ion

xxxx wArr UNTIL INPT : 0 wait for acknowledgement

. prepare to retrieve part from lathe

. är.äp part in chuck

xxxx sET ourPUT 3 signal to release chuck

xxxx wAïT UNTÏL INPT = i- wait for acknowled.gement

. remove part part, and back away

"

xxxx RESET ourP 3 robot out, of range message

xxxx ï^rArr UNTÏL rNpT = 0 waít for acknowledgement

. place part in assembly ce1I,
" and return to home position

Xxxx RESET OUTP 1

Xxxx RETURN

signal end of task

return to mainline
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