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Abstract 

An all-electrical system is developed to actuate and detect single biological cells in 

a microfluidic channel for diagnostic applications.  Interdigitated electrodes fabricated 

on the channel floor transfer a high frequency signal for capacitance detection and a 

low frequency signal for dielectrophoretic actuation.  In the fluid-filled channel, a 

pressure-driven flow propels single biological cells, which induce time-dependent 

capacitance signatures as they pass over the electrodes.  With a sub-attofarad ( 0.15 aF 

RMS, 53 Hz bandwidth) capacitance resolution, this system detects biological cells (e.g., 

1 yeast cell  50 aF) and their deflections (1 m  5 aF) from exerted dielectrophoretic 

forces (  5 pN).  Electrical detection of cell actuation by strong DEP forces provides an 

avenue for both inducing and monitoring the deformation of viscoelastic cells.   

A strong and repulsive dielectrophoretic force can be used to press a biological 

cell into a channel wall.  When this occurs, the mechanical properties of the cell can be 

investigated by capacitively monitoring the cell-to-wall interaction.  The nature of the 

resulting interaction is shown to depend on the mechanical properties of the cell 

(surface morphology and viscoelastic properties).  Various mammalian cell types such 

as Chinese Hamster Ovary (CHO) cells, mouse fibroblasts, human blood cells, human 

breast cells and their tumorogenic phenotypes are investigated using this system.  

Between these populations, the effective Young’s modulus varies widely from 20 Pa 

(neutrophils) to 1-2 GPa (polystyrene microspheres).  The viability and phenotype of a 

biological cell are known to reflect its mechanical and electrical properties.  

Consequently, this work investigates whether dielectrophoretically induced cell 

deformations are correlated with corresponding variations in capacitance, which could 

be used for discriminating cell phenotypes in the future. 
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Chapter 1 – Research Motivation and Contributions 

“Where the telescope ends, the microscope begins.  Which of the two has the grander view?” 
 - Victor Hugo 

 

There is a great demand for developing portable diagnostic systems that can analyze 

biological cells [1], [2].  It is important to understand the nature of cells because they 

contain the necessities for life: water, nutrients, minerals, proteins, enzymes, fats and 

carbohydrates.  Human cells are subject to ever-changing environments due to 

fluctuations in diet and oxygen intake among other factors.   

Extreme and/or prolonged fluctuations in cellular environment can lead to diseases.  

For instance, when excess low-density lipoprotein (LDL) cholesterol circulates in the 

blood, it can slowly accumulate on the inner arterial walls and eventually form hard 

plaques that narrow the artery.  If the plaque grows larger and eventually clots the 

narrowed artery, a heart attack or stroke can result.  Smoking encourages the onset of 

chronic lower respiratory diseases (and lung cancer) by trapping carcinogens from 

cigarettes in the lungs, and damaging the alveoli (lung air sacs) that are responsible for 

absorbing oxygen and releasing carbon dioxide.  Diabetes results from abnormally high 

blood sugar levels, while cancer readily occurs in oxygen-deprived cells.   

For survival, human cells must be immersed in an extracellular fluid (ECF) that is 

isotonic to their cytoplasm.  Isotonic refers to a solution wherein the cell neither gains 

nor loses water through osmosis.  Unlike plant cells and fungi (e.g., yeast), human cells 

are not mechanically supported by a rigid cell wall.  Only a thin, semipermeable lipid 

bilayer membrane (~ 10 nm) separates the cytoplasm from its ECF.  In addition, there 
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are a large number of organic molecules dissolved in the cytosol that are not present in 

the ECF.  If this situation is left unchecked, the resulting influx of water would cause the 

cell to expand and eventually burst.  Fortunately, this tragic osmotic imbalance is 

avoided by pumping sodium ions out of the cell with the Na+/K+ ATP-ase, an enzyme 

located in the plasma membrane that is responsible for maintaining the resting 

membrane potential and regulating cell volume. 

To improve our quality of life and extend our life expectancy, it is important to strive 

toward properly diagnosing problems related to cells.  According to Statistics Canada, 

the Canadian life expectancy at birth has increased steadily from approximately 60 

(from 1920-1922) to 80.4 (in 2005) [3].  Statistics Canada analyst Brigitte Chavez 

mentions that “improved access to health care, advances in medicine, better diets, and 

access to clean water all play a role” in this steady increase.   

The dream for single cell diagnostics is a lab-on-a-chip device that provides a rapid 

diagnosis of a patient based on a blood or tissue sample.  Ideally, this diagnosis would 

predict the early onset of diseases for early intervention.  For some conditions, this 

dream is already becoming a reality.  Currently, diabetes patients can monitor their 

blood-glucose levels from a single drop of blood using chemical testing strips [4], and 

non-invasive procedures that use near-infrared light scattering can monitor oxygen 

levels in the blood [5].   

Cancer is such a dangerous disease because it progresses from the uncontrollable 

division of only a few cells.  As such, experiments that acquire an averaged bulk 

property from a large heterogeneous cell population will provide misleading 
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information when a low percentage of cancer cells is included.  In addition, when bulk 

measurements are repeated on the same population, they do not provide the correct 

distribution of a response, which is needed to develop mathematical descriptions of 

cellular behaviour [6].  Consequently, optical and electrical single-cell analysis 

approaches are actively being pursued.  A new electrical approach to single-cell analysis 

is the subject of this thesis. 

1.1 Optical Methods for Single Cell Analysis 

In microfluidic systems, optical tweezers have been successfully used to determine the 

progression of cancer in breast cells.  In particular, Lincoln et al. found that metastatic 

breast cells can be mechanically stretched up to five times more than their healthy 

counterparts [7].  In such experiments, single cells are trapped between two counter-

propagating laser beams via their mutual optical field.  Once the cells are trapped, they 

can be stretched along the optical axis by varying the intensities of the lasers.  Finally, 

the resulting deformation is measured via optical imaging.   

However, optical manipulation techniques often have great difficulty in coupling a 

sufficient amount of light (avoiding stray light) to maintain high signal-to-noise ratios 

and high sensitivity.  Optical components such as lasers, lenses, and photodetectors are 

expensive, difficult to align and precisely mount, and require a considerable amount of 

manual work, often done under optical microscopes [8].  Due to the difficulties in 

integrating these systems, most highly integrated MEMS systems such as 

accelerometers and gyros now almost exclusively make use of capacitive sensors [9].   
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1.2 Electrical Methods for Single Cell Analysis 

Detecting the presence of single cells near microelectrodes and apertures through 

changes in electrical impedance has successfully formed the basis of cell counters for 

several decades [10].  Recently, this technology has been adapted to microfluidic 

systems and counting rates for polystyrene particles as high as 5000/s have been 

achieved [11].  Single cell impedance measurements have also emerged as a useful 

technique for detecting changes in cells and for detecting disease states in cells [12].   

Sohn et al. have developed a capacitance based cytometer in which cells were detected 

with a fF capacitance resolution [13].   

An all-electrical approach offers the possibility of rapid analysis and the possibility of 

very high degrees of integration.  Romani and co-workers [14] have successfully 

designed circuits based on CMOS technology for manipulating and capacitively 

detecting cells in separate stages with a 30 aF capacitance resolution.  The interfacial 

capacitance associated with electrical double layers at electrode surfaces often masks 

the bulk capacitance of solutions at low frequencies.  To help overcome this, one group 

has successfully measured bacterial growth through changes in the bulk capacitance at 

low frequencies (below 1 MHz) by confining samples within long narrow geometries, 

which enhance the bulk resistance and hence the sensitivity to bulk capacitance [15].  

Furthermore, capacitance-based sensing systems integrated into gyroscopes have 

achieved 12 zF resolution [9].  If sensors of this sensitivity were combined with 

microfluidic systems for transporting cells, highly integrated diagnostic systems would 

be possible.  
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At present, the dielectric properties of cells are obtained either from measurements of 

the bulk properties of a large cell population in suspension, or through parametric 

fitting of the electrorotation spectra from single cells.  Electrorotation occurs when 

there is a physical displacement between the applied electric field and the induced 

dipole due to the dipole taking a finite and significant time to respond to the electric 

field (due to the limit of the relaxation time on dipole formation) [8]. 

Cell parameters such as cytoplasm permittivity and conductivity, and membrane 

capacitance have been determined by fitting electrorotation spectra based on shell 

models [16].  However, even in advanced systems, obtaining dielectric properties of 

cells via electrorotation is a relatively slow process, requiring several minutes per 

particle [17].  In addition, one must rely on optical imaging, which has limited spatial 

resolution along with additional requirements for video acquisition and processing.  

However, electrorotation has yielded detailed dielectric properties for many types of 

cells, treated cells and cell phenotypes. 

1.3 Advantages of Using High Frequencies 
 

One of the problems associated with using electric fields for probing biological 

structures involves the often inherent complexity of the response and sensitivity of 

biological systems to an electrical stimulus.  Biological cells have very thin insulating 

membranes (~ 10 nm) that surround their cytoplasm, nucleus, and other subcellular 

components.  Therefore, for transmembrane potentials exceeding 1-2 V, these cells are 

subject to electroporation, in which strong transmembrane electric fields (exceeding 

109 V/m) create nanometer sized pores in the membranes, which can cause cell lysing 
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(death) [18].  However, if the corresponding frequency is high enough (faster than the 

inverse relaxation time of the cell membrane), the membrane will not have time to 

charge up to the electroporation potential and the electric field will pass through the 

membrane to affect the internal cellular structure.  For example, the recent usage of 

short electrical pulses for killing cancer cells in mice has become a subject of great 

interest [19]. 

In this work, high frequencies (GHz) are used for capacitance detection to avoid 

interference and variability due to effects such as electrical double layers, ionic 

conduction and other forms of dielectric variation in materials with frequency, which 

are dominant at frequencies below 200 MHz [20].  The use of high frequencies also 

opens the door for lower frequencies (kHz-MHz) to be used for other purposes such as 

simultaneous electromanipulation of biological materials. 

Electrical manipulation is possible because the dielectric properties of cells and their 

surrounding fluid are different [21].  For many biomedical applications, this dielectric 

difference in combination with non-uniform electric fields can be used to translate cells 

(dielectrophoresis), or with uniform time-varying fields to rotate cells (electrorotation) 

[22].  Recently, dielectrophoretic forces have been enhanced with improved control 

using multi-insulating blocks for manipulating polystyrene microspheres [23].  

Parikesit and co-workers recently used insulating structures to enhance 

dielectrophoretic signals for size-dependent sorting of continuously-flowing DNA 

molecules [24].  In addition, electric fields can alter the shape of cells through 

electrostatic pressure [25].   
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1.4 Scientific Contributions 

This thesis describes the operation of an electronic system that simultaneously detects 

and actuates biological cells flowing in a microfluidic channel (Figure 1-1).  In this 

system, cells are detected via changes in capacitance between coplanar electrodes 

arranged as an interdigitated pair.  Since coplanar electrodes generate non-uniform 

electric fields (fringing fields), cell actuation can be done using dielectrophoresis (DEP), 

which arises from the dipole contribution to the electric force that polarizes neutral 

particles and moves them along the gradient of the electric field intensity.   

 

Figure 1-1: Side view of a suspended cell flowing left-to-right in a parabolic fluid flow.  
Coplanar electrodes generate non-uniform fields that dielectrophoretically-
actuate and capacitively detect the cell during its flow over the electrodes.  
Other forces such as drag, gravity, and lift also influence the cell trajectory 
(detailed in §2.5). 

 

Two all-electrical experimental approaches were developed to detect the capacitance 

changes induced by dielectrophoretically actuated biological cells flowing one-by-one in 

a microfluidic channel.  In contrast with other electrical approaches, electrical detection 

in this work occurs at high frequencies (GHz), which advantageously avoids 

interference and variability due to effects such as electrical double layers, ionic 

conduction and other forms of dielectric variation in materials with frequency, which 

are dominant at frequencies below 200 MHz [20].  

DRAG FLOW 

DEP DEP 

GRAVITY 

LIFT 

LIFT 
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High frequency detection also enhances the capacitance sensitivity.  This idea has 

previously been exploited using transmission line resonators, which have been used in 

the development of scanning capacitance microscopy in which an unprecedented 

zeptofarad (10-21 F) capacitance resolution was achieved [26].  In this thesis, 

transmission line resonators with high resonance frequencies (1.5 GHz) are used to 

achieve an RMS capacitance resolution of 0.15 aF (53 Hz BW).  With this resolution, we 

will demonstrate that subtle variations in the cell position can be detected.  Under ideal 

conditions, positional changes of less than 0.1 m can be detected (see §2.3).   

Both the electrical and mechanical properties of a biological cell provide insight into its 

physiological state.  Therefore, this author has proposed an all-electrical approach to 

deformability cytometry where single cells are dielectrophoretically actuated toward a 

channel wall.  In a flow configuration, the trajectories of free-flowing and DEP-actuated 

cells are observed using capacitance signatures.  When repulsive DEP forces are strong 

enough to press single cells beyond their initial contact with a channel wall, the 

resulting capacitance signatures include the mechanical effects involved.     

For verification, the DEP-induced cell trajectories are modelled by solving the equation 

of motion, which accounts for DEP, viscous drag, buoyancy, gravity, and a 

hydrodynamic lift force.  Estimates for the mechanical deformation of cells are provided 

based on calculated DEP forces and direct measurements of the stretching of cells from 

video files.  Comparing the simulations with experimental observations demonstrates 

that the modelling framework developed in this thesis is capable of predicting the 

behaviour of particles subject to dielectrophoretic fields with flowing fluids in 



9 

 

microfluidic channels and the capacitance signals from the particles as they flow past 

the sensing electrodes.  Experiments were conducted on many cell types including 

yeast, Chinese Hamster Ovary cells, mouse fibroblasts, human blood cells, and human 

breast cells along with their tumorogenic phenotypes.   

To facilitate the analysis of thousands of data files, a MATLAB program was written and 

compiled.  This program includes an algorithm that subtracts the background signal 

variations induced by temperature fluctuations, and incorporates routines for 

identifying and analyzing cell crossing events.   

To summarize, this author’s contributions are as follows: 

 Primary researcher on the frequency modulation based system 

o All experiments, preliminary modelling 

o First demonstration of simultaneous electrical detection of the 

dielectrophoretic actuation of single cells 

 Developed interferometer-based system in group effort (w/ S.F. Romanuik, M. 

Nikolic-Jaric, S. Rzeszowski, T. Cabel, E. Salimi, and D. Card).  My contributions 

were: 

o Constructed theoretical framework for calculating cell trajectories 

considering the forces involved, which reliably predicts trajectories of 

moderately repelled cells, as well as rigid spheres experiencing strong 

DEP repulsion, which interact minimally with the wall.  

o Formulated calibration scheme to determine the particle/cell elevation 
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o First researcher within group to work with mammalian cells, and 

demonstrated detection in standard high conductivity media such as 

phosphate buffered saline, D-MEM, etc. 

 Proposed all-electrical approach to deformability cytometry 

o Used polystyrene sphere as a model rigid particle.  Performed 

experiments and constructed simulations of the strong DEP repulsion of 

this particle into a channel wall and found good agreement. 

o Investigated the application of this approach to a number of cell systems 

including Chinese Hamster Ovary cells, human blood cells, human breast 

cells, and mouse fibroblasts (and their tumorogenic phenotypes). 

o Demonstrated ability to differentiate between cell types. 

o Carefully investigated several force mechanisms and concluded that DEP 

was the dominant force for cell actuation. 

 Compiled MATLAB GUI to analyze the data collected from thousands of files 

o S.F. Romanuik wrote program in LabVIEW to collect real-time data. 

o T. Cabel followed with a MATLAB program, which collects real-time data 

and analyzes capacitance responses. 

1.5 Thesis Outline 
 

There are 5 chapters in this thesis.  In Chapter 2, we describe the polarization 

mechanisms involved in electrically actuating and detecting dielectric materials such as 

biological cells.  Next, we compute the capacitance changes induced by free-flowing and 

dielectrophoretically actuated cells.  Since dielectrophoresis is exploited in this work to 
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actuate flowing cells, it is introduced and evaluated versus frequency for a number of 

cell types.  Chapter 3 describes two all-electrical experimental approaches for 

simultaneously actuating and detecting biological cells.  Chapter 4 describes a possible 

application – all-electronic deformability cytometry – where strong dielectrophoretic 

signals are used to repel flowing cells temporarily into contact with the channel ceiling.  

A number of cell systems are investigated and the possible mechanisms involved in the 

cell-to-wall interaction are explored.  Finally, Chapter 5 presents the highlights of this 

thesis, and outlines some directions for future research.  Throughout this thesis, the 

symbol § denotes thesis sections (§3.2.1 means “section 3.2.1”).     
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Chapter 2 – Modelling the Dielectrophoretic Actuation and Capacitive 

Detection of Biological Cells Flowing Past Coplanar Electrodes in 

Microfluidic Channels  

 “Someone told me that each equation I included in the book would halve the sales.” 
 - Stephen Hawking 

 

Dielectric properties govern both the electrical actuation and detection of biological 

cells in their fluid medium.  This is because dielectric materials have a finite ability to 

displace their electrical charges in the presence of an electric field.  Depending on the 

atomic geometry and frequency of the applied field, electrical charges are displaced 

using one of many mechanisms.  For instance, applied electric fields will stretch non-

polar molecules, rotate polar molecules (H2O), separate oppositely charged ions, and 

deflect positively charged nuclei from their respective electron clouds in dielectric 

materials.  In addition, the movement of free charges, or conduction current, leads to 

charge separation at the interfaces in heterogeneous materials.  These processes 

collectively alter the dipole moment (charge multiplied by vector separation) between 

opposing charges, yielding a net dipole moment per unit volume or polarization [27].  

Consequently, this chapter starts by describing the polarization of biological cells and 

their fluid environments in terms of the mechanisms involved.   

In this research, low- and high-frequency electric fields generated by a pair of coplanar 

interdigitated electrodes actuate and detect cells flowing through a microfluidic 

channel.  When single cells flowing in suspension interact with the high frequency 

(GHz) electric field, they induce capacitance changes, which we calculate using an 
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analytical expression and with finite element analysis.  The latter involves drawing the 

channel and electrode geometries in 3-D using tetrahedral elements (or triangular 

elements in 2-D), and solving Laplace’s equation for the electric fields (and 

subsequently the capacitances) in the channel.  To calculate the induced capacitance 

change, we must first calculate the permittivity of a heterogeneous cell, which 

essentially contains many layered shells that have varying dielectric properties.  This 

heterogeneity is handled using a multi-shelled sphere model.  In 2-D and 3-D, our 

analytical expression provides reasonable agreement with the energy density approach, 

and matches well with experimental traces.     

Finally, the well-established electrical phenomenon known as dielectrophoresis (DEP) 

is introduced as a way to continuously actuate single cells as they flow in suspension 

over the coplanar electrodes using low-frequency (< 3 MHz) electric fields.  Using the 

example of yeast, we explore the frequency dependence of the dielectrophoretic force, 

which either actuates cells toward or away from where the largest electric fields exist – 

i.e., the electrode edges.  In this research, we use the same electrodes for DEP actuation 

and capacitive detection.  Therefore, this chapter concludes with a procedure for 

calculating the DEP-induced cell trajectories, which are influenced by DEP, gravity, 

buoyancy, viscous drag, and the lift forces from channel walls.  Physiological differences 

in cells are predicted to produce observable dielectrophoretic force variations.   

2.1 Dielectric Properties of Aqueous Solutions 

Biological cells flowing past coplanar electrodes locally displace the fluid medium to 

induce capacitance changes and become subject to dielectrophoretic forces.  To model 
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the dielectric behaviour of the system, we start by examining the dielectric behaviour of 

the background medium.  In 1913, Peter Debye [28], [29] introduced a formulation 

describing the dielectric relaxation response of an ideal, non-interacting population of 

dipoles to an alternating external electric field: 

  

 

         
     
     

 (2-1) 

where       is the frequency-dependent complex permittivity,    is the relative 

permittivity at low frequencies (static region),    is the relative permittivity at high 

frequencies (optical permittivity),   is the angular frequency (    ),   is frequency,    

is the characteristic relaxation time, and      .   

The bimodal relaxation time distribution involving two such Debye processes is the 

most appropriate description of the dielectric properties of water in the frequency 

range                [30]:   

       
     

      
 

     
      

    (2-2) 

where    is the intermediate relative permittivity, which represents the transition 

between the two relaxation processes.  Polarization mechanisms with relaxation times, 

   and   , fully manifest at the respective permittivities,    and   , which occur at 

frequencies less than the characteristic frequencies    and   , where          .  In 

water, the first relaxation time,   , characterizes the rotational relaxation within a 

hydrogen bonded cluster, and reduces considerably with increasing temperature as 

hydrogen bonds are weakened and broken.   
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The rotational relaxation of a molecule with a permanent dipole moment can be 

modelled by considering the dipoles to be spheres whose rotation in response to the 

field is opposed by frictional interaction with the surrounding viscous medium.  

Assuming the dipole is a rigid sphere of radius  , turning in a fluid of macroscopic 

viscosity  , the relaxation time is           , where k is Boltzmann’s constant and T 

is absolute temperature.  For a molecule of 0.14 nm radius (i.e., half the distance 

between adjacent oxygen molecules in bulk water) turning in water having a viscosity 

of 10-3 kg m-1s-1 at 293 K, the relaxation time is 8.5 ps, which is remarkably close to the 

experimentally determined value of 9.3 ps [31].   

The second relaxation time,   , which is shorter (1.2 ps) and less temperature 

dependent, is determined primarily by translational vibrations within the hydrogen 

bonded cluster.  At frequencies exceeding the highest critical frequency,   , both 

polarization mechanisms are not fast enough to respond to the electric field, yielding 

the optical permittivity,       (  = refractive index).   

For each Debye process, the maximum dielectric loss occurs at the characteristic 

frequency where the permittivity is the average value between the lower and upper 

limits.  The permittivity and dielectric loss relate to the stored energy and dissipation of 

energy in the medium, respectively, and are simply the real and imaginary components 

of Equation 2-2: 
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By fitting this bimodal distribution to experimental data at 298.15 K (25C), Buchner 

determined the low-, intermediate-, and high-frequency permittivities of water to be 

78.32, 6.32, and 4.57, respectively, and the relaxation times (   and   ) to be 9.6 ps and 

1.2 ps, respectively [30].  Using this information, we can plot the real and imaginary 

components of the complex permittivity of water (Figure 2-1).  At 16.7 GHz, the real 

permittivity drops to a value roughly midway between the low- and high-frequency 

permittivities, and the dielectric loss reaches a maximum value of 36.2.  At 1.6 GHz, our 

frequency of interest, the real permittivity drops from the low-frequency limit (78.32) 

to 77.67 and the dielectric loss is about 6.84.   

 

Figure 2-1: Permittivity and dielectric loss of water at 25C mainly due to dielectric 
(rotational) relaxation and more subtly due to translational vibrations.  At 
16.7 GHz, the permittivity transitions from a low frequency value of 78.32 to 
a minimum value of 4.57, and the loss factor reaches a maximum value of 
36.2.   
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The dielectric loss occurring from orientation polarization arises from friction, which 

occurs as polar molecules endure frictional forces while rotating through a viscous 

environment, and dissipate the energy as heat.  Note that the experimentally 

determined (       , [30]) and theoretical optical permittivity of water (      

           ) vary because experimental data was not collected beyond the THz (1012 

Hz) frequency range, where additional polarization mechanisms such as atomic and 

electronic polarization occur (                                    ). 

Another loss mechanism known as ohmic loss arises in fluids because dissolved 

substances have a finite ability at a given temperature to dissociate into free positive 

and negative ions, which become displaced relative to one another.  Substances that 

dissociate into free ions when dissolved in water are called electrolytes.  Strong 

electrolytes such as NaCl completely dissociate into Na+ and Cl- ions, whereas water 

itself is a weak electrolyte dissociating to a much lesser extent into H+ and OH- ions in 

bulk water.   

The concentration of dissolved ions is proportional to the conductivity, which can vary 

widely from deionized water (          ) to highly concentrated salt water (sea 

water;          ).  The conductivity,  , is a measure of how readily electrical current 

passes through a material, and can be calculated using the following expression, 

           , where    and    are the molar conductivity [          and molar 

concentration [       of the ith ion species.  The ohmic loss contribution is determined 

by adding the effect of conductivity to Equation 2-1: 
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Another mechanism known as ionic polarization arises from the build-up of charges at 

electrode surfaces and cell membranes which is addressed in §2.2.   

When investigating the properties of non-living particles such as polystyrene beads, 

deionized water is an appropriate suspension medium.  Biological cells, however, 

require a medium that maintains its pH and ionic concentration within a narrow range 

in order to live and function.  Such a medium is called a buffer system, which is a set of 

chemicals, often a weak acid or base and its salt, that keep the pH of a solution stable by 

donating and accepting ions that affect pH [32].  For example, our blood is strictly 

maintained at a pH ranging from 7.3-7.5.  Common cell buffers used in experiments 

described in this thesis include phosphate buffered saline (PBS), Dulbecco's Modified 

Eagle Medium (D-MEM), Alpha Minimum Essential Medium (-MEM), and RPMI-1640 

(developed at Roswell Park Memorial Institute).   

In these cell buffers, the presence of NaCl is the main contributor to their conductivity, 

and it also shifts their low-frequency permittivity.  At NaCl molar concentrations 

exceeding 0.2      , the low-frequency permittivity of salt water decreases linearly 

with increasing salinity according to: 

                          (2-6) 

where        is the low-frequency permittivity of pure water,   is the molar 

concentration of NaCl in      , and                   represents a mean rate of 

change based on   values collected by several authors (see [33] and references cited 
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therein).  Data from Nörtemann et al. [33] and van Beek [34] suggest that a steeper 

slope occurs below 0.2      , leading to the possibility of a permittivity higher than 

pure water at certain concentrations (                        at 0.051      ), which 

is assumed to result from “ion atmosphere polarization” effects, but this has not been 

confirmed.  Consequently, for simplicity, we will assume a constant slope of -0.17, even 

for concentrations below 0.2      .   

Therefore, our final expression for the complex permittivity is [35]:    

          
              

      
 

     
      

  
 

   
  (2-7) 

The real and imaginary components of this expression give the permittivity (     ) and 

the dielectric loss (     ).  

The salt concentration in PBS is approximately 0.137      .  Assuming the remaining 

molecules in PBS, which are present in much lower concentrations, contribute 

relatively negligibly to the permittivity, the low frequency permittivity drops to 97.5% 

of the pure water value at 0.137       (Figure 2-2).  The dielectric properties of pure 

water, and the more conductive (         ) PBS are shown in Figure 2-3.  Zooming 

in near the frequency of interest (Figure 2-4), we see that the ionic loss dominates at 

medium conductivities above      .  We also note that at 1.6 GHz, we operate near the 

local minimum in dielectric/ionic loss.  The theoretical permittivity curves shown here 

compare favourably with measured complex permittivities of PBS and DMEM (page 207 

in [36]).  
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Figure 2-2: The low frequency (static) permittivity ratio between salt water and pure 
water vs. salt concentration.   

  

 

Figure 2-3: Dielectric properties of water and PBS.  At low frequencies, adding the 
strong electrolyte, NaCl, lowers the PBS permittivity and increases the 
conductivity compared with pure water.  At 1.6 GHz, the PBS conductivity is 
2.19 S/m compared with 0.60 S/m for pure water.  The corresponding 
dielectric losses are 24.8 and 6.8, respectively. 
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Figure 2-4: Dielectric loss for water at 25C, with the addition of ionic loss.  The ionic 
loss is the dominant loss source at medium conductivities above 1.0 S/m.  At 
1.6 GHz (109.2 Hz), the loss factor in phosphate buffered saline (  

       ) is much greater than that of water:            
                

      

             .  N.B.: In the interferometric system described in chapter 
3, adding PBS decreases S21 by 6 dB compared with that of water, which 
lowers the Q-factor along with the phase sensitivity.  

 

2.2 Dielectric Properties of Biological Cells 

The dielectric properties of healthy eukaryotic cells vary widely throughout their 

volume.  Relative to typical cell buffers (e.g., PBS), the inner cytoplasm is comparably 

conductive (e.g., ~0.2 S/m for yeast [37]) and generally made from water combined 

with a mixture of salts (K+, Na+) that provides typical relative permittivities of 50-80 

[38].  Healthy cells have active systems that maintain their permittivities within a 

narrow range.   

Conversely, the surrounding phospholipid bilayer membrane is extremely thin (10 nm) 

and insulating (10-7 S/m) with a permittivity less than 10.  In general, these membrane 

parameters depend on the osmotic pressure exerted by the suspending solution.  This 
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osmotic pressure is proportional to the osmolality, which is the number of osmoles of 

solute in a kilogram of solvent, where an osmole is one mole of any non-dissociable 

substance (containing 6.02 x 1023 particles).  The normal osmolality of body fluids is 

280-300 milli-osmoles per kilogram (mOs/kg) [39].  These fluids are isotonic, which 

means that the osmole concentrations in the cytoplasm and the suspending solution are 

equal.  Suspending solutions with lower and higher osmolality values than 280-300 

mOs/kg are hypotonic and hypertonic, respectively.  Through osmosis, hypotonic 

solutions force water into cells, and hypertonic solutions force water out of cells.   

Furthermore, this osmotic pressure causes cell contraction or expansion, which is 

partially controlled by membrane foldings, which provide an excess membrane area 

that can allow cell deformation without area expansion [40].  Gascoyne et al. found that 

membrane folding was the primary reason for significant variations in specific 

membrane capacitance and specific membrane conductance (see §2.4.1) between cancer 

cells and blood cells [41].  In general, membrane folding includes the additional 

complexities offered by any morphological feature that increases cell surface area, 

which includes “villi, microvilli, blebs still attached to the cell body, folds, ridges, and 

ruffles” [41].   

2.2.1 Polarization mechanisms 

 

Three main polarization mechanisms govern the overall electrical behaviour of cells:  

1) interfacial polarization, 2) dipolar relaxation (described above) and 3) counter-ion 

polarization effects [42].   
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Interfacial polarization, otherwise known as the Maxwell-Wagner effect, describes the 

charging of an interface that depends on its boundary conditions on the fields between 

phases.  Dipolar relaxation concerns the equilibrium orientation of an ensemble of 

independent dipoles that results from a competition between the torque exerted by an 

external field and random thermal agitation.  Counter-ion polarization effects arise from 

ionic diffusion in the electrical double layers adjacent to charged surfaces.  In biological 

systems, counter-ion polarization effects dominate at audio frequencies, Maxwell-

Wagner effects dominate in the MHz range, and dipolar relaxation occurs in the GHz 

range. 

Figure 2-5 shows how a uniform electric field interacts with a membrane-bound cell 

that is immersed in a relatively low conductivity medium (~ 1 mS/m).  At low 

frequencies, the electrical currents are carried largely by ionic currents and the field is 

excluded from the cell because the cell membrane is a very poor conductor.  At mid-

frequencies, the membrane capacitance (which has a very large area-specific value 

because the membrane is very thin) has a relatively low impedance and the field 

penetrates the cell.  Since the cytoplasm is a good electrical conductor (as the ion 

concentrations in the cytoplasm are relatively large), the field gradients in the 

cytoplasm are very small.  The electric currents are then a mixture of ionic currents and 

displacement currents.  At high frequencies, the currents are largely due to 

displacement currents and the impedance is determined by the dielectric constants of 

the cytoplasm and the surrounding solution. 
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Figure 2-5: Membrane-bound cell subject to a uniform electric field at low, 
intermediate, and high frequencies in a low conductivity medium 
(cell>medium). Reproduced with kind permission from Springer Science and 
Business Media: Ref. [43].    
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2.3 Capacitance Change Induced by Single Cells 

The dielectric properties of single cells govern the induced capacitance changes as the 

cells flow over interdigitated electrodes.  In this work, capacitance changes are 

calculated using the time-harmonic quasi-static electromagnetics module in the finite 

element analysis program, COMSOL Multiphysics®.  The electromagnetics module is 

first used to calculate electric fields in a 3-D microfluidic channel.  Electric fields 

(     , V = position-dependent voltage) in this module have a general dependence 

on frequency, permittivity, and conductivity through the complex Laplace equation: 

                    (2-8) 

The model geometry consists of a 3-D microfluidic channel, a spherical cell, and 

coplanar rectangular electrodes that are modelled as perfect conductors (Figure 2-6).  

Given that the conductivities of the electrode materials (platinum or gold) are much 

larger than those of the dielectric materials within the channel (            ), this 

is a valid approximation.  Isotropic etching of the microfluidic channel gives it a 

flattened semi-circular cross section.   

Once the geometry is drawn, we establish the boundary conditions and subdomain 

properties.  Electrode 2 is given a voltage, V0, and electrodes 1 and 3 are ground.  The 

remaining boundaries of the microfluidic channel are electrically insulated while the 

boundary separating the cell from its external fluid environment is given a continuous 

boundary condition, in which the current densities are equal at the boundary.  

Specifying the subdomain properties involves noting the permittivities and 
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conductivities of the corresponding media.  For example, deionized water has a relative 

permittivity of 78 (@ 25C) and a conductivity of         .   

 
 

 

Figure 2-6: Geometry of simulated microfluidic channel.  The blue arrow is fluid flow 
direction.  Red contours are electric field lines.  Three coplanar electrodes 
on the floor extend across the width.  Electrode 2 is given a potential while 
electrodes 1 and 3 are grounded.  The remaining boundaries are electrically 
insulating.  The electrode widths and spacings are 25 m each.  The channel 
height, width, and length are 40, 120, and 500 m, respectively.  The 
experimental channel shown is described thoroughly in §3.2.   

1 
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Although biological cells contain many different dielectric components, they can often 

be successfully modelled using a simplified shell approach.  Modelling the permittivity 

of a biological cell using shelled-spheres has been previously described by Jones [44].  

As illustrated in Figure 2-7, the procedure involves calculating the effective permittivity 

of the innermost sphere (  ) in combination with its nearest outer layer (  ).  The 

permittivity and conductivity of the surrounding medium are    and   , respectively.  

The effective (complex) permittivity for the single-shelled sphere (with ohmic loss) 

described here is: 

    
      

     
       

        
 

    
       

        
 

  (2-9) 

where the prime (‘) represents an effective quantity,     is the complex permittivity of 

the kth medium, and                 (        outer radius;         inner radius).  

This equation may be used repeatedly (directed from the innermost sphere to 

outermost layer) to obtain an effective permittivity value for a spherical particle with 

any number of layers.  In general, we add one Maxwell-Wagner relaxation process for 

each interface.  Maxwell-Wagner polarization is governed by the rate of charge 

accumulation, and consequently charge separation, at the interface between electrically 

distinct cellular domains [42].  The accumulation rate depends on the permittivities and 

conductivities of the neighbouring domains.    

Once the effective complex permittivity is found, the corresponding scalar values of the 

effective permittivity and conductivity are 

   
        

   and   
          

    (2-10) 
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These values are generally dependent on frequency and exhibit Maxwell-Wagner 

polarization.   

 

Figure 2-7: Determining the effective permittivity of a single-shelled sphere. 

 

By modelling the biological cell in this way, we can insert one sphere into the model 

geometry instead of a multi-shelled sphere.  This overcomes the practical problems 

related to the size difference between the cell (   μ ) and its surrounding membrane 

(     ).  Specifically, the required resolution of finite elements within the membrane is 

much smaller than that required in the cell.  When the resolutions are customized 

(larger in the cell, smaller in the membrane), the program has difficulty establishing 

finite elements along the interface, which often leads to inaccurate or diverging 

solutions.  Therefore, we have chosen to use an effective shell model.   

Once the geometry, subdomain properties, and boundary conditions are given, the 

geometry is meshed and the aforementioned complex Laplace equation is solved to 

determine the electric potential everywhere in the channel.  Since the electric field 
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equals the negative gradient of the electric potential (     ), the electric fields are 

also solved everywhere.   

The corresponding capacitance between the coplanar electrodes in the channel is given 

by          
  , where the stored energy,   , is found by integrating the time-

averaged energy density over the channel volume.  Therefore, the capacitance 

change,   , associated with a cell passing by the electrode array is determined by 

calculating the capacitance of the channel with and without the cell (requires 2 

simulations), and taking the resulting difference in capacitance.  To obtain accurate 

capacitance calculations, the finite elements must be highly concentrated and uniform 

throughout the channel.  However, a high concentration of mesh elements does not 

significantly (e.g., an improvement from 50000 to 100000 elements would yield less 

than a 1 aF variation) improve the calculation of the capacitance difference.   

2.3.1 Analytical expression for capacitance change 

 

The capacitance change induced by a single cell can also be found analytically using the 

following expression [45]: 

                         
 

    
   (2-11) 

where    is the medium permittivity,   is the cell radius, and the root-mean-squared 

(RMS) amplitudes of the external electric field and applied voltage are          and     , 

respectively.  This is a convenient formulation for the capacitance change as the 

external fields are easily calculated while the induced cell polarization is encompassed 

in the Clausius-Mossotti factor,    , which, for a sphere, is given by: 
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 (2-12) 

where     
and     are the complex permittivities of the particle and external medium, 

each having the general form            .  At high frequencies (GHz), the Clausius-

Mossotti expression reduces to a ratio of real permittivities: 

        
     

      
 (2-13) 

Using a very simple parallel-plate geometry, we can confirm the validity of this 

equation.  Again, using COMSOL Multiphysics, we simulate a 3-D rectangular channel 

with nominal dimensions 50 m x 1 m x 1 m  (     ) with a cell of radius 0.25 m 

directly between the electrodes (Figure 2-8).  The top electrode is 1 V, and the bottom 

electrode is ground.  The 1 m inter-electrode distance makes         
 

    
    , and 

our equation simplifies to             .   

 

 

 

 

 

 

Figure 2-8: Side view of scaled model of rectangular parallel plate channel (50 m x 1 m 
x 1 m), which is used to verify equation 2-11.  Scaling is done here just to 
simplify the RMS field to voltage ratio to 1. 
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To compare the energy density approach with Equation 2-11, we vary the cell 

permittivity while fixing the fluid permittivity, and vice versa (Figure 2-9).  With a very 

modest degree of meshing (only ~15000 elements in 3-D simulation), and for practical 

permittivities, we obtain less than 2% relative error between the two methods.  This 

gives us very good confidence that our formula is correctly derived. 

In the next section, we will investigate the effectiveness of the analytical expression in 

determining the capacitance changes of polystyrene spheres flowing at constant 

elevations over our coplanar electrode geometry, which generates non-uniform fields.   
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Figure 2-9: Top:  Cell permittivity is fixed at 50, while the medium permittivity varies 
from 10-70.  Bottom:  The medium permittivity is fixed at 80, and the cell 
permittivity varies from 10-70.  Through these permittivity ranges, the 
relative error between the COMSOL calculations (line) and the analytical 
solution (x) is less than 2%.   
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2.3.2 Capacitance signatures for particles travelling at a fixed altitude  

 

Figure 2-10 illustrates the capacitance changes induced by uniform 5.7 m diameter 

polystyrene spheres as they pass over the electrodes (Figure 2-6) at constant elevations 

(5, 6, 7, 8, 9, 10, 12, 14, 16, 18, 20 m).  Elevation is defined as the distance from the 

center of the particle to the bottom surface of the microfluidic channel.  As the elevation 

decreases from 20 to 5 m, an increase in the magnitude of capacitance change is 

accompanied by the gradual emergence of double valleys corresponding to the strong 

electric fields at the electrode edges.  For elevations at or higher than mid-channel (20 

m), the largest capacitance changes occur between the electrodes, where the electrode 

edge effects are not discernible.  With this information, the capacitance change profile 

can be used to calibrate the particle elevation. 

 
 
 

Figure 2-10: Simulated capacitance signatures from free-flowing polystyrene spheres 
(red) accompanied by 5 experimental traces (blue).  Elevation varies from 5 
to 20 m.  The lack of agreement between the outermost side-peak results 
likely reflects the error inherent in using a point-particle approximation, as 
well as the possibility of elevated edges due to subtle errors in fabrication.  
Three bars representing 25 m electrode widths are displayed on the 
horizontal axis.  

h = 5 m 

h = 20 m 
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In Figures 2-11, and 2-12, the capacitance changes for a 5.7 m particle diameter 

travelling at uniform elevations are calculated for the geometry of Figure 2-6.  In both 

cases, we compare the energy density approach with our analytical expression 

(Equation 2-11) in 2-D and 3-D geometries.  The 2-D geometry is simply a 2-D slice 

through the center of Figure 2-6.  In Figure 2-11, we compare the capacitance change 

induced by a 5.7 m sphere at 5, 10, and 20 m elevations.   

As expected, the best agreement occurs furthest away from the electrodes, where the 

fields are most uniform.  At low altitudes, the presence of peaks associated with the 

edge of the electrodes can be observed.  At higher altitudes (       ), only the peaks 

associated with the maximum field in the electrode gaps are observed.  Figure 2-12 

considers what happens when the particle elevation remains fixed (       ), but the 

particle radius increases.  Again, Equation 2-11 deviates for larger particles as they see 

more field non-uniformities.   

If forces act on the particle as it passes over the electrodes, the particle will move 

toward or away from the electrodes.  This movement can be detected by measuring the 

change in amplitude between two adjacent peaks as the particle passes over.  If the 

force is attractive, the second peak will be larger.  If the force is repulsive, the second 

peak will be smaller.   

When particles flow near the electrodes, changes in elevation result in capacitance 

variations.  If we use the peak capacitance, elevation variations of less than 1 m can be 

observed.  Figure 2-13 reveals the fractional change in the peak amplitude versus 

particle elevation.  For a 6 m diameter PSS, which typically flows at a 6 m elevation, a 
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fractional amplitude change of 0.14/m is predicted.  At this elevation, the signal 

amplitude is 50 aF.  Consequently, a 1 m movement causes a 7 aF (0.14 x 50 aF) 

capacitance shift (see §3.2.1).    

The noise limit for the measurement system presented in this thesis is 0.15 aF (53 Hz 

bandwidth).  Since a 1 m movement causes a 7 aF shift, the noise limited detection of 

movement is 0.15/7=0.021 m or 21 nm.  The sensitivity to particle elevation decreases 

as particles move away from the electrodes.  Using the calculation from Fig. 2-13, when 

the elevation increases to 25 m, the resulting 0.04 fractional change and 15 aF signal 

amplitude yield 0.60 aF/m.  Therefore, the limit in this case is 0.15/0.60=0.40 m or 

400 nm. 

 

Figure 2-11: Three-electrode configuration.  Comparison between energy density and the 
analytical solution for determining capacitance change of 5.7 m 
polystyrene spheres at 5, 10, and 20 m elevations.  Black and red lines 
represent the analytical solution in 2D and 3D, respectively.  The stars 
indicate capacitance changes calculated from the energy density (3D).  The 
3D simulations provide a better fit to the energy density approach, as it 
accounts for the influence of the rounded cross-section.   
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 Figure 2-12: Three-electrode configuration.  Comparison between energy density and the 
analytical solution for determining capacitance change.  Black and red lines 
represent analytical solutions for different cell radii (2.85, 3.5, 4.0, 4.5, 5.0 
m) in 2D and 3D, respectively.  Stars represent the energy density 
approach.  Again, the 3D data provides a better match to the energy density 
approach.  For a given height (h=10 m), the difference between the 
analytical solution and the energy density approach increases with cell 
radius because the field variation across the cell becomes more significant.   

 

 

Figure 2-13: Fractional change per micron vs. altitude.  The point particle 
approximation is used in this calculation.    

Elevation 
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2.4 Dielectrophoresis for Single Cell Actuation 

 

When biological cells flow at constant elevations, their capacitance signatures are 

symmetric in amplitude and time.  However, asymmetric capacitance signatures (§2.5) 

can be generated using an electrokinetic phenomenon known as dielectrophoresis 

(DEP).  This “dielectric force” actuates cells in spatially non-uniform electric fields along 

the gradient of the electric field intensity.  Coplanar electrodes effectively generate such 

non-uniform (fringing) fields, and the direction of cell motion depends on which 

medium, the cell or its surroundings, has the higher effective polarizability.   

When the cell has a higher polarizability than the surrounding medium, it moves 

toward regions of maximum electric field (i.e., the electrode edges).  Conversely, when 

the surrounding medium polarizes more readily, the cell moves away from the 

electrode edges.  The respective scenarios are termed positive dielectrophoresis (pDEP) 

and negative dielectrophoresis (nDEP). 

In the flow configuration in Figures 1-1 and 2-1, these DEP-induced cell movements are 

continuous and mainly vertical relative to the electrode plane.  Consequently, the 

induced capacitance changes may continuously increase or decrease depending on 

whether the cell moves toward or away from the electrode edges, respectively.  Such 

asymmetric capacitance signatures may provide insight into the magnitude and sign of 

the actuating forces, which may additionally help in determining the electrical 

properties of the cell.  The time-averaged dielectrophoretic force experienced by a 

uniform dielectric sphere is given by [46], [44], (Appendix A): 
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 (2-14) 

where  ,   , and    are the particle radius, absolute medium permittivity, and vacuum 

permittivity, and          
 

 is the gradient of the root-mean-squared (RMS) electric field 

intensity given by 

         
 

       
      

      
  

   
                                                 

                         
  

where Ei,j represents the derivative of the ith component of the RMS electric field with 

respect to j.  

To confirm that the gradient of the root-mean-squared electric field intensity is 

calculated properly, we examine an electrode configuration that provides a known 

analytical solution.  For the coaxial electrode geometry shown in Figure 2-14, the 

gradient of the RMS electric field squared as a function of distance    from the common 

axis is given by [8]: 

          
 

 
     

   

  
              

  (2-15) 

where    represents the unit vector pointing toward the common axis,    and    

represent the radii of the inner and outer surfaces, respectively, and      denotes the 

RMS potential difference between the inner and outer electrodes.  The lines in Figure 2-

14 indicate arbitrary arc-lengths over which the fields are calculated.  For the 
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simulation:         ,         , and          .  The RMS voltage of the inner 

electrode is        , and the outer electrode is ground. 

In 2-D, the magnitude of         
 

 along the unit vector    is 

           
 
                   

 
                

 
 (2-16) 

The reliability of Equation 2-16 depends on the precision in calculating the fields, and 

particularly their derivatives in a region composed of a mesh of finite elements.  More 

elements will give better accuracy.  For this example, the maximum spacing between 

elements is 4 mm.  As expected, Figure 2-15 reveals the match between Equations 2-15 

(analytical solution) and 2-16 (finite elements).  Again, the variations in the data based 

on Equation 2-16 arise from the limited accuracy in determining the fields and 

derivative variations between elements.   

 

Figure 2-14: Coaxial electrode geometry, which has an analytical solution for the 
gradient of the RMS field squared.  The inner electrode (r1 = 0.2 m) and 
outer (r2 = 0.5 m) electrodes are given a 1 V peak amplitude and ground, 
respectively.  The lines represent arbitrary arc-lengths over which the 
electric fields and derivatives are calculated.   
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Figure 2-15: Comparison between Equations 2-15 (analytical solution) and 2-16 (finite 
elements) for calculating        

  in the coaxial geometry (Figure 2-14).  
For five arbitrary arc-lengths, Equations 2-15 and 2-16 are matched.  The 
subtle fluctuations in the traces generated by Equation 2-16 can be reduced 
by incorporating more elements per unit distance. 

 

2.4.1 Clausius-Mossotti Factor 

 

The Clausius-Mossotti factor,       , contains both the polarity and entire frequency 

dependence of the dielectrophoretic force, and is given by: 

        
       

        
 (2-17) 

where     
and     are the complex permittivities of the cell and external medium, each 

having the general form            .  The vacuum and relative permittivities are    
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[F/m] and  , the conductivity is   [S/m],         and the angular frequency is 

       [rad/s], and f = frequency [Hz].  

The real part of the Clausius-Mossotti factor (CMF) for a uniform dielectric sphere (with 

ohmic loss) in fluid is expressed intuitively as a Debye function with a single relaxation 

time, corresponding to a single Maxwell-Wagner relaxation [47], (Appendix B): 

               
  

       
  (2-18) 

where    
     

      
,    

     

      
 

     

      
, and     

      

      
 is the Maxwell-Wagner 

relaxation time.   

Equation 2-18 clearly shows that the low       and high frequency       limits of 

the CMF are                  and                  , respectively.  

Therefore, the CMF for a uniform sphere is simply an evolution between these limits 

that is governed by a single Maxwell-Wagner relaxation process occurring at the cell-

fluid interface.  Although the difficulty in solving the CMF of shelled-spheres grows 

rapidly with more shells, one can show that each additional shell simply contributes 

another Debye term to the Clausius-Mossotti factor [44].   

We can show that the CMF is modified by changes in the cell.  The following figures 

reveal the dependence of the CMF on cell viability, medium conductivity, and 

cytoplasmic conductivity and permittivity for yeast cells (Figures 2-15 to 2-20).  Yeast 

cells are modelled as homogenous cytoplasmic spheres surrounded by spherical shells 

representing the membrane and the cell wall (recall §2.3).   
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Unless otherwise stated, the following dielectric properties of yeast are taken from 

references [37] and [38].  The cytoplasm is given a 4 m radius, a real absolute 

permittivity of 50 0, and a conductivity of 200 mS/m.  The membrane has an 8 nm 

thickness, a real absolute permittivity of 6 0, and a conductivity of 250 nS/m.  Finally, 

the cell wall has a 220 nm thickness, a real absolute permittivity of 60 0, and a 

conductivity of 14 mS/m.  For non-viable yeast cells, the cytoplasm, membrane and wall 

conductivities become 7 mS/m, 1.5 mS/m, and 0.16 mS/m, respectively.  The cytoplasm 

radius and cell wall thickness values were 3.5 m and 250 nm, respectively.  The 

medium permittivity in all simulations is 78. 

Figure 2-16 shows the CMF for viable and non-viable yeast cells.  When yeast cells are 

immersed in low conductivity media (<0.01 S/m) and subject to low-frequency (<100 

kHz) DEP signals, viable yeast experiences nDEP while non-viable yeast experiences 

pDEP.  Therefore, dielectrophoretic signals with frequencies below 100 kHz will 

strongly separate viable from non-viable cells.  This effect has been used in DEP-based 

separation schemes [48], [49], [50].  Note that common high-conductivity cell buffers 

such as PBS (         ) yield nDEP over all frequencies.   

Viable cells exhibit three frequency dispersions (regions of variation) in the CMF, while 

non-viable cells exhibit just two.  Figure 2-16 reveals the two dispersions caused by the 

“cytoplasm-plasma membrane” and “plasma membrane-cell wall” interfaces in viable 

cells.  The third dispersion caused by the “cell wall-surrounding medium” interface is 

effectively “hidden” as the dielectric properties of the corresponding phases are similar 

yielding minimal dielectric contrast.  When the membrane is compromised, the yeast 
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cells become non-viable and they consequently exhibit one less dispersion.  According 

to data from [37] and [38], the subsequent fluid penetration through the membrane 

increases its conductivity by a factor of approximately 1000.  Furthermore, note that 

“viable” as discussed here is considered to be a condition where the membrane remains 

intact. 

Finally, note that Figure 2-16 reveals that the low-frequency limit of the CMF increases 

as the medium conductivity decreases (recall that                           ).  

Once the medium conductivity equals the membrane conductivity, the CMF behaves like 

that from a non-viable cell (i.e., one dispersion/interface removed).   

Figures 2-17 to 2-21 evaluate the CMF of viable yeast cells as the dielectric parameters 

of the cytoplasm, membrane and cell wall vary over typical ranges.  Figure 2-17 reveals 

that the relatively high cytoplasm conductivity (0.2 S/m) has a vital role in establishing 

the intermediate pDEP frequency regime from ~100 kHz – 100 MHz and its 

corresponding strength.  Larger pDEP strengths and pDEP frequency regimes occur for 

larger cytoplasm conductivities, which exceed the medium conductivity.  However, 

when the cytoplasm conductivity matches or falls below the medium conductivity, the 

pDEP regime gradually disappears.   

Figure 2-18 reveals that the high frequency limit of the CMF,                 , 

increases as the cytoplasm permittivity increases.  Typically, the cytoplasm permittivity 

falls in a regime below that of water (     ).  However, the estimated cytoplasm 

permittivities of some cells actually exceed that of water [51], perhaps due to the 

assumption regarding the particular shell model used.  Consequently, applying DEP 
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signals at high frequencies may provide a way of verifying these values, or otherwise 

confirming that alternative polarization mechanisms must be considered in 

determining the cytoplasm permittivity [51], [16], [52].   

Figures 2-19 and 2-20 reveal small changes in the high frequency limit as the wall and 

medium permittivities vary.  Finally, the low frequency limit is marginally affected by 

variations in the membrane thickness (Figure 2-21).  As mentioned in §2.2, membrane 

foldings can change the effective membrane thickness depending on the osmotic 

pressure exerted by the suspending solution.    

Table 2-1 and Figure 2-22 outline the dielectric parameters of five cell types examined 

in this thesis.  For each cell type, the average cell radii were measured from the video 

captures, and the medium conductivities were measured using a conductivity meter.  

This section can be summarized by observing that physiological changes in the cell 

results in changes in the electrical properties of the cell. 
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Figure 2-16: CM factor - Viable (TOP) vs. Non-Viable (BOTTOM) Yeast Cells.  The medium 
conductivity varies. 
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Figure 2-17: CM factor - Viable Yeast – Cytoplasm Conductivity varies.  The medium 
conductivity is 0.01 S/m. 

 

 

Figure 2-18: CM factor - Viable Yeast – Cytoplasm Permittivity varies.  The medium 
conductivity is 0.01 S/m. 
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Figure 2-19: CM factor - Viable Yeast – Wall Permittivity varies.  The medium 
conductivity is 0.01 S/m. 

 

Figure 2-20: CM factor - Viable Yeast – Medium Permittivity varies.  The medium 
conductivity is 0.01 S/m. 
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Figure 2-21: CM factor - Viable Yeast – Membrane Thickness (and consequently 
permittivity) varies.  The medium conductivity is 0.01 S/m. 

Table 2-1: Clausius-Mossotti parameter set.  The membrane conductivities are given 
directly or evaluated using        , where    is the specific membrane 
conductance [S/m2] and    is the membrane thickness.  The membrane 
permittivities are given directly or evaluated using               , 
where    is the specific membrane capacitance [F/m2].  MDA-MB-231 and 
MCF-7 are evaluated in both D-MEM, and D-MEM with 5 mM EDTA.  The 
medium conductivities (bottom row) and cell radii are measured quantities. 

 

 MDA-MB-231 MCF-7 CHO Neutrophils T-cells 
          11 12 7.5 6 6 

  (nm) 10 10 10 8 4.5 

        320   320                    100   

   0.022  0.0124  0.01  6.2 0.0121  

           0.7 0.23 0.35 0.3 1.06 

      75 80 60 60 74 

       D-MEM D-MEM PBS RPMI-1640 RPMI-1640 

References [53] [54], [55] [56], [57] [58] [59] 

D-MEM D-MEM (5 mM EDTA) PBS RPMI-1640 -MEM 
1.344 S/m 1.428 S/m 1.654 S/m 1.196 S/m 1.408 S/m 
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Figure 2-22: Clausius-Mossotti factor vs. frequency using the single-shell model.  TOP: 
MCF-7 and MDA-MB-231 cells in both D-MEM (blue), and D-MEM with 5 
mM EDTA (black) added.  Little difference is observed between the two 
media.  The red curve corresponds to Chinese Hamster Ovary cells in 
phosphate buffered saline (PBS). BOTTOM: Neutrophils in RPMI-1640 
(blue) and T-lymphocytes in RPMI-1640 (black).   
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2.4.2 Modelling DEP-induced cell trajectories 

 

The ability to simultaneously manipulate and detect biological cells has opened the 

door for investigating the electrical properties of biological cells using this approach.  

For example, by measuring the displacement of flowing cells due to DEP forces, the CMF 

can be estimated.  This in time could be used to determine if cells are viable or non-

viable.   

In this section, we present the results of experiments and simulations that are done to 

monitor the displacement of flowing cells caused by DEP, gravitational, drag, and 

hydrodynamic lift forces (Figure 2-23).   

 

Figure 2-23: Side view of a suspended cell flowing left-to-right in a parabolic fluid flow.  
Coplanar electrodes generate non-uniform fields that dielectrophoretically-
actuate and capacitively detect the cell during its flow over the electrodes.  
Other forces such as drag, gravity, and lift also influence the cell trajectory.  
The channel geometry and electrode designs varied over the course of this 
research, but unless clearly stated, simulations in this thesis focus on the 
two-gap interdigitated electrode geometry illustrated in Figure 2-6. 

 

In microfluidic channels, the fluid flow is typically laminar, which means that the flow is 

parabolic [48] about its cross section and characterized by a low Reynolds number (Re 

<< 1).  The parabolic fluid velocity,   , is described by Equation 2-19 where      mean 

fluid velocity,    top-to-bottom wall spacing, and    distance from the channel 
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bottom.  The fluid velocity is zero at the channel walls (    and    ) and maximum 

in the center (      . 

                     (2-19) 

Near the channel wall, the parabolic flow initiates shear forces, which act to “lift” the 

cell away from the wall toward the center.  Such forces are called hydrodynamic lift 

forces.  More specifically, the uneven velocities experienced by the cell surface cause it 

to rotate and accelerate toward the center of the channel (region of maximum flow 

velocity).  Although the theory generally predicts higher hydrodynamic lift forces than 

observed experimentally, we include the lift forces here as they are only approximately 

an order of magnitude lower than the DEP forces for our fluid velocities (         ).   

In Figure 2-24, we translate a single 10  m PS sphere back and forth approximately 300 

times across the electrodes at arbitrary flow rates.  The majority of cells traversed the 

electrodes in 1 s.  We observed decreasing capacitance signal amplitudes as the 

transition times decreased.  For transition times up to approximately 5 lock-in amplifier 

time constants, the time constant (=30 ms) limits how quickly capacitance changes are 

detected.  Hence, apparently weaker signals are observed.  However, above 5 time 

constants (150 ms), the probable mechanism for decreased capacitance changes is the 

hydrodynamic lift force.  Above transition times of approximately 500 ms (or 

equivalently, velocities below 250 m/s), the lift force is negligible and the spheres 

essentially roll along the bottom.  At faster velocities, one should consider the lift force.     
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Cell trajectories are calculated by solving the equation of motion,        , in the 

“Particle Tracing” post-processing tab in COMSOL® Multiphysics.   

                                   (2-20) 

The Stokes drag force is given by the following expression: 

                      (2-21) 

where   is medium viscosity, R is cell radius,     is cell velocity, and     is the medium 

velocity.  The gravitational force, counter-balanced by a buoyancy force, is given by: 

                

 
           (2-22) 

where g is the acceleration due to gravity (9.81 m/s2), and the cell and medium 

densities are    and   , respectively.  Recall the DEP force given by Equation 2-14: 

                                 
 

 

Finally, the hydrodynamic lift force acting on a cell near a channel wall is [60], [61], 

[62]: 

          
             

            
   (2-23) 

where R is the cell radius,    and     are the dynamic viscosity and mean velocity of the 

fluid, H is the channel height, and           (            ) is the distance 

from a channel wall to the center of the particle.  The constant C has previously been 

empirically determined to be 0.172 for polystyrene spheres.   
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Figure 2-24: A single 10 m polystyrene sphere was translated back and forth 
approximately 300 times at various speeds to investigate the possibility of a 
lift force.  For transit times below 500 ms, the signal “amplitude” clearly 
decreases.  The 30 ms time constant accounts for the signal decreases at 
high velocities (up until approximately 5 time constants), but cannot 
account for the signal decreases above 5 time constants, which we can 
attribute to lift forces.  That is, the signal amplitude decreases because the 
particle elevates from the bottom wall due to enhanced shear forces.    
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2.4.3 Determining the empirical lift force constant 

We determine the elevation of a cell freely-flowing at a given velocity by observing its 

corresponding capacitance signature and evaluating the central peak-to-trough ratio, as 

outlined in §3.2.1.  After moving through the PEEK tubing, transitioning through the 

240 m wide input channel, and finally entering the 120 m wide sensing channel, cells 

begin to acquire an equilibrium elevation governed by a balance between the lift and 

gravitational forces.  By equating the lift and gravitational forces, and using a calibrated 

elevation for a given cell velocity, we can first solve for the empirically determined 

constant, C:   

  
       

      
 

    

 
         (2-24) 

Rearranging for C, we get: 

     
   

 

      

     
 (2-25) 

Recall that the fluid flow is parabolic according to Equation 2-19, which can be 

rearranged for     to yield: 

                   (2-26) 

By substituting this expression into Equation 2-25, we solve for C based on the actual 

velocity rather than the mean velocity. 
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            (2-27) 

The velocity of free-flowing cells can be estimated by measuring the time between the 

central minima in a capacitance signature, which are approximately 25 m apart 

(channel width).  The cell velocity (  ) of free-flowing and DEP-actuated cells can 

generally be found using Tracker software [63], which tracks position vs. time in video 

files on a frame by frame basis.  The cell height is again determined from the 

corresponding capacitance signature.  Therefore, for a polystyrene sphere (PSS) having 

a 2.85 m radius and 1050 kg/m3 density flowing in a channel 40 m in height, which 

contains a fluid of known viscosity and density (10-3      and 103  kg/m3),         .   

Once the empirical constant C is determined, we can evaluate the equilibrium height of 

a cell, which becomes the starting point of the particle trajectory simulation.  The 

following cubic polynomial in h solves for the equilibrium height: 

                            (2-28) 

where               .  This formula gives three roots: two are positive and one is 

negative (non-physical).  The first positive root gives a height above mid-channel (again 

non-physical as gravity acts downward and the lift force acts to centralize the cell), and 

the second positive root gives a height below mid-channel, which is the value we 

choose.  
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2.5 Chapter Summary 
 

This chapter described the primary polarization mechanisms (orientation and Maxwell-

Wagner polarization) acting on biological cells and their fluid environments.  The 

dielectric and ohmic losses were evaluated at our frequency of interest (1.5 GHz).  The 

ohmic loss dominates when the conductivity reaches 1 S/m or more, which is typical for 

common cell buffers such as PBS. 

The well-known dielectric spherical shell model was introduced to model the electrical 

response of heterogeneous cells.  The electric fields generated by coplanar 

interdigitated electrodes were modelled and used to evaluate the capacitance.  

Although biological cells are considered electrically neutral as a whole, they can be 

polarized when the electric field is non-uniform.  If the fields are slightly non-uniform, 

the cell can be treated as a dipole, which then experiences a dielectrophoretic force 

toward or away from the electrode edges where the electric fields are strongest.  This 

dependence is strongly dependent on frequency and the cell’s physiological state.  The 

approach described in §2.4.2 is used later in chapter 4 to determine the trajectories of 

flowing biological cells by balancing the DEP, viscous drag, gravity, and hydrodynamic 

lift forces.    
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Chapter 3 – Capacitance Detection of Cell Electromanipulation 

"Any intelligent fool can make things bigger, more complex, and more violent. It takes a touch of 
genius - and a lot of courage - to move in the opposite direction." 

- Albert Einstein 
 

In Chapter 2, the advantages of using high frequencies for detection were outlined.  One 

significant advantage is that the cell heterogeneity can be averaged out and the sensor 

response is closely simulated by assuming the cell is a uniform dielectric object.  From 

this assumption, it would seem that the ability to detect physiological changes, which 

are heterogeneous, has been lost.  However, the ability to detect physiological change 

comes from using this sensitive detection approach in tandem with dielectrophoretic 

forces, which are sensitive to heterogeneous changes within the cell. 

This chapter describes two electrical approaches for capacitively detecting the presence 

and dielectrophoretic actuation of single biological cells flowing in microfluidic 

channels.  The latter interferometric approach described in §3.2 is currently being used 

as its minimum detectable capacitance change is significantly lower (0.15 aF) than the 

frequency modulation approach (2 aF).  The text in this chapter is largely taken from 

references [64] and [65]. 

3.1 Frequency Modulation [64] 

The first experimental apparatus used in our laboratory for capacitance measurements 

is shown in Figure 3-1.  An automated syringe pump (New Era Pump Systems Inc., NE-

1000) delivers fluid and cells through a tube into the inlet connector of the microfluidic 

channel.  Gold electrodes are fabricated across the channel at 90° relative to the channel 

flow direction.  To exploit the use of high frequencies in obtaining capacitance 
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variations due to the presence of cells in the channel, a high-Q quarter wavelength 

cylindrical cavity resonator made of copper is constructed and brought into contact 

with the gold electrodes.  The resonance frequency of the resonator is approximately 

2.3 GHz.   

To connect the cavity with the gold electrodes, we extend two wires from the cavity, 

which are far shorter than a quarter wavelength to minimize loading of the resonator.  

The first extends from the tip of the center conductor of the cavity and the second 

extends from the ground plane.  These wires effectively lengthen the cavity by an 

amount dependent on the new capacitance between the wire and the ground plane.  

Next, these wires are placed on the gold electrodes by moving the cavity with an x-y-z 

translator.  Care is taken to ensure that both wires are securely connected to the gold 

electrodes.  Since the electrodes have a much smaller distance between them than the 

wires, the capacitance of the cavity-channel combination increases further.  

Consequently, the cavity has an even longer effective length and therefore a reduced 

resonance frequency.  Because the signal now travels a further distance outside the 

cavity, it will experience significant losses in the glass.  As a result, the quality factor,  

         [26], decreases where f is the width of the resonance lineshape. 
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Figure 3-1: Experimental apparatus.  Fluid and cells are delivered through PEEK tubing 
(A) into inlet connector (B) to the microfluidic channel (C). 

 

When the resonator contacts the electrodes, subsequent variations in the channel 

capacitance, for example due to the presence of cells, will vary the effective electrical 

length of the cavity resonator and hence its resonance frequency fr.  The transmission 

spectra of the resonator-channel combination when the channel is filled with air and 

water can be used to calibrate the sensitivity of the sensor (Figure 3-2).  The 

capacitance change associated with water replacing air in the channel is calculated to be 

approximately 45 fF.  Using this value and the measured 65 MHz shift in resonant 

frequency, the sensitivity of this resonator is estimated to be 1.44 MHz/fF, which is 

comparable to resonators of similar resonance frequency [26].  
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Figure 3-2: Transmission spectra of the resonator-channel combination for air-filled 
and water-filled channels are shifted by 65 MHz.  This corresponds to a 45 
fF capacitance change.   

 

A schematic of the manipulation and detection system is shown in Figure 3-3.  We 

measure changes in the resonance frequency of the sensor by square wave modulating 

the drive frequency of the RF source near the resonant frequency.  To optimize the 

sensitivity to capacitance changes, the modulation frequency fmod is chosen to be the 

frequency separation between the resonance frequency and the frequency where the 

steepest gain-frequency slope in the transmission spectrum occurs.  For a Lorentzian 

spectrum, this value occurs when the signal is 82% of the maximum signal. 
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Figure 3-3: Schematic of the manipulation and detection system.  A frequency 
modulated RF signal is delivered to the cavity resonator.  The output signal 
is amplified and sent to the lock-in amplifier.  Dielectrophoretic 
manipulation is achieved using a low frequency generator, which delivers 
frequencies up to 3 MHz to the fluid channel using an RC isolation circuit. 

 

To make up for the signal lost primarily in the glass, the signal is amplified by 27 dB 

using a low-noise amplifier.  After amplification, the output signal is delivered to a lock-

in amplifier, which extracts the signal produced as the source switches between fr1-fmod 

and fr1+fmod at the reference frequency, fref.  Assuming a symmetric transmission 

spectrum (see Figure 3-4), the signals at fr1-fmod and fr1+fmod are identical when the 

transmission spectrum centers at the resonance frequency of the channel-resonator 

combination, fr1.  When the resonance frequency shifts to a new resonance frequency, 

fr2, due to the passing of cells between the channel electrodes, the signals at fr1-fmod and 

fr1+fmod become different.  Since the lock-in amplifier output represents the signal 

difference between fr1+fmod and fr1-fmod, the output will therefore deviate from zero 

when the cells pass through the channel. 
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The signal difference, V2-V1, will either become positive or negative depending on 

whether the resonance frequency increases or decreases.  Because the channel 

capacitance varies inversely to changes in resonance frequency, this means that V2-V1 

becomes positive or negative depending on whether the capacitance decreases or 

increases, respectively.  A proportionality factor between voltage and capacitance can be 

estimated by changing the average frequency of the source by 100 kHz, then measuring 

the change in the output voltage of the lock-in amplifier and using the sensitivity 

measured above to find the proportionality factor relating voltage to capacitance.  In 

general, this conversion factor is sensitive to numerous factors, including the sensitivity 

of the lock-in amplifier.  Conversion factors of 50 aF/V and 522 aF/V were used to 

calculate the capacitance changes from the voltage signals generated from yeast and 

polystyrene spheres, respectively.  

To simultaneously deliver MHz range or below signals in order to manipulate cells using 

dielectrophoresis and GHz signals for capacitance detection, an RC circuit was built onto 

the resonant cavity.  The circuit is designed to act like an open circuit to the GHz signals 

but allow the low frequency signals to pass through to the RF ground electrode.  

Building on previous work [26], we achieved 2 aF sensitivity, at 30 Hz bandwidth, in the 

water-filled microfluidic channels. 
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Figure 3-4: When the resonance frequency increases from fr1 to fr2, the voltage 
difference, V2-V1, increases from zero.  Through calibration, this voltage 
difference represents the corresponding capacitance shift. 

 

Experimental results from polystyrene spheres and yeast cells are provided in Figures 

3-5 and 3-6, respectively. In both cases, we observe a decrease in capacitance because 

the permittivities of both polystyrene and yeast are less than that of water (78 0).  The 

larger capacitance change from polystyrene spheres (~100 aF) compared with yeast 

cells (~ 8 aF) occurs because the polystyrene spheres are larger and have a higher 

dielectric contrast compared with water. Capacitance differences within each figure 

arise because different particles pass at different heights above the electrode plane and 

due to particle size variations. 
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Figure 3-5: Capacitance variations in the channel due to 10 m polystyrene spheres. 

 

Figure 3-6: Capacitance variations in the channel due to 6 m yeast cells. 

Noise: 2 aF RMS 
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By applying a 3 Vpp, 1 MHz frequency signal, we observe the sequential trapping of 

yeast cells from the fluid flow onto the electrodes.  When the trapping potential is 

removed, the cells are released back into the fluid flow.  Smaller capacitance changes 

are observed as cells flow past the electrodes with the trapping signal off.  Figure 3-7 

illustrates this effect as a first demonstration of simultaneous electromanipulation and 

capacitive detection of individual cells in microfluidic channels. 

 

Figure 3-7: Capacitive detection of the dielectrophoretic trapping and release of yeast 
cells.  The trapping signal (3 V / 1 MHz) was turned on and off every 5 s.  
Three yeast cells were trapped in sequence from 6-11 s, when the trapping 
signal was on.  Smaller signal dips that occur when the trapping signal is off 
arise from the flow of yeast cells by the electrodes.  These events were also 
observed using optical microscopy. 

 

Each voltage dip represents an event, whether it is a cell passing by the electrode pair 

or the trapping of an individual cell.  As yeast cells flow through the channel, a 1 MHz 
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trapping signal was turned on and off every 5 s.  Giving particular attention to the 6–11 

s timeframe, when the trapping signal was on, we observed the sequential trapping of 

three individual yeast cells.  When the trapping signal was turned off at 11 s, the three 

trapped cells were released.  These events were observed both via capacitance and 

optical detection.  During those time frames when the trapping signal was off, the 

smaller voltage dips corresponded only to the flow of individual yeast cells by the 

electrode pair. 

3.2 Microwave Interferometer [65] 

The FM modulated system required improvement as it suffered from rapid drift (Figure 

3-6), environmental sensitivity, and inadequate signal to noise.  Consequently, a second 

experimental approach was explored, which monitors the phase differences induced by 

flowing cells.  The microwave interferometric sensor is based on a coupled transmission 

line sensor that has achieved zeptofarad (10-21 F) sensitivity in scanning probe 

microscopes [26].   

The origin of the design was work from RCA on a capacitance sensor for the RCA 

VideoDisc.  The RCA capacitance sensor is based on sensing the frequency shift of a 

resonator and consists of a coupled resonator driven at a fixed frequency (915 MHz), 

and tuned using a varactor diode connected between the sensor circuit and ground 

[66].  The present design also uses a fixed frequency, but uses a variable passive phase 

shifter rather than a tuning varactor for greater stability.  In general, the sensor can 

sense changes to both the real and imaginary parts of the impedance.  For the 

conditions used in this study, it behaves as a capacitance sensor and has achieved a 
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 0.15 aF RMS capacitance resolution with a 53 Hz bandwidth.  The present design uses 

coupled transmission line resonators, but operates at a higher frequency (~1.6 GHz), 

thereby achieving greater sensitivity [67]. 

A schematic diagram of the sensor is shown in Figure 3-8.  The complete sensor 

incorporates an RF source (Agilent E8663B), a signal splitter (Mini-Circuits ZAPDJ-2-S), 

an adjustable phase delay line (Advanced Technical Materials PNR P1213), a coupled 

transmission line resonator [26], a low noise amplifier (LNA; Mini-Circuits ZHL-

1724MLN), attenuators (Mini-Circuits VAT-3+, VAT-6+, and VAT-10+), a mixer (Mini-

Circuits ZEM-4300MH+) and a lock-in amplifier (LIA; Stanford SR830).  The signal from 

the RF source is split equally into a sensing path and a reference path.  The sensing path 

contains a high-isolation switch (Mini-Circuits ZASWA-2-50DR), the microstrip 

resonator, an adjustable delay line (Advanced Technical Materials PNR P1213), and a 

low noise amplifier (LNA; Mini-Circuits ZHL-1724MLN).  Attenuators (Mini-Circuits 

VAT-3+, VAT-6+, and VAT-10+) and a match-terminated circulator based isolator (SNT 

SN20113) are inserted throughout the signal path for isolation.  The reference path is 

coupled directly to the input of the mixer.  The resonator shown in Figure 3-8 is milled 

from copper-clad, low-loss dielectric material (Rogers 5880).   

The resonator is a ¼ wavelength resonator with the open end being coupled to 

electrodes in the microfluidic channel using 150 m diameter wire probes soldered to 

the resonator.  The other end of the resonator acts as a short at RF frequencies, but has 

an RC with 85 pF to ground with 750  in series with the low frequency source that 

allows DC-3 MHz frequencies to be coupled to the center conductor of the resonator. 
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The resonator has a band-pass filter response, with the design symmetry permitting 

either port to be used for input/output.   

 

Figure 3-8: A 1.6 GHz microwave interferometer is used to detect single cells flowing in 
a microfluidic channel past an interdigitated electrode pair [45]. The RF 
source is evenly split between a reference and a sensing path. The sensing 
path contains an edge coupled T-line sensor with a resonate line coupled to 
the electrode pair via wire probes. The sensor output, Vres, is mixed with the 
reference signal, Vref, to yield the interferometer output. The RF signal along 
the sensing path is toggled on-and-off at 90 kHz so that a LIA can detect the 
mean interferometer output S within a narrow bandwidth. Using the delay 
line, the phase is then adjusted to null the interferometer output. As a cell 
passes over the electrode pair, the load capacitance varies by C, which 
induces a small phase shift in the sensor output, Vres. This phase shift 
induces a nonzero S response that is proportional to C. An RC LPF is 
connected to the resonant line, so that a low frequency potential can be 
superimposed onto the electrode pair to actuate passing cells via 
dielectrophoresis.  
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To set up for measurement, the phase shifter is adjusted to null the output signal.  Cells 

passing the electrodes induce a small phase shift in the sensing path RF signal.  After 

mixing with the reference signal, this produces an output signal that is proportional to 

the magnitude of the phase shift.  The RF signal is amplitude modulated so that lock-in 

detection techniques can be used to reduce the effects of low frequency and out of band 

noise.   

Before coupling the resonator to the electrodes in the microfluidic channel, the 

resonant frequency of the resonator is ~1.9 GHz.  After coupling, the frequency shifts to 

1.4-1.6 GHz.  This is consistent with the addition of ~150-250 fF of capacitance due to 

the added electrodes.  Once the detection system is adjusted, it remains stable for many 

hours with only minor adjustments in the driving frequency (~10-100 ppm) required 

to compensate for drifts due to temperature and mechanical induced creep. 

During operation, the frequency of the RF source is adjusted to match the resonant 

frequency of the resonator when its probes are contacting the channel electrodes.  The 

phase delay is then adjusted until the signal out of the mixer is nulled.  As a cell passes 

the electrodes, it causes the resonant frequency of the resonator to shift.  This in turn 

shifts the phase of the signal reaching the mixer and produces an output signal.  For 

small capacitance changes (less than ~10 fF), the magnitude of the signal can be 

estimated using: 

                 

  

  
   

       (3-1) 
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Here,       is the signal resulting from the presence of the cell,   is the gain of the mixer, 

     is the magnitude of the reference signal,      is the magnitude of the signal after 

passing through the resonator,                                [45] is the rate at 

which the phase of the resonator shifts with added capacitance at the resonance 

frequency and        is the capacitance change due to the presence of the cell (5-200 

aF).  

Figure 3-9 reveals the electromagnetic chamber containing the microscope, a panel for 

electrical connections, and all the RF electronic components labelled in Figure 3-8 apart 

from the RF source and lock-in amplifier, and power sources.  Figure 3-10 shows a 

close-up view of the x-y-z translator, which is used to manoeuvre the transmission line 

resonator above the microfluidic chip, which contains four fluid ports and various 

electrode designs.  The translator lowers the signal and ground probes extending from 

the resonator into contact with the electrode pads.  At this point, it is important to 

mention that Dan Card was responsible for bringing our system into this semi-portable 

form by incorporating the system components into the chamber and building a power 

supply through which all internal components could be driven. 
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Figure 3-9: Electromagnetic chamber containing the microscope (M), a panel for 

electrical connections (P), and all the RF electronic components (RF) 
labelled in Figure 3-8 apart from the RF source and lock-in amplifier, and 
power sources.  The resonator and microfluidic chip are manoeuvred under 
the microscope using an x-y-z translator (X).  The microscope stage is 
mounted on an anti-vibration pad (V).  

M 

X 
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Figure 3-10: Close-up of x-y-z translator (A), which is used to manoeuvre the 
transmission line resonator (B) above the microfluidic chip (C), which 
contains four fluid ports (D) and various electrode designs (E).  The 
translator lowers the signal and ground probes extending from the 
resonator into contact with the electrode pads. 

B 
A 

C 

C B 

D 
E 



73 

 

3.2.1 Sensor calibration 

 

The capacitance sensor is calibrated using 5.7   0.3 m diameter polystyrene spheres 

diluted in deionized water.  At low particle elevations, there is a large contrast between 

the large electric fields generated directly above the electrode edges and the relatively 

smaller fields occurring between the electrode edges.   This electric field contrast 

emerges as signal peaks and valleys in the time-dependent capacitance signatures.  The 

signal valleys above the electrode edges (Position A) are most sensitive to elevation 

(Figure 3-11), while the signal peaks occurring directly above the middle of the central 

electrode (Position B) are least sensitive to elevation.  Indeed, the capacitance change at 

Position B drops monotonically with increasing elevation at a rate of approximately 

40/11=3.6 aF/m (Figure 3-12).  Therefore, at low particle elevations, the unique ratio 

between these signals (i.e.,        ) can be used to determine the particle’s elevation 

(Figures 3-12 and 3-13).   

The relationship between the capacitance ratio and particle elevation can be used as a 

calibration for the experimental trace.  For example, the capacitance ratio of the 

experimental trace in Figure 3-14 is approximately 92/51=1.8.  By mapping this 

capacitance ratio to its corresponding particle elevation in Figure 3-13, we determine 

that this polystyrene sphere flows at an approximately 5 m elevation.  This allows us 

to scale the capacitance using point B in the experimental result as a reference point.  

The RMS noise is estimated by choosing a region without particles flowing over the 

electrodes and finding the RMS signal.  With a 0.15 aF RMS noise (53 Hz bandwidth), 
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this corresponds to a minimum detectable particle displacement of 42 nm (0.15/3.6), 

see Figure 3-14).   

 

Figure 3-11: Simulated capacitance signatures from a 6 m polystyrene sphere passing 
over the two-gap interdigitated electrodes at constant elevations.  In order 
of decreasing capacitance change magnitude, the corresponding sphere 
elevations above the electrodes is y=4, 5, 6, 7, 8, 9, 10, 12.5, and 15 m, 
respectively.  The red dots indicate the capacitance changes occurring 
above the edge of the central electrode,    , (Position A, x=12.5 m) while 
the green dots indicate the capacitance changes occurring above the middle 
of the central electrode,     (Position B, x=0 m). 
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Figure 3-12: From Figure 3-11, we plot the simulated capacitance changes from the 
green and red dots vs. elevation.  The red dots indicate position A and the 
green dots indicate position B.  The capacitance varies least above the 
central electrode (position B), falling approximately 3.6 aF/m with 
increasing elevation. 

 

Figure 3-13: By taking the ratio of the simulated capacitance changes in Figure 3-12, the 
signal valleys and signal peaks corresponding to positions A and B, 
respectively, one can apply this figure to experimental traces (e.g., Figure 3-
14) to determine the particle height above the electrodes.   
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Figure 3-14: Experimental capacitance signature from a 6 m polystyrene sphere (TOP) 
passing over the two-gap interdigitated electrodes as detected using the 
interferometric system.  The capacitance ratio of the experimental trace is 
approximately CA/CB=92/51=1.8.  According to Figure 3-13, we 
determine that this polystyrene sphere flows at an approximately 5 m 
elevation.  The RMS noise evaluated from 0-1 s is approx.  0.15 aF 
(BOTTOM).   

RMS noise from 0-1 s is 

0.15 aF 
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3.2.2 Operation in high conductivity media 

 

The high operating frequency of the sensor allows this system to detect many different 

cell types - even in high conductivity cell buffers such as PBS, TRIS, -MEM, and DMEM.  

Capacitance signatures from Chinese Hamster Ovary cells, activated T-lymphocytes, 

mouse fibroblasts, and breast cancer cells are shown in Figures 3-15 to 3-17.  The 

minimum detectable capacitance change (noise) improved from 0.65 aF [65] to 0.15 aF 

[68], [69] after toggling the RF signal on the sensing path only, rather than directly at 

the source.   
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Figure 3-15: Examples of capacitance signatures from Chinese Hamster Ovary cells in 
PBS (TOP), and activated T-cells in RPMI-1640 (BOTTOM). 
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Figure 3-16: Examples of capacitance signatures from MCF-7 (TOP) and MDA-MB-231 
cells (BOTTOM) in D-MEM. 
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Figure 3-17: Examples of capacitance signatures from 10T½ (TOP) and Ciras-3 
(BOTTOM) mouse fibroblasts in MEM.  
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3.2.3 Fabrication of microfluidic channel and interdigitated electrodes 

 

Microfluidic channel and interdigitated electrode designs were fabricated through CMC 

Microsystems using the Micronit process [70].  The microfluidic channel was etched to 

a 40 m depth in a 1.1 mm thick Borofloat glass substrate, and the interdigitated 

electrodes were fabricated in a 0.7 mm thick Borofloat glass substrate.  To align the 

electrodes with the glass surface, 400 nm trenches were etched (in the 0.7 mm 

substrate) and filled with a 20 nm Ta adhesion layer followed by a 380 nm Pt layer.  

Finally, the two glass surfaces containing the channel and electrodes were directly heat-

bonded to form the final chip.   

The channel and electrode geometries are shown in Figure 3-18.  The interdigitated 

electrodes are 25 m wide, separated by a 25 m edge-to-edge spacing, and extend 

completely across the 120 m channel width.  The electrodes are wider (100 m) 

outside the channel region to reduce electrical losses at GHz frequencies.  To connect 

the electrodes with the interferometric system, copper wires extending from the 

transmission line resonator are placed on electrode contact pads located at the edge of 

the glass substrate.  Once this is done, highly sensitive impedance sensing can detect the 

presence and time-dependent position of single flowing cells as they sequentially pass 

over the electrodes.  Fluid connections are epoxied to powder-blasted access ports at 

the channel ends to achieve fluid flow. 
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Figure 3-18: Various electrode designs fabricated across a microfluidic channel 
containing “cubbies”.  The two-gap interdigitated electrodes are used in 
experiments in this thesis.  Electrodes (white colour) are wider outside the 
channel to reduce the GHz frequency electrical losses.  
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3.2.4 Controlling the fluid flow 

 

The microfluidic system design has undergone many versions.  Initially, the fluid and 

cells were pumped through a two-port, 25 m high microfluidic channel using syringes, 

initially pumping by hand, and subsequently by automatic syringe pumps capable of 

providing low flow rates.  However, the cells gradually settled at the channel’s entrance, 

where the large PEEK tubing met the much narrower microfluidic channel (Figure 3-1), 

eventually plugging the entrance and inhibiting further fluid flow.  The flow channels 

were nearly impossible to unclog.  Ultimately, the force generated from pumping fluid 

simply drove the trapped cells into more condensed clumps rather than propelling 

them through the channel.  Therefore, it was necessary to provide more flow paths to 

sweep away debris to minimize the possibility of cells settling and then clogging in the 

channel.   

We began using H-channel (four-port) designs, which work much better than one-way 

(two-port) channels.  A differential flow is established in the intersection of an H-

channel (Figure 3-19), which gives the experimenter freedom to choose the flow rates 

of the two input pumps.  Unfortunately, the initial success of observing slow single cells 

was short-lived.  It was soon discovered that fast pumping rates were required to drive 

cells into the “H” intersection because cells preferentially resided in the wider channels, 

making it difficult to achieve a steady stream of single cells.  Since the cross section (25 

m height) of the intersection was comparable in size to the observed cells, it provided 

a large resistance to cells passing through.  With this technique, one could only achieve 

flow situations where numerous cells passed the electrode array at once, making single 
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cell analysis impossible.  Therefore, the next batch of H-channels were made larger 

(height = 40 m) to accommodate the flow of many cell types, including white blood 

cells, Chinese Hamster Ovary cells, mouse fibroblasts, and human breast epithelial cells.   

 

 

Figure 3-19: Micronit microfluidic chip in an H-channel design, used for delivering a 
differential flow through the intersection, which contains various electrode 
configurations.  The 15 mm x 15 mm microfluidic chip was fabricated 
through CMC using the Micronit process [70]. The intersection and flow 
channel widths are 120 and 240 m, respectively. 

 

Pressurizing the channel had also promoted leaks, particularly in those areas where the 

connectors may not have been adequately epoxied to the PEEK tubing.  The presence of 

leaks made the flow behaviour highly unpredictable.  To overcome this, two solutions 

were used:  1) a gravity feed-thru technique, in which fluid flow depends on a small 
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difference in height between two fluid-filled, open-ended syringes and 2) a high 

precision pneumatic pressure controller for tuning the pressure across all four ports.   

Although the gravity-based technique works reasonably well, it is susceptible to air 

pockets and requires careful, manual adjustment of the syringe height to achieve 

optimal flow, and additionally does not provide rapid control over the direction of fluid 

flow.  Furthermore, as the syringes are often in close proximity to electrical connections 

and high frequency coaxial cables, the mere act of reaching for the syringes can 

momentarily shift the output signal.   

Fortunately, precise and rapid control of the fluid (and cell) flow rate with minimal 

manual involvement is achieved using the MicroFluidic Control System (MFCS-4C-70) 

for four channels designed by Fluigent.  The MFCS-4C is a high precision pneumatic 

pressure controller designed to handle fluid in microfluidics systems (Figure 3-20).  A 

500 mbar external pressure is used to control the fluid flow from four 2 ml vials that 

are connected to the four ports on the H-channel to establish a fully closed pressurized 

system.  Using Fluigent’s graphical user interface (Figure 3-21), the pressure in each 

vial is adjustable up to 70 mbar.  The minimum pressure adjustment is 0.021 mbar. 

To demonstrate precise and rapid control of fluid flow, polystyrene spheres are 

translated back and forth by clicking between two different pressure configurations.  

Data collected by my colleague, Dr. Marija Nikolic-Jaric, (Figure 3-22) shows that the 

spheres rapidly achieve their equilibrium velocities after rapid back and forth 

transitions (100 ms). 
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Figure 3-20: Photograph of the MFCS-4C Fluigent pumping system, which operates at a 
constant external pressure of 500 mbar that is used to control the fluid flow 
from four 2 ml Fluiwell vials.  Each vial is connected to a port on the H-
channel (Figure 3-19).   

 

 

Figure 3-21: Graphical user interface provided by Fluigent for controlling the pressure in 
the microfluidic channel.  The pressures in each of the 4 ports are controlled 
by entering a value directly, or using the scroll bar.  Multiple configuration 
tabs allow the user to select specific pressure conditions for moving cells 
back and forth, or even stopping cells completely. 
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Figure 3-22: Velocities of 10 m polystyrene spheres as they are translated left-to-right 
and then right-to-left across the electrodes by changing the pressure 
difference across the channel.  This data was collected and shown here with 
permission from Dr. Marija Nikolic-Jaric [71]. 

 

3.2.5 Loading cells into the fluid channel 

 

Once the electronics are prepared, approximately 2 ml of water and ethanol are purged 

sequentially, and exclusively at the full 500 mbar pressure from vial 1 to thoroughly 

clean the channel.  Each purge lasts approximately 30 s, which is the time required to 

deliver cells to the microfluidic channel from the 2 ml vials.  In addition, purging 

ensures that the channel is filled entirely with a single fluid phase, and is often used to 

systematically remove air bubbles, which may be present due to accidental delivery of 

air to the channel system or gas evolution from the fluid medium.   

Cells are administered by pipetting small volumes (1 ml) into the four vials.  The first 

vial usually contains cells in a buffer solution such as PBS (phosphate buffered saline), 
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while the remaining vials contain only the buffer solution.  To establish a specific 

pressure differential across the channel, vials 1 and 2 are connected to ports 1 and 2 

and each given a pressure     , while vials 3 and 4 are connected to ports 3 and 4 and 

each given a slightly different pressure             .  Under this condition, the 

channel pressure,    , is [71] [72]: 

     
         

               
   (3-2) 

where the hydraulic resistances leading into the wide channels are given by    and   , 

and that of the narrow channel is   .  The average flow velocity in a narrow channel of 

cross-sectional area   , hydraulic resistance   , volumetric flow   , and pressure 

differential     is  

                    (3-3) 

Combining these equations, we have: 

     
         

               

  

    
 (3-4) 

In Poiseuille flow, the flow velocity is parabolic according to Equation 2-19: 

   
    

  
       (3-5) 

where H is the channel height and h is the vertical distance from a channel wall 

(     ).  In Figure 3-23, the flow velocity for different particle elevations (h) is 

plotted vs. the pressure differential,   , using Equations 3-4 and 3-5. 
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Figure 3-23: Flow velocity vs. pressure differential at different particle elevations.  The 
elevation increases from 0 to 40 m by 4 m intervals.  The channel height 
is 40 m.  To establish a flow of single cells that is visible in the microscope 
(~200-300 m/s), the pressure differential is typically set to 1-2 mbar.  The 
hydraulic resistances are taken from [71], [72]. 

 

3.3 Chapter Summary 
 

This chapter highlighted successful demonstrations of two versions of an electrical 

system, which simultaneously actuates and detects single polystyrene spheres as well 

as a variety of biological cells including yeast cells (Saccharomyces cerevisiae), Chinese 

hamster ovary cells, human breast epithelial cancer cells (MCF-7 and MDA-MB-231), 

human blood cells (T-lymphocytes, neutrophils, and red blood cells), and mouse 

fibroblasts (10T½, and the metastatic ras-transformed 10T½ cell line, Ciras-3).  

Whether these particles are un-actuated, DEP-actuated, or DEP-trapped in a fluid-flow, 

they are readily detected with enhanced capacitance sensitivity as they perturb high 

frequency fields, even in highly conductive cell buffers.   

h= 0 and 40 m 

h= 20 m 
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A microfluidic channel with a flattened semi-circular 40 m x 120 m cross-section 

minimizes the interaction volume over the electrode region in order to maximize the 

capacitance sensitivity to a number of mammalian cell types and sizes.  Two-gap 

interdigitated electrodes having 25 m widths and spacings generate effective DEP-

actuation fields using moderate AC voltages (< 10 Vpp).  In addition, the time-dependent 

actuation and detection of flowing cells are monitored with minimal resistive losses as 

the electrodes extending outside the channel region toward the contact pad are wide 

(100 m), yet narrow enough to accommodate several such designs on the same chip 

(15 mm x 15 mm).   

In combination with an effective pneumatic pressure system for controlling fluid-flow, 

the H-shaped microfluidic channel accommodates the delivery of millions of cells, 

which flow predominantly into wide (240 m) side-channels while a much smaller 

fraction are monitored in a much narrower intersecting channel containing a slower, 

manageable differential flow (cell velocities below 1000 m/s).  This approach further 

minimizes channel clogging and facilitates channel cleaning.  The improved capacitance 

resolution of the interferometric system is exploited in Chapter 4 to monitor the 

mechanical compression of cells that become maximally distant from the electrodes.   
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Chapter 4 – Dielectrophoretically-Induced Compression of Flowing 
Biological Cells into a Microfluidic Channel Wall 

 
"Do, or do not, there is no try." 

- Yoda 

4.1 Introduction 
 

Deformability cytometry is a new and rapidly developing research area based on 

continuously monitoring the mechanical response of single cells in microfluidic 

channels [7].  In Chapters 2 and 3, we successfully demonstrated that DEP-actuated 

cells can be simultaneously detected with capacitance detection using the same 

coplanar electrodes.  Recall that low- (< 3 MHz) and high-frequency (1.6 GHz) electrical 

signals are coupled to the electrodes to actuate and detect cells, respectively.   

In this chapter, strong low-frequency (< 3 MHz) DEP fields are used to force cells 

directly into contact with channel walls.  In conductive cell buffers such as phosphate 

buffered saline (PBS), the low-frequency signal forces cells away from the electrodes 

toward the top surface (ceiling) of the channel.  The cell-to-wall interaction is observed 

using high-frequency capacitive detection, which potentially forms the basis for a new 

rapid all-electrical approach to deformability cytometry.  High-frequency signals 

provide the capacitance sensitivity required to dynamically detect the cell-to-wall 

interaction.  In this way, we can electrically observe the induced cell trajectories to 

glean information about the electrical and physiological properties of the cell.   

At sufficiently large DEP voltages (> 6 Vpp), suspended mammalian cells in a fluid flow 

are sequentially pressed into contact with microfluidic channel walls using repulsive 

dielectrophoretic forces (>30 pN) generated by coplanar interdigitated electrodes.  
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After being pressed into contact, the cell-to-wall interactions significantly alter the 

progress of the cell.  Capacitive sensing can be used to monitor this movement and 

hence monitor the cell-to-wall interactions.  Distinct electrical signatures are observed 

when cells are pressed into contact with the ceiling, as compared with those from 

pressed polystyrene spheres, which are far more rigid.  In addition, different cell types 

(e.g., blood- vs. cancer cells) are found to exhibit distinctive cell-to-wall interactions. 

Figure 4-1 illustrates the trajectory of a spherical particle that is subject to a strong low-

frequency field.  Spherical particles in a fluid flow obtain an equilibrium elevation, 

which is determined by a balance between gravity and a hydrodynamic lift force.  When 

the particle encounters the strong low-frequency field, it experiences repulsive forces 

that direct the particle away from the electrodes.   

Initially, as the rightward propagating particle approaches the leftmost electrode edge, 

the particle experiences a relatively weak but repulsive leftward force, which slightly 

decelerates the particle.  After overcoming this relatively weak electrical barrier, the 

particle continues to experience repulsive forces that mostly direct the particle upward 

as it flows over the electrode region.  

Strong low-frequency fields generated from interdigitated electrodes form a series of 

electrical barriers across the electrodes.  The strongest barriers most significantly slow 

the horizontal progress of the particle.  At particle elevations near the channel ceiling, 

these barriers exist along the edges of the central electrode.  When the fluid flow 

velocity is sufficient to overcome these electrical barriers, the particle decelerates 

significantly above the central electrode, surpasses the barrier, and exits the electrode 
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region.  Otherwise, the particle is simply trapped above the central electrode.  Although 

surface-to-wall contact is initiated by strong vertical forces, the rigid PS spheres offer 

relatively little contact area from their smooth surfaces. 

 

 

Figure 4-1: A laminar parabolic fluid flow drives the cell from left to right in a 
microfluidic channel.  While passing over interdigitated electrodes, the cell 
is dielectrophoretically repelled from the electrodes toward the channel 
ceiling.  When the fluid flow is stronger than the horizontal electrical 
barriers adjacent to the central electrode, the particle exits the electrode 
region. Otherwise, the particle is trapped above the central electrode.  
Biological cells experience a similar trajectory, but their softer mechanics 
potentially allow the cell-to-wall contact area to increase.  In addition, this 
increases the probability of cell-to-wall adhesion, which may cause it to 
slowly translate along the channel ceiling due to the combination of fluid 
flow, DEP, and contact forces between the cell surface and channel ceiling.  
Deformable cells appear (from the top view) to stretch across the electrode 
gap. 

 

Biological cells experience a similar trajectory, but their deformability allows the cell-

to-wall contact area to increase compared with rigid spheres.  This increases the 

probability of non-specific cell-to-glass adhesion [73], [74] through close–range van 

der Waals-London forces.  In addition, the time for separation (de-adhesion) is 
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proportional to the area of contact.  Cellular strain resulting in adhesive forces may 

assist cells in overcoming the electrical barriers exerted by strong low-frequency fields.   

In general, cells slowly translate along the channel ceiling due to the combination of 

fluid flow, DEP, and contact forces between the cell surface and channel ceiling.  Soft 

cells experience DEP-induced compression, and consequently appear (from the top 

view) to stretch across the electrode gap.  This naturally occurs through Poisson’s ratio 

assuming the cellular volume remains constant. 

The capacitance changes induced by rigid polystyrene microspheres (PSS) are different 

from those of much softer, compressible cells (e.g., neutrophils & lymphocytes).  Rigid 

spheres are trapped directly above the electrode surface, while the softer cells experience 

deformation as they dramatically slow above the electrode gap and subsequently release 

(Figure 4-1).  Smaller capacitance changes are induced by “pressed cells” compared 

with those induced from free-flowing un-actuated cells because the pressed cells are 

simply further away from the electrodes.  Subsequent compression of pressed cells may 

further reduce the induced capacitance changes.   

Detecting the capacitance signatures of pressed cells provides a way of testing and 

utilizing our enhanced capacitance resolution.  Furthermore, the surface morphology 

and mechanical properties can potentially provide insight into the physiological state of 

a cell.  For example, separation of electroporated (§4.11.2) and non-electroporated cells 

using dielectrophoresis has raised the presumption that considerable changes in 

membrane permittivity and conductivity occur after electroporation [75].   
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4.2 Linking Cell Deformability to Physiological Functionality  
 

The shape and deformability of a biological cell are essential aspects of its physiological 

functionality [76].  For instance, healthy red blood cells (RBCs) must deform readily in 

order to pass through smaller capillaries (2-3 m) to transfer oxygen to vital organ 

systems.  Increased RBC rigidity often indicates the presence of an undesirable 

pathological variation such as malaria, hereditary spherocytosis, or sickle cell disease 

[77].  On the other hand, larger deformability in breast cells may indicate enhanced 

metastatic potential (cancer) [7], [78].  Deformable cancer cells have greater motility, 

which enables them to access multiple areas of the body to establish multiple sites and 

enhance their destructive growth.     

T-lymphocytes circulating in the bloodstream dramatically change their shape and 

rigidity when activated during an immune response [79], [80], [81].  Specifically, white 

blood cells (WBCs) reorder their cytoskeletal filaments to initiate and facilitate their 

deformation and transport though endothelial cells to navigate through chemical 

gradients generated between the WBCs and inflamed tissues.  In the bloodstream, a 

rigid cytoarchitecture protects T-lymphocytes from repeated hydrodynamic and 

mechanical stress as they roll along the endothelial cell layer lining the interior vessel 

wall.   

However, during an immune response, lymphocytes must rapidly convert from a semi-

rigid to a highly deformable state and undergo extensive shape changes to penetrate 

the spaces between endothelial cells and enter inflamed tissue (i.e., chemokine-induced 

transendothelial migration).  During transendothelial migration, lymphocytes become 
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highly polarized, a process driven by rapid reorganization of the three cytoskeletal 

filament systems: actin, microtubules, and intermediate filaments [82], [83].  

The addition of a surfactant such as Pluronic F-68 can enhance the robustness of cell 

cultures to deformation [21], shear stresses, and offers a protective barrier and limited 

repair to cell membranes previously damaged by prolonged exposure (> 10 minutes) to 

trypsin [84].  Wong et al. investigated the influence of cytoskeletal actin on the 

viscoelastic properties of Brassica oleracea (cabbage) protoplasts by treating the 

protoplasts with actin-specific agents, latrunculin-A and jasplakinolide, which disrupt 

and stabilize the organization of actin filaments, respectively [85].  Protoplast electro-

deformability increased significantly in latrunculin-A treated cells whereas 

jasplakinolide-treated cells showed little difference in deformability compared with 

that of control cells.  

4.2.1 Structural cell polarization 

Structural cell polarization refers to the process of creating a physical asymmetry in the 

cytoskeleton.  Generally, actin and microtubules provide the structural basis for cell 

polarization because of their inherent structural polarity along the polymer lattices and 

intrinsic dynamics that allow them to respond rapidly to polarity cues [86].  The 

intermediate filaments, however, are nonpolar and are generally not involved in 

generating cell polarity.  Along with transendothelial migration, cell polarization is 

critically important to other standard cell processes such as cell division and initiating 

the sporulation of starving cells [82]. 
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Cytoskeletal motor proteins power unidirectional movement along actin filaments or 

microtubules by irreversibly moving from one tightly bound conformation to another 

using the energy of ATP hydrolysis.  Myosins are motor proteins for actin.  Some move 

along several consecutive steps before dissociating from the filament, making them 

suitable for transport over long distances.  Others travel fewer steps, which makes them 

suitable for contractile movement through sliding of actin filaments.   

Microtubule motors encompass kinesins and dynein, which move in opposite directions 

toward the plus and minus ends of the microtubule.  Actin filaments have a key role in 

the initial symmetry breaking process and enable a rapid response to stimuli in cells of 

all sizes.  Microtubules, however, build on and stabilize the initial asymmetry that is 

created by actin-based forces. 

4.3 Biological Cells Are Nonlinear Viscoelastic Materials 

Biological cells are nonlinear viscoelastic materials, which means that cells exhibit both 

viscous and elastic characteristics during their deformation.  Elastic materials strain 

instantly when stretched and instantly return to their original state when the stress is 

removed.  Viscous materials, like honey, resist shear flow and strain linearly with time 

when a stress is applied.  Consequently, viscoelastic materials have both instantaneous 

and time-dependent responses to an applied stress.   

The heterogeneity of biological cells makes it difficult to quantify viscoelastic 

mechanics.  Indeed, the viscoelastic properties of biological cells vary widely across 

their components, which include the lipid/protein bilayer membrane, organelles, 

cytosol, and the three cytoskeletal filament systems – actin, microtubules, and 
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intermediate filaments [85].  In addition, unlike non-living things, cells are constantly 

adapting to physical and chemical variations in their environment to preserve their life, 

initiate their own demise, and perform physiological functions.   

A number of models have been proposed for predicting the viscoelastic mechanics of 

various cell types [83].  To paint a simple picture of viscoelasticity, we will focus on the 

standard linear strain (SLS) model, in which the compliance of a cell follows the 

formula:   

 
     

 

  
    

  

     
             

(4-1) 

where the unit step function is     , and relaxation time at constant stress is:  

    
     

    
 

The standard linear strain model is characterized by two elastic constants,    and   , 

and one viscous constant,  .  The compliance (strain/stress),     , is essentially the 

inverse Young’s modulus (stress/strain).  In response to a sudden stress, viscoelastic 

materials strain instantly by a certain amount.  Upon continued application of this 

stress, the material strains progressively more easily, i.e., appears softer over time up to 

a limit.  The instantaneous compliance is J0 = 1/(k1 + k2) = 1/E0, where E0 is the initial 

elastic modulus, and the compliance at long application times is J  = 1/k1 = 1/ER , where 

ER is the relaxed elastic modulus.  The rate of material relaxation is governed by a single 

time constant    [87].  The viscoelastic parameters of the SLS model for CHO cells and 

neutrophils are given in the table below. 
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Table 4-1: Viscoelastic parameters of the SLS model. 

 

Cell type k1 (Pa) k2 (Pa)   (Pa s)    (s) Reference 

CHO                                      [87] 

Neutrophil                                   [88] 

 

Dielectrophoretic pressing typically occurs over a few seconds (1-5 s), which is greater 

than the viscoelastic time constant of neutrophils, and shorter than the viscoelastic time 

constant of CHO cells.  Consequently, we expect that CHO cells mainly behave according 

to their instantaneous modulus, and neutrophils would respond fully toward their 

relaxed modulus.  The corresponding effective Young’s moduli for CHO cells and 

neutrophils are therefore 1572 Pa and 27.5 Pa, respectively.   

4.4 Methods for Mechanically Probing Cells & Subcellular Structures 

Biomechanical assays currently used for probing subcellular regions include atomic 

force microscopy (AFM), magnetic twisting cytometry, and cytoindentation.  

Biophysical assays used for probing whole-cell deformation include optical tweezers, 

the microplate stretcher, the microfabricated post array detector, and micropipette 

aspiration (see [89], [90] and references therein).   

Atomic force microscopy has been effective in examining the features of cellular 

surfaces, which themselves can be physiological markers.  Iyer et al. recently 

demonstrated that healthy and cancerous epithelial cells can be identified based on the 

interaction between their “surface brush layers” (mainly microvilli, microridges, and 
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cilia) and an AFM probe [91].  Other surface extensions such as blebs appear on Chinese 

Hamster Ovary (CHO) cells depending on their cell cycle phase [92].   

As outlined in Table 4-1, the elastic moduli of various cell types can be evaluated using 

AFM.  Since measurements are highly localized, they accurately capture the local stress-

strain behaviour of subcellular components but likely overestimate the overall elastic 

response of the cell as obtained using whole cell techniques such as micropipette 

aspiration.  Indeed, the table reveals significant variability in the Young’s modulus for a 

given cell. 

Table 4-2: Young’s modulus of living cells using force microscopy.  b=after destabilizing 
agent; c=resting; d=activated; e=apoptosis 

Cell Type Young’s Modulus 
(kPa) 

Reference Probing 
Technique 

MDA-MB-231 0.37-0.50 [93] AFM 
MCF-10A 0.72-1.11 

MCF-7 (living) 20-30 [94] SFM 
MCF-7 (fixed) 50-150 
HeLa (living) 100-200 
HeLa (fixed) 400-500 

MCF-7 0.3-0.5 [95] AFM 
MCF-10a 0.5-1.2 

Lymphocyte 1.24 [96] AFM 
Lymphocyte (b) 0.34 

Jurkat Cell 0.51 
Jurkat Cell (b) 0.23 

Lymphocyte (c) 11.2 [97] AFM 
Lymphocyte (d) 19.7 
Lymphocyte (e) 7.1 

 

Magnetic twisting cytometry probes the mechanical properties of an adherent cell by 

applying a torque to a magnetic bead that is tightly bound to the cell surface [98].  This 

tight bonding is achieved by coating the ferromagnetic bead with ligands, which are 
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signal triggering molecules that bind to compatible cell surface receptors.  Receptors are 

defined as target protein molecules typically embedded in the plasma membrane of a 

cell, which receive chemical signals from neighbouring cells. 

An external magnetic field applies a stress to the magnetic bead, which is tracked 

positionally using either video microscopy or with laser particle tracking.  In addition to 

applying controlled mechanical stresses, this technique is used for examining ligand-

receptor adhesion strengths, cytoskeletal rheology (for evaluating shear modulus, 

viscosity and motility), and the mechanical links between the cell surface receptor and 

the cytoskeleton.  Although this technique probes local mechanics, uncertainties related 

to the nature of bead attachment to the cell make determining the true magnitude of the 

elastic and viscous moduli difficult [99].  

Cyto-indentation uses a probe attached to a cantilever beam controlled by a 

piezoelectric actuator for load application, and the probe is smaller than the cell.  The 

cytoindenter does not rely on video capture to determine probe position and deflection.  

Originally, detection was achieved using a photodiode system, but presently monitors 

the displacement of the cantilever via a laser reflected off the free end of a cantilever.  

Micropipette aspiration is used for whole-cell deformation, and involves the application 

of negative pressure to aspirate the cell surface into a small glass tube while tracking 

the leading edge of its surface.  Using small suction pressures (0.1-0.2 pN/m2) and 

tracking the edges to an accuracy of        , both soft and rigid cells can be studied 

with this technique.  Using continuum models, Hochmuth found that soft cells such as 

neutrophils and red blood cells behave as a liquid drop with a cortical (surface) tension 
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of 30 pN/m and a viscosity on the order of 100 Pa s.  On the other hand, chondrocytes 

and endothelial cells behave as solids with an elastic modulus of the order of 500 

pN/m2 (0.5 kPa) [100].  

In a flow configuration, optical tweezers have been effective in determining that MCF-7 

breast cancer cells stretch five times more than non-cancerous MCF-10A breast cells, 

depending on the metastatic potential [101], [7].  With this inspiration, several groups 

have recently developed technologies for “deformability cytometry”, where the 

mechanical deformation of a biological cell in microfluidic flow channels rapidly 

provides information about its physiological state [102], [103].   

These groups have successfully used mechanical structures and/or competing fluid 

flows to monitor the deformation of malaria-infected RBCs and breast cancer cells 

(MCF-7).  These approaches generally require sophisticated and expensive detection 

tools such as high-speed cameras and optical/fluorescent microscopes.  Although they 

are unmatched for speed and spatial resolution, fluorescence microscopes are 

expensive, require fluorescent dyes for labelling and highly skilled users for handling 

and maintaining optical equipment, and are generally not conducive to portable lab-on-

a-chip applications.  Consequently, an electrical approach for cell detection known as 

impedance cytometry has been gaining considerable interest. 

4.5 Impedance Cytometry for Single Cell Characterization  

Recently, impedance cytometry has effectively identified cell populations based on their 

viability and phenotype [12], [104], [105], which are deduced from the induced 

electrical signals alone.  This markerless approach potentially eliminates the need for 
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fluorescent or optical microscopes, which opens the door to affordable and portable 

lab-on-a-chip applications.  Direct detection and manipulation of single biological cells 

[106], [107], [108] is advantageous because a single broad-sweeping measurement 

from a heterogeneous cell population masks the presence and properties of rare cells 

[6], [109] – for example, circulating tumour cells in the bloodstream [110]. 

Collecting an impedance measurement at a single frequency has been used for high 

throughput particle counting (5000 particles/s) [11], capacitance cytometry of cells 

[13], and recently, for coordinating the transfer of single cells to single droplets with 

high efficiency [111].  Single-frequency impedance measurements are generally 

appropriate when variations in impedance due to cell/particle size are insignificant.  

However, more degrees of freedom are required for cell diagnostics because the 

impedance signal induced by a single cell depends strongly on frequency (from 5 kHz – 

200 MHz) [20] and contains information about its charged proteins (100 MHz), 

interfacial charge distributions (< 100 MHz), electrical properties (permittivity and 

conductivity), as well as electrode polarization (< 10 MHz) [42], [112], [113].  

Consequently, two frequencies are often required to separate the electrical properties 

of the cell from those of its surroundings.   

With the recent successes of impedance cytometry for single-cell characterization, 

researchers have begun combining well-established techniques such as micropipette 

aspiration with impedance measurements in microfluidic chips.  For example, in a non-

flow configuration, the impedance of breast cancer cells can be monitored during their 

aspiration through smaller mechanical capillaries [114].  Chen et al. extended this 
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approach to MC-3T3 osteoblasts and extracted effective Young’s moduli based on the 

cell response at different aspiration pressures [115]. 

Techniques for whole and partial cell deformation often yield significantly different 

values for the elastic modulus of a cell.  For example, whole-cell micropipette aspiration 

measurements of neutrophils predict a much lower elastic modulus (< 100 Pa) 

compared with atomic force microscopy, which probes individual subcellular 

components having elastic moduli that vary over several orders of magnitude.  For 

example, the polymer-filled multi-lobed nucleus generally yields a large elastic modulus 

(100 kPa) compared with other subcellular features (< 10 kPa).  

In addition to cell detection, actuation, and characterization, electrical signals can be 

used effectively for cell deformation.  As a deformation technique, electro-deformation is 

more analogous to optical trapping and micropipette aspiration where the forces are 

applied over a substantial surface area to induce mostly whole-cell deformation, which 

may or may not involve deformation of subcellular structures (e.g., nucleus) depending 

on their fractional volume within the cell.   

4.6 Dielectrophoresis for Cell Electro-deformation 

According to a recent review by Ronald Pethig, the publishing trend suggests that the 

theory (5%) and technology (18%) of dielectrophoresis have matured sufficiently for 

efforts to be directed mainly toward the publication of applications (77%) [116].  

Consequently, dielectrophoresis has been increasingly used as a tool for single-cell 

electro-deformation using simple electrode geometries [25], [117] [21], [85], [118], 

[52].  Typically, cells are trapped and stretched between electrode edges using positive 
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dielectrophoresis and imaged using optical microscopy.  For this approach to be useful, 

great care is required to avoid potentially overheating and/or inducing irreversible 

electroporation in cells due to extremely large electric fields at the electrode edges.   

For a given applied DEP voltage, stretching single cells between electrodes requires a 

small electrode spacing, which inherently generates large electric fields.  Larger 

electrode spacings may be used if multiple cells are trapped and subsequently induced 

into contact via classic pearl-chain formations.  In either case, acquiring measurements 

is a slow process because these systems are not made in a flow configuration.  

Furthermore, the detection of electro-deformation is typically done using optical 

microscopy in order to analyze the corresponding changes in cell dimensions, which 

again limits experiments to the laboratory. 

Consequently, our aim is to develop an electrical approach to deformability cytometry 

where the capacitance signatures induced by the momentary deformation of single cells 

flowing in suspension provide a basis for rapid mechanical cell characterization.   

4.7 An All-Electrical Approach to Deformability Cytometry 

In this work, flow impedance and video microscopy are used to monitor the mechanical 

responses of single mammalian cells as they are dielectrophoretically compressed 

(nDEP) into a microfluidic channel wall.  At high frequencies (1.5 GHz), the impedance 

change induced by single, flowing cells is mainly capacitive, which is induced simply by 

replacing one permittivity (cell buffer) with another (a cell) – i.e., electronic 

polarization.  Consequently, the problem is greatly simplified as the capacitance change 
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is insensitive to charged proteins (100 MHz), interfacial charge distributions (< 100 

MHz), and electrode polarization (< 10 MHz) [42], [112], [113].   

In our microfluidic channel, suspended mammalian cells generate position-dependent 

capacitance signatures as they flow past an interdigitated coplanar electrode pair.  

Distinct capacitance signatures are observed when the cells are dielectrophoretically 

repelled into contact with a channel wall.  We compare these signatures with those 

induced by rigid 10 m polystyrene microspheres (PSS), which have an elastic modulus 

of approximately 1-2 GPa.  Cells are much softer in comparison with elastic moduli 

ranging from 60-120 Pa (neutrophils, lymphocytes), to 1500 Pa (CHO cells) [87], [96]. 

Simulations of the equation of motion are used to estimate the experimental 

trajectories of both un-actuated and DEP-actuated cells as they pass over the electrodes.  

Since different cell types have different mechanical properties, their respective cell-to-

wall interactions may form a basis for their differentiation.  In addition, with electrical 

detection and manipulation, this system has great potential for use in portable lab-on-a-

chip applications. 

4.8 Recap of Interferometric System 

The interferometric approach described in §3.2 is used to simultaneously manipulate 

and detect suspended mammalian cells in a flow configuration (see [119], [65], [45], 

for details).  To briefly recap, a 1.5 GHz RF signal is split into two paths.  The reference 

path is unperturbed, and the sensing path contains a transmission line resonator, which 

is coupled to coplanar interdigitated electrodes fabricated on the floor of a fluid-filled 

micro-channel.  A cell flowing over the electrodes capacitively induces a phase change 
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in the sensing path, creating a net phase difference,   , between the two paths.  The 

voltage signals in the reference and sensing paths (   and   ) are recombined into a 

mixer and lock-in amplifier with an overall gain, G.  At the resonant frequency,   , the 

phase varies linearly with capacitance.  Therefore, a passing cell induces a capacitance 

change that is proportional to the final recombined signal,                  
      .  

Corresponding video evidence confirms that signals arise from individual cell crossings.  

4.9 Cell Preparation 

Experiments on mammalian cells were conducted in Electrical Engineering and Physics 

laboratories at the University of Manitoba, as well as a lab at the Manitoba Institute of 

Cell Biology (Figure 4-2).  In this multidisciplinary work, lab technicians from Dr. 

Michael Butler’s Microbiology group, Dr. Francis Lin’s Physics group, and Dr. Jim Davie’s 

Biochemistry and Molecular Biology group at CancerCare Manitoba prepared the cells 

for the experiments.  Cell preparation procedures are outlined in Appendix C.  
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Figure 4-2: Members of our group, along with our cell preparation expert, Cheryl 
Peltier, watch as the system is being prepared to manipulate flowing mouse 
fibroblasts on site at the Manitoba Institute of Cell Biology. 

 

4.10 Data Acquisition & Analysis 

The recombined signals, S, are collected sequentially (sampling rate = 1 kS/s) in real-

time as 30 s data files that are subsequently analyzed using programs written in 

LabView [120] and MATLAB.  To confirm that signals correspond to the passing of 

mammalian cells, corresponding videos are obtained at a 15 fps frame rate.  Each data 

file is fitted with a polynomial baseline to account for temperature-induced fluctuations 

in the baseline capacitance signal.  The polynomial baseline is subtracted from the raw 
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experimental traces to obtain the final capacitance signatures.  For very small signals, a 

smoothing function is implemented.  Some sample code and explanations are provided 

in Appendix D. 

4.11 Capacitance Signatures from DEP-Actuated Cells 

4.11.1 Polystyrene spheres as control particles 

 

Polystyrene spheres (PSS) have a high Young’s Modulus (~ 1 GPa), which renders them 

incompressible to the relatively small DEP forces (< 1 nN) used in the experiments.  In 

addition, these microspheres are highly spherical with smooth surfaces, and exhibit a 

large dielectric contrast compared with water, making them ideal for use as control 

particles.   

To electrically observe the particle trajectory, we initially used DEP voltages that forced 

PS spheres into different regions of the laminar fluid flow.  Figures 4-3 and 4-4 illustrate 

typical experimental capacitance signatures induced by a flowing 10 m polystyrene 

sphere in water as the applied DEP voltage increases from 3 to 4 Vpp (            ).   

At 3 Vpp, the capacitance signature is clearly asymmetric in amplitude.  The PS sphere 

induces large capacitance changes upon entering the electrode region, and smaller 

capacitance changes while exiting the electrode region.  In addition, the PS sphere 

clearly accelerates during this transition.  Before entering the electrode region, the 

polystyrene sphere establishes an equilibrium flow height, which is determined by 

balancing the hydrodynamic lift and gravitational forces.  This equilibrium height is 

below the vertical center of the channel where the fluid velocity is a maximum.  
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Therefore, particle acceleration may only occur when the particle is 

dielectrophoretically repelled upward into regions of faster fluid flow.   

 

  

 
 Figure 4-3: Capacitance changes induced by a 10 m polystyrene microsphere 

subjected to a 3 Vpp DEP voltage.  At 100 kHz, the sphere is repelled from the 
electrode region.  The capacitance-induced voltage shift is approx. -1 V.  
Top:  Raw data with polynomial-fitted baseline.  Bottom:  Baseline-
subtracted data.  
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When the voltage increases to 4 Vpp, the asymmetry is less pronounced, but the overall 

capacitance change has clearly decreased.  The overall capacitance change is smaller 

due to stronger DEP forces repelling the PS sphere to higher elevations compared with 

those DEP forces from the 3 Vpp signal.  In addition, the PS sphere enters the electrode 

region at slightly higher elevations due to the increased repulsive forces experienced 

before entering the electrode region.  Consequently, the asymmetry in the 4 Vpp 

capacitance signature is less pronounced compared with the 3 Vpp signature.   

  

Figure 4-4: Capacitance changes induced by a 10 m polystyrene microsphere 
subjected to a 4 Vpp DEP voltage.  At 100 kHz, the sphere is repelled from the 
electrode region.  The capacitance-induced voltage shift is approx. -0.7 V.   

 

4.11.2 Clausius-Mossotti Factor of 10 m polystyrene spheres 

 

We may theoretically determine the direction of the DEP forces by calculating the 

Clausius-Mossotti factor (Equation 2-12), which requires the permittivities and 
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conductivities of the particle and the fluid environment.  The relative permittivities of 

water and PSS are 78 and 2.5, respectively.  Exposure to air increased the conductivity 

of deionized water from the ultrapure 5.5 S/m to a measured value of 1.8 mS/m (as 

measured by a conductivity meter).  The conductivity of PSS is evaluated using: 

                (4-2) 

where       is the bulk conductivity of polystyrene,    is the surface conductance of the 

particle, and   is the radius of the particle.   

In our case, when the particle radius is large (i.e., 10 m) compared with the Debye 

length (< 680 nm, [121]), the electrical double layer consisting of the Stern and diffuse 

layers may be considered as a single infinitely thin sheet of charge with a net surface 

conductance,   .  However, when the Debye length is a significant fraction of the radius 

of the particle, the total surface conductance,   , is the summation of the conductances 

of the Stern and diffuse layers.  The maximum possible Debye length (generated in 

ultrapure water) is approximately       , which drops off rapidly with increasing bulk 

conductance.  Since the bulk conductivity of polystyrene is small (               ), 

the overall conductivity is mainly dependent on the surface conductance, which has 

been recently measured to be 2.5-2.8 nS [122].  Therefore, a 10 m diameter PSS has a 

conductivity of approximately 1 mS/m. 

For 10 m diameter PS spheres in deionized water, the Clausius-Mossotti factor 

(Equation 2-12) is approximately -0.18 at a frequency of 100 kHz (Figure 4-5), and 
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remains negative for all frequencies.  Therefore, PS spheres are dielectrophoretically 

repelled over the full frequency range.   

 

Figure 4-5: Clausius-Mossotti factor for a 10 m diameter (5 m radius) polystyrene 
sphere (PSS) in deionized water (after prolonged exposure to air).  The 
relative permittivity and conductivity of the PSS are 2.5 and 0.5 mS/m, 
respectively.  After exposure to air, the deionized water permittivity 
remains at 78, and increases its conductivity to 1.8 mS/m. 

 

4.11.3 Large DEP potentials initiate unique capacitance signatures  

 

When PS spheres are subject to even larger DEP signals (10 Vpp, 100 kHz), they are 

repelled to a maximum elevation above the electrodes and propagate essentially along 

the channel ceiling.  Figure 4-6 illustrates a nice correlation between the simulated and 

experimental traces for a flowing rigid PS sphere subject to a 10 Vpp, 100 kHz repulsive 

DEP signal.  The simulated trace was calculated using the average PS sphere velocity 

from the experimental trace, which was determined from actual video files obtained at 
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15 fps to be 288 m/s.  Again, recall that the output voltage, S, is proportional to the 

capacitance change.   

The largest capacitance changes occur at A and C – the electrode gaps.  The smallest 

capacitance change occurs directly over the central electrode, B.  At 10 Vpp, the overall 

capacitance decrease is minimal, but a clear asymmetry in transit time is observed.  

Examination of the video reveals that the sphere repels very strongly toward the 

channel ceiling, and dramatically slows above the central electrode.  The non-uniform 

fluid velocities experienced by the sphere in a parabolic fluid flow cause it to rotate and 

experience a net horizontal translation toward the electrode edge, after which it 

escapes the electrical trap. 

The simulations assumed no contact between the wall and particle.  Indeed, video 

evidence shows that PS spheres rotate after becoming trapped above the central 

electrode.  In some instances, we observe that particles cease spinning after being 

trapped for some time.  If the fluid velocity is not sufficient for the polystyrene sphere 

to overcome the dielectrophoretic forces, the sphere remains trapped above the central 

electrode.   
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Figure 4-6: Comparison between simulated (Top) and experimental (Bottom) 
capacitance signatures for a flowing, rigid polystyrene bead subject to a 
100 kHz, 10 Vpp repulsive DEP signal.  The capacitance-induced voltage shift 
is approx. -0.4 V.  As determined from actual video files obtained at 15 fps, 
the average bead velocity in both cases is 288 m/s.  The output voltage is 
proportional to the capacitance change.  Two capacitance minima occur at 
A and C – the electrode gaps.  The capacitance maximum occurs directly 
over the center electrode, B.  
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4.12 Dielectrophoretic Pressing of Blood Cells 
 

Neutrophils, which are the most abundant leukocytes (white blood cells) in the 

circulatory system, have a low initial elastic modulus of approximately 60-100 Pa based 

on micropipette aspiration measurements [40], [88].  T-lymphocytes, which are also 

leukocytes, are found to be roughly twice as rigid [40].  The neutrophil also has a 

relatively large nucleus, which plays a significant role in the overall dielectric response 

at frequencies above 1 MHz.  This is observed when comparing the Clausius-Mossotti 

factor using the single- and double-shell models, where the double-shell model 

additionally incorporates the dielectric parameters of the nucleoplasm and nuclear 

membrane (Figure 4-7).   

 

Figure 4-7: Calculated Clausius-Mossotti factor of neutrophils in RPMI-1640 medium 
using the single- and double shell models. 
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In this section, the simulated trajectories of rigid spheres having the dielectric 

properties of blood cells are compared with actual experimental traces to illuminate the 

impact of mechanical deformation.  If deformation occurs, we expect the resulting 

induced capacitance signature to change compared with that from a rigid sphere. 

4.12.1 Experimental neutrophil and red blood cell signatures 

 

Typical experimental capacitance signatures from neutrophils and red blood cells in 

RPMI-1640 medium are shown in Figures 4-8 to 4-12.  The applied DEP voltages are 0, 

1, 2, 8, and 10 Vpp, respectively, and the DEP frequency is 450 kHz (CMF=-0.5) in all 

cases.  Neutrophils induce the larger capacitance signatures due to their larger volume.  

As the DEP voltage increases, the capacitance signals decrease as both cell types are 

progressively more repelled from the electrodes.   

 

Figure 4-8: Capacitance signatures from un-actuated neutrophils (N) and red blood 
cells (RBCs). 

N 

RBC 
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Figure 4-9: Capacitance signatures from two RBCs and one neutrophil subject to a 1 
Vpp applied DEP voltage and 450 kHz frequency. 

 

Figure 4-10: Capacitance signatures from four neutrophils and RBCs subject to a 2 Vpp 
applied DEP voltage and 450 kHz frequency. 

 

N 
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Figure 4-11: Capacitance signatures from five neutrophils and six RBCs subject to an 8 
Vpp applied DEP voltage and 450 kHz frequency. 

 

 

Figure 4-12: Capacitance signatures from six neutrophils and two RBCs subject to a 10 
Vpp applied DEP voltage and 450 kHz frequency. 
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As expected, the cell velocity remains constant when no DEP signals are applied (Figure 

4-8).  Like the case for polystyrene spheres, the induced capacitance signature is large 

and contains a sequence of peaks and valleys.  This indicates that free-flowing cells 

hover in close proximity to the electrode edges.   

For moderate to high DEP signal strengths (1-8 Vpp), the repulsion accelerates blood 

cells through the electrode region.  We know this because the time interval between 

successive peaks progressively decreases during the cell’s transition across the 

electrodes.  In addition, the capacitance amplitude progressively decreases.  These 

features confirm that cells experience DEP repulsion from the electrodes into regions of 

faster fluid flow.   

At 10 Vpp, small red blood cells have ascended to elevations where they are barely 

detectable.  On the other hand, neutrophil signatures acquire a remarkable shape.  After 

the cells rapidly ascend to the channel ceiling and flow over the central electrode 

(where the minimum capacitance change occurs), neutrophils experience a clear delay.  

Unlike PS spheres, which rapidly escape the electrode region after passing the leading 

edge of the central electrode, neutrophils appear to slowly extend into the second 

electrode gap.  Consequently, the induced capacitance changes occurring after the cell 

passes the central electrode result from a slow transition across the electrode gap.  This 

can also be observed in video recordings.  This contrasts with PS spheres, whose 

subsequent capacitance changes arise from slowly overcoming the electrical barrier 

near the leading edge of the central electrode. 
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In addition, the induced capacitance changes of neutrophils before and after the central 

minimum have different amplitudes.  We believe that subsequent compression of 

neutrophils may be a possible explanation as the capacitance signatures of rigid PS 

spheres are essentially symmetrical in amplitude. 

For comparison, the capacitance signatures from T-lymphocytes in RPMI-1640 medium 

were also collected at 9 Vpp and 8.5 Vpp at 2 MHz frequency (Figures 4-13 and 4-14).  In 

general, the signatures are more symmetric than those from neutrophils, which are of 

comparable size (neutrophils - 10 m diameter, T-lymphocytes - 12 m diameter) and 

half as rigid.  However, T-lymphocytes produce both asymmetric and symmetric 

signatures (first and second signatures of Figure 4-13).  By examining the video from 

cells that initiate asymmetric signatures, we notice that cells appear to stretch across 

the gap by a small amount.  In Figure 4-15, the T-lymphocyte stretches from 10.8 to 

12.3 m.  We can take measurements from video frames with reasonable confidence 

assuming that the cell flows in the same focal plane while transitioning across the 

electrode gap.  Such cell stretching is likely induced by DEP-induced cell compression 

(through Poisson’s ratio) combined with pressures exerted by fluid flow.   

For neutrophils, T-lymphocytes, and mouse fibroblasts (rigid cells, signatures in Figure 

4-16), we plot the symmetry of the induced capacitance change versus the entry/exit 

time ratio (Figure 4-17).  To evaluate the symmetry of the capacitance magnitudes, we 

collect the minimum values in the capacitance signature before (Min1) and after (Min2) 

the capacitance null (position “C” in Figure 4-15) occurring above the central electrode.  

When their ratio equals 1, the amplitudes are equal.  The entry and exit times are 
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evaluated by backstepping and forward stepping in time from position “C”, respectively, 

until the amplitude at position “C” is reached again.  When the entry/exit ratio falls 

below 1, the cell is delayed.  Otherwise, the time progress is unaltered or accelerated.  

When acceleration is observed, we conclude that no wall contact was made.   

From Figure 4-17, we observe that for a given time delay, the exit amplitude decreases 

by 50-60% for neutrophils, 20-40% for T-lymphocytes, and remains mostly unchanged 

for mouse fibroblasts.  Although the Young’s modulus for 10T½ mouse fibroblasts was 

not available, the main functionality of fibroblasts is to maintain the structural integrity 

of connective tissues, which requires the cells to be fairly rigid.  From the supporting 

video, the outliers from the fibroblast data (notably showing apparent 40-50% 

amplitude variations for 2 cases) appear to arise due to large deviations from spherical 

symmetry, which can result in significant variations in the capacitance signal 

(approaching 20%) [123]. 

For T-lymphocytes, increasing the applied DEP voltage (and hence force) from 8.5 to 9 

Vpp significantly prolonged the progress of cells across the electrode gap.  Essentially, 

stronger DEP forces strengthen the electrical barrier as well as induce larger friction 

forces.  The capacitance amplitude variations do not vary significantly for a 0.5 Vpp 

increase in applied voltage. 

Finally, note that we collect data only from cells flowing exclusively within the central 

40 m of the channel width.  Our flattened semi-circular cross section (described earlier 

in Chapter 2) has a flow velocity profile illustrated in the inset of Figure 4-18.  At mid-

height and mid-width, the velocity achieves a maximum rate, as expected for laminar 
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flow.  Within the central 40 m of the channel width, the flow velocity varies up to 8% 

across the width depending on particle elevation.  This percentage rises significantly 

with increasing distance, beyond the central width, toward the side wall (Figure 4-18). 

Furthermore, when cells flow along the side walls of the channel, subsequent DEP-

actuation propels them not only upward but funnels them toward the channel center, 

which greatly influences the capacitance signature (Figure 4-19).  Since we are mainly 

interested in cell movement along the channel depth and height, with electric fields 

parallel to the channel length, we discard signatures caused by cell movement along the 

channel width.  

 

 

Figure 4-13: Capacitance signatures from 6 flowing T-lymphocytes experiencing strong 
nDEP forces from a 2 MHz, 9 Vpp DEP signal.  The data are represented 
twice as the original raw data and smoothed (over 10 points) data.  These 
data, which are quite typical, are chosen by literally taking the first 6 
signatures generated by single cells flowing through the central third of the 
channel width.  All data were taken within a 5-minute time interval 
wherein the fluid flow remained well controlled. 
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Figure 4-14: Capacitance signatures from 10 flowing T-lymphocytes experiencing strong 
nDEP forces from a 2 MHz, 8.5 Vpp DEP signal.  The top graph shows the 
first 5 signatures and the bottom graph shows the remaining 5 signatures.  
In each graph, the data are represented twice as the original raw data and 
smoothed (over 10 points) data.  These data, which are quite typical, are 
chosen by literally taking the first ten signatures generated by single cells 
flowing through the central third of the channel width.  All data were taken 
within a 5-minute time interval wherein the fluid flow remained well 
controlled.  
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Figure 4-15: Top:  Observation of T-lymphocyte stretching from 10.8 to 12.3 m during 
its transition across the electrode gap.  The applied DEP voltage is 9 Vpp at 2 
MHz.  Bottom:  Capacitance signature corresponding to the entire 
transition of the cell across the electrodes.  Smaller capacitance changes 
are observed as the cell traverses the second electrode gap (where the 
compression occurs).  Note that this cell exhibits more deformability than 
what is typically observed in T-cells.   

T1 T3 T2 
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Figure 4-16: Capacitance signatures from 10T½ mouse fibroblasts DEP-actuated with 
an 8 Vpp, 1 MHz signal.  

 
Figure 4-17: Symmetry of capacitance change versus the entry/exit time ratio of 

biological cells interacting with the channel wall.  Note that the 10T½ cells 
are approximately twice the diameter of the T-cells and neutrophils.   
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Figure 4-18: TOP: z-directed fluid velocity across the central 40 m of channel width for 
varying elevations (x=10, 12, 14 … 26, 28, 30 m).  At mid-height (20 m), 
the velocity achieves a global maximum at y=0, as expected.  At all 
elevations, the velocities at 20+x and 20-x elevations are equal at y=0, 
but begin to deviate across the width due to the curvature of the cross 
section. BOTTOM: Largest deviations (nearly 8% of y=0 value) occur near 
the channel ceiling.  Data are normalized to the maximum velocity 
(occurring at y=0) at the given elevation.  Inset:  Colour plot of velocity 
profile in channel cross section. 
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Figure 4-19: TOP: Time progression of a T-lymphocyte initially flowing near a channel 
side wall.  The strong DEP force repels the cell, which then encounters the 
circular ceiling, which funnels the cell toward the channel center.  The 
specific time interval shown by the arrow is 15 frames.  All other cells are 
plotted every 5 frames (0.067 s per frame).  Analyses consider cells flowing 
exclusively within the central third of the channel as indicated by dashed 
lines.  BOTTOM: Corresponding capacitance signature. 
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4.12.2 Surveying the detection of structurally polarized T-lymphocytes 

 

The capacitance signatures from structurally polarized T-lymphocytes activated using 

anti-CD3/CD28 antibodies (see Appendix C for preparation) reveal clear differences in 

the signal amplitudes of free-flowing and DEP-actuated cells.  Free-flowing “de-

activated” spherical T-cells generate clear peaks and valleys, which are “washed-out” in 

the case of free-flowing “activated” T-cells (Figure 4-20).   

The orientations of activated T-cells also influence the capacitance signatures (Figure 4-

21).  For free-flowing activated T-cells of similar volume, subtle differences in their 

entrance orientation can lead to “Jeffery orbits” [124], which can diminish the overall 

capacitance signals [123].  In Figures 4-20 and 4-21, flowing particles are shown above 

the three electrode widths to reveal their shape and orientations at those positions.   

Figures 4-22 and 4-23 reveal the influence of applying large DEP signals to actuate 

paired T-lymphocytes and single polarized T-lymphocytes, respectively.  In both cases, 

the DEP signal realigns the long axis parallel to the applied field.  After cell re-

orientation and exit from the electrode region, they continue to rotate “end over end” 

due to large non-uniformities in fluid velocity near the channel ceiling.  Therefore, in 

this work, only spherical cells were chosen for analysis to avoid the effects observed by 

polarized cells.  
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Figure 4-20: The capacitance peaks and troughs from rotating polarized T-cells (1st and 
3rd signatures) are less defined in comparison with those generated by un-
polarized or non-rotating polarized T-cells (2nd signature). 
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Figure 4-21: Free-flowing polarized T-cells that remain parallel with the electrodes 
during flow generate larger signals than polarized T-cells of similar volume 
that rotate with a larger “Jeffrey orbit”.    
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Figure 4-22: Time progression of paired T-lymphocytes experiencing strong negative 
DEP as they flow left to right over the electrodes.  The cell-pair are plotted 
every 3 frames (0.067 s per frame).  During nDEP, the cell-pair is reoriented 
parallel to the electric field direction.  The cell-pair spends a significantly 
long time in the compression zone (second electrode gap).  Consequently, 
for simplicity of viewing, the cells are artificially translated upward for 
some time steps (arrows). TOP: 8.5 Vpp, 2 MHz DEP signal. BOTTOM: 9 Vpp, 2 
MHz DEP signal.  The cells required 24 (12+6+6) frames to transition the 
compression zone (black arrow). 
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Figure 4-23: Time progression of a polarized T-lymphocyte experiencing strong negative 
DEP forces (9 Vpp, 2 MHz signal) as it flows left to right over the electrodes.  
The arrowed transition times are 11 frames each.  For all other cases, the 
cell-is plotted every frame (0.067 s per frame).  Much like the paired 
lymphocytes, the cell reorients its long axis parallel to the electric field 
direction.  After passing through the electrodes, the cell continues to flip 
end-over-end.  
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4.12.3 Simulated neutrophil signatures 

 

Simulated cell trajectories were determined by solving the equation of motion using 

COMSOL Multiphysics, as outlined in §2.4.2.  Electrothermal forces, as explained later in 

§4.13.3, may influence fluid flow and are therefore included in the calculation.  The cell 

is assigned an initial velocity and position.  The initial velocity is estimated from 

experimental traces while an equilibrium elevation is determined by equating the 

hydrodynamic lift- and gravitational forces.  Particle positions are evaluated every 20 

s to ensure that solution convergence is achieved.   

The average measured T-lymphocyte and neutrophil diameters are approximately 12 

and 10 m, respectively, and their density ranges are 1060-1080 kg/m3, and 1080-

1090 kg/m3, respectively [125], [126], [127].  For the simulation of DEP-actuated 

neutrophils (VDEP=1, 2, 8 and 10 Vpp, frequency=450 kHz, and CMF=-0.5), the cell radius, 

cell viscosity, and average fluid velocities are       ,             , and 

               , respectively.    

Figure 4-24 shows the vertical vs. horizontal neutrophil position.  Note that the 

electrodes span the range,                   .  For high DEP voltages (8 and 

      ), the cell elevates rapidly upon encountering the first electrode edge.  The 

repulsive DEP forces are adequate to initiate cell contact with the channel wall.  The 

1/(y-r) dependence of the lift force ensures that the maximum elevation occurs when 

the cell is exactly 1 radius away from the ceiling.  At an elevation of y=15 m, our point 

particle of radius 5 m is touching the channel ceiling (y=20 m).  Larger DEP forces 

prolong the transition time across the electrodes.   
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Figure 4-24: Neutrophil cell elevation vs. horizontal channel position.  Note that the 

electrodes span the range, -62.5 μm ≤ x ≤ 62.5 μm. 

At lower applied voltages (1 and      ), the cell begins to elevate within the electrode 

region toward moderate elevations where the fluid flows are faster.  Consequently, cells 

accelerate through the electrode region.  In all cases, after exiting the electrode region, 

the gravitational force takes over and the elevation decreases steadily. 

To understand the time dependence, the horizontal and vertical positions are plotted 

versus time in Figure 4-25.  For the larger voltages, the cell experiences an obvious 

deceleration upon encountering the electrode edge.  Afterward, the cell is rapidly 

repelled upward into contact with the ceiling after which the fluid flow competes with 

the dielectrophoretic barrier.  Again, larger DEP voltages prolong the journey.  At lower 

voltages, the cell accelerates more rapidly through the electrode region when repelled 
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into faster fluid flows.  Since the cell is repelled into elevations nearer the mid-channel 

height at 2     (compared with 1    ), the cell accelerates more rapidly at 2    .  

To understand what forces are required to repel cells into contact with the ceiling, we 

plot the DEP vertical force vs. time in Figure 4-26.  Neutrophils appear to barely make 

contact at 8    , in which the maximum DEP vertical force is about 18 pN.  The largest 

DEP forces experienced by cells occur at their lowest elevations.  As they are repelled, 

they feel progressively less repulsion.  Upon contact, the DEP force plateaus at 

approximately 7 pN at 10    .  At the lower voltages, the rippling in the force plot occurs 

because cells are low enough to experience the local electric fields from the electrode 

edges.  Finally, we can plot the capacitance change versus time to gain a point of 

comparison for the experimental Figures 4-9 to 4-12. 

The simulated and experimental signatures compare favourably.  Indeed, at 10    , they 

both capture the prolonged transition time.  The relative magnitudes of the signals are 

quite close.  The maximum capacitance signals induced by cells at 8 and 10     are 

nearly equal in the simulated and experimental traces, with 10    forcing longer transit 

times.  Cells experiencing 2     signals induce smaller capacitance changes, and flow 

through the electrode region faster than cells repelled by 1     signals.   

The main observable difference lies in how the 10     signatures vary locally after the 

capacitance null (e.g., position C in Figure 4-15).  The experimental traces of actuated 

neutrophils often exhibit a capacitance plateau following the capacitance null.  

According to video evidence, the corresponding cells appear to make intimate contact 

with the channel ceiling and slowly progress and deform across the electrode gap.  
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When the deformation is less obvious, the signatures generally coincide with the 

patterns of the simulated trace, where the induced capacitance changes following the 

capacitance null exhibit a clear slope. 

 

 

Figure 4-25: Neutrophil cell position vs. time (VDEP = 1, 2, 8, 10 Vpp)  Top: Position along 
channel.  Bottom: Cell elevation.  
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Figure 4-26: Vertical DEP forces (top) and induced capacitance changes (bottom) of DEP 
actated neutrophils.  The DEP voltages are 1, 2, 8, and 10 Vpp..  
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4.13 Influence of Electroporation and Electrokinetic Mechanisms on 

the Flow of Biological Cells Across Interdigitated Electrodes in Microfluidic 

Channels 

 

When biological cells interact with electric fields in microfluidic systems, they 

potentially experience a number of electrokinetic mechanisms, many of which are 

highlighted in excellent reviews [128], [129], [130], [131], [132].  We will first cover 

dielectrophoresis and electroporation, which are two electrical mechanisms that act 

directly on cells.  Afterward, we will discuss electro-thermal and electro-osmotic flows, 

which are electrically-induced fluid flows that may indirectly cause particle motion. 

4.13.1 Dielectrophoresis 

 

Dielectrophoresis is the dominant mechanism for electrical actuation of biological cells 

at MHz frequencies in high-conductivity media.  Strong non-uniform electric fields repel 

biological cells into contact with the ceiling and exert a distribution of DEP forces as 

each cell translates across the electrodes.   

At various elevations, the horizontal and vertical DEP forces are calculated across the 

electrode region in Figure 4-27.  The dielectric parameters of a CHO cell are used in the 

calculation (r=7.5 m, and CMF=-0.4 at 1 MHz).  Positive vertical DEP forces indicate 

that the particle is directed exclusively upward, and away from the electrodes.  

Although the vertical forces are stronger, the horizontal forces additionally exert 

inward directed forces that facilitate particle containment above the central electrode.   
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This is clear when we consider for a moment the central region (approximately 

                  ), which covers the central electrode and the electrode gaps.  

For all elevations, negative (leftward directed) horizontal DEP forces are experienced at 

positive values of x (horizontal locations to right of center), and vice versa.  Outside this 

central region, the horizontal forces change sign, and resist the flow of incoming cells.    

Strong electric fields can cause the deformation of soft cells.  This deformation,   , may 

be calculated using a Hertz model [133] for small deformations of elastic objects: 

        
    

       
       (4-3) 

where E is Young’s modulus, R is the cell radius, and   is the Poisson ratio.  Assuming 

         ,      , and         , the horizontal and vertical deformations 

occurring across the electrode gap are calculated in Figure 4-28 at elevations above 

mid-height.  As expected, the largest deformations are vertical, which correspond to the 

larger vertical DEP forces.  CHO cells (        ) subject to an 8 Vpp, 1 MHz DEP signal 

will experience a maximum theoretical vertical deformation of only ~60 nm.  However, 

neutrophils (        ,          ), which are subject to slightly elevated DEP 

signal strengths (10 Vpp, 450 kHz) can deform up to 500 nm (Figure 4-29), and larger 

cells deform to greater extents (if         ,          ).  Such deformations are 

comparable to those observed through video microscopy (Figure 4-15).  Although 

Equation 4-3 assumes instantaneous deformation, recall that the choice of Young’s 

modulus for each cell type was made based on the time scale over which the cell was 

deformed (§4.3).  That is, the time scale of deformation depends on the Young’s 

modulus, which strongly depends on frequency in viscoelastic materials such as cells.   
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Figure 4-27: Simulated tangential (Ex) and normal (Ey) DEP forces on a 15-m-
diameter CHO cell at various elevations (20 to 37.5 m - i.e., from mid-
channel to 2.5 m from the ceiling) above the electrode region (-62.5 m < 
x < 62.5 m).  The applied voltage was 8 Vpp at 1 MHz frequency.   
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Figure 4-28: Simulated Hertz deformation from horizontal (FDEP,x) and vertical (FDEP,y) 
DEP forces on CHO cells at various elevations (increasing from 20 to 37.5 
m - i.e., from mid-channel to 2.5 m from the ceiling) above the electrode 
gap (12.5 m < x < 37.5 m).  The applied voltage was 8 Vpp at 1 MHz 
frequency.  The Young’s modulus is 1572 Pa.   
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Figure 4-29: Simulated Hertz deformation from horizontal (FDEP,x) and vertical (FDEP,y) 
DEP forces on neutrophils at various elevations (increasing from 20 to 37.5 
m - i.e., from mid-channel to 2.5 m from the ceiling) above the electrode 
gap (12.5 m < x < 37.5 m).  The applied voltage was 10 Vpp at 450 kHz 
frequency.  The Young’s modulus is 27.5 Pa. 
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4.13.2 Electroporation 

 
External electric fields can induce nanometer sized pores in cell membranes when the 

resulting potential drop across the cell membrane exceeds a critical threshold.  This 

process, called electroporation [134], [135], [18], [136] [137], can lead to 

uncontrollable ion exchange and eventual cell expansion, which momentarily and/or 

permanently alter the dielectric properties of the cell.   

A first-order process with the following time constant,   , is appropriate for describing 

the frequency dependence of the transmembrane voltage for frequencies below 10 MHz 

[138], [139]: 

 
   

   

     

      
 

 
 

  

 
(4-4) 

where R is radius, d is membrane thickness,         is the specific membrane 

capacitance [F/m2], and the conductivities of the cytoplasm, membrane and external 

medium are   ,   , and    respectively.  The corresponding transmembrane voltage is 

given by [140]:  

        
       

      
 (4-5) 

where    is external field magnitude, and   is the incident angle between the field 

vector and the cell surface.  Maximum interaction occurs when    , leaving us with:  

        
   

      
 (4-6) 
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Wang and Lu subjected CHO cells to enhanced electric fields by delivering them into a 

channel of reduced size [141].  They found that a 400 V/cm (40 kV/m) continuous DC 

field was the starting threshold for electroporation of CHO cells.  Taking the 

dimensions, conductivities, and specific membrane capacitance values for CHO cells 

from Table 2-1, and considering a 40 kV/m external field magnitude, we can plot the 

transmembrane voltage dependence on frequency (Figure 4-30).  The transmembrane 

voltages required for electroporation are typically between 0.7-1.5 V [142].  Indeed, the 

low frequency limit is close to 0.7 V.   

To determine whether electroporation occurs during experiments, we simply use 

Equation 4-5 to calculate the transmembrane voltages from the corresponding electric 

fields in the channel.  According to Figure 4-31, an 8 Vpp applied AC voltage (1 MHz) 

generates transmembrane voltages less than 0.15 V for all positions above the mid-

height of the channel.  Consequently, CHO cells do not likely experience electroporation 

when an 8 Vpp, 1 MHz signal is applied.   

Elham Salimi recently developed a non-linear dispersive formulation to model the 

electric field interaction with biological cells [142], [143].  According to her model, an 

applied electric field of 100 kV/m amplitude and 1 MHz frequency generate a 0.4 V 

transmembrane voltage using typical mammalian cell dimensions and electrical 

parameters.  Consequently, at 1 MHz, there is room for increasing the DEP signal 

amplitude to initiate further cell compression while avoiding electroporation.    

We conclude this section with a brief demonstration that strong electric fields at lower 

frequencies can induce the electroporative expansion of CHO cells.  In a minimal fluid 
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flow (<50 m/s), we used large DEP signals to propel a pair of attached CHO cells 

toward the channel ceiling, which was aligned to the focal plane of the microscope 

(Figure 4-32).  After some time, the cells began to expand until they finally appeared to 

fill with external medium as the process became irreversible.  Consequently, the cells 

felt progressively less DEP force and simply released from the electrical trap after 65 s.   

Coplanar electrodes generate non-uniform fields in electrolytes and create electrical 

double layers at the electrode-fluid interface, giving rise to two mechanisms of 

electrically-induced fluid flow.  The first involves the linear dependence of the 

permittivity and conductivity of the fluid with temperature.  Non-uniform fields induce 

non-uniform Joule heating of an electrolyte solution through its bulk conductivity 

(         
 ).  Consequently, spatial variations of the permittivity and conductivity 

(temperature) lead to electrothermal fluid forces.   

The second mechanism, called electro-osmotic flow, concerns non-uniform fields that 

are generated across the Stern-diffuse Debye double layer.  The resulting fluid flow may 

subsequently induce electrophoretic particle flow.  The impact of electrothermal and 

electro-osmotic flows on our measurements is discussed in the following two 

subsections. 
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Figure 4-30: Simulated frequency dependence of the transmembrane voltage across a 

CHO cell immersed in PBS. The applied external field is 40 kV/m. The 
transmembrane voltage is approximately 0.6 V at frequencies below 100 
kHz, and drops dramatically at higher frequencies.  A higher order 
treatment of the process is required to predict the transmembrane voltages 
at higher frequencies (> 10 MHz). 

 

 



148 

 

 
 

 
Figure 4-31: Simulated electric field amplitude and transmembrane voltage across a 

CHO cell membrane at elevations ranging from mid-channel height to just 
2.5 m from the channel ceiling (20-37.5 m).  In PBS, a 40 kV/m electric 
field amplitude generates a 0.13 V transmembrane voltage at 1 MHz, which 
falls short of electroporation. 



149 

 

 
 

 
 
 

Figure 4-32: Connected CHO cells are subject to a 9 Vpp , 20 kHz DEP signal as they are 
placed above the central electrode.  Over time, the cells, which are strongly 
repelled toward the ceiling (in focal plane of microscope), expand and 
eventually become released, presumably due to electroporation. 

0 s 10 s 20 s 30 s 

40 s 50 s 60 s 65 s 
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4.13.3 AC electrothermal flow 

Coplanar electrodes generate non-uniform electric fields, which generate temperature 

gradients through non-uniform heating of the channel.  These temperature gradients 

further induce conductivity and permittivity gradients.  The interaction between the 

electric field and these gradients generates an electrical force on the bulk fluid, which is 

called the electrothermal force [129], [144], [145], [146], [147], [148].  The time-

averaged electrothermal body force [N/m3] is given by: 

       
 

 
  

  

 
 

  

 
      

     
       

 
 

 
    

     (4-7) 

The first and second terms in this expression represent the Coulomb and dielectric 

forces, respectively.  The conductivity and permittivity gradients can be rewritten as: 

 
  

 
  

 

 

  

  
        (4-8) 

 
  

 
  

 

 

  

  
         (4-9) 

Note that the permittivity is absolute permittivity (       [F/m]),      , and    

represents the spatial derivative of temperature [K/m].  For aqueous saline solutions,   

and   are estimated to be -0.4 %/K and 2 %/K, respectively.  Figure 4-33 considers the 

measured temperature dependence of conductivity and relative permittivity of a 5000 

ppm NaCl solution (Note that [NaCl]PBS=8000 ppm) [149].  Taking a best-fit line to each 

plot, we find that             and           , which indeed give             

and          at room temperature.   
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Figure 4-33: A) Conductivity and B) relative permittivity of a 5000 ppm saline solution 
versus temperature.  Dots are measured values from [149], which are fitted 
here using best-fit lines.  

 

To simulate electrothermal flow in COMSOL Multiphysics, we couple three equations 

governing the AC quasi-electrostatics, general heat transfer, and the incompressible 

Navier-Stokes fluid flow.  These equations are coupled through the heat flux,  , and 

temperature variables.  Through the fluid conductivity,  , the electric field generated by 

coplanar electrodes generates heat (         
 ), which locally and non-uniformly 

increases the temperature in the channel.  The general heat transfer module captures 

these temperature increases, which are incorporated into an electrothermal body force 

expression, which is included as an external force in the incompressible Navier-Stokes 

equation.   

A B 
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The simulation geometry is shown in Figure 4-34.  The 1.1 mm and 0.7 mm dimensions 

represent the actual dimensions of the experimental chip.  Again, the channel height is 

40 m and the electrode widths and spacings are 25 m each.  As usual, we begin by 

solving the Laplace equation given by              , which solves for the electric 

fields (     ) in the channel.  Our central electrode is given a 4 V potential (8 Vpp, 1 

MHz), and the neighbouring electrodes are ground.  The outer boundaries are 

electrically insulated (     ) and the remaining inner boundaries are given a 

continuous boundary condition (           ).  The borosilicate glass layers 

surrounding the channel are given a permittivity of 4.8 and have negligible 

conductivity.  For maximum effect, we fill the channel with phosphate buffered saline 

(PBS), which has an estimated permittivity of 78 and the highest conductivity of all 

tested buffers (1.6 S/m).      

In conductive cell buffers, Joule heating can lead to significant heating of cells, which 

can lead to denaturation of their proteins.  To determine the corresponding 

temperature increases, we solve the following equation,                   , 

where the left and right side of the expression represent convective and conductive 

heat transfer terms.  The fluid velocity, density, heat capacity at constant pressure, and 

thermal conductivity are  ,  ,   , and k, respectively.  The heat flux, Q, as described 

earlier, couples the electric field and heat transfer simulations.  For water,  ,   , and k 

are 1000      , 4189       , and 0.6      .  For borosilicate glass, they are 2230 

    , 754       , and 1.13      .  Other than the rightmost boundary of the fluid 

channel, which is given a convective flux output boundary condition (no viscous stress), 
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all outer boundaries are given a temperature of 293.15 K.  The inner boundaries 

between two adjacent domains, u and d, are given a continuity boundary condition 

(                          ). 

 

 

Figure 4-34: Simulated geometry with three domains:  1.1 mm upper borosilicate layer, 
which contains a 40 m fluid channel, and a 0.7 mm borosilicate layer. 

 

Finally, we solve the incompressible Navier-Stokes equation for a Newtonian fluid: 

                   (4-10) 

 

2 mm 

1.1 mm 

0.7 mm 
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The left term represents convective acceleration, and the right terms represent 

viscosity and the electrothermal body force (described above), which couples the 

temperature variations to fluid flow.  This expression is valid when the Reynolds 

number (        ) is very small.  The fluid density and viscosity are assumed to be 

          and          , respectively.  With water flowing at approximately 300 

m/s in a channel where the characteristic length, l, is 40 m,              .  In 

an incompressible fluid, the mass-conservation equation,        , is also solved.   

All boundaries are given a no-slip condition (     ), except for the inlet and outlet 

channel boundaries.  The leftmost inlet boundary has laminar inflow of a specified 

average velocity and entrance length.  The outlet boundary is made free of viscous 

stress (zero pressure).  The mesh concentration is finest within the channel and 

moderate in the borosilicate with maximum element sizes of 0.5 and 35 m, 

respectively. 

In the absence of a pressurized fluid flow, the electrothermal forces generate spiral fluid 

flow patterns above the coplanar electrodes (Figure 4-35).  Conversely, the presence of 

a parabolic laminar fluid flow (average velocity is 333.33 m/s) overwhelms the flow 

patterns generated by electrothermal forces, which contribute only to slightly perturb 

the flow over the full range of channel elevations (Figure 4-36). 

Horizontal fluid velocities at fixed elevations (2.5 to 37.5 m) above the electrodes are 

shown in Figure 4-36.  At mid-channel elevation (20 m), the fluid velocity matches the 

input maximum velocity of 500 m/s.  At other elevations, the velocity falls off 

according to the parabolic formula for laminar flow (e.g., the velocities at 10 and 30 m 
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elevations are equal).  As the electrode region is traversed, the fluid accelerates and 

then decelerates (or vice versa) according to the spiral profile in Figure 4-35, which 

generates velocity differentials approaching an absolute maximum of 25 m/s.  This 

velocity generates small 3.5 pN drag forces on a sphere of 7.5 m radius flowing in PBS.  

In conclusion, electrothermal flow does cause perturbations in particle flow, but does 

not contribute significantly to the signatures observed. 

Electric fields locally generate heat through the relatively high conductivity of saline 

solutions.  In the presence of a laminar fluid flow, this heat may be convectively 

transferred depending on the fluid velocity, density, and heat capacity.  The overall 

temperature rises for an 8 Vpp, 1 MHz signal are shown in Figure 4-37.  Convective heat 

transfer is slow compared with heat diffusion for typical fluid flows (<u>=333.33 

m/s).  Therefore, the generated temperature profiles are symmetric about the 

electrodes, yielding an 8.5 K maximum temperature increment.  Since this value decays 

very slowly away from the electrodes, cell heating is fairly significant.  However, since 

our experiments were conducted at room temperature (~23 C), an 8.5 K temperature 

increase temporarily warms cells to temperatures nearer the optimal value (37 C).  

The temperature increases are comparable to those found by Williams et al. [150] for a 

similar geometry. 

However, when the fluid flow increases to a rate given by our purge function (0.102 

m/s), the fluid flow does reduce the maximum temperature increment to approximately 

1.8 K, which decays rapidly away from the electrodes.  In purge mode, the channel 

pressure is                , where the total purge pressure is                 
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        .  Based on §3.2.5, the corresponding average fluid velocity in the channel 

while purging is therefore                     .  We mention this because 

significant signal swings occur during channel purging.  Much larger signal swings 

occur when purging conductive cell buffers compared to purging water or solutions of 

much weaker salinity.   

 

 

 

Figure 4-35: Influence of electrothermally-induced flow on the overall fluid flow.  TOP: 
Electrothermal flow spirals are induced by an 8 Vpp, 1 MHz signal when 
there is no pressurized fluid flow. BOTTOM: A typical parabolic laminar 
fluid flow (average velocity = 333.33 m/s) dominates the flow profile.  
However, the electrothermal contribution does appear as a perturbation as 
shown in the next figure. 
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Figure 4-36: Horizontal fluid velocities at fixed elevations (2.5 to 37.5 m) above the 
electrodes.  At the mid-channel elevation (20 m), the fluid velocity matches 
the input maximum velocity of 500 m/s.  At other elevations, the velocity 
falls off according to the parabolic formula for laminar flow (e.g., the 
velocities at 10 and 30 m elevations are equal).  As the electrode region is 
traversed, the fluid accelerates and then decelerates (or vice versa) 
according to the spiral profile in Figure 4-35, which generates velocity 
differentials approaching an absolute maximum of 25 m/s, which, in PBS, 
generates small 3.5 pN drag forces on a sphere of 7.5 m radius.   

 

  

2.5 & 37.5 m 

5.0 & 35.0 m 

7.5 & 32.5 m 

20.0 m 

10.0 & 30.0 m 
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Figure 4-37: Joule heating – temperature rise vs. flow rate.  TOP: Typical fluid velocities 
(<u> = 333.33 m/s) do not transfer the heat efficiently.  BOTTOM: When 
we purge the fluid (<u> = 102 mm/s), the temperature rises in the channel 
significantly decrease. For an 8 Vpp, 1 MHz signal, the maximum 
temperature rises are approximately 8.5 K and 1.8 K, respectively. 
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4.13.4 AC electro-osmotic flow 

 
AC electro-osmotic flow arises from the movement of ions in the electric double layer at 

the electrode/electrolyte interface, producing microflows because of fluid viscosity.  

Electro-osmotic flow generally dominates at lower frequencies because most of the 

applied voltage drops across the double layer, but becomes negligible above the 

characteristic frequency for double layer charging,                 [151], which is 

significantly lower than the relaxation frequency of the bulk fluid,          .   

For an estimated characteristic length (l) of 25 m (electrode spacing), and a    PBS 

solution of 1.6 S/m conductivity, 78 relative permittivity and 0.7 nm Debye length (Ld) 

[152], the double layer charging frequency is about 10.3 kHz.  Therefore, for our typical 

operating DEP frequencies (100 kHz – 2 MHz), electro-osmotic flow is negligible.  High 

conductivity fluids compress the thickness of the double layer, which makes electro-

osmosis ineffective.  For the same applied voltage, more conductive fluids have a lower 

peak velocity at the characteristic frequency.  Studer et al. have shown that AC electro-

osmotic flow is not observable in fluids with conductivity above 140 mS/m [153].  

Therefore, AC electro-osmotic flow is not expected to significantly contribute to the 

motion of cells in this work. 

4.13.5 Brief summary of mechanisms 

 

A number of force mechanisms were investigated to determine their possible influence 

on the DEP-induced pressing of cells into the channel ceiling.  At typical operating 

voltages (8-10 Vpp) and MHz frequencies: 
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1) Dielectrophoresis is the dominant electrokinetic mechanism for cell actuation. 

2) The minimum threshold for electroporation may be reached when low 

frequencies are used (<100 kHz) but electroporation is unlikely to occur at the 

higher frequencies (1 MHz) and fields (40 kV/m) used in this work.   

3) AC electrothermal flow does produce peak fluid velocities approaching 25 m/s 

near the electrodes, which may slightly perturb the trajectory of cells, whose 

flow velocities are typically ~ 300 m/s. 

4) AC electro-osmotic flow does not significantly contribute to motion in high-

conductivity buffers as the Debye length is heavily suppressed. 

4.14 Chapter Summary 

Strong low-frequency DEP forces were used to actuate single mammalian cells flowing 

in suspension toward the ceiling of a microfluidic channel.  Simultaneously, the 

corresponding cell-to-wall interactions were capacitively detected using high-frequency 

(1.6 GHz) electric fields for detection.  The strong DEP forces effectively generate an 

electronic capillary that flowing particles traverse using many possible mechanisms.   

The strongest vertical DEP forces (<90 pN) occur above the central electrode while 

moderate inward-directed horizontal DEP forces (<20 pN) exist along the electrode 

edges for particle containment.  This combination dramatically slows the flow of 

particles and cells.  Due to their smooth surface and inability to deform (E = 1 GPa), 

polystyrene spheres offer little contact area for interaction with the channel ceiling.  

Consequently, little to no contact occurs and the spheres rotate during their sudden 

deceleration over the central electrode.  This sphere rotation likely occurs due to non-
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uniform fluid velocities across its surface.  If the fluid flow is sufficient for the particle to 

overcome the containment forces, the PSS escapes the electrode region.  Otherwise, it 

continues to spin while remaining trapped within the central electrode width. 

Conversely, mammalian cells are deformable and contain an assortment of embedded 

proteins in their plasma membranes, making them relatively rough on the nm scale.  In 

addition, we expect that the fabricated glass surfaces are rough on the nm scale.  

Consequently, the compression of mammalian cells gives them an ability to offer more 

surface area to increase the probability of non-specific cell-to-wall adhesion, possibly 

through close-range van der Waals-London forces.  Since the rate of de-adhesion is 

inversely proportional to the contact area, such forces may additionally slow the release 

of soft cells from the channel ceiling compared with more rigid particles and cells.   

For strong low-frequency DEP signals, neutrophils and T-lymphocytes were observed 

to experience compression while PS spheres and rigid cells such as 10T½ mouse 

fibroblasts did not experience compression.  These events were captured in the 

respective capacitance signatures.  Rigid spheres spend an extended time overcoming 

the local electrical barrier at the electrode edge, while biological cells spend their 

extended time stretching across the electrode gap under the influence of DEP-induced 

vertical compression.   
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Chapter 5 – Research Highlights & Future Directions 

 “History will be kind to me for I intend to write it.” 
-Winston Churchill 

 

Simultaneous dielectrophoretic actuation and capacitive detection of biological cells has 

been achieved in two systems.  In the first system, which uses frequency modulation, 

polystyrene spheres and yeast cells (Saccharomyces cerevisiae) were successfully 

detected using a single pair of gold electrodes.  The resulting capacitance changes 

agreed favourably with finite element simulations (~ 10 aF for 6 m yeast cells and ~ 

100 aF for 10 m polystyrene spheres).  To show that dielectrophoretic actuation was 

possible, a 3 Vpp, 1 MHz signal was coupled to the cavity resonator using an RC circuit.  

Since viable yeast experiences positive dielectrophoresis at 1 MHz, yeast cells were 

trapped on the electrode edges.   

The low frequency (1 MHz) signal was switched on and off every 5 s to demonstrate 

successful dielectrophoretic trapping of yeast cells.  When yeast cells passed over the 

electrodes during the on-cycle, the resulting large capacitance changes indicated that 

those yeast cells were trapped in succession (Figure 3-7) whereas during the off-cycle, 

much smaller capacitance changes resulted from the detection of free-flowing un-

trapped yeast cells.   

Later, an interferometer-based approach was developed to exploit the high sensitivity 

between phase and capacitance change.  Indeed, the minimum detectable RMS 

capacitance change improved from  2 aF to  0.15 aF.  At this noise level, a variety of 

cell types were readily detected with high signal-to-noise ratios.  Interdigitated 
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electrodes were designed to monitor the time-dependence of dielectrophoretically-

actuated cells.  The resulting trajectories are adequately predicted by solving the 

equation of motion, which includes dielectrophoretic, gravitational, electrothermal, 

drag, and hydrodynamic lift forces.  This should provide a theoretical framework that 

future researchers can build from and optimize future implementations. 

When biological cells are dielectrophoretically-pressed into the channel ceiling, they 

may compress depending on their rigidity.  Limited compression was observed in 

neutrophils and T-lymphocytes but was not observed in more rigid cells such as 

fibroblasts.  Under the influence of strong repulsive DEP actuation, rigid particles 

induced capacitance signatures with symmetric amplitudes, whereas deformable cells 

generated asymmetric amplitudes.   

A number of force mechanisms were investigated to determine their possible influence 

on the DEP-induced pressing of cells into the channel ceiling.  At typical operating 

voltages (8-10 Vpp), the minimum threshold for electroporation may be reached when 

low frequencies are used (<100 kHz) but electroporation is unlikely to occur at higher 

frequencies (1 MHz).  AC electro-osmotic flow does not significantly contribute to 

motion in high-conductivity buffers as the Debye length is heavily suppressed.  

However, AC electrothermal flow does produce peak fluid velocities approaching 25 

m/s near the electrodes, which may perturb the trajectory of flowing cells (typically 

300 m/s).   

Ultimately, this work presents an all-electrical approach to deformability cytometry, in 

which the mechanical responses of single DEP-actuated cells are rapidly detected (< 5 



164 

 

s) in a flow configuration.  Capacitance responses at GHz frequencies avoid a number of 

conflicting polarization mechanisms to sense the permittivity changes due to single 

cells.   

5.1 Future Work  
 

The interferometric system has been used in several investigations by members of our 

microfluidics group, which is headed by Professors Douglas Thomson, Greg Bridges, 

and Mark Freeman.  Other than the work presented in this thesis, we have investigated 

the DEP response of yeast cells [119], [120], [154], fully modelled the RF response of 

the interferometric system [45], determined the errors of impedance-based detection 

of ellipsoidal cells [155], [123], and, using a single loop electrode, inductively sensed 

single magnetic beads in a flow configuration [156], [157], which can be potentially 

attached to single cells in subsequent experiments.  In addition, we have recently shown 

that the cell-to-wall interactions of DEP-pressed breast cancer cells can vary depending 

on metastatic potential [158]. 

This author believes there is great potential for this system in characterizing biological 

cells.  Our group is currently investigating the DEP response of single cells in low 

conductivity media (sucrose-based buffers) to determine the Clausius-Mossotti 

response of various cell types based on the corresponding capacitance signatures.  This 

may be an effective approach for determining the CMF of arbitrary cell types.   

Elham Salimi has developed a nice theoretical framework for the electroporation of 

cells [142], [143].  Since electroporation influences the mechanical properties of cells, 
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which typically deform according to a power law time-dependence, the transient 

mechanical response of biological cells to an electroporative stimulus could be explored 

by applying electrical pulses of varying length.  Since the electroporation threshold is 

not reached at MHz frequencies for typical applied voltages (8-10 Vpp), we could 

increase the applied voltage in subsequent experiments to accentuate the compression 

of soft cells, particularly as they typically experience large compressions in vivo.   
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Appendix A – Derivation of DEP Equation for Spherical Particles 

 

Let’s begin with the Laplace equation in spherical coordinates containing no azimuthal 
dependence (      ): 

 

 

  

 

  
   

  

  
  

 

      

 

  
     

  

  
    

 

Assuming a solution of the form,           , we have: 

 

 

  

 

  
   

           

  
  

 

      

 

  
     

           

  
    

 

    

  

 

  
   

       

  
  

    

      

 

  
     

       

  
    

 

    

  
   

        

   
   

       

  
  

    

      
     

        

   
     

       

  
    

 

After separating terms in   and  , we have: 

 

 

    
   

        

   
   

       

  
  

 

        
     

        

   
     

       

  
    

 

Since the two terms are independent of each other, we can equate the radial and polar 
angle terms to constants    and    , respectively [159], [160]. 

The first term is the radial solution: 
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This is a Cauchy-Euler differential equation 

  
   

   
   

  

  
       

 

Solving the Cauchy-Euler equation requires the following transformations: 

    
      
         

  

  
 

  

  
   

   

   
 

   

   
 

  

  
 

 

Substitution gives: 

   

   
 

  

  
  

  

  
       

   

   
 

  

  
       

 

The corresponding auxiliary equation is           with two roots:  

  
         

 
 

 

The general solution has the form: 

        
       

    

 

         
         

     

 

                     

 

   
         

 
   

   
         

 
        

 

        
     

       

 

And finally, the radial solution is given by: 
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where          , and   ,    are arbitrary constants. 

Now, the polar angle treatment (second term): 

 

 

        
     

        

   
     

       

  
      

    
        

   
     

       

  
              

        

   
 

    

    

       

  
              

 

Let’s show that this expression has the form of the associated (m=0) Legendre’s 
equation [161]: 

      
   

   
   

  

  
           

 

  
       

  

  
            

 

Assigning        gives the following: 

                    

                   

 

Substituting these expressions into the Legendre equation gives: 

 

        
      

  

        
            

 

 

     

 

  
     

  

  
            

 

 

     
     

   

   
     

  

  
            

 

   

   
 

    

    

  

  
           

 

This expression is identical to the polar angle term above, where       .  For 
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       , the solutions to Legendre’s equation are Legendre functions,         .  
Legendre functions for integer values of n are polynomials in      (recall the 
transformation,       ).  Table A.1 lists the first four Legendre polynomials. 

 

Table A.1: Legendre Polynomials 

N          

    

       

   

 
           

   

 
               

 

Therefore the potential can expressed as: 

                                         

Since the dipole contribution to the electric potential arises when n=1, 

                            

For a uniform dielectric sphere in a dielectric medium 

                             

                            

Since the field does not decay inside the sphere, D=0. 

At the sphere’s radius,    , two boundary conditions are satisfied: 

       (A-1)

     
   

  
      

   

  
  (A-2) 

The first boundary condition (A-1) leads to the relation: 
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The second boundary condition (A-2) gives: 
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Cancelling the cosine terms and substituting (A-3) for C, we get: 

  
     

      
   

  

And therefore, 

             
     

      
   

  
   

      
   

Potential due to induced dipole [44]: 

         
        

      
 

Equate to the induced dipole term in   : 

        

      
 

     

  
 

           

          
     

      
    

  

Force on a small dipole [44]: 

                        

If    is small compared with the field’s non-uniformity, the first term can be Taylor series 
expanded: 

                                 

                                    

                                   
     

      
      

           

For quasi-electrostatic electric fields, 

               
       

  

Therefore, the time-averaged dielectrophoretic force for a uniform sphere is: 
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Appendix B – Clausius-Mossotti Factor for a Uniform Sphere is a 
Debye Function 

 

The following derivation shows that the Clausius-Mossotti factor for a uniform 

dielectric sphere is a Debye function characterized by a single relaxation time. 

     
  

    
 

  
     

  

     
                     

                      
 

     
                  

                    
 

Multiply top and bottom by j: 

     
                 

                   
 

Rearranging gives: 

     
  

    
 

  
     

  

Rearranging also gives: 

     
     

      
 

      

       
 

Where    
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; implies that       

     

      

      

     
; 

 

Now, we verify that the Clausius-Mossotti factor has a single relaxation term,    : 
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Add and subtract  
     

      

 

       
 to the second term to get: 

     
     

      
 

 

       
 

 

       
  

     

      

          
     

      
  

     
 

       
 

     

      
 

     

      
  

     

      
 

 

Finally, we have 

        
  

       
 

 

Taking the real and imaginary parts, we have [47]: 
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Appendix C – Preparation of Blood Cells, Breast Cancer Cells, and 

Fibroblasts 

C.1 Chinese Hamster Ovary- and Human Blood Cell Preparations 
 

Chinese Hamster Ovary cells transfected with the gene for human Inteferon-beta were 

provided by Cangene Corporation, and  prepared according to procedures in Chapter 2 

of Kevin Sunley’s thesis [162].  Human peripheral blood mononuclear cells (PBMC) 

were isolated from whole blood from healthy blood donors in collaboration with the 

Victoria General Hospital at Winnipeg, using a standard gradient centrifugation method.  

T-lymphocytes are selectively activated by incubating the PBMCs in supplemented 

culture medium (RPMI-1640 medium with 25 mM HEPES buffer, 2% Bovine Serum 

Albumin, 1% penicillin-streptomycin with L-Glutamine) with anti-CD3/CD28 

antibodies in a 37C incubator with 8% CO2 injection for 2 days.  After the activation, 

cells in the solution were transferred to a new flask and cultured in the presence of 

Interleukin-2 (IL-2) for at least 3 days before experiments [79], [81], [163]. 

C.2 Preparation of 10T1/2 and Ciras-3 Mouse Fibroblasts 
 

Cells used were 10T½ and Ciras-3 mouse fibroblasts.  10T½ is the normal, parental cell 

line [164].  Ciras-3 are ras-transformed 10T½ cells with a high metastatic potential 

[165], [166], [167].  They were both grown in a humidified incubator set at 37C and 

5% CO2.  Media used was Alpha Minimum Essential Media (GIBCO/Invitrogen, Carlsbad, 

CA) and supplemented with 10% fetal bovine serum (FBS) (GIBCO/Invitrogen, 

Carlsbad, CA) and antibiotic-antimycotic solution diluted from the 100x stock to 1x 
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final, i.e., 5 ml in 500 ml media (10,000 units of penicillin (base), 10,000 µg of 

streptomycin (base), and 25 µg of amphotericin B/ml utilizing penicillin G (sodium salt) 

GIBCO/Invitrogen, Carlsbad, CA).  Cells were grown on 100 mm plastic plates (Sarstedt, 

Nümbrecht, Germany) until roughly 70% confluency.   

On day of analysis, cells were washed once with 5 ml of 1x sterile phosphate buffer 

saline (PBS).  The PBS was aspirated and cells were dissociated from the plates using 1 

mL TrypLE™ Express (GIBCO/Invitrogen, Carlsbad, CA).  This plate was placed back 

into the incubator for 1-3 minutes to help facilitate lifting of the cells from the plate.  

Following incubation, plates were tapped gently to dissociate cells from the substratum, 

and dissociated cells were resuspended in 3 ml of complete media and centrifuged at 

2000 rpm for 4 minutes using an accuSpin 1R centrifuge (swing-bucket rotor) (Fisher 

Scientific, Ottawa, ON) at 4C.  Following centrifugation, the supernatant was aspirated 

and the resulting cell pellet was resuspended in 5 ml of PBS. 

C.3 Preparation of MCF-7 and MDA-MB-231 Breast Cancer Cells 
 

The human breast cancer cell lines MCF-7 (estrogen receptor (ER) positive) and MDA-

MB-231 (ER negative) are used in this study as model systems of non-malignant or 

malignant breast cancer cells, respectively.  Both cell lines are cultured in DMEM 

(GIBCO/Invitrogen, Carlsbad, CA) medium, supplemented with 10% fetal bovine serum 

(FBS) (Invitrogen, Carlsbad, CA), 2 mM glutamine (GIBCO/Invitrogen, Carlsbad, CA), 3 

mL/500mL media of antibiotic-antimycotic (10,000 units of penicillin (base), 10,000 µg 

of streptomycin (base), and 25 µg of amphotericin B/ml utilizing penicillin G (sodium 

salt)) (GIBCO/Invitrogen, Carlsbad, CA), and 0.3% glucose.  Cells are grown on 100 mm 
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plastic plates (Sarstedt, Nümbrecht, Germany) and maintained in a 37°C humidified 

incubator with 5% CO2.   

On day of analysis, cells are washed once with 5 ml of 1x sterile phosphate buffer saline 

(PBS).  The PBS is aspirated and cells are dissociated from the plates using 1 ml 

TrypLETM Express (GIBCO/Invitrogen, Carlsbad, CA).  The TrypLE containing plate is 

placed in a 37°C humidified incubator for 2-4 minutes depending on confluence.  

Following incubation, plates were tapped gently to dissociate cells from the substratum, 

and dissociated cells were resuspended in 5 ml of 10% FBS and centrifuged at 2000 

rpm for 4 minutes using an accuSpin 1R centrifuge (swing-bucket rotor) (Fisher 

Scientific, Ottawa, ON) at 4C.  Following centrifugation, the supernatant was aspirated 

and the resulting cell pellet was resuspended in 5 ml of fresh DMEM supplemented as 

listed above, without 10% FBS.   

Serum-free conditions facilitate the maintenance of a single cell suspension by 

eliminating serum elements that may facilitate cell-cell adhesion.  MCF-7 cells have a 

more epithelial phenotype than MDA-MB-231 cells in that they exhibit more cell-cell 

contacts, and therefore require further separation using chemical and mechanical 

means.  To further dissociate MCF-7 cells, cells are resuspended in serum-free DMEM 

with 5 mM EDTA (Fisher Scientific, Ottawa, ON) and passed through a 22 gauge syringe 

(BD, Franklin Lakes, NJ) 5 times, to achieve single cell suspensions.  EDTA is a 

calcium/magnesium chelating agent that interferes with cell adhesion proteins by 

taking up calcium and magnesium ions required by these proteins to achieve their 

functional state. 
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C.4 Trypan Blue Staining 
 

Trypan Blue is used to stain cells to verify their viability.  This is done by diluting cells 

in the buffer solution to a concentration of approximately 105 cells/ml.  Approximately 

0.1 ml of 0.4 % Trypan Blue stain is mixed thoroughly with 0.5 ml of cell suspension, 

and allowed to stand 5 minutes at room temperature (15-30C is appropriate) [168]. 
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Appendix D – MATLAB Graphical User Interface 

 

A graphical user interface (GUI) is compiled by this author in MATLAB to analyze the 

capacitance signatures from flowing biological cells.  During each experiment, 30 s data 

files are acquired continuously using a LABVIEW program originally written by Sean 

Romanuik [119], [120], [154], and recently, in MATLAB, by Tim Cabel [169].  These 

data files are observed quickly in this MATLAB GUI using a scroll bar.  The file name and 

number are displayed along with the number of detected events (maxima or minima).  

The “save axes” buttons are used for saving plots to a journal-ready pdf file.   

To run this file, the user simply opens MATLAB and types “guide” in the command 

prompt. 
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Then, the existing GUI file is opened, which has a .fig extension. 

 

 

When the .fig file is opened, the user clicks the green arrow to run the GUI shown in 

Figure D-1.  The leftward plot in Figure D-1 contains the raw experimental data along 

with a calculated polynomial-fitted baseline.  The rightward plot contains the raw 

experimental data subtracted from the polynomial-fitted baseline.   
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Figure D-1: MATLAB graphical user interface for analyzing the capacitance signatures 
from biological cells.  Zoom buttons in the menu bar allow users to zoom on 
specific events.  The threshold, polynomial, averages, and smoothing values 
handle how the baseline is determined.  The Start/End Event value 
indicates when the event begins/ends.  If a peak neighbours a valley (and 
vice versa), and their voltage difference is at least a value, Minimum Event, 
the peak/valley is displayed in axes2.  Once satisfied with the visual, the 
user can save the plots individually as journal-ready pdf files.    
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D.1 MATLAB Code for Plotting Data 
 
 
axes(handles.axes1) Current axes is “axes1” 
listOFcsvs = dir('*.CSV'); Find all .CSV files in directory 
[tmp ind]=sort([listOFcsvs.datenum]); Sort CSV files by date 
listOFcsvs2=listOFcsvs(ind); 
listOFcsvs2.date; 
numberOFcsvs = numel(listOFcsvs2); To know the number of CSV files 
guidata(gcbo); 
 
k = get(handles.slider1,'Value');  
 Collect the “Index” of the kth CSV file from GUI 
 
information = listOFcsvs2(k); 
csvName = information.name; Process the file; store its name in csvName 
 
[labels,Vo,V2V3] = readColData(csvName,3,10);  
 Read labels & x-y data from the CSV file; exclude headers 
 
y=Vo(:,1); y-data are voltages in the first column of .CSV file 
x=[1:length(y)].'; x-data represents time in ms 
x1=x./1000; Convert x-data to s 
 
avgValue = get(handles.avg_editText,'Value'); Gather averaging filter from GUI 
b=ones(1,avgValue)/avgValue; 
a=1; 
filteredData=filter(b,a,y); Perform averaging filter on y-data 
 
difference=(y-filteredData); Difference between raw and filtered data 
 
If the difference between the raw and filtered data is smaller than a threshold, use 
that particular selected raw data to fit the baseline polynomial.  Consequently, cell 
crossing events, which are larger than the threshold, are excluded from the 
baseline calculation. 
 
thresholdValue = get(handles.threshold_editText,'Value'); 
xnew=find(abs(difference)<thresholdValue);  
ynew=y(xnew); 
 
Now, let’s plot the baseline.  Take these points (xnew,ynew), fit an nth order 
polynomial to them, and interpolate the fitted polynomial to the remaining 
elements in (x).  The polynomial order is user assigned. 
 
polyValue = get(handles.poly_editText,'Value'); 
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p = polyfit(xnew,ynew,polyValue); 
f = polyval(p,xnew); 
f1= interp1q(xnew,f,x); 
plot(x1,y,'b-',x1,f1,'r-','MarkerSize',3); 
xlabel('Time (s)');                      % add axis labels and plot title 
ylabel('Voltage (V)'); 
title('Capacitance profile (Blue) and polynomial-fitted baseline (Red)'); 
 
guidata(hObject, handles); %updates the handles 
% hObject    handle to plotAxes1_pushbutton (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
 
For the righthand panel, axes2, additional commands are used to smooth the data 
for especially weaker signals; for example, those generated from strongly repelled 
cells.  Axes2 displays the difference between the raw data and the polynomial-fitted 
baseline. 
 
smoothValue = get(handles.smoothing_editText,'Value'); 
y1=smooth(y-f1,smoothValue); 
plot(x1,y1,'k.','MarkerSize',3); 
 
xlabel('Time (s)');                       
ylabel('S_{cell} (V)'); 
 
Add axes labels and plot the CSV filename as the title in Axes2.  When the plot is 
later saved as a pdf, having a labelled title helps the user to recall when cell events 
occurred.   
 
title_filename=get(handles.filename_editText,'String'); 
title(title_filename); 
 
To find the maxima and minima in the capacitance data, a MATLAB function called 
“peakdet.m” developed previously by Eli Billauer was used.   
This function is freely available to the public and described thoroughly at 
http://billauer.co.il/peakdet.html.   
 
The command [maxtab, mintab] = peakdet(y,b) finds all maxima and minima in a 
data set y with the requirement that a maximum or a minimum is identified only 
when it differs from its neighbouring environment by a threshold amplitude, b. 
 
Based on the particular noise within a given data set, the user assigns a value to 
this threshold in the GUI directly.  The following commands determine the 
corresponding peaks and valleys. 
 
peakdet_Value = get(handles.EventMin_editText,'Value'); 

http://billauer.co.il/peakdet.html
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[maxtab, mintab] = peakdet(y1, peakdet_Value) 
 
Now, let’s figure out when events (cell crossings) begin and end.  We first collect an 
“event width threshold” voltage, which is assigned by the GUI user.  This value is 
usually chosen just below the noise floor.  For example, if the baseline with noise is 
0.0 +/- 0.2 V, then -0.3 V would be a suitable choice assuming that it’s consistently 
used in subsequent analyses. 
 
EventWidth_threshold = get(handles.EventWidth_editText,'Value'); 
 
If no event peaks are found, set the number of events displayed in the GUI to ZERO.  
Otherwise, collect the number of peaks and valleys, as well as their corresponding 
times and amplitudes.  Next, determine if your peaks-to-valley distances are larger 
than the “event width threshold”.  If they are, collect them.  If they aren’t, discard 
them.   
 
if (size(mintab)==[0,0] | size(maxtab)==[0,0]), set(handles.events_editText,'String','0'); 
else 
    numberOFmaxs = numel(maxtab(:,1)); 
    numberOFmins = numel(mintab(:,1)); 
     
times=[maxtab(:,1) ; mintab(:,1)]; 
amps=[maxtab(:,2) ; mintab(:,2)]; 
u=0; 
for k=1:length(times) 
    if amps(k)>EventWidth_threshold 
        u=u+1; 
        C(u)=k; 
    end 
end 
 
times(C')= []; 
amps(C')= []; 
 
Collect the times and amplitudes of events larger than the “event threshold 
voltage”, and sort them by their time of occurrence. 
 
data=[times , amps]; 
H2=sortrows(data,1); 
 
hold on; 
 
If no events were found that have amplitudes larger than the “event threshold 
voltage”, display “0” in the GUI, otherwise display the number of events found in the 
GUI, and plot the events as blue dots in axes2.   
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if length(times)==0, set(handles.events_editText,'String', '0'); 
else 
set(handles.events_editText,'String', num2str(length(times))); 
 
%Plot events 
plot(times/1000, amps, 'b.','MarkerSize',20); 
 
For a given DEP condition, the asymmetry of the capacitance signature can provide 
insight into whether it experienced positive or negative DEP, and how much it 
translated.   
 
Each event is considered to endure from the time a cell enters the electrode region 
to the time it exits.  The signal level at the entrance and exit times is the “event 
width threshold”, which is a value chosen by the user that is usually a value slightly 
below the noise.  In the example below, it is -0.1 V.  The event width or duration is 
determined by stepping forward and backward in time from the calculated events 
until the threshold is reached on either side. The degree of asymmetry can be 
determined by comparing the summed signal amplitudes on either side of the 
event’s midpoint.   
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