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This thesis comprises three investigations, each into a different aspect of the CH stretch

overtone vibrations.

The first project was to investigate the intensity of some overtone vibrations. Tri-

methyl amine was chosen for the subject of this study. Trirnethyl amine is of particular

interest because it exhibits the largest fnown difference in CH bond lengths within a

rnethyl group. This is due to what is known,as the lone palr trans effect. Dimethyl sulfide

also exhibits the lone pair trans effect but to a far lesser extent making it ideal for compar-

ison to trimethyl amine. In this pafi, the first through fourth overlone specffa of

N(CH3)3,N(CD:):, N(CD2HXCD3)2, N(CH¡XCDs)2, N(CD3XCH 3)2 and S(CH3)2 are

reported. Tentative assignments are offered for all of the rnajor bonds observed. The inten-

sities of the obseryed bands are cornpared to predicted intensities calculated using the har-

monically coupled anharmonic oscillator local rnode (HCAO LM) model. Results of these

experiments have shown good correlation between the experimental and predicted intensi-

ties. As well, some evidence that the lone pair produces increased coupling between

methyl groups has been observed.

The second project investigated the energy of CH stretch overtone bands of metal-

locenes. The first through third overlone spectra of fenocene, ruthenocene, nickelocene,

cobaltocene, dicyclopentadienyl magnesium and sodiurn cyclopentadienyl are examined

with particular attention to the CH stretching of the cyclopentadienyl. Frorn semi-empiri-

cal conelations befween CH bond length and CH shetching frequencies in each overtone

region, it was determined that the type of metal atom within a metallocene complex has

little effect on the CH bond length in the cyclopentadienyl. The only exception is cobal-
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tocene where there is evidence that the Jahn-Teller effect results in several different CH

bond lengths. Evidence that bis(cyclopentadienyl) rnagnesium is not ionic has been

observed.

In the third project, a novel system based on photo acoustic spectroscopy was

developed to measure the Vibrational-Translation relaxation rate of ovefione vibrations.

This is a subject of great interest as very little information exists on this process. The

instrument developed here is termed Intra Cavity Laser Photo Acoustic Referenced Phase

Shift (ICL-PARPS). This systern relies on the tungsten wire within the cell to act as a ref-

erence so that accurate phase shifts can be measured. This allows for a Helmholtz resona-

tor cell to be used to amplify the signal. This research serves as a feasibility study on the

ICL-PARPS system. Some arnbiguity still exists in the interpretation of the data collected

and enor in the values of the relaxation times found are still quite high. Howevet, Vibra-

tional-Translation relaxation times are reported for several overtone vibrations of trirne-

thyl arnine and an overlone vibration of methane. It is hoped that further development into

this technique will lead to advances in oveftone spectroscopy.
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1 rntroduction

L.L General Introduction

This thesis comprises three investigations, each into a different aspect of the CH

stretch overtone vibration:

1.

2.

J.

The Intensity of the vibrational band

The Frequency of the vibrational band

The Vibrational-Translational relaxation rate of the vibration

The first sfudy is an investigation into the intensities of the vibrational overtone

bands of trirnethyl amine and dirnethyl sulfide, molecules that exhibit the lone pair trans

effect. The lone pair trans effect causes a CH bond trans to a lone pair to be longer than

those gauch¿ to the lone pair. This study shows how experimental intensities along with ab

initio calculations can yield valuable information about this effect and its irnpact on the

vibrational oveftone spectrum.

The second study deals with the frequency of CH vibrations of organometallics. In

this study, the correlation between CH bond length and vibrational frequency is used to

gain infonnation on the effect of the coordinating rnetal on the CH bond length of the met-

allocenes.

In the third study, a novel instrument for the study of vibrational-translational relax-

ation of overtone vibrations was designed, and the feasibility of using such an instrument
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effectively was investigated. Prior to this the vibrational-translation relaxation times of

overlone bands had remained largely uninvestigated.

Before these projects are described individually an introduction to many of the con-

cepts and techniques involved must be presented so that the reader will be farniliar with the

relevant issues.

1.2 Introduction to Overtone Spectroscopy

1.2.1 General

Vibrational spectroscopy has been studied for a very long time and for the most part

has been well described with the normal mode model. Cornprehensive descriptions of the

nonnal mode model can be found in a number of texts such as Infrared and Raman Spectra

by Herzberg[], Molecular Vibrations by Wilson, Decius and Crossl2l and Modern Spec-

troscopy by Hollas[3]. These descriptions generally focus on what is commonly refened to

as the fundamental region, which lies approxirnatelybetween 500 and 4000 crn-I. The

normal mode model is based on the harmonic oscillator approximation, where nonnal

modes of vibration have all the nuclei undergoing a sirnple harmonic motion with the same

frequency and in phase with one another. Since the eigenvalues of a harmonic oscillator

may be defined by:

Equation 1-1.

Ei : *t(',. å)



where v¡ is the vibrational quantum number, r¡ is the harmonic frequency and h is Plank's

constant, it follows that the total vibrational energy of the molecules would be the sum over

all of the normal modes K:

Equation 1-2.

The application of this to what is observed in the infrared spectrum requires that certain

selection rules be considered. First, for a mode to be infrared active, it must cause a change

in the dipole moment of the molecule. This rule requires that symrnetry concerns be

addressed. A detailed account of syrnmetry and its implications will not be presented here;

a good discussion of this rnay be found in a number of texts such as "Symmetry, Spectros-

copy and Sttucture" by Kettle[4]. The requirement that there be a change in dipole moment

of the hannonic oscillator approxirnation leads to the selection rule:

Equation 1-3.

av, : +1

This selection rule would eliminate the possibility of overtone bands appearing in absorp-

tion spectra. Therefore, from this it would be expected that the near infrared region would

be free of vibrational absorption bands. However, this is not the case: high energy absotp-

tion bands were observed, even before the introduction of the nonnal mode model. Perhaps

the first observation of high energy absorptions was that made by Pucciati [5] as reported

in [6], who observed them in compounds which contained CH bonds. Following this obser-

vation, many researchers studied the near infrared region, cornpiling data on the spectra of

a great many colrpounds. In 1929, Ellis published a paper detailing many of these

3
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results[6]. The conclusions of this paper would foreshadow what would later appear as the

local rnode rnodel. The overall conclusion that many of the outstanding features of the near

infrared region could be associated with localized regions of the molecule was the most

notable of these. Ellis also found that bands in the near infrared region could be grouped

into series expressible by a sirnple anharmonic expression:

Equation 1-4.

vfl : toon-bn2
where o0 and b are constants and n:|,2,3... With rnethods devised by Birge and Spöner[7]

this series could be used to determine the energy of dissociation for the bond involved.

Many other papers were published on bands in the near infrared region, reinforcing

the view that they could be attributed to localized regions of the molecule, particularly CH

bondslSl[9][10][1 l]. Differences in the band position were attributed to the environment of

the bond. i.e., whether it was aryl, alkyl or other, the proximity to atoms with high electron

affinities, the presence of hydrogen bonding etc. The advantage of studying this region

even at this point was quite clear: information on specific types of bonds could be readily

obtained.

In a series of papers published between 1935-1936, Mecke and co-workers devised

a theory thal closely resembles the Local mode rnodel as it is known today

[12][13][4][5]. Since this work so closely resembles the local mode model of today,

which will be outlined later, details of this work are not presented. However, it should be

noted that these scientists were true innovators in the study of oveúone spectroscopy.

The lirnitations of the normal mode model were not a surprise, since the rnodel rests

on the assumption that the oscillations involved were infinitesimal and therefore only the
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quadratic terms needed to be considered. This, however, is not the case, particularly when

the overtones are the subject of interest. Since, if a displacement is large enough the poten-

tial energy will reach a value corresponding to the dissociation energy, higher powers of

displacement must be involved. With quadratic and cubic terrns added to the wave equa-

tion, the energy no longer reduces to the sum of independent normal vibrations, but con-

tains cross tetms containing the vibrational quanta of two or Ítore normal modesf1]. In this

case the vibrational energy can be written as:

Equation 1-5.

u : I(vK* ))*","+> > ("".åX", .L)*""r +

where Xç¡ are the anhannonicity constants of the nonnal modes of vibration.

Recognizing the irnportance of CH-stretching overtone vibrations as receptors of

energy in non-radiative transitions of the lowest triplet state of an aromatic hydrocarbon,

Siebrand et al. sfidied thern in a series of papers[16]t17][18]. They noted the irnportance

of anharmonicity and suggested the use of the more realistic Morse potential instead of the

harmonic oscillator to account for anharmonicity.

Martin and Kalantar[19], noting the importance that Siebrand placed on anharmo-

nicity in the competitive depopulation of the anharmonic triplet state, applied nonnal mode

fonnalism to the oveftones of benzene using an anhannonic expression. In this work, they

noted that the overtone spectra arose because of couplings between CH stretching modes.

They assigned the CH stretching overtones to the progression of the v2g+nV2 combination.

However, they noted that the normal mode description was inadequate when multiple

K K>L



quanta excitation of the CH stretch were involved. They went on to suggest that it would

be preferable to use an asymmetric potential function such as the Morse potential, and that

a description in tenns of local oscillators would be better. They also noted that the b con-

stant in Equation 1-4, proposed by Ellis, corresponded to the anharrnonicity.

In 1968, Henry and Siebrand[20] proposed that instead of deriving a model based

on small amplitude vibrations (the normal mode model), a rnodel should be derived based

on large amplitude vibrations. They called this the local mode model. The motivation

behind their effort was that rarely was there enough spectroscopic data to determine all of

the (1/rN(N+1) anhannonicity constants that characterize a molecule with N nonnal

modes. Since very large vibrational amplitudes correspond to dissociation and the physi-

cally important dissociation process is the dissociation of a single bond, a local mode

description was considered preferable. Taking a Morse potential as an approxirnation to the

vibrational potential, the relation between the anhannonicity constant and the dissociation

energy is:

Equation 1-6.

u - -rrr2^- 4D

Using this assumption, they were able to argue that even though local rnodes would be cou-

pled both by hannonic and anharmonic interactions, the overall coupling for large ampli-

tude vibrations would be much smaller than the coupling between normal modes.

The vibrational energy of a molecule in terms of the local mode model was given as:



Equation 1-7.

E : I(", * ;)*,,+ ) I",,*'ij + >I(', . 
åX", 

. ))*",,

If this equation is compared to Equation l-5, the only new term is the second summation,

which incotporates the harmonic coupling terms into the rnodel. For cases where there is

only one set of equivalent local modes and the interaction between local modes is small, all

the oll and all the X¡¡ should be equivalent. Therefore, a number of simplifliing relations

between the trl¡ and between the X¡ will exist. If there is a large enough set of equivalent

local modes then the numberof unknown {D¡ and X¡ will be much smaller in the local rnode

representation than the number of knowns in normal mode representation. Because the

local modes are directly associated with bonds it is easier to estimate the value of the X¡

than it would be to estimate the Xç¡ in the nonnal rnode rnodel. Henry and Siebrandl20]

also showed that in the normal mode model, IXKKI<IXKLI, thus the matrix is not particularly

diagonal. Whereas, using the local mode model, lXiiltlXijl, and the matrix is closer to diag-

onal than in the normal mode model. For benzene they found that rrl¡ and X¡ were very

small in relation to rrr¡ and X¡¡ and therefore could be neglected; the rnolecule could simply

be considered a system of six uncoupled oscillators. Using this local mode model X;; was

found frorn available spectroscopic data. The overall putpose of the paper was to show that

the use of local modes could help derive the anhannonicity constants of the normal modes,

which previously had been diffrcult to obtain. To accomplish this, combinations of local

modes were formed that led to the same CH-stretching as specific combinations of normal

modes. The anharmonicities of the normal modes could be solved for by equating energies

of the cornbinations. Using the values they found for the anharmonicities of the normal

7
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modes, they calculated the expected overtone frequencies and found that these agreed well

with experimental results.

Henry et al. continued work using the local mode rnodel to calculate nonnal mode

anharmonicity constants: however they encountered difficulties. The diffulities that Hay-

ward, Henry and Siebrand ran into were explained in a paper, published in 1973[21]. The

problern arose because of the need to specify the phase designation of the normal modes in

order to converl from local modes to nonnal mode anharrnonicities. As the number of

normal modes needed to equate with the local modes became larger than two, the phase

designations became an increasingly inaccurate approximation. Henry et al. were able to

correct this for benzene.

Hayr,vard and Henry then applied the local mode model to the relatively sirnple rnol-

ecules: ammonia and methanel22l. They found that the local mode model described these

molecules well, but if the normal rnode anharmonicities were calculated as previously and

the normal mode model was applied after the third overtone, the normal mode model broke

down and was unable to account for the experimental observations. Consistently, the

normal mode model predicted a larger number of allowed states than were observed exper-

imentally, whereas the local mode model predicted only a relatively small number of states

that agreed with those observed. In 1975, Hayward and Henry extended their study to

dichlorornethane and once again showed that the local mode model gave predictions that

were closer to the experimentally observed spectra than the normal mode model[23]. The

anharmonic nomal mode model led to band shapes that were broad and complex, however

the experirnentally observed bandshapes were relatively narrow. This observation agreed

well with the local mode model predictions.
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Hayr,vard and Henry extended the local mode model to include the effects of non-

equivalent.XH groups in a molecule Qal.In this paper they revisited acetylene, hydrogen

cyanide, chloroform and dichloromethane, and extended their study to substituted benzenes

that contained non-equivalent CH bonds. The spectra of o-xylene, p-xylene, m-xylene and

toluene all exhibited two intense peaks in the overlone regions, one which roughly corre-

lated with the peak observed in methane and ethane and one that correlated to benzene. This

observation showed that the local mode model could be extended to molecules with non-

equivalent XH bonds. Differences between the spectra were not discussed, but would be

addressed in papers that will be discussed later. Also noted was the increase in complexity

of the spectra of lower overtones. This increase in cornplexity was attributed to conver-

gence to normal-mode pattern.

Henry and Hayward also noted that the separation between the aromatic and ali-

phatic CH peaks in the xylenes decreased as progressively lower overlones \¡/ere observed.

The decrease in seperation was expected as a consequence of the differences in the anhar-

rnonicities of the different CH bonds.

It is irnportant to keep in rnind that both the local and the nonnal mode treatments

are models and there is no specific point where one is appropriate and the other is not; the

choice of model is made on the basis of which leads to the most diagonal matrix for the

spectrum in question. This thesis is prirnarily a discussion of local-modes and as such, spec-

tra will be discussed in terms of local modes. However, at times the terms local mode char-

acter or normal mode character will be used. These terms are meant to point out that there

could be aspects of the spectrathal could be better described by one or the other rnodel. For

example in the first overtone some peaks may not be assigned due to the fact that the region
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still shows "norffial mode character", rneaning that the peaks would be better described

using a normal mode formalisrn that is outside of the scope of this thesis.

It must be noted that there are several types of combination bands that are also

observed with the oveftone regions. The first type is the local-local combination. Which

occur when the energy is not localized in a single oscillator, but is divided among several

oscilators. This can be conveniently described using the lx1,x2> notation, where x¡ is the

number of quanta of energy located in an oscillator. For example, the third overtone of

water 12,0> refers to the pure local rnode of OH stretching, with both quanta in a single

oscillator, whereas, | 1,1> refers to local-local combination with one quantum in each oscil-

lator. This notation can be expanded to cases where there are several non-equivalent oscil-

lators by adding positions for each oscillator and grouping equivalent oscillators,

1x1,x2,...>lx:,X4...)...etc. The other combination is the local-normal combination where

energy is divided between a local mode and a normal mode. Examples of both of these are

described by Henryl25l.

The first theoretical supporl for the local rnode r¡odel was provided by Wallace in

19751261. He shows that the spectral characteristics of the local mode model could be

explained analytically using a model where bond stretching coordinates were described by

a Morse potential and bending was described by a harmonic potential. The examples pro-

vided in his paper were water and benzene; both showed excellent agreement with experi-

mental observations. The calculations show that the most intense bands were attributed to

the pure local modes. The model Wallace presented was clearly superior to the harmonic

since, unlike the harmonic model, it could describe anharmonicity. However, as Wallace

pointed out, it \ /as uffeasonable to compare this model to variants of the harmonic model
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that could account for anharmonicity, as they were highly refined by comparison contain-

ing many more parameters than the fwo parameter rnodel that he presented. Considering

the two parameter nature of the Wallace model, the results were remarkable, showing the

validity of the local rnode model, and particularly the use of the Morse potential in the

description of XH stretching. Later Wallace developed approxirnate eigenfunctions of the

Morse oscillator, expressed in terms of Laguerre polynomials. The approximation

responded to the errors in the boundary conditions that Morse had assumed, which led the

energy levels of the Morse hamiltonian to be approximate. These new expressions were

shown to be approximately orthogonal and analytical expressions for the matrix elements

of common operators were obtainedl2T).

In 1976, Albrecht et al. l28l used thennal lensing spectroscopy to study the fifth

overtone of benzene, rnethyl substituted derivatives of benzene, naphthalene and

anthracene. They found that the local mode rnodel worked very well in describing these

spectra. They found that as they substituted methyl groups for the hydrogens on benzenes,

the peak associated with the aryl hydrogens decreased as the peak associated with the

rnethyl hydrogens increased, as would be expected. They also found that, even though the

number of allowed modes increased with quanturn nurnber, only the most anharmonic (i.e.,.

the rnode v/ith all quanta in a single bond) was active. They also noted that the model could

be improved by allowing for intermode coupling.

Observations made by Henry et al.l25l show how systematic the overtone spectra

can be within the local rnode interpretation. They studied the overtone spectraup to the fifth

overtone of normal alkanes from methane to heptane, as well as some branched species.

What they observed agreed perfectly with the local mode model predictions. Differences in
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the hannonic frequency ofthe CH oscillators were clearly evident. The harmonic frequency

decreased by -50 c,n-1 as the number of hydrogens bonded to the carbon declined (four

hydrogens for methane, three hydrogens in ethane and so on). In molecules such as pentane,

CH3 and CH2 were clearly resolved. This observation was very irnportant as it showed that

the different "types" of CH bonds could easily be resolved in the oveftone spectra. This

point will be of great impofiance for the study described in Chapter 3. The intensities of the

lower energy CH2 relative to the CH3 peak increased in a regular way from ethane to hep-

tane. Due to the difference in anharmonicities, the spacing between the peaks increased at

higher overtones, as the local rnode rnodel predicts.

The effect of steric hindrance on the local rnode parameters was first suggested by

Henry and Greenlay in 1978 [29] when they noticed that the anharmonicity constants were

lower in 3-rnethylpentane, 2-methylbutane and isobutane than in the straight chain hydro-

carbons. They attributed this to intramolecular steric hindrances that presented a barrier to

large amplitude vibrations in these molecules, leading the oscillator to behave in a more

harmonic fashion. To further investigate this theory, Henry and Miller [31] studied 2,2,3,3-

tetramethyl butane, 2,2-dimelhyl butane and 2,3-dimethyl butane and found that the results

were in keeping with the previous theory; anharmonicity decreased as the steric crowding

increased. This study was later expanded by Henry, Mohamrnadi and Thomson [30] to

include many more substituted pentanes. The general trend of decreased anharmonicity

with increased steric hindrance was found to continue throughout, save for a few outliers

where the rnethyl was in the 3 position; the reason for this is unknown.

In 1978, Greenlay and Henry[32] showed that the anharmonicity is dependent on

the environment of the molecule. In their study, they measured the anharmonicity of the
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methyl CH oscillator of 3-rnethyl pentane in both the solid and liquid state. They found that

the anharmonicity was significantly lower in the solid state than in the liquid state. This

observation shows that the vibrational potential can be effected by the surrounding envi-

ronrnent, and that these affects can be probed by studying overtone spectra. The depen-

dence of both the harmonic frequency and anharmonicity on environment is a topic that is

of great interest, however a complete discussion of this topic will be deferred to Chapter 3.

ln 1979, MQller and Mortensen [33] calculated the vibrational states of water using

both the normal and local mode models. The results of their paper clearly showed that the

states were purer in the local mode model than in the nonnal mode model. They also intro-

duced the concept of symrnetry for the pseudo-resonant interactions. The interactions that

were considered were between states that were pennutationally related (i.e., 12,0> and

10,2>, different but equivalent oscillators). This led to a symmetrization of the wavefunc-

tions. These rnixings in the local mode picture could be attributed to either kinetic energy

or non-local potential energy couplings. Following this Mortensen, Henry and Moham-

rnadi[34] reexamined a previous paper on the ovedones of difluoro-, dichloro-, dibromo-

and di-iodomethane, by Henry and Hungl35], taking symmetry into account. They found

that even small coupling terms for initially degenerate states led to a splitting and the for-

mation of new symmetrized states,

Equation 1-8.

These results gave a much better explanation of the observed spectral features.

lu,o)t : i(lv, 
o) + lo, v))
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Since 1978 to the present, rnany researchers have continued to develop and use the

local rnode model, sconsider the following are but examples: Henry, Wong, Moore, Sna-

vely, Kjaergaard, Quack and Gough. However, this work will not be discussed now; instead

it will be refered to in later chapters when appropriate to research being discussed.
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1.2.2 Local-Normal co mbÍnations

Cornbination bands are a corrlnon feature in the fundamental region. In the over-

tone regions combination bands are also an issue. As stated previously, both local and

normal modes are models, either of which rnay be used. The choice often rests on their abil-

ity to describe the observed vibrations clearly and simply. In the case of cornbination bands,

both models are used simultaneously, because combinations sometimes occur between

high energy vibrations that are best described using the local mode model, and low energy

vibrations that are best described using the nonnal mode model. We refer to these as local-

normal G-f.D combinations.

In their paper on dichloromethane, Hayward and Henry l23l did observe combina-

tion bands that fell off in intensity rapidly relative to the pure local modes. However, the

combination of a pure local rnode with the CH bending nonnal mode was still observable

at the third overtone. In later work on dichlorornethane 1241, they observed three separate

cornbination bands falling on the high energy side of the third overtone of the CH stretching

vibration. These corresponded to combinations of the pure local mode with CCI stretch, CH

bend and CH2 twist. The characterization of these local-nonnal combinations was con-

firmed by later work on dihalomethanes [35] in which the position of the combination

bands relative to the local mode shifted with changing halogens in a manner consistent with

the changes in the fundamental region observed forthe normal modes involved. They found

that the splitting observed between the pure local mode and the combination band could be

related to the fundamental frequencies of the relevant normal-modes and their off diagonal

coupling constants by:
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Equation 1-9.

where v is the vibrational quantum number, v¡ is the fundamental frequency of the nonnal-

mode and X¡ is the off-diagonal coupling. Furthermore, it was found that the coupling

befween the normal modes and the pure local-mode decreased on going frorn dichloro- to

dibromo- to diiodo-rnethanes due to mass effects.

Fang and Swofford also studied halomethanes 136] and identified a number of com-

bination bands in the second through sixth overtones, including combinations of the CH

stretching oveftones with2 quanta of CH bend. This is of particular interest because, along

with earlier work by Henry et al.1241, it shows that local-normal combinations may have

more than one quanta of normal mode vibration. In most cases, the energies of the combi-

nations agreed well with the additive energy relationship expected for two simultaneously

excited but essentially non interacting oscillators. The only notable exception was observed

for CHX3 where X is a halogen, and the combination involved XCH bend. They pointed

out that these cases could be treated as two coupled anhannonic oscillators as shown by

Herzberg []:

Equation 1-10.

ÂE(v,, vz, 0) : vl(Ar + Blvr ) + v2(A2+82v2) +B nv 12

E(3, lj) - E(3, o) : uj * vX..
U

where v1 and v2ãre the quantum numbers,812 is the coefficient of anhamonic coupling

between the two oscillators and the A's are the mechanical frequencies and the B's anhar-

monicities. Fang and Swofford 136l showed that the significant coupling could be viewed
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as a result of physical coupling of the individual oscillators. They also found that steric

crowding was not a dominant factor in the interaction. This was evident from the fact that

the coupling was not stronger in trichloromethane than in the tribromomethane as would be

expected if steric crowding was in fact a dominant factor. The importance of Fermi reso-

nance was also noted. However further discussion of this will be reserved for the next sec-

tion.

In a study of normal, branched and cyclo-alkanes, Fang and Swofford 137] found

combinations of CH stretching pure local modes and one quantum of the CH bending

nonnal mode were very irnportant even in the higher overtones of the alkanes. A band con-

sistently appeared at approximately 1200 cm-l above the pure local rnode band and

decreased in intensity with higher overlones more slowly than the local-local combinations

for both the prirnary and secondary CH oscillators. The energies observed were signifi-

cantly different than what would be predicted for two simultaneously excited but non inter-

acting oscillators. They were able to calculate a value for the anharmonic coupling

coefficient of -33.15 c--1 bet*een the local mode and the CH bending modes. They were

unable to obtain the hannonic frequency and the anharmonicity of the bending modes, but

the values of the sum of the two agreed well with the fundamental frequency.

In 1981 Mortensen, Henry and Mohammadi 134] revisited the cornbination of the

CH stretching pure local mode with CH bending in halomethanes. They took into account

that, since the overtones involve progressively larger displacernents, they would have a

progressively larger effect on the effective CH bond length. This in turn, would have a pro-

gressively larger effect on the effective mass for the CH bending rnode, which is dependant

on the second inverse power of the bond length. Considering this, they were able to predict
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the frequencies of the combinations with the pure local mode. The agreement between

observed and calculated frequencies was good, though there was a tendency for the

observed frequencies to decrease more quickly with increased overtone than had been pre-

dicted. The tendency was attributed to potential energy coupling which had been neglected

in the calculations. They also noted that no conections for the effects of Fenni resonance

had been applied.

Combinations between the pure local modes and two quanta of CH bend, similar to

those observed in the dihalornethanes, were observed by Henry and Mohamrnadi in the

penta and teha haloethanes [38]. They found that the energies of the cornbinations corre-

sponded to:

Equation 1-11.

E(vCH,2) : E(v6s) +2Di+2v"rX,,

where vç¡1is the quantum number of the CH stretching overtone, ù¡ is the fundamental fre-

quency of the CH bending vibration. and X¡; is the anharmonic coupling constant. Values

between -15 and -22 cm-l were found for the X;;.

From the proceeding, it is evident that any study of overtone vibrations must take

into account local-nonnal combination. However, some simplifying assumptions can be

made. The irnportance of these assumptions will become evident in the second chapter,

which deals with the intensity of overtone vibrations. The study of overtone intensities

would be very difficult if we had to consider every possible local-normal combination

band. However, any cornbinations of a pure local rnode with a nonnal mode such as CH

bending, will likely be well removed from the local-mode, typically by 1000 .--1or lnore.
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An exarnple of the speration between the combinations described above and the pure local

modes can be seen in the spectrurn of trirnethyl amine for example. The peaks associated

with combinations of the local niodes and one quanta of nonnal mode are clearly visible

between, but well removed from, the first and second overtones, Figure l-1.
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Though the combination bands observed in the center rectangle of Figure I - I have

not been fonnally assigned, it is interesting to note the sirnilarity of this region to the pre-

ceding and following regions, suggesting that cornbinations between a local modes and one

quanta of a normal mode such as CH bend dominate. However this region is not of interest

to this thesis and will not be discussed further. The combination bands that arc of interest

are those where 2 quantaof either the same normal mode or I quanta of lwo separate normal
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within the region of the next higher overtone. Generally these combinations will have low

intensity and therefore can often be considered negligible. However, if they have similar

energy, i.e., are accidentally degenerate to a local mode vibration, Fenni resonance inter-

actions may cause considerable cornplications for the analysis of the spectrum.

1.2.3 Fermi Resonances

The mathematical formulation for Fenni resonance has been explained very well by

Herzberg []. It will be briefly presented here since, even though it will not be fonnally

used in this thesis, it provides the basis for the consideration of Fenni resonance interac-

tions.

The magnitude of the energy shift that the vibrations involved in the Fermi reso-

nance will display may be detennined using first order-perturbation theory [39]. Consider-

ing the secular determinant we find:

Equation 1-12.

[-o'' I
lr;-u wni l:ol--- Do .l
L 

w,n Ei - E_l

where EnO and E¡0 are the unperturbed enelgies, E is the perturbed energy, Wn¡ and Wn; are

the corresponding matrix elements of the perturbation function W. Since Wn¡ :Wo¡* one

obtains:

Equation 1-13.

where

E : Erri ,1
t--2
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Equation 1-14.

and ô:En0-E¡0 is the sepaïation between the two unperturbed energy levels. Equation 1-13

can be applied to instances where ô is small; in cases where ô is large compared to 2l\il,

the equation expands to:

Equation 1-15.

E: Enirf,P.rydl
[2 ð)

The eigenfunctions of the two resulting states yi and Vn are mixtures of the zero

order approximation eigenfunctions of the two vibrational energy levels involved in the

Fermi resonance interaction ryi0 and ryrr0:

Equation 1-16.

vn : "t[1- bvl

Eni : )r"?+Ell

Equation 1-17.

where

Equation 1-18.

Vi: u,Yl+u,¡f

and

Equation 1-19.

The matrix elements \; are can be found using:

":I
alwnil'+ ô2 + ô12

z l+1w,,¡2 + õ2
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Equation 1-20.

t:I

Solution of equations l-12 through l-20 is not a simple task. This will not be under-

taken here since, to solve for the rnatrix elements, the wavefunctions of the combination

bands would have to be known and typically there is not enough data available in this work

to reliably find the anharmonic constants for the coupling between the local and nonnal

modes. Moreover, in the work presented here, an exact solution for the Ferrni resonance is

not required, since it is not the Fermi resonances themselves that are of interest. Rather,

they are a cornplication in the analysis, that can be dealt with using simpler approximations.

However, equations 1- 12 through I - I 9 do offer valuable insight into the assignment of the

bands involved in the Fermi resonance. In most cases, the resonances considered will be

between apure local mode and a combination of apure local mode wifh2 quanta of normal

modes. The unperturbed intensity of the pure local rnode will be rnuch more intense than

the combination. Therefore, if the relative intensity of the two observed bands does not

favor the pure local rnode by a very large amount, insight as to the energy difference

befween the unperturbed energy levels rnay be gained. By considering the wavefunction

mixing described by equations 1-16 through 1-19, we can often obtain a qualitative esti-

alwn,lt+ô2-ô
I

W:nt Jrltrlo'
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mate of the difference in energy of the unperturbed energy levels. For example, if the two

peaks had equal intensity, one could assurìe that the energy difference was zero. Further

more, the greater the difference in intensity, the larger the energy difference can be assumed

to be. From equations 1-13 through 1-15, it is clear that the change in energy between the

unperturbed and perlurbed states is applied to each of the unperturbed states in an equal but

opposite rtanner. Therefore, if one of the unperturbed states can be estimated, then the

energy of the other unperturbed state can be estimated from the energy of the perturbed

band. Using the same equations, it can be seen that the magnitucle of the energy change is

inversely proporlional to the difference between the unperturbed energy levels. All of these

observations allow for more reliable assignments of Ferrni resonant bands. The application

of thiswill be seen extensively in Chapter2. It shouldbe noted that, in Chapter2, Fermi

polyads are often involved; typically three vibrations are involved in the Fermi resonant

interaction. This does cornplicate the considerations somewhat. In Chapter 2, a method for

handling this situation in an qualitative fashion is described. This rnethod is an extension

of the above description. However, a more quantitative method for handling Fermi polyads

can be found in the work of Quack et aL ft}ll4ll.

Fang and Swofford observed that the overtone spectra of both CHCI3 and CHBr3

exhibited Fermi resonance 1361. Their observations demonstrated the expected relation-

ships described above very elegantly, as well as another phenomenon often referred to as

Fermi tuning. Fenni tuning occurs because of the difference in the anharmonicities of the

pure local mode and the cornbination band. The anharmonicity of the pure local rnode will

generally be higher than the anharmonicity of the combination band. Therefore, at succes-

sively higher overtones, a combination band that appearcd r¡uch lower in energy than the
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pure local mode at lower overtones wíll appear much closer in energy to the pure local

mode at higher overtones. At some point the combination band will appear at higher energy

than the pure local mode. As a result, a weak Fermi resonant interaction at lower overtones

will become increasingly stronger at increasingly higher overtones, until the cornbination

band is found at higher energy than the pure local mode at which point the trend will be

reversed. The combination band will appear to increase in intensity in relation to the inten-

sity of the pure local mode at increasingly higher overtones. This is the opposite of what

would be expected if Fermi resonance was not involved. In Fang and Swofford's paper,

they observed that the Av6¡¡(2)+2CH bend corlbination appeared with very low intensity

relative to the pure Avçg(2), approxirnately 500 crn-l to the low energy side. Looking at

the higher overtones, they found that the Avç¡1(n)+2CH cornbination appeared progres-

sively closer to the Avç¡¡(n+1) band and with progressively higher relative intensity. By the

sixth overtone, the combination band had nearly the same intensity as the local mode.

In a paper on ethylene and its fully deuterated counterpart 142), Duncan and Fergu-

son found that three major Fermi resonance interactions had to be accounted for, in order

to get an acceptable characterization of the CH stretching rnanifold. The modes involved

were: the CH2 scissoring, CH2 rocking and C-C stretching. They found that treatrnent of

these interactions could be accornplished using either a local mode or a nonnal rnode basis.

However, even for the relatively simple ethylene molecule, the vibrational rnahix had a

dimension of 133. The details of the treatment will not be presented here. However, it

should be noted that this type of calculation is possible.

Duncan applied this type of calculation to methyl brornide [a3]. In this paper, he

points out that any calculation must account for Fermi and Darling-Dennison interactions,
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if it is to provide an accurate representation of all the vibrational levels. He notes that it is

necessary to account for two Fermi-type interactions, both involving methyl deformation.

Again the details of the treatment will not be presented here. One notable result is that the

assumption that the combination band gained all of its intensity frorn the pure local mode

could lead to unreliable results. In the case of methyl bromide, there was a significant over-

estimation of the coupling paratneters.
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l.2.4Intensities

Thus far, most of what has been presented has focused prirnarily on the energy of

the overtone vibrations. The intensities of these bands are also of interest. There have been

a number of theories as to the origin of intensity in the overtone region. Several are dis-

cussed briefly here. A more detailed discussion is reserved for Chapter 2.

The number of local mode states increases greatly with quantum number. It is there-

fore quite remarkable that the Full Width at Half Height (FWHH) does not change consid-

erably with the increase of quanta. This indicates that there is little coupling between LM

states. Benzene has historically been one of the first molecules researched in reference to

the local mode model. Benzene was the subject of a 1979 paper by Burbeny and Albrecht,

in which they compared oscillator strengths deterrnined ernpirically frorn experimental data

to those detennined from ab initio methods [aa]. Before details of their calculations are

reviewed, an irnpofiant point made in the paper should be stressed. The local mode view

requires that oscillator strengths for any given oscillator must be invariant to the total

number of oscillators that exist in the molecule. This will be very irnportant to the discus-

sions in Chapter 2,where deuteration is used extensively. It is irnportant to note because of

the preceding point about the local mode model, that regardless of isotopic substitution, the

pattern seen in the overtone spectra should remain a collection of localized uncoupled,

vibrational modes.

In the paper by Burberry and Albrecht, the oscillator strength of the 0 to v transition

in the ground electronic state lg> in the adiabatic approxirnation (which assumes that

energy cannot be transferred between modes) was written as:
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Equation 1-21.

where

and p is the cornplete dipole moment operator. In ordel to detennine the oscillator sfrength,

the vibrational wavefunction lv> and the nuclear coordinate dependence of the electronic

dipole motnent in the ground state (glfrlg) have to be known. The vibrational wavefunctions

used for the experirnental fit were determined from the Morse potential written in the form:

Equation 1-22.

v(x) : De(t -.-F^)'

f(v) : 4.702x 10-4vuol(ol(elple)lv)l2

i,ro: Eu*Eo

where

with A and B being the Birge-Spöner paramerers, and þ=7.2021t1/rBl,r. The wavefunc-

tions lv> are the solutions of the Schrodinger equation. They also did the calculations by

expanding the potential energy as a po\¡/er series in the displacement coordinates:

Equation 1-23.

v(x) : I t,^'
i:2

with the 1¡'s determined by a best fit of the eigen energies to the observed spectrum. The

wavefunction was found by writing the Har¡iltonian in a finite harmonic basis set and diag-

onalizing this matrix.

The dipole moment operator used was a power series expansion:
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Equation 1-24.

where x is the nuclear displacement and M¡'s represent the coefficients. For the ernpirical

approach, the M¡'s were chosen to achieve the best fit to the observed oscillator strength.

Only the first two terms in the power series were used. This still allowed for a good fit.

For comparison to the ernpirical treatment, a theoretical treatment was presented.

CNDO/S methods were used to calculate dipole moments for various displacernents of a

single CH bond frorn the equilibrium configuration. These were then fitted to a power

series. The results of this fit did not agree with the empirical results. This was not surprising

as various inconsistencies in the empirical results had been noted. For example the M1 and

M2 values should have been invariant irrespective of deuteration. This however was not

observed. If this invariance was insisted upon in the calculations, then the calculated inten-

sities for the CD overtones were found to be weaker than those observed. Both this and the

deviation between the ernpirical and theoretical results were attributed to neglect of the

higher order tems.

Furlher work on intensities was done by Schek, Jortner and Sage, in a study on

napthalenef4S]. They too used the Morse oscillator to describe the CH bonds. However, the

dipole mornent operator they used was of the form:

Equation 1-25.

p(R) : kRexp(-R/R')
where k was the proportionality constant, R was the nuclear coordinate and R' represented

the position with the maximum ¡t(R). They found that the conventional linear approxirna-

M(x) : Ito"u
k
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tion often used for low energy vibrations, with R': -æ, wâs insufficient. For naphthalene

R'/Rg: 0.79 gave the best agreement with experimental data.

The effect of local-local combinations was not considered in any of the papers that

have been described above. This was the focus of a 1979 paper by Burberry and Albrecht

[a6]. In order to take these transitions into account, changes to the dipole operator were

needed. The new dipole moment operator had to include excitations of more than one oscil-

lator. The dipole moment operator then becomes:

Equation 1-26.

rr : Mo + >Mkq*. åI>Mrrerer

where M9 is the molecular dipole moment at the equilibriurn geometry, the q¡'s are the local

mode displacement coordinates for the k,l,rn... oscillators and the coefficients are the dipole

derivatives, which are treated as empirical parameters and fitted to the spectroscopic data.

Then, assuming only binary cornbinations and writing (Mtù2 as a semi-empiricalparame-

ter o¡12, the integrated intensity of a binary combination becomes:

Equation 1-27.

kl k lm

Though good agreement for general trends was observed, shortcomings were evident. The

combination intensity decreased rnore rapidly with quantum number than was observed and

the l1,l> cornbination was 4 tirnes larger than the total observed first overtone intensity.
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They then turned their attention to the Hamiltonian, which they found was not separable in

local rnode space as had previously been assumed. To deal with this they applied a first

order correction:

Equation 1-28.

Ê : Êo*nt
where the terms are the pure local rnode Hamiltonian and a Hamiltonian including all the

local-local rnode rnixing terms both kinetic and potential, respectively. This gave greatly

improved results. Hence, they concluded that the separability of the Harniltonian was more

important than that of the dipole moment operator.

A complete presentation of the calculation of overtone intensities was done on

water by Stannard et al. 1471. The rnethods used were similar to those already described.

Howevet, they noted that the zero order picture will break down when the density of states

becomes very high.

Tarnagake et al. made an interesting observation for benzene while fitting overtone

intensities for a series of molecules to the first and second order terms of the one dimen-

sional dipole moment functions [48]. They noticed that the first overtone was much weaker

than would be expected by extrapolation from the other overtones. This observation

allowed them to find better values for the ratio of the coefficients of the dipole moment

function, M2lM1, since they found that accidental cancellation of the mechanical and elec-

trical anhannonicities could occur at certain values of M2lM1. This cancellation was deter-

mined to be the reason for the low intensity of the first overtone. Therefore they were able

to deterrnine the sign and value of M2ÆvI1, by choosing thern to be such that the accidental

cancellation could be recreated in the calculations. It is more important perhaps to note that
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the ability of the model to "recreate" this unusually low intensity of the first overtone of

benzene lends credibility. In later papers they used the process successfully on chlororfonn

149] and on 1,1 dichloroethene [50] using a two dimensional dipole moment function.

In 1985,Mofiensen etal.usedarnodelwithoutanyadjustableparameters [51]. The

dipole moments were calculated from molecular orbital calculations at the STO-3G level

of theory, or with semi empirical open shell INDO or CNDO/2 molecular orbital methods.

They found that the CNDO/2 gave the best results. The dipole derivatives were taken to the

cubic terms, which proved to have a significant conhibution to the overtone intensities.

They treated local-local coupling with a hannonic coupling model. The results showed

good qualitative agreement with the observed spectra. Quantitative inconsistencies were

attributed to several factors. The overlap of peaks in the experirnental spectra made it dif-

ficult to get reliable experimental intensities. They also suggested that the Morse potential

may not have been the best choice for the calculation of wavefunctions. However, it should

be noted that at the time, and even now, the Morse potential function is the preferred poten-

tial function since it can be solved analytically. Finally they felt that some of the error may

have come frorn the level of theory lhat was used in the calculations. In a later paper, they

repeated these calculations using higher levels of theory and obtained reasonably quantita-

tive results [52]. This would eventually lead to the harrnonically coupled anharmonic oscil-

lator local mode model (HCAO/LM) which will be discussed in Chapter 2.

Finally, some interesting observations by Lehrnann and Smith indicated that the

overtone intensity rnay in fact be influenced greatly by the slope of the inner wall of the

potential function [53]. The influence of the inner wall of the potential suggests that a more

general potential function than the Morse potential might be beneficial. Also, overtone
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bands rnight be instrumental in gaining a better understanding of the inner wall of the CH

stretching vibrations.

The preceding is a quick summary of the early work on the intensities of overtone

vibrations. The work referenced above set the stage for future advances that would come in

later years. Its was these papers that showed the importance of local-local combinations and

the dipole moment function to the intensity. Later work would build on this work and lead

to better urodels, most notably for this thesis the HCAO-LM rnodel, developed by Kjaer-

gaard and co-workers. These latter papers will be discussed as they become relevant.
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zCH- Stretch overtone
Study of Trimethyl AmÍne
and Dimethyl SuIfTde

2.L lntroduction
Trimethyl amine (TMA) has been the subject of rnany studies and much of the inter-

est arises from the unusual difference in the C-H bond lengths, the largest known within a

single metþl group [54]. This difference is attributed to the effect of the lone pair of elec-

trons trans to the longer C-H bond. Though rnost pronounced in TMA, this effect can be

observed in many molecules possessing the arrangement M-X-H, where X is a heavy atom

such as carbon and M is an atom bearing a lone pair. Dirnethyl sulfide (DMS) is studied in

this project for comparison to TMA, because DMS exhibits a weak lone pair trans effect

compared to TMA. In this project, the effect of the lone pair trans effect on the intensity of

overtone absorptions is studied. It was of particular interest to see if the HCAO/LM model

could predict the intensities accurately. Also of interest is the possibility of couplings that

may appear between rnethyl groups due to the presence of the lone pair. Herein, the hydro-

gens will be referred to as gauche oÍ trans based on their relation to the lone pair (see

Figure 2-1).

The lone pair trans effect leads to the appearance of symmetric stretching vibrations

in the fundamental region at lower energies than typically expected. Examples of this in

methoxyl groups were first reported as early as 1957 by Henbert et al.1551. They found that
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the energy of the syrnmetric CH3 stretching of the OMe group was lowered by 50 crn-l

compared to methyl groups that were not connected to oxygens. Cases where the methyl

group was bonded to a nitrogen were studied by Braunholtz et al. 1561.

Figure 2-1. Structure of DMS and TMA, calculated using Spartan 5-0 at the HF/6-31G*
level.

They also found that the low energy vibration was

not obserwed in molecules where the lone pair of

the nitrogen was no longerpresent, such as in salts

and quaternary cornplexes. These observations

clearly show the connection between the low

energy bands and the lone pair. Sirnilar observa-

tions were also made by Hill and Meakins [57].

Figure 2-2. Sfiucture of Quinolizidine
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Hamlow and Okuda examined this question using NMR techniques. The focus of

their study was quinolizidine l58l (Figure2-2). They found that there was a large shift

between the axial and equatorial hydrogens bonded to the carbons adjacent to the nitrogen.

They proposed that, in quinolizidine, the lone pair partially participated in an anti-bonding

interaction with the axial CH bond. This interaction gave the axial CH bond some double

bond character and increased electron density. The equatorial CH bond however could not

engage in such an interaction as it lay in the plane perpendicular to the lone pair.

Further elaboration on the lone pair trans effecTwas presented by Pople [59]. In his

paper on molecular orbital studies of confonnation he noted that, using the 4-3lG level of

theory, fluorornethylarnine had far greater stability with the fluorine in the positi on trans to

the lone pair. This was found to be due to what they tenned "back donation" [59] from the

lone pair to the CF bond. This type of interaction was most favored when the CF bond occu-

pied the position trans to the lone pair. Though not exactly the same as the lone pair trans

effect seen in trirnethyl arnine, the rnolecular interactions involved are analogous.

The first unequivocal proof of the non-equivalence of CH bonds in the methyl

groups came from a series of studies by McKean et al. 1601161] These papers focused on

dimethyl ethers and methyl amines. What niakes these studies of particular interest is the

use of deuteration to help with the assignment of the peaks. The most interesting observa-

tion made for dirnethyl ether was in the spectrum of O(CD3)(CD2H). Since the CH stretch-

ing in this molecule is essentially decoupled frorn the CD stretches, information about the

CH bond in various positions can easily be obtained. In the spectrum of O(CD3)(CD2H),

two bands are observed in the CH stretching region with a roughly 2/l intensity ratio 160].

This is exactly what would be expected for a situation where the trans and gauche are non
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equivalent, as there are fwo galtche positions for each n'ans position. Lafer, similar obser-

vations were made for a number of compounds, most notably N(CD3)2(CD2H) [61]. The

importance of the lone pair trans effect became clear when McKean et al. compared the CH

stretching frequencies of a large number of molecules, including trimethyl amine and dim-

ethyl ether, to the CH bond lengths and dissociation energies. They found very good core-

lation between both the bond length and the dissociation energies, and the CH stretching

frequency [62]. Specifically, for the lone pair trans effect, the CH bond trans to the lone

pair is longer and weaker than Íhat of the CH bond gauche to the lone pair. Bellamy and

Mayo reviewed relevant data on the lone pair trans effect and described it as a weakening

of the trans C-H bond arising frorn delocalization of lone pair electrons into an anti-bond-

ing methyl orbital 163]. Though this inteqpretation has gained general acceptance, the fac-

tors that determine the strength of this effect are not completely understood. Ab initio

calculations can be used to predict the lone pair trans effect with a fair degree of accuracy

in that the difference in bond lengths is well approximated, however the intrinsic factors

governing its magnitude are not well understood.

In Chapter l, it was explained that CH-stretching overtone vibrations are known to

provide bond-specific information, due to their local mode (LI\zt) nature. Therefore, over-

tone spectroscopy may be instrumental in the study of non-equivalent CH bonds such as

those caused by the lone pair trans effect Both the LM parameters and the band intensities

should exhibit differences that reflect the lone pair trans effect. Differences in the local

mode parameters of non-equivalent CH oscillators have been documented in a variety of

papers. For example, Gough and Henry found marked differences in the anharmonicities of

the CH oscillators in fluorinated benzenes [6a]. In that study, the CH bond lengths v/ere-
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calculated through ab initio geornetry optimizations, with the STO-3G and 4-21G basis

sets. 
'When 

the results from these calculations are compared with the experirnentally deter-

mined anharmonicities of the CH oscillators, it is found that the longer bonds are generally

more anharmonic.

The origin of the intensities of LM peaks, as well as local-local mode (L-L) cornbi-

nation and local-normal rnode (L-N) cornbinations, is cornplicated. However, referring

back to the discussion in Chapter 1, the sources for the intensity rnay be surnmarized as: i)

the anharmonic character of the LM oscillator þure LM intensity), ii) the non-linear terms

in the dipole moment operator (both pure LM and L-L rnode combination intensities), iii)

the rnixing of states due to non-separable components in the vibrational Harliltonian

(intensity in the LM-cornbination modes), iv) off diagonal terms in the dipole moment

operator (intensity in the L-L and L-N cornbination modes). Considering point i), it is clear

that, unless other differences are involved, the more anhannonic oscillator should be more

intense. Therefore, we would expect to obserue differences in intensity for non-equivalent

oscillators.

Of course, in studying intensities, it is benefîcial to have a theoretical model for the

intensities for comparison to experiment. Section 1.2.4 described rnuch of the early work

on overtone intensities. That work led to the HCAO/LM model, which will be used here.

The mathematical details of the rnodel will be described in Section 2.2.3.ThIHCAO/LM

model has been used with success on many systems: propane [65], dimethyl ether, acetone

f66] and cyclopropylamine 167l to nalrìe a few. In all cases, relatively good agreement

between observed and calculated intensities was found. The HCAO/LM model calculations
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presented here were done by H. G. Kjaergaard and G. R. Low, as part of a collaborative

study with our group[69].

There have been two previous studies of the overtone spectra of trimethyl amine.

Fang and Swofford reported the first through fifth pure LM peak positions for trimethyl

amine and dimethyl sulfide as well as nìany other molecules with non-equivalent bonds

[68]. It should be noted that the sixth oveftone of the trans band of trimetþl amine was

reported, but the sixth overtone of the gauche CH was not. This is presumably because it

fell outside of the tuning range of their dye laser. Manzanares et al. also reported the posi-

tion of the first through fifth overlones of trimethyl amine, as well as those of several other

pyramidal molecules [70]. They were able to report on the ganche CH, but the trans was

out of the ranges they scanned. In both of these papers, little attention was paid to the inten-

sities or to the assignments of the L-L rnode combinations.

In order to make assignments of the observed peaks, it is important to be aware of

the possibility of rnethyl rotation, as this could have significant influence on the spectra.

Barriers to internal rotation of the rnethyl groups of trimethyl amine have been reported to

be 18.41 kJ/r¡ol, as measured by cornputer aided microwave experiments 171]. The barrier

to intemal rotation for dirnethyl sulfide has been repolted tobeT .91kJ/rnol lT2l.Bothbar-

rier heights are high enough to effectively decouple the CH stretching motion from the

internal methyl rotation. The decoupling of the rnethyl rotation and the CH stretching at

high rotational barriers has been demonstrated by Anastasakos and Wildman, in a paper on

toluene and xylenes 173]. In molecules such as toluene, with low rotational barriers, the

spectra were found to be that of an essentially free rotor, while in molecules with high rota-

tional barriers, such as o-xylene, only two bands associated with the non-equivalent CH
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bonds, locked in the minirnum energy conformation, were observed. This was also shown

for a wider range of molecules by Rong, Howard and KjaergaardlT4l.

McKean, Murphy e¡ a/. discussed the trans lone pair effect in a study of the funda-

mental infrared spectra of trirnethyl arnine-dg and several deuterated isotopomers:

N(CD3)3, N(CD2HXCD3)2, N(CH¡XCD:)2, and N(CD3)(CH:)z [54]. The latter were used

for the simplification of the fundamental CH-stretch region, since the deuteration elirni-

nates the Fermi resonant coupling between the C-H stretching and bending rnodes. A

detailed assignment of the fundamental spectra of these trirnethyl amines was completed.

Overtone excitation also achieves this isolation of the C-H vibrations. In the higher

overtones, the vibrations become increasingly less coupled and hence are best described by

the LM rnodel. While higher oveftones rnight obviate the need for deuterated compounds,

deuterated compounds can be insÍumental in the proper assignment of peaks where, even

in the oveftones, the bands are often not completely resolved. As well, even in some of the

higher overtones, combination bands and Ferrni resonances may be observed, and may

more easily be identified by comparison with the spectra of isotopomers. Finally, deute-

rium isolation can provide information on intra- and inter-group coupling. In this project,

the d6, d3,d6, dg and d9 isotopomers of trimethyl amine are examined.

The study of the intensities can be difficult due to the number of overlapping peaks

in the overtone region, and cule fitting is often required to estimate the intensity of indi-

vidual bands. This leads to some arnbiguiry in the assignrnents of the peaks and their inten-

sity. Curve fitting was required in this study; however, the relative simplicity of the

molecules limited the amount of uncertainty in the assignments.
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In this work, the first through fourth oveftone spectra of the gas phase CH-stretch-

ing in TMA and its deuterated counterparts are presented. The experirnental results are

compared with ab initio calculations for the estimation of intensities through the HCAO/

LM model. For comparison, the same overtone series for dirnethyl sulfide (DMS), in which

the trans lone pair effect is found to be very weak, is recorded.

The overall goal of this study was to improve our understanding of the overtone

spectra of trirnethyl amine and dirnethyl sulfide within the context of the LM model. Pre-

viously unassigned peaks are tentatively identified through reference to the spectra of the

deuterated compounds. HCAO/LM intensity predictions are compared to experimental

results. Finally, the frequencies and intensities of the TMA and DMS spectra are analyzed

in an atternpt to gain more insight into the factors determining the origin and magnitude of

the lone pair trans effect.
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2.2 Experimental

2.2.1 Samples
Sarnples of TMA-de (Matheson of Canada Limited), DMS (Sigma-Aldrich Limited

99+% pure) and TMA d8 (Carnbridge Isotopes 98% pure) were used without further puri-

fication. TMA d3, d6 and d9 (MSD Isotopes) [76] had residual gases that were removed

through repeated freeze-pump-thaw cycles of the sample on a vac-line. If necessaly, sam-

ples were dried over KOH pellets.

2.2.2 Spectra
All FT-IR spectra were taken in single beam mode and a separate ernpty cell spec-

trum was recorded in each case, for calculation of an absorbance spectrum. Spectra of the

fundamental region were obtained using a Bio-Rad FTS-60 Spectrometer with a WilMad

glass long path mini-cell with a nominal path length of 1m, at pressures between 6 and 10

torr. The spectra of the first and second overtones were collected using a Bio-Rad FTS-40

with the same long path gas cell. The pressures used were between 200 and 500 torr. In the

fundamental region, 128 scans were co-added and 2048 scans were co-added in the first and

second overtone regions.

The third and fourth overtone spectra were obtained using a Nicolet l0 m multi-pass

gas cell in a Nicolet Nexus 870 spectrometer equipped with a qtartz beam splitter and a

silicon detector. Pressures between 300 and 600 torr were used and 16384 scans were co-

added. In the fourth overtone region some anomalies were obserued, in the forrn of two

sinusoidal curves in the baseline. For example, see the uncorrected spectra of the fourth

overtone shown in Figure 2-3.
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Figure 2-4.Derivative spectra of the 10 merer gas cell empty (top) and filled with
trirnethyl amine (bottorn).

To determine the source of these anornalies, both the single beam spectra of the

samples and the empty cell were studied. Features at approximately the same position as

the anornalies were found in both the empty cell and the sarnple spectra. The features are
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too weak to see in the transmission spectra, but are clearly visible in the derivative (see

Figure 2-4). These features could be due to OH impurities in the silica windovrs. However,

on further inspection it was noticed that, though very similar, the features observed in the

ernpty cell were at a slightly different frequency than in the sample spectra. Therefore, it

was postulated that the anomalies in the absorbance spectra were due to the ratioing of these

features in the background and the sarnple spectra. It was deterrnined that the easiest and

most reliable way to correct for this was to consffuct an absorbance spectrum from a back-

ground and the same background shifted by the same amount as the feature in the sarnple

spectrum; this will be called the anomaly spectrum for the purposes of the rest of the dis-

cussion (see Figure 2-5).
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Figure 2-5. "Absorbance spectnrm" of the background ratioed against itself, shiftedby 7
c111 ^.

The strong features in the center of this spectrum are due to a mismatch of carbon

dioxide peaks caused by the shift. The "carbon dioxide feature" ofcourse could not be sub-

tracted from the spectrum so it had to be removed. A further complication was that this fea-

lure made it very difficult to perform a reasonable baseline correction. To alleviate this
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problem, a new file was created where everything except the carbon dioxide was replaced

by shaight lines; this will be called the carbon dioxide correction. The carbon dioxide cor-

rection was subtracted from the anornaly spectrurn, after which the baseline could be cor-

rected. Since the pulpose was to remove the anomalies, everything but the sections where

the anomalies appeared was replaced with a straight line. The result (see Figure 2-6) was

then subtracted from the absorbance spectrum of the sample. The fact that a spectrum con-

structed entirely from the background could be used to subtract out the "anornalies" sup-

ports the theory that they in fact are not related to the sample.

Figure 2-6.Example of the "correction spectrurn" subtracted frorn the fourth overtones.

The 5th and 6th overtones were collected using an Intra-Cavity Laser Photo Acous-

tic spectroscopy system (ICL-PAS) that had been constructed prior to the start of this

research; details are described elsewhere 1771. A diagrarn and photograph of the ICL-PAS

system are shown in Figure 2-7 and Figure 2-8 respectively. The laser was a Coherent 599

dye laser purnped by a Coherent Innova 200 argon laser.
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the birefringent filter. A polynomial function was created to relate the micrometer arm to

the laser frequency. The coeffrcients of the polynomial are entered as parameters in the pro-

gram that controls the equipment. After the spectra are recorded, a second calibration

refinement is made by cornparing the position of the rotational lines of water to a standard

\¡/ater specûum. Small deviations can be adjusted by changing the starl and end points of

the recorded spectrum.

A power meter was used to record power fluctuation during the scan. The spectra

were then normalized to intracavity power using [79]:

Equation 2-1.

,,: r"(r_,t_)

where P; is the intracavity power, P" is the extra cavity power and T(ì") is the wave length

dependence of the output coupler transmission. Several different laser dyes were used to

acquire all the spectra required. The fifth overtone region was acquired using pyridine 2,

and the sixth overtone was acquired using DCM. The pressures used were between -300-

500 ton of sample.

Curve fit analysis was done for the second through fourth oveftones using Win-IR

software [80]. Al1 peaks were fitted as a mixture of Gaussian and Lorenzlian line shapes.

The initial guess for the number and position of peaks was based on the second derivative

spectrum; these were adjusted as necessary during the fitting procedure. Intensities from

the curve fit analysis are compared with the predictions of the HCAOILM model. Apart

from unavoidable ambiguity in the nurnber and nature of the peaks, the amount of error in

the curve fitting procedure depends on the amount of noise and the amount of overlap
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between adjacent bands. A correlation coefficient of R2 >0.99.was achieved for all curve

fits reported here.
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2.2.3 Theory

2.2.3.1 Geometry and internal rotation

The minirnum energy conformers of TMA and DMS are known to be those shown

in Figure 2-1. The structures of TMA and DMS were optimized with the HF/6-

311#G(2d,2p) basis set with Gaussian 94 [81]. The optirnized parameters (bond lengths

and bond angles) are summarized in Table 2-1.

Table 2-1. Calculated bond lengths and angles for TMA and DMS. All values were
calculated using RHF/6-3 1l++G(2d,2p).

Trimethyl Amine

NC

ç¡l8auchc

cHtrans

C-N-C

N-C-Hgauchc

N_C_Htrans

Hgauchc_C_Hgauchc

Hgauchc-C-Htrans

Bond Length (Å)

1.444

1.082

1.093

Bond Angles(o)

Though the barrier to internal rotation in trirnethyl amine is high enough to decou-

ple the CH stretching from internal methyl rotation, calculations of the energy at various

dihedral angles (varying only one of the methyl groups) of the CH bond with respect to the

lone pair were carried out in order to determine whether there were any local minirna that

could be reflected in the spectra. The results of these calculations are shown in Figure 2-10.

Dimethyl Sulfide

111.75

109.9 l

112.14

107.98

108.08

SC

CHgauchc

CHtrans

C-S-C

S-C-Hgauchc

S_C_Htr-s

Hgâuchc_C_Hgâuchc

Hgauchc-C-Htràns

Bond Length (Å)

1.808

1.080

1.080

Bond Angles(o)

100.40

107.08

I 10.89

109.98

108.96
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Figure 2-10. Energy versus dihedral angle between CH and the lone pair of electrons,
calculated at HF I 6-3 I G* + Ievel with Gaussi an 9 4.

Since all of the minima observed in the results are at equivalent geometries, it can

be assumed that there are no other geometries that will significantly affect the spectra. This

calculation was not carried out for dirnethyl sulfide, since it has far less steric crowding than

trirnethyl arnine, and therefore is assumed to be less likely to have any local minima.

2.2.3.2 The HCAO/LM model and Intensities

l
I

.,- --,. ----- i:.:l -.
I

I

-200 -150 -100 -50 0 50
DihedralAngle

The HCAO/LM rnodel is used to describe the CH stretching vibrational modes.

This procedure has been described previously 165],[66]; an overview is presented here.

Coupling between CH bonds on different centers has been neglected, since such coupling

is significant only when the CH bonds are attached to the same center. This was shown to

be the case for propane by Kjaergaard et al. [65]. In that paper calculations were done with

and without the inter-methyl coupling and the results v/ere essentially the same in both

100 150 200
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cases. It should be noted that propane does not exhibit the lone pair trans effect and whether

that rnakes a difference has yet to be tested.

The oscillator strength of a vibrational transition between the ground state g and an

excited state e is given by

Equation 2-2.

f"s : 14.lo2cmo-t lu.*li.*l'
d)

where v.* is the vibrational frequency of the transition and þt"g is the dipole matrix ele-

LI
ment (elplg) in debyes (D). For a methyl group the Harniltonian is sirnply that of three

coupled Morse oscillators. The zeroth-order Harniltonian can be written:

Equation 2-3.

['o--Eolootlo)] : (vr +vr)ãr1 -(v: *ur, *v, +v2)cirx, *urãr, -(v32-,r3)Ã:x:hc

where ol¡ is the LM frequency, @tXi is the anharmonicity, Eo¡oo¡¡o¡ is the energy at the

ground vibrational state and v, refers to the vibrational quantum number. The subscripts I

and 2 refer to the gattche CH bonds for TMA and the trans for DMS, and 3 refers to the

remaining CH bond in each case. For each CH bond type, values for the LM frequency and

anharmonicity are deterrnined from a least squares fit of the pure LM peak overtone posi-

tions to a Birge-Spöner plot. The values for the local mode paraÍìeters will be presented in

Section 2.3.3.

The HCAO/LM model irnplies the inclusion of perturbation-only terms that are

quadratic in momentum and position operator. The creation and annihilation operators [82]

(u*, u) rnay be introduced, and the perturbation can be written as,
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Equation 2-4.

H'"r.u /hc= -\rr(a.al + aiar)-\rr(araf +

where the coupling parameters are

Equation 2-5.

T'12 : 0n- Q12)al1

Equation 2-6.

with

Equation 2-7.

Equation 2-8.

T'13 :

afa,+aral+alar)

(Y13 - 013)

where the Goi¡ are the elements of the Wilson G rnatrix evaluated at the optirnized geom-

etry, and F,, are the force constants. The operators a+ and a aÍe assurred to have step-up and

step-down properties known from harmonic oscillators even though in this case they are

operating on Morse oscillators [34]. With this approximation, Hlin,.u will only couple

states within the same manifold that differ by one vibrational quantum in two CH oscilla-

tors.

The dipole moment function is expanded as a Taylor series about the equilibriurn

position
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Equation 2-9.

P : IPi¡rg,igrjc:k
ijk

where lri¡r is the derivative of the dipole moment multiplied by (l/i!j!k!). The q coordi-

nates are displacements in the bond length (R) frorn equilibrium with q1 pointing in the pos-

itive y direction. The expansion is lirnited to terms of third order and lower when they

involve at most two coordinates. The only third order tenn neglected involves pt111 , which

would affect prirnarily the intensity of the peak corresponding to one quantum in each CH

bond; this peak is expected to be relatively srnall. The coefficients lrijk, are obtained frorn

fwo-dimensional grids of dipole moment as a function of both (ql,ø) and (q1,q3). The grids

are calculated by varying the two coordinates in steps of 0.05 ,Ä. frorn -0.15 to 0.15 Ä., with

the rest of the molecule remaining at the equilibriurn geornetry. The grid points are calcu-

lated using a MO calculation at the SCF level with a 6-311G+(2d,2p) basis set with the

Gaussian 94 program package l8 I ]. The coefficients F¡¡¡ are obtained via these grids using

a numerical technique to fit a n-l order polynomial to n points.

It should be noted that all HCAO/LM calculations were done for non deuterated

molecules and for N(CD3)2(CDzH). They are compared with the deuterated molecules.
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2.3 Results and Discussion

2.3.1 Spectral Assignments for Trimethyl Amines
Before the local mode parameters can be evaluated and the predicted intensities

compared to those measured experimentally, it is necessary to assign the bands as corÍì-

pletely as possible. Previous papers on the overtone spectra of trimethyl amine have prima-

rily assigned the pure local modes [68][70]. In this thesis, the assignments have been

extended to L-L combinations and L-N cornbination bands. However, many of the assign-

ments are tentative due to the difficulties inherent with assigning combinations bands in

these high energy regions. In many cases, peaks are assigned as a group of unresolved

vibrations. Since LM vibrations are expected to be the only significant source of intensity

in the regions studied, the relative intensities of bands have been calculated as a percentage

of the intensity observed over the entire region in question. The position and intensity of

peaks heated in this tranner are such that they match with the HCAO/LM rnodel predic-

tions well enough to support the assignment. L-N mode combinations are assumed to be

Fermi resonances with pure local modes, as these combinations are not expected have any

significant inhinsic intensity. The density of the possible states and the shift caused by the

Fermi resonance complicates assignments of these bands. The assignments presented here

are based on the expected position of the cornbination shifted by an amount that offsets the

deviation of the pure local rnode with which it is Fenni resonant. In most cases the assign-

ments are further supported by analysis of the spectra of the deuterated molecules.

The N(CHD ù(CDùzspecfra are the simplest as there is only a single CH oscillator;

thus only two vibrations are expected to have any intensity in any particular overtone

region. Because of the sirnplicity expected for the N(CHD)(CD3)2 spectra, they are often
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highly instructive in the assignment of other the molecules; therefore, they will be dis-

cussed first.

Spectra of N(CD3)3 revealed that the only significant peaks due to CD vibrations

observed in the CH overtone regions are in the first and fourth overtone regions. The inten-

sities of the first overtone regions have not been discussed. The CD vibrations observed in

the fourth overtone CH stretching region are the fifth overtone of CD stretching and have

intensity that is too low to be significant compared to the intensity of the CH stretching.

Thus, we are able to discount any contribution from CD vibrations to the intensities.

Descriptions of the normal modes involved in combinations are taken from the har-

monic force field of hirnethyl amine described by McKean et al.154).

For comparisons between the HCAO/LM model and the observed values it is gen-

erally considered acceptable for the predicted local-local cornbination frequencies to differ

by tens of wavenumbers from the observed [75].

2.3.1.1Note on curve fitting

The curve fitting procedures must be used with great caution and they must be

understood for what they are: an approximation. In most attempts to perform a curve fit,

there is a great deal of arnbiguity about the result. There rnay be situations where a spectrum

rnay be fitted equally well by two peaks or by three peaks. It is not sufficient in these situ-

ations to rely on Ockham'srazor (the simplest answer is the best), as in many cases the sirn-

plest possible answer is not always the best. This is particularly true in spectroscopy, where

limits to the resolution of the spectrum, and linewidths that are broad and overlapping, rray

obscure details that would show that more peaks are present. To the same extent, one can
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not simply use as rnany peaks as is needed to get a perfect fit. As in any situation, an infinite

number of peaks will lead to a perfect solution even if there is no underlying physical

reason for all the peaks. Therefore, curve fitting a spectrum is a compromise. In considering

the curve ftt data, one must realize that the curve fit procedure is (hopefully) the best that

can be done with the availabl e data. This includes the resolution, knowledge of the expected

number of peaks, second derivative spectra and intuition. In any curve fit, the results must

be considered to be an approximation: it is always possible that a poorly resolved peak was

omitted or that one of the peaks included has no physical basis. The shapes of the peaks are

also open to arnbiguity, as they are taken as a mixture of Gaussian and Lorenztian func-

tions. Considering these points, one must conclude that each peak fitted in this manner has

some of uncertainty associated with it depending on the rnagnitude of the peak and how

well it is resolved. From personal experience, it is the suggestion of the author that one

should consider the enor in any curve fit to be between 5-20%o (for reasonably well

resolved peaks). The assignments that are presented in the following sections rely heavily

on curve fitting data, and should be considered to be plausible, not definitive. To reduce the

chance of bias in the curve fifting, all curve fits were done without the aid of predicted val-

ues. The starting positions and number of peaks were based on the second derivative of the

spechum. Peaks were added to the curve fit spectrurn if, after iteration, it was apparent from

the residual that another peak was likely to be present.

2.3.1.2 First Overtone

The first oveftone still displays a large amount of normal mode character. This

makes comparison to the HCAO/LM calculations diffrcult.In addition there is a lot of rota-

tional structure that makes it impossible to perform a reliable curve fitting analysis on this
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part of the spectrurn. Therefore, the analysis of the first overtone is limited to the assign-

ment of the bands and to intensity defined only as strong, medium, weak and very weak

(see Table 2-2).

Table 2-2.Experimental vs. Calculated peak positions and intensities for the first
ovefione of N(CH3)3, N(CH3)2(CD3), N(CD3)z(CH:), and N(CD3)2(CD2H).

Observed

Frequency Intensity
(.--r)

N(CH3)3

5544 w

5596 w

5706 s

5789 s

5799 s

5937 s

6046 w

Calculated

Frequency Intensity Relative Assignment
(.--1) (10-7) Intensity (%)

5415 0.253 4.5 10,0>12>

Combination

Combination

5701 1.48 26.5 11,0>+11>

5133 0.319 5.7 11,0>_11>

5763 1.18 21.1 12,0>+10>

5712 1.18 21.1 12,0>_10>

s899 1.18 2t.r 11,1>lo>

Combination

N(CH3)2(CD3)

5543

5707

5785 s

5189 s

5938 s

6054

5415 0.253 4.s 10,0>12>

Combination

s70r 1.48 26.s 11,0>,11>

s733 0.319 5.1 11,0>_11>

5763 1.18 21.1 12,0>+10>

5712 1.18 21.1 12,0>-10>

5899 1.18 21.1 11,1>10>

Combination

N(CD3)2(CH3)

5542 s

5704 s

5722 w

5791 s

5800 w

5415 0.253 4.s 10,0>12>

Combination

5701 t.48 26.5 11,0>+ll>

s733 0.319 s.7 l1,o>_11>

s763 1.18 21.1 12,0>-10>

5172 1.18 21.1 12,0>-10>
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Observed

Frequency Intensity
(.*-1)

593s

6053

N(CD3)2(CD2H)

5488 w

5587 w

5785 s

5945 w

ù

Calculated

Frequency Intensity Relative Assignment
(.--1) (10-7) Intensity (%)

5899 1.18 21.1 11,1>10>

Combination

N(CD2HXCD3)2

The first overtone ofN(CHD2XCD¡)z has a greatly sirnplified spectrum as the local

mode combinations are no longer afacfor (see Figure 2-11). Four major peaks are observed

in this spectrum. It would be tempting to assign the band at 5488 c,o-l us 10,0>12> however

it is significantly higher in energy than the predicted value and is more likely a be a com-

bination band. The actual 10,0>12> peak is likely obscured by other vibrations and noise. A

peak at 5587 cm-l can be assigned as a combin alion of 2953 cm-1 (37 S2s asyrn gauche CH

str, 30 S13 slm gauche CH str, i8 Ss asyn

s416

sj66

.086s

102

11.0

89.0

0.0 9

0.0 8

0.0 7

0.0 6

005

0.0 4

0.0 3

0.0 2

0.01

0.0 0

10,0>12>

CD

12,0>10>

Combination

Figure 2-11. Spectrurn of the first overtone of N(CD2HXCD3)2 and spechum of the first
overtone of N(CD3)3 collected at250 tom, 1.6 meter gas path length, 2048 co-added scans.
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gauche CH str and l5 52 sym gauche CH str), 1296 cm-t (50 S17, 28 55 Me sym def and

13 S29 Me asym def ") and 1336 ctn-l l30 S16Me sym def, 22 VtMe rock", 20 54 Me sym

def, l0 S29 Me asym defl and l0 526 asyn NC str). A sirnilar combination is found at *5544

.tn-l in the first overtone of every isotopomer. A cornbination of a CH sfretch mode with

two CH deformation modes is observed in many CH overtone spectra. A peak at 5785 cm-

1 is assigned as 12,0>10>. Finally apeak at5945 cm-1 couldpossibly be a combination of

12,0>10> and 185 cm-1 (torsion). It should be noted however that the 185 crn-1 was not

observed in the fundamental and was only calculated in the force field analysis by McKean

et al.l54).

N(CH3)3

Figure 2-12. Spectrum of the f,rrst overtone of N(CH3)3 collected aT343 torr, 1.6 meter
pass length,2048 co-added scans.

For the trirnethyl amine d6 first overtone region, many bands are observed, the most

prominent seven of which are discussed here. (See Figure 2-12). The positions of these
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peaks have been found using the peak pick function in the Win-IR program [80] and corn-

pared to the values predicted by the HCAO/LM calculations (see Table 2-2).Two peaks are

observed at 5544 cm-1 and at 5596 c--1. These peaks are relatively weak and both have A/

B character (where A,B,C refer to the profile of the band made of the P, Q and R branches

[1]). The positions of these bands do not correlate with any of the predicted local rnode

vibrations, therefore it is assumed that they rnust be due to a combination of normal modes.

This could be explained as a combination of 2 x 2774.8 cm-l Fermi resonant wilh 2 x

2775.9 
"*-1. 

Ho*"ver, there are several problerns with this assignment. First of all, these

two combinations are basically local modes, as they are multiple quanta of CH stretching

vibrations. They should be affected by anhannonicity and therefore appear lower by -160

"to-1 1*hi"h is about where the HCAO/LM would predict them to be). Also, if there is a

Fermi resonance here, it must be considered that the intensity of these peaks is nearly equal.

This being the case, it would be expected that the two vibrations \Mere very close in energy.

If the energy of the two vibrations were very close, the splitting due to the Ferrni resonance

would be symmetric and the original position of the peaks would be expected to be at the

rrid-point between the observed peaks. Hovrever, this is not the case. Both of these combi-

nations would be at - 5550 crn-1 (if the anharmonic effects are not included), as opposed to

5570 cm-1, which is the mid-point between the two observed peaks. Thus, other schemes

for peak assignments must be considered.

A suruey of the fundamental region shows that there are no combination of ¡¡¿o fun-

damentals that can explain these peaks. However, a number of cornbinations of the follow-

ing three fundamental bands are possible:2953 
"to-11S2 

syrn gauche CH str), 1444 cm-l(92

54 12 55 Me syrn and asym def respectively) and 1186 cm-1(80 56 Me rock) which leads to
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atotalof 5583 cm-1; and 2953 cm-l,1409 crn-l(l06 516 Me def) and I186 cm-1 leading to

a total of 5548 .*-1. Th.r. assignments are the rnost likely ones, based on the fact that these

combinations would fall near where they are observed.

A strong peak at 5706 cm-1 with C character is assigned as ll ,O>al1>. The absence

of a band corresponding to the I t ,0>-l 1 > vibration is consistent with its predicted low inten-

sity and the likelihood that it would be obscured by the stronger ll,0>+ll>. Two very strong

overlapping peaks at 5789 and 5799 cm-1 are assigned as 12,0>al0> and 12,0>-10>, respec-

tively. A peak at 5937 cm-1 with C character is assigned as ll,1>10>. Finally a peak at 6046

.*-1 is assigned as a cornbination of 5789 crn-1 (12,0>+10>) and256 
"rn-l 1Me torsion).

It is interesting to note that the HCAO/LM calculations seem to underestimate the

energies of the vibrations for this region. This is to be expected since vibrational behavior

does deviate considerably frorn the local mode model in this region. It is also interesting to

note that the trans CH vibration is not observed in this spectrum. This is not surprising since

the HCAO/LM rnodel does predict that it will be relatively weak.

N(CH3)2(CD3)

The fìrst overtone of N(CH3)2(CD¡) is very similar to that of N(CH3)3. (See

Figure 2-13) This suggests that there is little coupling between the rnethyl groups. How-

ever, there are some differences to be noted. Most noticeable is the lack of a peak at 5596

cm-1. A peak is still observed, at 5543 crn-1; this can be assigned as a combination band of

2955 cm-l(63 52, 3l S13 gauche CH str), 1436 cm-l(71 54,28 516 Me sym def) and 1168

"to-1 168 56, 14 S19 Me rock'). Frorn this assignrnent, we can see why the 5596 cm-1 band

does not appear. In the non deuterated molecul e, The 5544 cm-1 and 5596 cm-1 peaks were
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due to basically the same combinations except for one involved the Sa rnethyl defonnation

and the other the S16; in the partially deuterated molecules both of these appear mixed in

one vibration, hence only one combination peak is observed. The rest of the assignments

are basically the same as for the non deuterated molecule (see Table 2-2).

It should be noted that the spectrum for N(CH3)z(CD¡) seems less congested than

for the non deuterated molecule. This may be due to a small arnount of coupling between

the rnethyl groups, causing alarge number of weak combination vibrations. The nurnber of

these would be reduced in the deutelated molecule.

o.oso-ì

0.045-j

:
0.040-

:
0.035i

f o.oso-

4 oozs.

o ozo]

o.ols;

i
0.010i

:
o.oosì

Figure 2-13. Speckum of the frrst overtone ofN(CH3)z(CD¡) collected at250 tor, 1.6

meter gas path length, 2048 co-added scans.

N(CD3)2(CH3)

The first overtone of N(CH3)(CDùz is sirnilar to its previously described counter-

parts (see Figure 2-14). Further evidence that only weak coupling exists between the

methyl groups is seen in this spectrum. The positions of the peaks are basically the same as
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forN(CH3)z(CDù, however the spectrum again seems less congested. A band at 5542 cm-

1 is observed and can be assigned as the combination of 2950.5 cm-l 762 Sr:, 31 52 syn

gauche CH str), 1453 cm'l (60 S17, 32 55 syrn Me def), and 1744 cm-l 148 56 35 S19 Me

rock'). Notice that this is basically the same combination that was observed for trimethyl

amine d6 except that Me syrn def, replaces the Me sym def. The 10,0>12> rnight be assigned

at 5487 cm-1, though this is somewhat higher than predicted. In fact, this may be too far

frorn the predicted value; it could be a combination band. The rest of the assignments for

this spectrum are similar to those for trirnethyl amine d3 (see Table 2-2).

Figure 2-14. Spectrurn of the first overtone of N(CH3XCD:)z collected at250 torr, 1.6

meter gas path length, 2048 co-added scans.

2.3.1.3 Second Overtone

The second overtone is primarily local mode in character, however there is still

some evidence of local-nonnal mode combinations. There is little rotational structure

observed in this region, thus a reasonable curve fit analysis may be done more easily. The

curue fit analysis is very helpful in the comparison of the experimental value to the HCAO
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/LM model predictions. However, curve fitting must be considerecl an approximation. (See

Section 2.3.1.1)

The following protocol is used for comparisons of the HCAOILM model calcula-

tions to the observed data. Peak positions taken from the cuve fit results are directly com-

pared to predicted values. For intensities, both the predicted and observed values were

converted into relative intensities by taking the intensity of a given peak as a percentage of

the sum of all of the peaks in the region. These relative intensity values could then be com-

pared. The intensities are discussed in this chapter only as they relate to assignments. A

more detailed discussion of intensities is presented in Section2.3.4. The experirnental and

calculated positions and intensities are shown in Table 2-3.

Table 2-3, Experirnental vs. Calculated peak positions and intensities for the second
overtone of N(CH3)3, N(CH3)2(CD3), N(CD3)z(CH¡), and N(CD3 ) z(CD 2H).4

Observed

Frequency Relative Summed
(.nl-1) Intensity Intensity

(%) (%)

N(CH3)3

78s8

1941

8003

8262

8.1

1.1

3.5

Calculated

8369 10.8

Frequency Intensity Relative Summed Assignment
("--1) (10-5 Intensity Intensìty

(%) (%)

4.2

19.3

8444 11.2

8482 27.1 55.1

FR

1916 2.3 21.3 27.3 10,0>13>

FR

7.3 8342 .45 5.4 5.5 11,0>-12>

8315 .001 .1 11,0> -12>

FR

8455 2.2 26.1 13,0>+10>

8457 2.0 24.1 s0.2 13,0>_10>

FR

8541 0.55 6.6 l2,o>+11>

8s49 0.41 s.6 12,0>_11>
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Observed

Frequency Relative Summed
(.rn-i) Intensity Intensity

(%) (%)

8589 1s.4

8764

N(CH3)2(CD3)

7867

7942

7991

2.9

Calculated

ts.4

Frequency Intensity Relative Summed Assignment
(.--1) (10-8) Intensity Intensity

(%) (%)

8308 5.1

13.9 23.5

5.3

4.3

2.9

8662 0.03 0.4 14.3 11,1>11>

8697 0.1s 1.1 12,1>-10>

8364

8444

8486

8141 0.23 2.1 2.'t l2,l>_10>

1.5

27.2 58.1

29.3

79t6 2.3 21.3 27.3 10,0>13>

FR

FR

5.1

8585

8630

8342 .4s 5.4 5.5 11,0>+12>

831s .007 .1 11,0>_12>

8161 1.5

FR

8455 2.2 26.1 13,0>+10>

84s1 2.0 24.1 50.2 13,0>-10>

FR

N(CD3)2(CH3)

8.3

3.5

1852

1898

1975

11.8

8541 0.55 6.6 12,0>+11>

8s49 0.47 5.6 12,0>_11>

8662 0.03 0.4 14.3 11,1>11>

8697 0.15 1.1 12,1>+10>

8213 2.9 5.6

8296 2.7

3.9

4.1

9.0

1.5

83s6 14.6

87 41 0.23 2.7 2.1 12,1>_01>

8448 33.5 60.4

8504 12.3

17.0

FR

FR

7916 2.3 27.3 27.3 10,0>13>

8576 7.2 7.2

8621 6.8

8342 .45 s.4 5.5 11,0>,12>

8375 .007 .r 11,0>-12>

FR

84ss 2.2 26.1 13,0>+10>

84s7 2.0 24.1 s0.2 13,0>-10>

FR

6.8

8541 0.55 6.6 12,0>+11>

8549 0.41 s.6 l2,o>_ll>

8662 0.03 0.4 7.1 ll,1>11>

8697 0. 15 1 .7 12, 1>+10>
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Observed

Frequency Relative Summed
(.--l) Intensity Intensity

(%) (%)

8168 3.0

N(CD3)2(CD2H)

7800 6.1

7864 6.0

1959 12.2 24.4

8283 16.1

83 89 19.3

8506 40.3 7 5.7

Calculated

3.0

Frequency Intensity Relative Summed Assignmenl
(..-l ) (10-8) Intensity Intensity

(%) (%)

aThin lines separate groups of bands that will be associated for comparison between
theoretical and experimental intensities.

N(CD2HXCD3)2

Since there is only one CH oscillator, and it must occupy either the gauche or trans

position, we would expect to find only two peaks in this region, howeve¡ six peaks are

observed (see Figure 2-15). These are considered to be due to Fermi resonant interactions

with L-N combinations. The peak at 7959 cm-\ is assigned to the 10,0>13> vibration. The

faclthat it is observe d,42 cm-l higher in energy than predicted lends further support to the

assignment of the peaks at 7800 cm-l and 7864 cm-las L-N cornbinations in Fenni reso-

nant interaction with it. The 7800 crn-l peak is assigned as the combination of 5415 crn-

11¡0,0t¡zt¡, 7325 cm-l(Me syrn def, Me rock) and ll23 cm-| (Me sym def, sym NC str, Me

sym def). The7864 cm-l peak is assigned as the cornbination of 5415 ctn-11¡0,0>¡2>) and,2

quanta of 1224 cro-1 lAsyto NC str, Me rock" Asyrn NC3 def). A more complete description

of these Fermi resonant assignments can be found in Section 6.1.2.

8741 0.23 2.7 2.7 12,1>-10>

7911 0.76 31.4 31.4 10,0>13>

8463 1.66 68.1 68.1 13,0>-10>
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The intensities of the L-N combinations are attributed to the pure LM with which

they are Fermi resonant (10,Þ13>) the relative intensity of these three peaks is24Yo com-

pared to a predicted 31%.

The other three peaks are also assigned as a pure local mode and two cornbination

bands Fermi resonant with it. The 8506 cm-l band is the 13,0>10> pure LM; 8390 cto-l is

assigned as the combination of 5785 cm-1 1¡2,0t¡0>) with two quanta of 1336 crn-1 lMe sym

def, Me rock", Me asym def, asyrn NC str); and the band at 8283 cm-l is assignecl as 5785

ctn-l 1¡2,0t¡o>),1297 c,o-1 1M" asyrn def; Me asyrn def') and 7207 cm-r (asyrn NC str, Me

syrn def) (details may be found in Section 6.1.3). The summed intensity of the three bands

associated with the 13,0>10> is7 6Yo, which is quite reasonable compared with the predicted

value of 69%o.

In order to sirnplify the rernaining text in this section, references will be made to

Appendix I where detailed tables of the cornbination bands rnay be found.
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Figure 2-15. Spectrum of the second overtone of N(CD2HXCD:)z collected at250 torr,
1.6 rneter gas path length, 2048 co-added scans. *Fermi resonance between pure local
mode and local-normal cornbination, see text for further description.combinations

N(CH3)3

Nine peaks were used to fit the second overtone region of N(CH3)3 (see Figure 2-

l6 and Table2-3). Peaks at 7858 
"m-r,7g4l 

cm-1 and 8002 cm-1 are of particular interest.

The region encompassed by these peaks coresponds to the 10,0>13> local mode vibration,

predicted by the HCAO/LM rnodel to be at 7914 cm-r. However, the predictions only

account for one peak, therefore, it is assumed that there rnust be some L-N combinations to

account for these peaks. However, there are no combinations of one nonnal mode with one

local mode vibration that would fall within this region.

Fermi R&nam'

Femi RÐnare'
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Figure 2-16. Spectmm of the second overtone of N(CH3)3 collected at343 torr, 1.6 meter
gas path length, 2048 co-added scans. *Fenni resonance between pure local mode and
local-normal combination, see text for fuither description.

There are a number of cornbinations of a local mode with two normal rnodes that

could fall within this region. These would be expected to be inhinsically very weak vibra-

tions and therefore the relatively large intensity of these peaks are assumed to be due to

Fermi resonance with the 10,0>13> vibration. The fact that there are two vibrations Fenni

resonant with one LM adds considerable complication to the analysis of these peaks. Com-

peting forces causing shifts in wave number and intensity must be considered. The details

of the assignments of Fermi resonance are given in Appendix i; an explanation of these

tables can be found on page 233.The results for this analysis for N(CH3)3 are shown in

Section 6 .1 .4. The cornbinations are shown fit to within experimental error and are consid-

ered to be in line with what was found for the deuterated molecules. Because of the inten-

sify sharing through Fermi resonance, the sum of the observed intensities of these three

peaks was compared with the predicted intensity. The observed value was 19.2o/o, com-
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pared to the 27.3Yo predicted. Given the error inherent in curue fitting, this is considered to

be a fairly good agreement.

A similar, group of peaks is observed aT8369 cm-l,8443 cm-l and 8482 cm-1. The

same treatment was performed on these peaks, the results of which are shown in

Section6.1.5. This solution yields a very low eror. Taking the sum of the intensities of

these peaks to compare to the predicted value, we find 55.1% compared to 50.2%o.It should

be noted here that the observed value here is So/ohigher than the predicted, whereas, for the

trans regíon it was found to be \Yo lower. It is possible that the calculation favors the

gattche vibration more than is appropriate.

The peak observed at 8589 cm-1 is relatively broad and contributes a relative inten-

sity of 15.4%. There is no single predicted peak that matches well with it. However, it is

possible that this peak is due to several of the local modes that are sirnply not resolved in

this spectrurn. The HCAO/LM rnodel calculation predicts peaks at 8541cto-l, 8549 
"trr-1,

8662 cm-r and,8697 cni-l; the summed predicted intensity of these bands is l4.2Yo. This

gives a good agreement with the intensity observed for 8589 cm-1 and these predicted peaks

fall into the region covered by the 8589 cm-1 observed peak. Note that, if the peak predicted

at 8541 cm-1 was used in the assignrnent of the 8482 cm-1 peak, this agreernent would be

lost.

Finally a peak with2.9% intensity is observed at8764 crn-1; this matches well with

the l2,l>-0> vibration predicted to appear at8747 crn-1 with a relative intensity of 2.7o/o.

70



N(Crr3)2(cD3)

The second overtone spectrum of N(CH3)2(CD:) is very similar to that of N(CH3)3

(see Figure 2-17), therefore the assignments are made in the same way. Three peaks are

observed aT7866 c -r,7942cm-1 and 8002 crn-l. The analysis of the possible Fenni reso-

nances explaining these peaks is shown in Section 6.1.6. The observed relative intensity of

these three peaks is 25Yo, in good agreement with the predicted intensity (21%) for the

10,0>13> rnode (see Table 2-3). The peak observecl at 8307 
"*-1 

is attributed to the | 1,0>2>,

predicted to fall at8342.,o-1. Th" observed intensity of this peak is 6.70/0, in good agree-

ment with the predicted intensity of 5.3Yo.

The peaks observed at 8374 cm-l ,8444 cm-1 and 8489 cm-l are assigned as Fermi

resonance of the 13,0>10> local mode vibration and combinations between a local mode and

two nonnal modes (see Section 6.1.7). The same considerations made forN(CH3)3 hold

here as well. The relative intensity of the three observed peaks is 58.1%, which agrees well

with the predicted intensity of 50.2%. A peak at 8586 cm-1 is assigned to the following pre-

dicted, but unresolved vibrations: 8541 .,o-1, 8549 
",o-1, 

8661 cm-1 and 8696 cm-1. The

predicted intensity in total for these vibrations is 14.3% which is in good agreernent with

the observed I 1.8%.

71



+11>, 12,Þ-11>, 11,1>11>, 12.1>+lÞ'

Figure 2-17. Spectrun of the second oveftone of N(CH3)2(CD¡) collected a|250 torr, 1.6

meter gas path length, 2048 co-added scans. *Fenni resonance between pure local mode
and local-nonnal combination, see text for further description.

A peak at8768 c,o-l is assigned to 12,l>-10>, predicted to fall at8747 crn-1 with

2.7%o intensity, which is in reasonable agreement with the 1.3%o observed in the spectrurn.

N(CH3XCD3)2

Fermi Resonanæ'

8500

The spectrum recorded for N(CH3)(CD¡)z is similar to that for the previous mole-

cules (See Figure 2-18), however, more features are observable in this spectrum. Contribu-

tions from CD vibrations is considered unlikely since no CD vibrations are observed to fall

within this region. More likely possibility is that, in the other molecules, weak coupling

between the methyl groups produced a large number of local mode combinations that

obscured the features now observed in this spectrum.

0>13> Fem; Resonance'
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Figure 2-18. Spectrum of the second overlone of N(CH3XCD¡)z collected at 300 ton', 1.6

meter gas path length, 2048 co-added scans. +Fenni resonance between pure local mode
and local-nonnal combination, see text for further description.

Three peaks observed at 7853 
"ro-1, 

7898 cm-1 and 7975 cm-l are assigned in the

same rtanner as in the previous compounds, see Section6.1.8 for details. The summed

intensity of these observed peaks is 17.0% compared to a predicted value of 27.3%. The

peak observ ed at 8213 
"to- 

I is assigned to I I ,0>*12>, which is predicted to be found at 8342

c*-1. The peak observ ed at 8296 
"to-1 

is assigned as 11,0>-12>, which was predicted to fall

at8375 
"tn-l. 

Th" intensities of the 8213 cm-l and8296 cm-1 bands are2.9 and.2.7o/o,

respectively.

Femi R6ona@*

Three peaks are observed at 8356 .ro-1, 8448 cm-l and 8504 crn-l. These are

assigned as Fermi resonances with the 13,0>10> local mode vibrations. For details, see

Section 6. I .9. The summed intensity of the observed peaks ís 60.4o/o compared to the pre-

dicted value of 50.2%.
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The peak obserued at8576 cm-1 is assigned as 12,0>*11>, predicted to appear at

8541 crn-1. The intensities, observed and calculated, respectively, arc 7.2Yo and 6.5o/o.

The peak at8622 cm-1 is assigned to three unresolved vibrations: 12,0>-ll>, 11,1>11>

and 12,1>*10> (see Table2-3 for the predicted positions). The observed intensity is 6.8o/o,

in good agreement with the predicted value of 14.3%. Finally, the peak that is observed at

8768 cnr-1 is assigned as 12,1>-10>, predicted to be at 8747 cm-r. The observed intensity is

3.0% cornpared to 2.7%o predicted.

2.3.1.4 Third Overtone

The third overtone offers solne new challenges as the local-normal rnode combina-

tions fall closer to the trans CH stretch peak than in the lower overtones, due to the anhar-

monic nature of fhe trans CH bond. However, the energy separation between the local rnode

and local-normal "regions" is still large (-200 rro-1;, significant resonance effects would

not be expected. The predicted and calculated energies and intensities for N(CH3)3,

N(CH3)2(CD3), N(CD3)z(CH:), and N(CD3)2(CD2H) are compared in Table 2-4.

Table 2-4.Experimental vs. Calculated peak positions and intensities for the third
overtone of N(CH3)3, N(CH3)2(CD3), N(CD3)z(CH¡), and N(CD3) 2(CD 2H).4

Observed

Frequency Relative Summed
(..-1) Intensity Intensity

(%) (%)

N(CH3)3

10270 20.0 20.4

10306 0.5

10893 10.2

11042 58.6 74.6

Calculated

Frequency Intensity Relative Summed Assignment
(.r-l) ( 10-e) Intensity Intensity

(%) (%)

t0279 3.38 33.2 33.2 10.0>14>

10844 0.295 2.9 11,0>,13>

10817 0.004 0.0 11,0>_13>

FR

11031 2.75 21.0 61.1 14,0>,10>
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Observed

Frequency Relative Summed
(.--1) Intensity Intensity

(%) (%)

11215 5.8

1 1319 2.7

Calculated

Frequency Intensity Relative Summed Assignment
(.*-1) (10-e) Intensity Intensity

(%) (%)

11440 2.2

11031 3.09 30.3 14,0>-10>

2.7

11166 0.05 0.5 12,0>+12>

t1t74 0.04 0.4 12,0>_12>

N(CH3)2(CD3)

n247 0.184 1.8 3.6 13,Þ+ll>

11248 0.149 1.46 13,0>-ll>

11311 o.oo09 0.01 11,1>12>

I 1 3 83 0.03 0.3 13, I >*lo>

10263 19.9 20.7

10307 0.8

2.2

11409 0.197 1.93 13,1>+10>

11468 0.0094 0.09 2.1 12,1>+11>

t1s27 0.0078 0.08 12,1>-11>

11556 0.0037 0.04 12,2>_10>

10941 21.4

I 1 045 50 .4 14.1

11213 2.3

t0219 3.38 33.2 33.2 10,0>14>

11289 3.2

10844 0.295 2.9 11,0>+13>

10877 0.004 0.0 11,0>_13>

FR

11031 2.15 27.0 61.1 14,0>+10>

1 103 1 3.09 30.3 14,0>_10>

11166 0.05 0.s 12,0>+12>

11114 0.04 0.4 12,0>_12>

11432 2

3.2

N(CD3)2(CH3)

I

11247 0.184 1.8 3.6 13,0>+11>

rt248 0.149 1.46 13,0>_11>

11311 0.0009 0.01 lr,r>12>

11383 0.03 0.3 13,1>+10>

t0246 15.0 20.8

103 14 1 .5

2.1

11409 0.197 1.93 13,1>+10>

11468 0.0094 0.09 2.t l2,l>-11>

ns27 0.0078 0.08 12,1>_11>

11556 0.0037 0.04 12,2>_10>

t0219 3.38 33.2 33.2 10,0>14>

FR
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Observed

Frequency Relative Summed
(.--1) Intensity Intensity

(%) (%)

10355 4.3

10902 11.8

10988 11.8

110s8 42.3 10.3

Calculated

Frequency Intensity Relative Summed Assignment
(.--l) (10-e) Intensity Intensity

(%) (%)

11199 4.4

11291 4.4

10844 0.295 2.9 11,0>+13>

10811 0.004 0.0 11,0>_13>

FR

FR

11031 2.75 27.0 61.1 14,0>+10>

11031 3.09 30.3 14,0>_lo>

1 I 166 0.05 0.5 12,0>+12>

11114 0.04 0.4 ]i2,0>_12>

11432 2.3

4.4

11586 2.2

N(CD3)2(CD2H)

t1247 0. 1 84 r .8 3 .6 13,0>+11 >

t1248 0.149 r.46 13,0>_11>

11311 0.0009 0.01 11,1>12>

11383 0.03 0.3 l3,l>+10>

10178 s.2

t0247 16.1 36.1

10335 13.8

t0411 1.1

2.3

FR

2.2

11409 0.197 1.93 2.0 13,1>+lo>

11468 0.0094 0.09 12,1>+11>

10s3 3 1.3

t0128 1.4

10850 2.5

10967 16.9

11059 28.9 63.9

11078 2.5

11159 1 .1

n2s1 1.2

rrs27 0.0078 0.08 12,1>-11>

115s6 0.0037 0.04 12,2> _10>

10280 1.1 35.4 3s.4 10,0>14>

11036 1.01 32.3 64.7 14,0>+10>

11036 1.01 32.3 14,0>_10>
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Observed

Frequency Relative Summed
(.--1) Intensity Intensity

(%) (%)

I 1358

11442

oThin lines separate groups of bands that will be associated for comparison between
theoretical and experimental intensities.

N(CD3)2(CD2rr)

In the N(CD2HXCD3) rnolecule, we expect that there will only be two vibrations

that have significant intensity, the 10,0>14> and 14,0>10> pure LMs. However, rnore than l4

peaks are observed (see Figure 2-19). All the intensity for these additional peaks is assumed

to be derived through Fermi resonance with the two pure local mode vibrations and are

assigned to the pure LM to which they are closest in energy. Since, upon summing the

intensities of all the peaks associated with each pure LM (see Table 2-4), we find that the

predicted intensities match the observed intensities to within lyo, this seerrs to have been

a reasonable choice.

0.9

1.2

Calculated

Frequency Intensìty Relative Summed Assignment
(.--1) (10-e) Intensity Intensity

(%) (%)

Figure 2-19. Spectrurn of the third overtone of N(CD2HXCD3)2. Collected with a 10

meter path length, 76384 co-added scans. *Fermi resonance between pure local mode and
local-normal combination, see text for further description
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N(CHt3

The spectmm ofN(CH3)3 in the third overtone region (See Figure 2-20) bears sorne

resemblance to the second overtone, as expected. The peak at 10270 "--l is quite asym-

metric and it is likely that this peak is actually several overlapping modes. However, thele

is no way to resolve these bands with any satisfactory degree of certainty; curve fitting anal-

ysis of this band is arnbiguous. Given that any bands that would fall in this region, other

than 10,0>14>, would be expected to be very weak, this entire peak is attributed to the

10,0>14> vibration. In the curve fitted analysis, a small band was placed at 10307 cto-1. This

was done sirnply to improve the curve fit result. No physical meaning is attributed to this

curve, as a similar quality of fit could have been achieved in any number of different ways,

with no way to determine which is valid. For the purposes of intensity analysis, the intensity

of the 10306 cm-l peak is combined with the 10270 cm-1 peak (See Table 2-4).

>10>, 12,1 >+11 >, 12,1>)1> , 12,2>lo>

l1>. 13.0>11>. 11.1 >12>, 13.1>.10>

Figure 2-20. Spectrurn of the third overtone of N(CH3)3. Collected with a l0 meter path

length, 16384 co-added scans. *Fermi resonance between pure local mode and local-
normal cornbination, see text for further description.
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The peak that appears at 10893 ctn-l is a shoulder on the stronger 11042 cm-lpeak,

and presents some difficulty in assignment. As it is a shoulder, the intensity of this peak is

somewhat difficult to determine. Depending on parameters used for the cule fit, the inten-

sity rnay be 10% or more. At l0% relative intensity, this band is stronger than any of the

predicted local mode combinations. Fermi resonance with the 14,0>10> vibration, predicted

to fall at I l03l cm-1 but observe d at 11042 c--1, is a likely explanation.

A peak at ll2l5.*-1 is assignecl to both 12,0>+12>,predicted to be at I 1166 cm-I,

and12,0>-12>, predicted to appear at 17174 cm-r .

The peak observed at 11319 crn-1 is assigned to the following unresolved set of pre-

dicted peaks: 11247 
"to-1 1¡3,0=rl>), 11248 

"ro-1 1¡3,0>-11>), 11311 crn-l (ll,l>lÞ) and

11383 
"--1 1¡3,1t+11>).The predicted combined intensity of this set of peaks is3.6%o,

which agrees well with the obserued2.7%.

The peak observed al11440..-1 ir assigned as the unresolved peaks predicted as:

ll4og cm-1 1¡3,1>-10>), 11468 cm-l (12,1>+lt>), 11527 
"ro-1 1¡2,1>-11>) and 11556 crn-l

(12,2>-10>). The combined predicted intensity of these peaks ís 2.lo/o, which is in good

agreement with the observed value of 2.2%o.

N(CH3)2(CD3)

The spectrum of the third overtone ofN(CH:)z(CD¡) (See Figure 2-21) is very sirn-

ilar to that of N(CH3)3. At 10263 cm-l, an asymmetric peak is observed. It is unlikely to be

due to a single vibration; however, it would seem that one vibration is the primary source

of intensify. Unfortunately again, it is not possible to curve fit this peak with any degree of

certainty. A second peak at 10307 cto-1 hus been included in the curue fit as before, just to
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fill the region. For the puryose of analysis, the intensity of this peak is

10263 crn-i. Together, these peaks are assigned to the 10,0>14> vibration,

at 10279 cm-l. Note that the observed relative intensity of the 14,0>+10>,

estimated by the HCAOILM model. (See Table 2-4)

O.0024-

0.A022-

0.0020J

0.00'18 -:

0.001 6 1

o.ooraj
:

0.0012r

o.ooroì

0.0008j

0.0006ì

o-oosi

o 0002r

>-10>. 12.1>+11>, 12.1>-11>. 12.2>10>

1>, 13.0>-11>. 11.1>12>. 13.1>+10>

0.0000 --

added to that at

predicted to fall

19.gYo, is under-

Figure 2-21. Spectrurn of the third overtone of N(CH:)z(CD¡). Collected with a 10 rneter
path length, 16384 co-added scans. *Fenni resonance between pure local mode and local-
normal cornbination, see text for further description.

A peak at 11045 c--1 is assigned as the 14,0>10> pure LM. A shoulder is observed

at70947 cm-l.Itwould seem that this peak mustbe getting at least some of its intensity

from the 14,0>10> pure LM. The assignment of this shoulder is not obvious; there are local-

localcombinationpeaksthatarepredictedtofall atl0844cm-1and at10877 crn-l,butthey

are predicted to have much lower intensity than observed. This shoulder could be due to a

local-normal mode combination, Fermi resonant to the 14,0>10>. The intensity of the shoul-

,0>+l¡2> , 12 ,O> -12>
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der is added to that of the observed for 14,0>10> for analytical purposes, as it is assumed that

the pure local mode is the source of the rnajority of the intensity.

Thepeak atll2l3 cro-l isassignedastheunresolvedl2.0>*12>andl2,0>-12>vibra-

tions, which are predicted to appear at 11766 cm-l and 11174 cro-l, ,"spectively. The

observed intensity of this band is higher than that of the predicted vibrations by about I .4%o.

The band at ll289.to-1 ir assigned as a series of unresolved local-local vibrations:

13,0>+11>, 13,0>-ll>, 11,1>12> and l3,l>*10> (for predicted position and intensities see

Table 2-4). The sum of the predicted intensities of these bands is 3.6%o, which compares

well with the observed3.2%.

The band observed at17432 
"to-l 

is assigned as the unresolved 13,1>-10>, 12,l>-11>,

12,l>+ll> and 12,2>-10> vibrations (for predicted positions and intensities see Table 2-4).

The sum of the predicted intensities of these vibrations is2.l%o, which compares well with

tlre obserued2.l%.

N(CD3)2(CH3)

The spectrurn of the third overtone of N(CH¡XCD¡)z is similar to that of the previ-

ous isotopomers, however, lnore structure can be observed. This is diff,rcult to resolve via

curve fitting procedures (See Figure 2-22).It is apparent that there are stronger Fenni res-

onances in this spectrum in cornparison to the previous examples.

There is an asymmetric peak at 10246 cm-l, clearly due to more than one vibration.

However, it is not possible to resolve these peaks unambiguously using curve fitting pro-

cedures. Therefore, as before, this peak was fitted with three peaks and the intensities

summed for cornparison to predicted value, under the assurnption that the rnajority of the
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intensity is due to the 10,0>14> vibration. (See Table2-4) While some of the intensity may

be due to the 4th overtone of a gauche CD vibration, that contribution will be negligible, as

it is at least an order of magnitude less than the third overtone CH vibrations. The intensity

of these peaks is 2l%o. This is l2o/o lower than the predicted value of 33%o,but not out of

line with previous observations.

0 011j

0.010i

0.009;

0.008r

ñ o.oo7i

€ 0.006-

¡

0.013 :

0.004-
l

o.oo3j

o.ao2r

a

0.001:
:

0.000 :

+11>. 13.Þ-1 1 >, 11.1 >12>. 13.1 >+10>

1>-lÞ.12.1>+11>

Figure 2-22. Spectrtm of the third overlone of N(CH¡XCD:)2. Collectecl with a 10 meter
path length, 16384 co-added scans. *Fenni resonance between pure local mode and local-
normal combination, see text for further description.

There are two shoulders observed on the peak at 11058 cm-l assigned to the

14,0>10> vibration. The curve fit analysis places these shoulders at 10902 cm-1 and at 10998

.*-1. Th... are several possibilities for their assignment, including the ll,0>*13> and 11,0>-

13> modes, and several local-nonnal cornbinations. The intensity observed in these shoul-

ders is far greater than predicted, (see Table 2-4) thus, it could be assumed that there is

Fermi resonance with the 14,0>10> vibration, for which the obserwed intensiry is lower than

predicted. However, for this to be true, the predicted positions would have to be too low by

about 100 to 150 crn-l. Only one shoulder was observed in this region for the spectra of
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N(CH3)3 and N(CH3)z(CD¡). It is possible that there were actually two vibrations that

made up the shoulder in the spectra of N(CH3)3 and N(CH3)z(CD:), however it is still dif-

ficult to explain the increased intensity using the local rnode vibrations as an explanation

for these shoulders. If these peaks are due to local-normal mode combinations, then differ-

ences between the spectra of deuterated compounds are easily explained, as the local-

normal combinations would lead to different peak positions.

A peak observed atlllgg cm-1 is assigned to the 12,0>-12> and12,0>+12> vibrations,

however, the observed intensity is 4.4% compared to the l%o predicted. This suggests there

rnay be some Fermi resonance involved here also.

The peak observed at 11297 .*-l is assigned as the unresolved vibrations:

13,0>+11>, 13,0>-11> 17,l>12> and 13,1>*10>. For predicted positions and intensities see

Table2-4. Although these peaks are semi-resolved, curve fitting cannot reliably give

unique specific values.

The peak observed at 11432 cm-l is assigned as the unresolved 13,1>-10> and

12,7>+11> vibrations; for predicted intensities and positions see Table 2-4. The observed

intensity is2.3%o, which compares well with the predicted2.0%.

2.3.1.5 Fourth Overtone

With the exception of N(CD2HXCD¡), all of the spectra for the fourth overtone

region showed the expected two "peaks" carrying rnost of the intensity. Their asymmetry

suggested that, as previously observed in the lower overtones, sorne Fenni effects are

present. Unfortunately, in rnost cases, the component bands were not resolved enough to

allow suff,rciently unambiguous curve fitting to permit the assignments of individual com-
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ponents. In the case of N(CD2HXCD3), there are a multitude of different bands observed.

Since there are only two vibrations that \Mere expected to have any significant intensity in

this region, it is concludecl that these peaks must be due to Fermi resonances. However, the

concentration of dark states in this region makes it impossible to make assignments of these

resonances with any degree of certainfy.

Table 2-5. Experirnental vs. Calculated pear positions and intensities for the fourth
oveftone of N(CH3)3, N(CH3)2(CD3), N(CD3)z(CH¡), and N(CD3) 2(CD 2H).4

Observed

Frequency Relative Summed
(..-l) Intensity Intensity

(%) (%)

N(CH3)3

12082 1.2

t2142 0.2

12333 7.s

t24s9 s.0

l2st3 19.6 31.0

t2740 3.3

Calculated

Frequency Intensity Relative Summed Assignments
(..-1) (lo-to, Intensity Intensity

(%) (%)

13292 3.5

t342s 11.9

l 3s08 39.5 55.1

13734 3.6

3.5

t2504 4.87 36.3 36.3 10,0>15>

13838 1.5

13207 .273 2.0 2.1 11,0>+14>

13240 .0152 0.1 11,0>_14>

13481 3.24 24.1 s1.8 15,0>+10>

13841 4.52 33.1 15,0>-10>

13611 .0006 <0.1 12,0>+13>

13619 .00006 <0.1 l2,o> -''3>

13963 2.9

1.5 13801 0.161 r.2 2.2 14,0>,11>

13801 0.111 0.8 14,0>_11>

13 813 0.005 <0. 1 11 , 1>13>

13891 0.010 0.1 13,0>_12>

2.9

13971 0.015 0.1 14,1>-10>

13975 0.19 r.4 i.6 l4,l>_10>

14088 0.0006 <0.1 l2,l>+12>
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Observed

Frequency Relative Summed
(.*-1) Intensity Intensity

(%) (%)

N(CH3)2(CD3)

12041 1.4

12147 0.6

r23s6 3.9

t2471 2t .1 27 .6

t2552 0.6

Calculated

Frequency Intensity Relative Summed Assignments
(.--1) (t o-to, Intensity Intensity

(%) (%)

14150 0.0012 <0.1 12,1>-12>

14168 0.0038 <0.1 l3,l>-ll>

14202 0.0028 <0.1 l3,l>-ll>

14335 0.0002 <0. r 12,2>11>

t3247 6.9

r 3480 49.3 64.7

6.9

12504 4.81 36.3 36.3 10,0>15>

t37 67 15.5

13207 .213 2.0 2.1 l1,o>-14>

13240 .0t52 0.1 ll,0>_14>

13481 3.24 24.1 60.0 15,0>+10>

13841 4.52 33.7 15,0>_10>

t3671 .0006 <0.1 12,0>+13>

t3679 .00006 <0.1 12,0>_13>

13801 0.167 1.2 2.2 14,0>+11>

13801 0.111 0.8 14,0>_11>

13813 0.005 <0.1 11,1>13>

13891 0.010 0.1 13,0>_12>

14010 0.8

N(CD3)2(CH3)

0.8

I 20s0

12145

12484

13911 0.015 0.1 14,1>+10>

1397 5 0. 19 1 .4 1.6 14,1>_10>

14088 0.0006 <0.1 12,7>+12>

14150 0.0012 <0.1 l2,t>_12>

14168 0.0038 <0.1 13,1>+11>

14202 0.0028 <0.r 13,1>_11>

14335 0.0002 <0.1 12,2>17>

0.9

0.3

5.3
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Observed

Frequency Relative Summed
(..n-1) Intensity Intensity

(%) (%)

12469 20.9 28.1

12551 0.6

13261

13479

Calculated

8.9

45.2

Frequency lntensity Relative Summed Assignments
(.rn-l) (to-io, Intensity Intensity

(%) (%)

137 56

t2504 4.81 36.3 36.3 lo,o>15>

71.9

t7.8

13207

13240

1348 l

13 841

13611

13679

l3 801

13 801

1381 3

13891

.273

.0152

3.24

4.s2

.0006

.00006

0.167

0.111

0.005

0.010

14015 0.3

2.0

0.1

24.1

33.7

<0.1

<0.1

1.2

0.8

<0. I

0.1

2.1

0.3

N(CD3)2(CD2H)

12080 2.2

12062 4.3

12245 2.6

12306 1.9

123 80 4.6

12417 5.5

12s48 5.4 33.4

12764 1.2

12648 4.2

1287 4 1.5

11,0>+14>

11,0>_14>

15,0>+10>

15,0>-10>

12,0>+13>

12,0>_13>

14,0>+11>

14,0>-11>

11,1>13>

13,Þ-12>

60.0

13971 0.015 0.1 14,1>+10>

1397 5 0.19 t.4 1.6 14,1>_10>

14088 0.0006 <0.1 l2,l>+12>

14150 0.0012 <0.1 l2,t>_12>

14168 0.0038 <0.1 13,1>+11>

14202 0.0028 <0.1 13,1>_11>

t433s 0.0002 <0.1 12,2>11>

2.2

12505 1.s9 37.8 31 .8 10,0>15>
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Observed

Frequency Relative Summed
(.*-1) Intensity Intensity

(%) (%)

r3r31 9.8

13263 1.8

13385 9.8

13418 19.5 66.6

13564 1.8

13651 6.5

13718 6.4

13898 2.1

14031 2.9

Calculated

Frequency Intensity Relative Summed Assignments
(.*-l) (to-lo, Intensity Intensity

(%) (%)

aThin lines separate groups of bands that will be associated for comparison between
theoretical and experimental intensities.

N(CD2HXCD3)2

13485 1.30 31.1 62.2 15,0>+10>

13485 1.30 31.1 15,0>-10>

Figure 2-23. Spectrum of the fourth overtone of N(CD2HXCD:)2. Collected with a 10

meter path length, 16384 co-added scans. *Fermi resonance between pure local mode and
local-nonnal combination, see text for further description.
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The fourth overtone ofN(CD3)(CD2H) is rather complex, considering that there are

only 2 predicted vibrations (see Figure 2-23). Since there are no possible vibrations that

would have significant intensity in this region, it is concluded that all of the observed bands

in this region are getting their intensity through Fenni resonant interactions with the 2 pre-

dicted local mode vibrations. In this region there is high density of possible combinations

and the sixth overlone of the CD vibrations as well. Therefore it is not possible to assign

the Fermi resonances with any degree of cerlainty. Considering that the intensity of the

aforementioned CD vibrations would be significantly less than the CH ovettones predicted

for this region and that a spectrum of N(CD3)3 for this region did show any significant

intensity, all of the observed peaks have been assigned to get their intensity frorn one or

other of the local mode CH vibrations. The sum of the observed intensities compares well

with the predicted (See Table 2-5).
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Figure 2-24. Spectrum of the fourth overtone of N(CH3)3. Collected with a l0 meter path
length, 16384 co-added scans. *Fermi resonance between pure local mode and local-
normal combination, see text for further description.

The fourth overtone of N(CH3)3 is divided into fwo regions of intensity (see

Figure 2-24), which can be assigned as being due to the trans and the gauche vibrations,

respectively. A peak appears at 12082 cm-1 that is somewhat removed frorn the rest. How-

ever, the intensity of this band is higher than would be expected if it was not gaining inten-

sity from some form of resonance interaction with the overtone vibrations. This could be

assigned as the cornbination of the 14,0>10> (1 103 t 
"to-l; 

uibrution with the fundamental

vibration that appears at 1103 cm-l lMe rock") in a Fermi resonant interaction with the

10,0>15> vibration. Above this there is an asymmetric peak at- 12500 
"--1. 

Unfottunately

unambiguous curve fitting was not possible for this peak as the component bands are not

well enough resolved. Therefore the component bands could not be assigned. Curve fitting

was done to allow intensify estimates to be r¡ade but these should not be considered as trlle

band positions or shapes. (See Table 2-5).It is clear, though, that the 10,0>15> vibration is
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being affected by Fenni resonances in this area,,as no other bands that would appear in this

region would have any significant intensity. A host of expected dark states lie in this region.

A shoulder, observed at 13292 cro-1, 
"un 

be resolved with some degree of certainty.

The observed intensity is 3.5%. This is assigned as the unresolved 11,0>+14> and 11,0>-14>

vibrations, predicted to have 2.1o/oinlensity. The predicted positions of these peaks is some-

what lower than observed, as is the summed intensity. However, they are within the emor

associated with the curve fitting analysis. (See Table 2-5).

Another shoulder observed aT 13425 c--1, is likely due to Fenni resonance of a

combination band with the 15,0>10> mode. The 15,0>10> band is observed at 13508 crn-1,

compared to the predicted value of 13481 
"--1. 

This has likely been shifted up field by the

Fermi resonance. The shoulder at 13734 cm-1 is also likely due to a Fenni resonance with

a dark state. Table 15 shows the Fenni resonance assignments and fit. Since the intensity

of these 3 peaks would all be due to the 15,0>10> vibration, the intensity was summed and

found to be 55. lo/o, which compares well to the predicte d 57 .8%.

The next observedpeak is at 13838 ctt-1. This is likely theunresolved 14,0>al1>,

14,0>_ll>, ll,1>11> and 13,0>-12> vibrations (see Table 2-5 for predicted positions). The

observed intensity was l.5o/o, which rnatches well with the predicted2.2%.

Finally, the peak at 13963 cro-l is likely the unresolved l4,l>+10>, 14,1>-10>,

l2,l>+12>,l2,l>-12>,13,1>*11>, 13,1>-11> and 12,2>ll> vibrations (see Table 2-5 for pre-

dicted positions). The observed intensity was2.9Yo which compares well to the predicted

intensity of 1.6%.
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N(CH3)2(CD3)

The fourth overtone of N(CH3)2(CD¡) has a very similar specíum to N(CH3)3,

except that, in of the former, the S/1.{ ratio was somewhat poorer. Only a small amount of

the N(CH3)z(CD¡) was available and the spectrurn had to be acquired at lower pressure (see

Figure 2-25). Therefore, in some cases, it was not possible specifl, peak positions as well

asforN(CH:):.Apeakobservedatl204T cro-1 isassignedasFenniresonanceofthecom-

bination band of 14,0>10> and the fundamental band at I100 cto-1 1M" rock").

Figure 2-25. Spectrurn of the fourth oveftone of N(CH3)2(CD¡). Collected with a 10

meter path length, 16384 co-added scans. tFenni resonance between pure local mode and
local-normal combination, see text for further description.

The peak centered at 12471cm-1 is assigned as the 10,0>15> vibration, however this

is an asymmetric band that cannot be resolved unambiguously. A shoulder is observed at

-13247 cm-1, however its exact position and intensity are unclear. Its intensity has been

estimated at6.90/o and it likely incorporates the predicted 11,0>+14> and 11,0>-14> vibra-

tions. However, these are only predicted to have 2.lo/o infensity, therefore it is likely that

sorne of the intensity is being taken from the 15,0>10> vibration either through Ferrni inter-

actions or difficulties in resolving the bands. The shoulder at 13767 cm-1 has an intensity

of 15.5o/o.It is likely due to Fermi resonances, but due to the poor resolution no assignments
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can be made, though some predicted local rnode vibrations fall in this region. See Table 2-

5 for details.

The last band, appearing at 14010 crn-l, hus 0.8% intensity and is likely the remain-

ing unresolved predicted local mode vibrations that, when summed together, are predicted

to have an intensity of 1.6%. See Table 2-5 for details.

N(CD3)2(CH3)

The fourth overtone N(CD3)2CH3 is very similar to N(CH3)2(CD¡) (see Figure 2-

26)The assignrnents are basically the same save for some small differences in position and

intensity. (See Table 2-5 for the positions and intensities) A peak observed at 12050 crn-l

is assigned as Fenni resonance of the cornbination band of 14,0>10> and the fundamental

band at 1143 cm-l (Me rock').
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0.0007:
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0.0002ì

1

o.oooi -.1

0 0000

Figure 2-26.Spectrum of the fourth overtone ofN(CH3)(CDù2. Collected with a l0
nreter path length, 16384 co-added scans. *Fenni resonance between pure local mode and

local-normal cornbination, see text for further description.
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2.3.1.6 Rotational alternative for Fermi resonance assignments

It cannot be ignored that the three peaks in N(CH3)3, N(CH3)2(CD3) and

N(CH3XCD 3)2, that have been repeatedly assigned to Fermi resonances with the 10,0>lX>

vibration, and the three sirnilarly assigned to Fenni resonances with the lX,0>10> vibration,

rnay be rotational sfiucture, particularly where X:3. For 10,0>lX>, the oscillation of the

electric dipole is nearly parallel with the syrnmetry axis and the band shape observed does

resemble that of a typical parallel vibration. Though the lX,0>10> is not as parallel with the

symmetry axis, the observed bands would still be consistent with what would be expected

for rotational structure; see for example, the analysis of Edgell and Moynihan 183]. In their

paper, they show that the Coriolis effect has a pronounced influence on the band shape and,

for positive values of the Coriolis constant, the P and R branches contract towards the band

center. Hovrever, this explanation fails to explain the appearance of the trio of well-

resolved peaks in both the 13,0>10> and the 10,0>13> regions of the N(CHD)(CD3)2 spec-

trum; the contour formed by these sets of peaks cannot be explained in terms of rotational

structure.

Futhermore,Manzanares et al. found that the FWHM of the gauche CH transitions

were always three times larger than the width estimated for their rotational envelopes (4th

-6th overtones) [70]. Thus, rotational arguments can only partially explain the band contour

observed; whereas, the Fenni resonance assignments given above explain the observed

contours in a consistent manner. It is therefore likely that Fermi resonance plays an impor-

tant role in the appearance of these contours.
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2.3.1.7 Fourth and Fifth overtones by ICL-PAS

Much of the early data on this project was obtained with ICL-PAS system. It is per-

haps sornewhat ironic that very little of that early work appears in the final analysis. Infact,

the data acquired through ICL-PAS will only be discussed in this section, and the discus-

sion itself will for the most part focus on why these data l¡/ere put aside in favor of other

data.

The rnajor reason that rnuch of the data collected using the ICL-PAS system was

put aside was the access to a modern FT-IR with which it was possible to collect data up to

the fourlh overtone. Prior to access to the Nicolet 870 FT-IR, the fifth overtone of all the

compounds was collected using the ICL-PAS systern. The first differences that should be

noted about the two techniques are the level of difficulty and the tirne requirement. The

ICL-PAS system had to be aligned and calibrated often, to ensure that the results obtained

would be accurate. Any change in room temperature, hurnidity etc. would require this pro-

cess, which takes 1-4 days to cornplete. The FT-IR has automatic self alignrnent which

takes only l-10 minutes. Depending on the resolution and wavelength range required, col-

lecting a single spectrum using the ICL-PAS system could take as much as 6 hours. A

single scan using the FTIR takes less thana minute, but since many scans must be co-

added to get an acceptable SA{ ratio, data collection could take up to 8 hours. The ICL-PAS

system required that constant power readings be taken so that corrections could be made to

the spectrurn. The FT-IR does not have this requirement, hence it is far more efftcient. In

fact, the work of 6 months using the ICL-PAS was repeated using the FT-IR in less than a

month. Beyond the tirne constraints, the dependence on readings of the power taken by
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hand, in order to correct the intensity for power fluctuations over the energy range scanned,

added error.

Despite these drawbacks the ICL-PAS system was capable of producing very good

results, see for example the fourth overtone of Dimethyl sulfide shown inFigure 2-27

¡"oi
ôoo+
*o:*"j
go:
æoi
*o'i
2ao-''

* ðo-''E :¿o j

,oo 
.-:

16O _¡

14Of
rzo j
looì
ao -;

20:

Figure 2-27.Fourth Overtone of dirnethyl sulfide collected using the ICL-PAS system, at

I 13 torr, with a chop rate of 281Hz.

This spechum is almost the same as that collected by the FT-IR systern (see

Figure 2-33).In fact it does not have the anomaly previously described (Section 2.2.2 on

page 41). However, looking at the fourth oveftone of trirnethyl amine (see Figure 2-28), a

different problem is evident.

Figure 2-28. Fourth Overtone of trirnethyl amine collected using the ICL-PAS system, at

434 tor:r with a 296 Hz chop rate.
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Though the region obserued in this spectrum is the same region observed in the FT-

IR spectra of the fifth oveftone, the low energy region where the trans band is found could

not be collected as it fell outside of the dye range. Obviously, this data cannot be used for

a study of relative intensities. Even if another dye was available to collect lhe trans band,

the differences in the laser power produced by changing dyes would rnake it extremely dif-

ficult to get reliable intensity data, whereas the relative intensity for the FT-IR spectra are

very reliable.

With the more sensitive ICL-PAS system, higher overtones can be observed than

with the FT-IR system. For example, the fifth overtone of trirnethyl amine is shown in

Figtre 2-29.

Figure 2-29.Fifth Overtone of trimethyl amine collected using the ICL-PAS system, at

300 torrwith a 350H2 chop rate.

In this case only the gatrche band is observable in the dye lange. Therefole, again this spec-

trum of little use for the study of relative intensities (however, it was used in the calculation

of the local mode parameters). It is important to note that most molecules do not have bands
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as widely as separated as the molecules studied here, therefore ICL-PAS techniques are

often very useful. ICL-PAS type experiments offer additional opportunities, as described

in Chapter 4.
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2.3.2 Spectral Assignments for Dimethyl Sulfide
A new cornplication appears for dimethyl sulfide, due to the srnaller difference in

anhannonic behavior between gauche and îrans CH bonds. The oveftones are much closer

together, resulting in significant overlap and making it difficult to get reliable curve fits and

thus intensities.

Table 2-6.Experimental vs. Calculated peak positions and intensities for Dimethyl
sulfide.

Observed

Frequency Relative Summed
(.*-l) Intensity Intensìty

(%) (%)

First Overtone

5757 s n/a

5784 s r/a

5799 s n/a

5805 s n/a

5903 s n/a

5905 s n/a

5918 s r/a

5955 s n/a

5959 s n/a

5972 w nla

Calculated

Frequency Intensity Relative Summed Assignments
(r--1) (10-e) lntensity Intensity

(%) (%)

5739 94.2 12.8 12,0>+10>

5749 210 28.s 12,0>_10>

s199 108 14.1 10,0>12>

2935+2860

2969+2841

5874 199 21.0 l1,l>10>

5909 14.9 to.2 lr,0>+lr>

5916 50 6.8 11,0>_11>

Second Overtone

8358 6.7

8405 3.9

84s1 48.2 s8.9

8545 16. l 23.1

8572 0.5

8591 7.1

86s7 3.1 6.5

8679 3.4

8436 21.1 32.0 62.1 13,0>+10>

8437 19.8 30.0 13,0>_10>

8541 15.4 23.4 23.4 10,0>13>

8649 3.05 4.6 6.2 12,1>+j0>

8693 1.06 1.6 12,0>*11>
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Observed

Frequency Relative Summed
(.*-i) Intensity Intensity

(%) (%)

8714 3.8

8746 s.8

8802 t.2

Third Overtone

10726 1.9

t0877 0.6

10999 s0.6 53.2

Calculated

3.8

Frequency Intensity Relative Summed Assignments
(.*-1) (ro-1, Intensity Intensity

(%) (%)

5.8

8694 2.26 3.4 3.4 12,0>_11>

1.2

11135 36.6 40.1

1 I 160 t.2

1 I 199 2.3

8127 0.771 1.2 4.6 12,1>_10>

8762 2.29 3.5 11,0>+12>

8780 0.112 0.3 0.3 11,0>-12>

11394 s.2

11003 1.84 36.9 68.2 14,Þ+10>

l 1003 t .s6 3 1.3 14,0>_10>

11507 1.5

t1173 1.16 23.3 23.3 10,0>14>

5.2

11351 0.0746 1.5 13,1>+10>

11369 0.187 3.8 13,1>-10>

11397 0.0218 0.4 s.7 13,0>+11>

11403 0.0004 <.1 13,0>_ll>

Fourth Overtone

1.5

13184 5.2

13292 3.2

13449 52.s 62.0

13538 1.2

t3647 23.9 33.0

13684 6.2

13786 2.9

11458 0.133 2.7 11,0>+13>

11486 0.0003 <.1 2.8 11,0>_13>

11s18 0.0042 0.1 12,2>10>

11586 0.0003 <.1 12,0> _12>

11623 0.0003 <.1 12,1>,ll>

11688 0.0018 <.1 l2,l>_ll>

t3445 0.139 32.1 12.3 15,0>_10>

13445 0.168 39.6 l5,o>+lo>

13694 0.0872 20.s 20.5 10,0>15>

t3928 0.0044 1.0 14,1>+10>
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Observed

Frequency Relative Summed
(.--l) Intensity Intensity

(%) (%)

t3941 5.0

Calculated

5.0

Frequency Intensity Relative Summed Assignments
(..-l) (10-e) Intensity Intensity

(%) (%)

13931

13969

13696

14090

14120

14150

14222

14226

14242

14319

14333

14335

r4350

14411

t4415

14s34

14542

0.0145 3.4

0.00002 <.1

0.0033 0.8

0.0068 1.6

0.0007 0.2

0.0002 <.1

0.0002 .1

0.00007 <.1

0.00002 <.1

0.00005 <.1

0.0001 <.1

0.00005 <.1

0.00005 <.1

0.00006 <.1

0.000006 <.1

0.00001 <.1

0.000004 <.1

7.2 14,1>_10>

14,0>+11>

14,0>_11>

j4,0>+ll>

14,0>_ll>

13,Þ+10>

13,0>+12>

13,0>_12>

13,2>_10>

13,1>+ll>

12,0>+13>

12,0>_13>

13,1>_11>

11,1>13>

12,2>11>

l.2,1>+12>

lz,t>_.,2>
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2.3.2.1First Overtone

Figure 2-30. Spectrum of the first overtone of dirnethyl sulfrde, collected with a 10 meter
path length, 4048 co-added scans.

The first overlone of dimethyl sulfide contains a number of characteristics that

make it difficult to get much quantitative information (see Figure 2-30). The predicted dif-

ference between the 12,0>10> and 10,0>12> vibrations is only 50 crn-1; these are not well

resolved within the spectrum. Nominally they are observed at 5757 cm-1 and 5184 cm-l,

respectively. However, the overlap is so significant that these positions are questionable

and curve-fitting is not feasible due to the broad rotational envelopes. A peak with B char-

acter observed at 5903 
"m-i 

is likely due to the ll,l>10> vibration þredicted lobe at 5874

cm-1) and likely encornpasses the ll,0>-ll> and 11,0>+11> bands. The very sharp peak with

C character, observed at 5959 cm- 1 

, is possibly due to a combination of the 12,0>10> vibra-

tion with the out-oÊphase torsion of the methyl group observed a1227 
",o-1 

in the funda-

mental (see Table 2-6 for details).

5800

Wavenumbers (cm-1)
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2.3.2.2 Second Overtone

The second overtone still shows a large amount of overlap in the spectrum (see

Figure 2-31). The largest peak that is observed is at 8457 cm- I ; this peak is asymmetric.

This peak is assigned to the 13,0>10> vibration. Two shoulders are observed at 8358 cm-1

and 8405 cm-l; these are assigned as cornbinations of first overtone CH stretch vibrations

and two fundamental vibrations. A number of possible cornbinations could cause these

shoulders, for example, both shoulders could be explained as the combinations of 2x 1303

"to-1 lMe sym def, HCS asyrn bend, CH2 rock)1841 with the 12,0>10> or 10,0>12> LM, respec-

tively.

0.70 -:

0.6s i
1

0.60 +
I

o.ss a

0.50-

0.45;

0-40 -

0.35 -

o.goi

o.zsi

0.20 i

0.15:

010!

0.05 -i
.o.oo i

'1>-10>,lr,0>-12>

Figure 2-3L. Spectrum of the second overtone of dirnethyl sulfide, collected with a 10

meter path length, 4048 co-added scans.* See text for detailed intensities.

The assignments of some other combinations are also possible. Their intensity is

likely due to weak Femi resonance with the local rnode vibration and therefore is added to

that of the local mode vibration for purposes of comparison to predicted values. The

observed intensity is 59o/o, which compares well with the predicted 62%.
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The peak observed at8545 
"*-1 

is assigned to the 10,0>13> vibration; it is asymrret-

ric and, in order to account for all of the intensity, it has been fitted to 3 curves. However,

there is a large amount of arnbiguity in this fit, therefore the intensity and position of the

individual bands are not useful. The intensity in this area would come fi'om the 10,0>13>

vibration, and any other vibration that appears in this region would have to gain intensity

from it. Therefore all of the intensity of these peaks is summed for comparison with the pre-

dicted value. The observed intensity is 23.7%o, which compares well with the 23.4%o pre-

dicted.

There are several cornbination bands that rnay fall in this region that rnay indeed be

Fermi resonant, however the region is too poorly resolved for any assignments to be made.

Two observed peaks at 8657 cm-l and 8679 crn-1 are assigned to the 12,1>aj0> and

12,0>+11> rnodes, respectively. It is likely that the total intensity of the two bands (6.6%) is

approximately corect, especially when comparecl with their total predicted intensity

(6.2%). The next observed peak, at 87 14 cm-r , is assigned as the 12,0>l I > vibration. The

observed and predicted intensities are in good agreement (see Table 2-6 for details). The

peak at 87 46 cm-I is assigned as the unresolved 12, 1>-10> and I I ,0>+12> vibrations, with rea-

sonable agreement between predicted and obserued intensities. The peak observed at 8802

"*-1 
is assigned as the 11,0>-12> vibration, though position and intensity for this peak are

high in comparison to the predicted values.

2.3.2.3 Third Overtone

The most intense band in the third ovefione region, at 10999.--1 1w. Figure 2-32),

is assigned to the 14,0>10> LM. The observed intensity is 50.60/o, somewhat lower than the

predicted 68.2%. Two weak shoulders are seen at 10726 cm-l and 10877 
"ro-1 

,esp""tively.
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These are assigned to combination bands of local mode vibrations of the second overtone

plus two fundamentals: (8436 cm-1 +1303 
",o-1 

+953 cm-l; and (8541 crn-l +1328 cm-l

+1032 cm-l), respectively [84]. The intensity of these shoulders is low. It is therefore

unclear if their intensity is due to weak Fermi interactions or intrinsic to the combinations.

The band observed at 11135 
"--1 

is asymmetric, but it cannot be resolved into any consis-

tent group of bands. This band is assigned to the 10,0>14> vibration for the purpose of deter-

mining intensity; it has been fitted to 3 bands and the intensity is summed for comparison

with predicted values. The observed intensity is 40.1o/o, which is much higher than the pre-

dicted valte o123.3%. Bands observed al11394 cm-l and 11507 c,¡-1 ure assigned as unre-

solved local mode vibrations and the intensities match well. (See Table 2-6 for details).
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0000;

Figure 2-32. Spectrurn of the third overtone of dimethyl sulfide, collected with a I 0 rneter
path length,4048 co-added scans. See text for details.

1>10>,13.0>11>
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2.3.2.4 Fourth Overtone

The peak at 13449 rm-1 ir assigned as the 15,0>10> vibration. A peak observed at

13538 cm-l hus also been included to deal with the asymmetry of this peak (this peak is not

resolved enough to speculate on any cause of the asymrnetry). The sum of the intensities of

these peaks is 62Yo (-10% lower than predicted). The peaks at 13647 cm-l, 13684 cm-l and

13786 crn-1 ure assigned to the 10,0>15> vibration (the 3 peaks being used to estimate inten-

sity since the peak is asymmetric, but not well enough resolved to assign component

bands). There are two small shoulders at 13184 cm-l and 13292.--1 1t.. Figure2-33)

which have intensities that are unlikely to exist at this energy without some gain from Ferrni

resonance. There are several combinations that could fall in this region however consider-

ing that they have likely shifted somewhat due to the Fermi resonance it is difficult to assign

these with any degree of cerlainfy. The intensity is l2o/o above the predicted. The peak at

13941"--1 is assigned to a group of unresolved local mode vibrations that have enough

intensity to appear in this region. See Table 2-6 for details.
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Figure 2-33. Spectrum of the fourth ovefione of dirnethyl sulfide, collected with a 10

meter path length, 4048 co-added scans. See text for details
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2.3.3 Local mode parameters and dipole moment functions
The values of the local mode parameters are found in Table 2-7.The peaks used for

Birge-Spöner plots were taken from our data for the 2nd -4th overtones with the assumption

that the most intense peaks were the pure local modes. Values for the 5th and 6th overtones

of trirnethyl amine were taken from the paper by Fang and Swofford 168]; those for the 5th

oveftone of dirnethyl sulfide were taken frorn the paper by Manzanares et al. 170).

Table 2-7.LM Frequency and anharmonicity determined from Birge-Spöner plots.

TMA

Gauche

Trans

DMS

Gauche

Trans

LM Frequency (cm-')

This work Fang et al.

3069+L5 3085+l-26

2915+l-8 2877+l-15

3062+t-7 3060+/-32

3070+l-4 3038+t-34

The LM frequency and anharmonicity parameters calculated frorn this work agree

within experimental error (See Table 2-7)withthose reportedpreviously by Fang et al. 168)

and ManzanaÍes et al. 1701. The error associated with the values found here is lower than

in earlier works, and, given the greater number of points in the fit, is expected to be more

reliable.

Manzanares
et al.

3074+l-4

2892+l-8

Anharmonicity (cm-')

This work Fang et al.

The experimental results from this thesis show a smaller difference between the

local rnode frequencies and a greater difference between the anharmonicities for the trans

and gauche CH in TMA than previously reported. Both these parameters and the optirnized

geometries show the differences anticipated to arise from the lone pair trans effect: the

longer, weaker bond has lower LM frequency and greater anharmonicity.
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62+L2 58+l-6

64+l-6

65+l-3

Manzanares
et al.

63+l-1

66+/-2



In contrast, the effect of the lone pair on the bond length of dimethyl sulfide is seen

to be nearly negligible as the geornetry optirnization produced CH bonds that were nearly

equal in length, within possible experimental enor. For dirnethyl sulfide, the Birge-Spöner

plot gives a greater difference between the anharmonicities of trans and gauche CH bonds

than previously reporled, while the LM frequencies are nearly identical to those previously

reported. This difference in anharmonicity is responsible for the eventual resolution of the

CH stretching bands, in the higher overtones of dirnethyl sulfide. This relatively large dif-

ference in anharmonicity betweentrans and gauche is somewhat surprising considering the

lack of significant difference in bond lengths.

In general, there was very good agreement between the frequencies of the vibrations

observed and the HCAO/LM rnodel predictions. Deviations are reasonably explained by

shifts due to Fermi resonance, which is not accounted for in the HCAOILIII4 model. In many

cases, significantly fewer bands were observed in regions where L-L cornbinations were

predicted by the HCAO/LM model. These regions contained broad bands that generally

covered the range where several of the L-L cornbinations were expected to appear, thus it

is assumed that they are not resolved.

The ab initio calculated coupling parameters, seen in Equation 2-4 on page 52,

repeated below here for convenience

H,t^,..., / hc : -yi,(a,aj + al a,) -y,'.(a,aI + al a. + a,al + al a^)

can be similar even when bonds are different, since they arise from HCH angles and poten-

tial coupling between the CH stretches. In this case, the coupling constants are: 17 cm-l

(y'p) and l0 crn-1 (y'13) for TMA, and 15 cm-1 (T'1) and l6 crn-l (y'13) for DMS with the
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first number being the coupling between the two identical CHs, i.e., gattche for TMA and

trans for DMS. These couplings between the identical CHs are considered to be very sim-

ilar. They have an effect only on the intensities of the L-L bands 165].

Table 2-8. Dipole moment expansion coefficients for CH bonds in Trimethyl arnine and
Dirnethyl sulfide.

5
þl

þz

It¡

þq

Trimethyl Amine

lsyly-
0.986

2.019

0.021

0.053

a Calculated as the sum of the squared cartesian components for the diagonal tenns.

The dipole moment function used by Kjaergaard and Low has been expanded as a

fourth degree polynornial in the internal bond displacement coordinates. Values for the

expansion coefficients are shown in Table 2-8. The [r¡ are the ith derivatives of the dipole,

calculated as the sum of the three squared Cartesian components for the different bonds.

These terms may be examined for an initial, rough estimate of the intensities of the different

overtones [65]. The fundamental is dependent on p1 and to a lesser extent, ¡r2. The first

overtone is the rnost complicated, being dependent on both p1 and F2, however, depending

on the sign, either summation or partial cancellation of contributions could occur. The next

overtones (2"d to 4th) depend greatly on þ12, with variable contributions from the higher

order terms. The absolute rnagnitudes of the p1 and ¡r2 in trirnethyl arnine are greater than

their counterparls in dimethyl sulfide. Within each molecule, the ratio of the gauche:trans

components is about the same at each level (e.9.; for lL2, lhe gauche coefficient is about two

thirds that of the trans, in trimethyl amine and in dirnethyl sulfide). According to guidelines
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CHr'n,,:
2.028

2.939

0.082

0.091

Dimethyl Sulfide

lev,"
0.319

1.408

0.040

0.0s3

CH,r'n"
:
0.612

2.206

0.1 68

0.033



above, the absolute intensities of the trirnethyl amine modes will likely be greater than

those of the dirnethyl sulfide but the influence of the dipole moment functions on the rela-

tive intensities of gauche and trans should be sirnilar throughout the overtones.

2.3.4Intensities
The calculated and observed relative intensities of the L-L cornbinations and the

pure LM, gauche and trans, are shown in Table 2-9 for all compounds, through the three

overtones. Cornparable data for dirnethyl ether (DME) [66] are also presented. Italicized

entries indicate lower reliability of experimental results. In the fourth oveftone of

N(CHD)(CD3)2, one or rnore of the L-N bands may be resonant with both of the pure LMs,

but are assigned to the gattche CH only. In the fourth overtone of N(CH3)2(CD3) and

N(CH3XCD3)2,the trans CH intensity may have been underestirnated due to baseline prob-

lerns in that region. Finally, the curvefit in the third overtone of DMS has an elevated uncer-

tainty, attributable to the proxirnity of the gauche and trans pure LMs.

Table 2-9. Relative contributions (L-L:gauche:trans) to intensity, for CH stretching
ovetlonesa

N(CHDt(CD3

N(CH3)3

N(CH3)2(CD3)b

N(CH3XCD3)2 b

s(cH3)'
o(cH3)2c

Second Overtone (%)

Obse¡ved Calculated
:
0:76:24 0:69:31

26:55:79 23:50:21

18:58:24

23:60:17

17'.24:59 75:23:62

aNumbers in italics are less reliable due to experimental factors. See text for details.

b Separate calculations for N(CH3)z(CD¡) and N(CH3) (CDùzwere not perfonned.
Observed values may be compared to the calculated values for N(CH3)3.

c Experimental and theoretical data for dimethyl ether obtained from Kjaergaard et
al.166).
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Third Overtone (%)

Observed Calculated
:
0:64:35 0:67:35

11:69:21 10:57:33

8:12:21

13:66:21

7.40.53 9:23:68

16:22:62 8:31:61

Fourth Overtone (%)

Observed Calculated

0:67:33 0:62:38

8:55:37 6:59:31

8:6s:28

9;63:28

5:33:62 7:21:72

5:36:60 5:30:65



Sets of intensities will be considered in groups that can be readily compared to each

other. For the sake of sirnplicity these considerations will be divided into sections compar-

ing (l) single rnolecules over all observed overtones and (2) single overtones for different

molecules.

The HCAO/LM intensity rnodel takes into consideration the potential energy sur-

face (including anharmonicity parameters from experirnent) and the calculated dipole

moment functions. In this model, the more anharmonic oscillator gains intensity in relation

to the less anharmonic oscillator. On a per CH bond basis, the calculated intensity for the

more anharmonic trans CH bonds is usually greaTeÍ than that for the gauche in both TMA

and DMS.

2.3.4.1N(CHD2XCD3)2 Comparison of the relative Intensities through the overtones

Since N(CHDù(CDù2has only one CH oscillator and no L-L coupling, it is appro-

priate to consider it separately frorn the other molecules. The CH oscillator may be in the

trans position or in one of two gauche positions. In order to make the intensities directly

comparable , the gauche intensities are scaled to a per position basis.

The agreement observed here between calculated and observed values is very good,

particularly at the third overtone. The difference between experimental and calculated

results is the highest for the second oveftone. This could be due to remaining normal mode

character in the second overtone. The slightly higher difference between experimental and

calculated results at the fourth overtone is likely due to a complicated Fermi resonance
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involving combinations

assumed.The results are
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Figure 2-34. Comparison of N(CHD2XCD:)z intensities on a per bond basis.
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2.3.4.2 Comparison of the second overtones of N(CH3)3, N(CH3)2(CD3), and
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Figure 2-35. Comparison of calculated and observed intensities for the second overtones
of N(CH3)3, N(CH3)2(CD3), and N(CH3XCD¡)z on a per bond basis.
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HCAO/LM calculations were only done for N(CH3)3. Since it was assurred that

there was no inter-methyl coupling, no differences between N(CH3)3, N(CH3)2(CD3), and

N(CH3XCD3)2 are expected. Note, however, that there is experirnental evidence

(Section 2.3.1) that low-level coupling may exist. In this section, the intensities of the

second overtones on a per bond basis are compared (see Figure 2-35).

There is rnuch to consider when analyzingthe change in intensity that occurs as the

rnethyl groups become deuterated. The experimentally observed relative intensities for the

second overlones of N(CH3)3, N(CH3)2(CD3) and N(CH3XCD3)2 consistently have trans

bands -17-43% less intense than the gattche. Whereas, the HCAOILM model predicts that

the trans bands should be -8%o more intense than the gauche. This is likely due to some

inaccuracies in the HCAO/LM calculation, perhaps caused by a small error in the LM

parameters. This is in line with the results from the second overlone of N(CHD2)(CD3)2 in

which the experirnental relative intensity for the transband was observed to be -37% lower

than the gattche and the HCAO/LM rnodel predicted that it would only be -10% less

intense. This is also be consistent with a small error in the LM parameters. It is interesting

to note that on a qualitative level the fact that the gauche per bond intensity is observed to

be greater than the trans obsewed for N(CH3)3, N(CH3)2(CD3) and N(CH3XCD3)2, is the

same situation that occurs with both the observed results and the calculated results for

N(CHD)(CD3)2. Perhaps this suggests that the HCAOILM attributes an unduly large

intensity to L-L combinations at the expense of the gauche vibration. One also might con-

sider the possibillity of Fenni resonance befween the L-L modes and the pure LM vibra-

tions. However, all possible Fermi resonances would involve the gauche vibration and thus
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the gauche vibration would be expected to be overestirnated by the HCAO/LM model,

which is the opposite of what is observed.

It is interesting that the L-L combinations for N(CH¡XCD¡)z agree exactly with

HCAO/LM predictions. Hence this could be considered further evidence that there is some

inter-rnethyl coupling. Of course then it would be expected that N(CH3)z(CD¡) would be

in better agreement than N(CH3)3, which is the opposite of what is observed. This is likely

due to errors in the curve fit. It is easy to imagine that, in one case, too much intensity was

attributed to the pure LM and in the other, too much lo aL-L combination. Additionally,

the pure LM and L-L bands are not clearly resolved, thus some intensify may have been

misassigned befween thern. The transband should be less affected as there are no L-L com-

binations close to it. At any rate, the differences between the observed values of all three

are too low to make any definitive statements. What is clear is that the predicted trans inten-

sity is too high. Probable explanations include enors in LM pararneters and mis-assignment

of L-L contributions lo gauche rather than trans modes. Much of the conjecture made in

the analysis of the second overtone can be tested in the analysis of the third overtone. Less

L-L combination intensity will be expected and effects of anharmonicity should be

increased.

2.3.4.3 Comparison of the third overtones of N(CH3)3, N(CH3)2(CD3), and
N(CH3XCD3)2

The comparison for the third overlone is shown in Figure 2-36.It is very interesting

to note that the relative intensity of the transband is invariant to deuteration. This elimi-

nates inter-methyl coupling as an explanation for its low intensity, however, such coupling

would expected to be very weak by the third overtone. The intensity of the n ans band is
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also very low compared with the predicted value and with the intensity obserued for the

third overtone of N(CHDù(CDù2(Figure 2-34).
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Figure 2-36. Cornparison of calculated and observed intensities for the third overtones of
N(CH3)3, N(CH3)2(CD3), and N(CH3XCDt)zon a per bond basis.

The low trans intensity is inconsistent with the hypothesis that the disagreement between

observed and calculated values are simply due to effors in the LM parameters (though it

does not preclude them as a factor). If LM parameter errors were the only factor, then the

enor would be expected to appear in N(CHD2XCD:)z as well. The L-L combination inten-

sity is in approxirnate agreement with the calculated value, in all the observed data. The rel-

ative intensity of the gauche band is consistently too high. Perhaps the L-L rnode

cornbinations take more of their intensity frorn the trans than predicted by the HCAO/LM

and consequently less from the gauche, which would be in keeping with all of the preceding

observations.

N(CH3)3 N(cH3)2(cD3) N(cD3)2(CH3)

Gauche

ffiililIj1
Trans

N
L-L

Calculated

lt4



2.3.4.4 Comparison of the fourth overtones of N(CH3)3, N(CH3)2(CD3), and
N(CH3XCD3)2

In the fourlh overlone, there should be very little L-L intensity, so many of the the-

ories put forth so far may be tested further. The problern of assigning L-L intensities inap-

propriately to the pure LM's is thereby greatly reduced. The cornparison of the relative

intensities of the fourth overtones of N(CH3)3, N(CH3)2(CDs), and N(CH3)(CD3)2 is

shown inFigure 2-37.

Since the intensities of N(CH3)2(CD¡), and N(CH3XCD:)z are somewhat suspect

due to baseline issues they are not discussed in detail.

40r

à 30-
(t
C,
0)

,20
õr10

Figure 2-37. Comparison of calculated and observed intensities for the fourth overtones
of N(CH3)3, N(CH3)2(CD3), and N(CH3XCD¡)z on a per bond basis.

As expected, the observed relative intensity of the fourth overtones of N(CH3)3

agrees well with the predicted values, which supporls the theory that the HCAO/LM rnodel

does not accurately distribute the contributions of the pure LM's to the L-L combinations.

N(CH3)3 N(CH3)2(CD3) N(CD3)2(CH3)

I Gauche lfiffi|fi rrans N t--t-

Calculated
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2.3.4.5 N(CI{3)3 comparison relative intensities through the overtones

In the previous sections the relative intensities of N(CH3)3, N(CH3)2(CD3), and

N(CH3XCD3)2 have been compared with each other for each overtone. Since the HCAO/

LM model predictions were calculated for N(CH3)3, it is helpful to focus on this molecule

alone through all of the overtones (Figure 2-38). The worst agreement between the experi-

mental values and the HCAO/LM model predictions occurs at the third overtone. This is

unexpected, since generally any error would either get consistently worse with increasing

quantum number, or consistently better. The most likely explanation therefore is that there

is in fact more than one factor contributing to the disagreement between the predictecl and

observed relative intensities. These factors may well offset each other at the second over-

tone. Also it is interesting that the intensity of the n'ans band does not increase at a constant

rate with increased quanta. The increase between the second and third overtone is very

rninor, but quite large between third and fourlh. This disagrees with the HCAO/LM predic-

tions, and may be indicative of an error in the local mode parameters.

Figure 2-38. Cornparison of N(CH3)3 intensities on a per bond basis.

Second Overtone

I
Gauche Experimental

ilIImill
Gauche Calculated

ffi
Trans Experimental

Trans Calculated

ffiffi
L-L Experimental

ÑNN
L-L Calculated

Fourth Overtone
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2.3.4.6 Comparison relative intensities of S(CI{3)2 through the overtones

The intensities of dimethyl sulfide are shown here in Figure 2-39. The agreement

between the experimentally observed intensities and the predicted intensities at the second

overtone is very good. The experimental values for the third overtone are questionable due

to overlap between lhe trans and ganche bands so the third overlone is not discussed in

detail. However, at the fourth overtone the agreernent is not as good. This is rnost likely due

to errors in the local mode parameters.

=,3o=Øc
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c
.20
õ
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Figure 2-39. Cornparison of S(CH3)2 intensities on a per bond basis.

There is a significant difference between The trans and gauche anharmonicittes rn

DMS, particularly as compared to the earlier results from Kjaergaard el al. 166] for DME

in which a value of 62.5+l-1.0 for the gauche CH and 67.3 for the trans was obtained. This

seerrs unusual since the lone pair trans effec| as manifested by the bond lengths, appears

to be srnall in DMS as opposed to DME where the bond lengths suggest alarger manifes-

tation of the lone pair trans effect (1.0890 Ä. for trans and 1.0814 Ã gauche t66l). Of

course, the bond lengths reflect the equilibrium, and not the potential energy surface. Good
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agreement was found between the observed and calculated relative intensities in DME [66].

The DMS spectra do not exhibit Fermi resonance in the higher overtones but the gauche

band is not well resolved, so that the anharmonicity is perhaps less accurate. Thus, the dis-

crepancy between calculated and observed relative intensity for DMS could arise in part

from errors in the derived anharmonicity parameters.

2.3.4.7 Final thoughts on intensities: TMA and DMS

Given that the lone pair trans effect is much weaker in dimethyl sulfide than in tri-

rnethyl amine, and that the error between the observed intensities and the predicted relative

intensities is similar, any effects of the lone pair trans effect on the intensities rnust be con-

sidered minor in comparison to other factors. The foregoing discussion shows that there is

no simple explanation for the discrepancies between the HCAO/LM predictions and the

observed values. In trirnethyl amine, errors in the LM parameters, the possibility of inter-

methyl coupling at lower overlones, and L-L combination intensities being derived frorn

pure LM's differently than expected seem to be the rnost likely factors. For dirnethyl sul-

fide, errors in the LM parameters are the most likely factor. Finally one rnust consider that

the L-N combinations that are involved in the Fermi resonance could in fact have some

intensity of their own, in which case the intensity ratios would be affected. However, this

is unlikely to be the main factor, particularly at the higher oveftones.

2.4 Conclusions
The ltt - 4th oveftones of TMA

peaks were assigned to pure local mode,

in Fenni resonant interactions with LM

and DMS have been reported. All of the major

L-L combination or L-N cornbinations involved

bands. Calculations of relative intensities rnade
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using the HCAO/LM model are shown to agree well with the experimental obseruations.

However, a tendency for the HCAO/LM model to overestimate the intensity of the trans

CH vibration and underestimate the gauche is noted. The rotational envelope cannot ade-

quately explain the contours of the bands, thus, there is likely sorne significant influence

from Fenni resonance. Modest but noticeable intensity in the LN cornbination bands,

assumed to be negligible, rnay have contributed to the residual discrepancies. The assump-

tion that the rnethyl $oups are isolated may be incorrect. Coupling between the methyl

groups in TMA and DMS could be facilitated by the lone pair(s), and would give rise to

additional L-L combinations.
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3vibrational overtone
spectra of organometallÍcs :

Effect of the coordinating
metal on the CH bond
lengths

3.1 fntroduction

3.1.1 General

This chapter focuses on the application of overtone spectroscopy to the study of the

effect of the coordinating metal on the organic ligand in organometallic compounds. In par-

ticular the effect on the CH bonds is examined. Two projects are discussed within this chap-

ter. The first, on the vibrational spectroscopy of cyclohexadiene iron tricarbonyl (CHDIT),

is a collaborative project involving me, D. L. Snavely, H. G. Kjaergaard, K. M. Gough and

A. V. Fedorov. Since I was not the prirnary researcher on this project the discussion of this

work is somewhat truncated. (For a more complete discussion the reader is referred to the

published paper Federov et al. 185)). However, this project led to the second project that

comprises the majority of this chapter and therefore warrants some discussion. The CHDIT

project was focussed on the change in the CH bond vibrations of the ligand caused by coor-

dination with a metal atom. The study of the change in the ligand is accomplished by com-

paring the free ligand spectrum to the organometallic cornpound. That is, spectra of 1,3-

cyclohexadiene are compared to those of CHDIT revealing the changes in the cyclohexa-
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diene geometry caused by coordination. The second project expands this rnethodology to

the comparison of spectra of a ligand coupled with different metal atorrs, in order to char-

acterize the influence of the different metal atoms on the compound. For this study metal-

locenes are studied for two reasons. First, they are common compounds in synthetic

chemistry [86] and any knowledge gained about thern may be of value to synthetic chem-

ists, as the length of the CH bond length is directly related to the bond strength. Feahrres

common to both projects are discussed first, followed by those specific to each project.

3.1.2 The relationship between CH stretching frequency and CH bond
Iength.

In Section 2.l,the relationship between CH stretching vibrational frequencies and

the CH bond length was touched on. In this chapter, it is appropriate to consider this topic

in more detail. The correlation between the CH stretching frequencies and bond length was

made clear by McKean et al.l62l and by Duncan [87], who were building on the work of

Bernstein [88] and Badger t89][90]. In these papers, large nurnbers of molecules were con-

sidered; the CH stretching frequencies found for these molecules were compared with bond

lengths determined from various experirnental techniques such as x-ray or microwave spec-

troscopy. They found a linear relationship between the CH stretching frequency and the

bond length. The few cases that were outside of this linear relationship could, in general,

be explained by Fenni resonance. The practical use of this relationship for studying the

geornetry of molecules is evident, and has been applied to the effects of confonnation and

substitution by McKean 19l], in addition to the results found by McKean that relate to the

lone pair trans effect discussed in Section 2.1, }i4cKean looked at a number of other sys-

tems as well. The linear relationship between the CH stretching frequencies and bond
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length was applied to the study of o and B rnethyl and halogen groups in saturated com-

pounds. In olefinic compounds, spectral observations show that the position of the substi-

tution, u., cis or trans results in different effects on the CH bond stretching frequency. The

greatest effect was on the trans CH. In the more complex molecule O(CH3)2, I|i{cKean et

al.l92l studied the effect of substitution of one hydrogen with various halogens using deu-

teration to aide in the analysis. Upton et al. l93l demonstrated that the relationship between

the bond length and the stretching frequency also applied to NH bonds although it is not

quite linear. These types of relationships were later shown to extend to a number of X-H

bonds [94].

3.1.3 The Correlation between CH overtones and CH bond length

Given the correlation between the fundarnental CH stretching frequencies and bond

length, it is reasonable to conclude that a similar relationship should exist between bond

length and overtone vibrations. In fact, due to the LM nature of the overlones, such a rela-

tionship exists, and has been shown to be more generally applicable, since LM vibrations

are those of uncoupled oscillators rather than of harmonically coupled oscillators. In the

fundamental region, selective deuteration is used to decouple the oscillators so that single

oscillators may be observed. With overlone vibrations, this is not necessary. The correla-

tion of CH bond length to vibrational frequency has been extended to the overtone region

as mentioned in Section 2.1 . Since this chapter focuses on such a conelation, sofire further

discussion of the previous work is appropriate. In 1980, ll4iz;ugai and Katayarna 195] com-

pared the CH stretching fifth overtone of several heterocyclic compounds to experimentally

determined bond lengths. They found that there is a good linear relationship which is char-

aclerized by the following equation:
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Equation 3-1.

( Âr¡rcH:1'084-8xlo- ^*
(v+ I)

where Aol is the shift of the vth overtone frorn the benzene absorption maximum. This work

was followed by work by'Wong and Moore in which the corelation between bond length

and the fifth overtone frequency was extended to alkanes and alkenes [96]. They found a

good correlation between bond length detemined from ab initio calculations with the 4-

31G basis set. The relationship followed the equation:

Equation 3-2.

0. - -src''(calc) : (1.32 t 0.02) - (1.4 t 0.1) x l0 "v

with a coruelation coefficient of -0.966.

Since experirnental CH bond lengths can be difficult to obtain, it is frequently nec-

essary to use ab initio calculations to determine the bond length needed for the corelation.

However, the level of theory has a large effect on the results. Using both the STO-G3 and

4-21G basis sets to calculate the bond lengths, Gough and Henry l64lhave shown good cor-

relations between the shift in the overtone frequency and ab initio calculated bond lengths

as expressed by the following equation:

.""tt : 1.084 - (, *ae)o.oor

Not su¡prisingly, the correlation was much better (coefficient 0.988) for the bond lengths

calculated with the larger 4-2lG basis set, cornpared 0.792 for the more limited STO-3G

basis set. Thus demonstrating the ned for good basis set functions.
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3.1.4 Overtone studies of Organometallics

There are relatively few reports of vibrational oveftone spectra of organometallics

in the literature. In 1982, Lewis reported the spectra of a number of organometallic com-

pounds including ferrocene l97l.In general, this work showed that overtone spectra had

features which were indicative of the organic groups coordinated to the rnetal. Specifically,

different iron organor¡etallic complexes containing cyclopentadienyl rings had a common

peak due to the CH stretching in the ring. This demonstrated the usefulness of overtone

spectroscopy in the study of organornetallics.

Much of the rest of the work on the overtone spectroscopy of organometallic com-

pounds has been done by Snavely et al. In 1991, Blackbum, Snavely and Oref exarnined

the third overtone spectra of solid ferocene 198]. They observed only two peaks, both of

which they assigned to the 14> pure LM of the CH stretch, and theorized that the split was

due to the rotation of the cyclopentadienyl ring. To test this theory, VanMarter, Olsen and

Snavely [99] acquired better quality spectra of ferrocene, ruthenocene, acetylferrocene and

cyclopentadienyl titanium trichloride. It was anticipated that, if the "splitting" of the over-

tone peaks were due to the rotation of the cyclopentadienyl ring, changes in the spectrurn

should be observed in molecules that have different barriers to intemal rotation.

Ruthenocene has a significantly higher banier to internal rotation than ferrocene. However,

they found no differences in the spectra that could be attributed to internal rotation. There-

fore they developed another theory based on comparisons of the ferrocene spectra to that

of free cyclopentadiene. Since a number of peaks observed in the metallocenes were not

observed in the cyclopentadiene, they theorized that these peaks are dark in the cyclopen-

tadiene but are brightened by the coordination of the metal. This point is of significant inter-
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est to the metallocene project to be presented in this chapter. In 7999, Fedorov and Snavely

recorded the first through third overtones of ferrocene, ruthenocene and several other

cyclopentadienyl containing organometallics 1100]. In all of these spectra, the combination

bands associated with the cyclopentadienyl ring are obsered. A thorough and highly con-

sistent set of assignments for these bands was presented. These assignments are invaluable

to the work on metallocenes presented here.

To some degree, most of the papers discussed above focus on metallocenes and are

directly related to the metallocene work presented here. In 1997, Fedorov and Snavely

compared l,3-butadiene to butadiene iron tricarbonyl [01] and used the correlation

between the CH stretching oveftones and CH bond length to great advantage for the assign-

ment of the overtone spectra of the complexes. They observed that the changes between the

spectra of 1,3-butadiene and the cornplexes could all be directly related to the changes in

the CH bond length predicted fuom ab initio studies. In a study of cycloheptatriene chro-

mium tricarbonyl, Fedorov and Snavely did not observe changes in the differences in the

overtone frequencies for the CH stretching frequencies between the complex and the free

ligand that should have been present if there is ¡s,a/¡t2 (i.e., the chroniium is coordinated to

a set of four conjugated carbon atoms and a set of l¡¿o conjugated carbon atoms), as pro-

posed by x-ray studies [02]. Instead, they suggested that p6 bonding (i.e., the chromium is

coordinated to one set of six conjugated carbon atorns) is more likely.
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3.1.5 Vibrational Overtone Spectroscopy and Overtone lntensities of
Cyclohexadiene Iron Tricarbonyl and 1,3-Cyclohexadiene

The project discussed here was a collaborative project, in which I was fortunate to

have a role as it afforded a perfect transition between the work presented in Chapter 2 and

the work on metallocenes for which I was the primary investigator. Though rny role in this

work was somewhat limited, it warrants some discussion as it leads directly to the metal-

locene project.

Figure 3-1. Structure of Cyclohexadiene (left) and Cyclohexadiene iron tricarbonyl
(right).

Many transition metal complexes have catalytic activity that is derived from the

ability of unoccupied d-orbitals of the metal atom to share electrons with the lone pair, n or

aromatic clouds of the ligand. This interaction significantly alters the electronic structure

of the ligand. Cyclohexadiene iron tricarbonyl (CHDIT) is a good example of a n-bonded

organometallic cornplex [85]. In this study, the first through third overtones of CHDIT are

compared with the spectra of 1,3-cyclohexadiene, previously studied by Gough et al. 1103).

Both microwave spectroscopy [104] and x-ray diffraction 1105] show that CHDIT has a

"piano stool" type structure (see Figure 3-l). Comparison of the microwave determined CC

Cz-Hnt
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bond lengths for the CHDIT [104] and those for the free ligand 11061 show that complex-

ation results in the shortening of the bond adjacent to both of the double bonds and the

lengthening of the double bonds. In this work, the goal was to deterrnine the effect of the

complexation on the CH bonds.

3.1.6 Vibrational overtone spectra of metallocenes: Effect of the
coordinating metal on the CH bond lengths

Overtone spectra can provide bond specific

infonnation and thus are very useful for the study of

the C-H bonds of metallocenes. These organortetal-

lic cornpounds are characterized by two cyclopenta-

dienyl rings bound to a central metal atom. In this

study, the spectra of both ruthenocene and ferocene

have been reeaxamined in addition to previously

unexamined nickelocene, cobaltocene, bis(cyclopen-

tadienyl) magnesium and sodiurn cyclopentadienyl,

with particular attention to the CH bond vibrational

energies and their correlation to bond length.

Figure 3-2. Geometry of rnetallocenes.

In the metallocenes, two separate geometries are possible: eclipsed and staggered.

However, calculations have shown that there is no difference in the geometry of the cyclo-

pentadienyl groups in the two confonnations [107] sirnplifying rnany of the considerations

by eliminating concems about changes during internal rotation. However this precludes

any detennination of the preferred geometry from oveftone spectra.
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Cyclopentadienyl is aromatic and, with the possible exception of cobaltocene, only

one pure LM vibration is anticipated at each overtone. The expectation that there will only

be one pure LM does not preclude the possibility of local-normal combination bands. How-

ever these local-normal cornbination bands bands would be expected to have low intensity,

particularly at higher overtones. However, Fermi resonance may cause these peaks to

exhibit higher than expected intensities (see Section 1.2.3).

In previous wolk [99], the spectra of ferrocene and ruthenocene were compared to

that of cyclopentadiene. The appearance of peaks in the spectra of metallocenes that were

absent in the cyclopentadiene spectra led the authors to suggest that these vibrations are

brightened by the influence of the metal atom on the cyclopentadienyl ring. However, since

cyclopentadiene is not aromatic, it is also possible that the disparity is due to the structural

differences between the aromatic cyclopentadienyl and the non aromatic cyclopentadiene,

rather than to the effect of the rnetal atom. To investigate this possibility, sodium cyclopen-

tadienyl was selected for comparison to the metallocene spectra. Sodiurn cyclopentadienyl

is characterized as ionic and provides the best possible approximation to the spectrum of

independent cyclopentadienide.

There is some question as to whether bis(cyclopentadienyl) rnagnesium is ionic or

is covalently bonded 1861. The nature of the metal-ligand bond will affect the ligand struc-

ture, and therefore the spectrum of this compound. This study will help clarify the nature

of bis(cyclopentadienyl) magnesium.

Cobaltocene is of spin multiplicity 2, therefore it is expected to manifest the Jahn-

Teller effect [107][08], with distortion of the cyclopentadienyl ring. If the effect is signif-

icant, the reduction in symrnetry to C2 would result in three separate sets of CH bonds, with
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different lengths [07]. In this case, we would expect three separate bands instead of one in

each ofthe overtone spectra ofcobaltocene.

The effect of the metal atom on the CH bond length is studied by detennining the

correlation between the pure LM CH stretching vibration frequency and CH bond length

calculated at several levels of theory. These correlations can then be used to estimate the

relative CH bond lengths of the metallocenes. To this end, no scaling was done on any of

the calculated bond lengths. The results of this analysis are corrpared to bond lengths cal-

culated with the BLYP level of theory using the 6-31lG(d,p) basis set for the carbon and

hydrogen atoms and a3-27G basis set for the metal atoms (hereafter refened to as BLYP/

hybrid), and to bond lengths determined experimentally. Note that the basis set used for the

rnetal is very low, and therefore the rnetal is only being treated in a approximate fashion,

though this reduces the accuracy of the results. Also the parameters of the of elements with

different basis sets may be optirnized with different criteria this rnay cause inaccuuracies in

the results. However,the use of the hybrid basis set was necessary as higher basis set will

not work for all of the metals involved.
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3.2 Experimental

3.2.1 Vibrational Overtone Spectroscopy and Overtone Intensities of
Cyclohexadiene Iron Tricarbonyl and 1,3-Cyclohexadiene

In this collaborative project, the carbon tetrachloride solution and liquid spectra

were collected by Fedorov and Snavely; ( Bowling Green State University, Bowling Green,

Ohio, U.S.A) the gas phase and some liquid spectra were collected by me, Gough and

Fedorov (University of Manitoba, Winnipeg, Manitoba, Canada); the HCAO LM calcula-

tions were done by Kjaergaard (University of Otago, Dunedin, New Zealand).

3.2.1.1 Collection of spectra

1,3-cyclohexadiene (97% purily) and CHDIT (97% purity) were purchased from

Aldrich and Shem Chernicals, respectively. All transfers of CHDIT were carried out under

an inert atmosphere, and the solvents were degassed by passing nitrogen through thern for

2 hours.

All of the solution and the second and third overtone liquid spectra were recorded

at2 cm-l resolution on a Mattson Galaxy FTIR spectroûleter, with a I crn path length. In

all cases, 1000 co-added scans were used. The first and second oveftones were collected

using a Pb/Se detector and the third using a Si detector.

The first overtone of both liquid and gas phase CHDIT were collected using a

Wihnad Glass variable path length cell with a nominal 3 rn path length and a Bio-Rad FTS-

40 spectrometer. In order to introduce gaseous CHDIT to the cell, a sideann containing

liquid CHDIT was attached to the cell. The sideann and cell were heated; once the required

temperature was reached (100 oC for the cell and l20oC for the sidearm), background scans
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were collected and the CHDIT gas was allowed to enter the cell. Upon cooling, CHDIT col-

lected on the windows of the cell, forming a thin layer (-5 mm) of CHDIT on the windows;

this allowed liquid phase spectra to be collected. All spectra v/ere composed of 128 co-

added scans. Curve fits were obtained for all spectra with either Mattson peak solve or

Bomem-Grams soffware.

equations [09][1l0]:

Equation 3-3. Gas phase

f.-o: (8.026x10
b

Equation 3-4. Liquid phase

Experirnental oscillator strengths ( t** ) were determined frorn the following

r.-* : (+zzsx10-r'(+ - "-)) ,f .r+, frJar"lo"

where p is the pressure of the gas, n is the refractive index of the liquid, M is the concen-

tration, I is the path length and A is the absorbance.

3.2.1.2 Calculations of Geometries and I{CAO LM intensities

The geornetries of 1,3-cyclohexadiene and CHDIT were calculated using the HF/3-

2l G* and HF/6-3 I 1+G(d,p) levels of theory. The effect of electron correlation was inves-

tigated with density functional theory using the perturbative Becke-Perdew method',¡/ith

full polarization basis set þBP/DN(p,d)).

-t1ror. . m . cm))frJ"r"lo;
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The intensity calculations were carried out according to the HCAO LM model, as

described in Section 2.2.3. Aside frorn carrying out the calculations for the geometries of

1,3-cyclohexadiene and CHDIT (i.e., a single CH oscillator for the olefinic CH and asym-

metric CH2 for the aliphatic CH bonds), there was only one major difference between the

procedure used here and that described in Section 2.2.3. Experimentally detemined LM

parameters (as in Section 2.2.3) were replaced with the LM parameters calculated from

force constants and their derivatives of along the internal CH stretching coordinate, given

by the following equations [ 11]:

Equation 3-5.

Equation 3-6.

where F¡¡ and F¡¡i are the second and third order force constants, respectively.

I
rF..c .)2

Il tt,(l):-
2ttc

hcii lFii I(r)x : 
'r# "l'rt)

The force constants were determined from the same molecular energies used in the grids

for calculation of the dipole moment functions. Scaling factors for olefinic and aliphatic CH

bonds were detemined frorn the average ratio of calculated to experimental values of pre-

viously studied compounds. (For a more complete discussion, see reference) [85].

3.2.2 Vibrational overtone spectra of metallocenes: Effect of the
coordinating metal on the CH bond lengths

Sodiurn cyclopentadienyl (2 molar in THF), ferrocene (98% purity), ruthenocene

(99% purity), bis(cyclopentadienyl) rnagnesium (99.9% purity), cobaltocene (98% pulity)
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and nickelocene (99Yo purity) were obtained frorn Strem Chemicals. The sodium cyclopen-

tadienyl solution was used directly. Saturated solutions of the pure compounds in carbon

tetrachloride (99% purity, Aldrich) and THF (Fisher Scientific, purified using methods

described by D.D Perrin and W.L.F Annarego ! 12]), were prepared under an argon atmo-

sphere. The concentration varied depending on the solubility. The solvent was degassed by

repeated freeze-pump-thaw cycles.

All spectra were acquired with a Nicolet 870 FT-IR spectrometer and a white light

source. The first and second overtones required aqvartz beam splitter and MCT-A detector.

For rnetallocenes, a I cm cell was used and 2048 scans were co-added. For the third over-

tone, a silicon detector and a 10 cm cell path length were used and 4096 scans were co-

added. In all cases, the spectra were ratioed against a carbon tetrachloride background.

Sodium cyclopentadienyl spectra were acquired using the parameters described above,

except thata3 rnm cell was used and the spectrum were ratioed against the ernpty cell. The

THF spectruln was subsequently subtracted.

3.2.2.1CH bond length and wave number correlation

In order to evaluate relationships between CH bond length and frequency for the

metallocenes, it was necessary to establish a bond length-frequency correlation based on

compounds with well defined geornetric and spectral parameters, for which the spectra had

been recorded in the liquid phase. The spectra of o-xylene (Eastman), cycloheptatriene (J.T.

Baker Chernical Co.), cyclooctadiene (J. T. Baker Chernical Co.), indene (Aldrich) and 7,4-

cyclohexadiene (Aldrich) were chosen for the correlation, because they offered an appro-

priate range of CH bond lengths which correspond to well-defined LM vibrations. All spec-

tra were collected in the liquid phase using a 3 mm path length;2048 scans were collected
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and co-added for the first and second overtones and 4096 for the third oveftone. The CH

bond lengths used for the corelations were calculated at the HF/6-31 1G(d,p) and BLYP/6-

31lG(d,p) levels of theory. Calculations of the metallocene geometries were done with

Gaussian 98 software [8i] using only the BlYP/hybrid as the HF/6-311G(d,p) level of

theory cannot be used for molecules containing heavy atoms.
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3.3 Results
Results for the vibrational overtone spectroscopy and overtone intensities of cyclo-

pentadiene iron tricarbonyl and 1,3-cyclohexadiene can be found in reference [85]. Since

most of the data was collected and interpreted by my collaborators it is inappropriate to

present it here as part of this thesis. A brief summary and general discussion appear within

the next section, where pertinent to the extended study actually conducted for this thesis.

3.3.1 Vibrational overtone spectra of metallocenes: Effect of the
coordinating metal on the CH bond lengths

3.3.1.1 Correlation between ab ínitio CH bond length and overtone frequencies

The data frorn the molecules used in the determination of the CH bond length cor-

relation are given in Table 3-1. This includes the band positions for the first, second and

third overlones and the lengths of the CH bonds to which they are assigned, calculated at

both the HF16-311G(d,p) and BLYP/6-311G(d,p) level of theory. In many cases, the pure

LM for the first overlone could not be assigned reliably due to significant nonnal mode

character in that region.

The spectra of the molecules used to produce the correlation between CH bond

length and the first oveftone are shown in Figure 3-3. Generally, only very strong bands are

assigned, and only bands that are considered to be pure local modes of CH stretch are

assigned. No attempts'were made to account for Fen¡i resonances in determining the posi-

tion of the peaks that were used in the correlation. This rnay be considered a source of error,

and will lead to a poorer fit in the correlation. However, the increased error introducecl by
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neglecting the Fermi resonance

peak positions to a corelation.
- lnde ne
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Figure 3-3. First overtone spectra used for bond length frequency correlation, collected
using a 3mm path length aîd2048 co-added scans. Absorbance plotted on the vertical
axes and annotation according to Table 3-1
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The spectra of indene show a peak of equal intensity to the CHol band just below it

in energy. This rnay be due to a Fermi resonant interaction with a local normal combination.

In o-xylene, only the CHol was sufficiently well defined to use in the correlation, though

other peaks could be assigned; the sarne is fue for cycloheptatriene. For 1,5-cyclooctadi-

ene, two bands are considered well enough defined to be assigned; there are others but spec-

tral crowding makes their assignment too tentative to use in the correlation. The spectra

used for the second oveftone CH bond length frequency corelation are shown in Figure 3-

4. The assignments are relatively straight forward (Table 3-1).

Wavenumbers (cm-1)
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l1 ,4 Cyclohexadiene
:
:

'.1 ,5-cyclooctadiene

Figure 3-4. Second overtone spectra used for bond length frequency coffelation, collected
using a 3mm path length and2048 co-added scans. Absorbance plotted on the vertical
axes and annotation according to Table 3-l
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Figure 3-5. Third overtone spectra used for bond length frequency correlation, collected
using a 3rnrn path length and2048 co-added scans. Absorbance plotted on the vertical
axes and annotation according to Table 3-l
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Table 3-1. Bond lengths (Å) and energies (.*-1) used for correlations.

Compound"

Indene

I ,4-cyclohexadiene

o1

al

HF/6-3 I 1G(d,p)

t.07 6

t.07 4

1.088

o1

al

o-Xyleneb

BLYP

1.091/1.092d

1.088/1.089d

1.104

ol

ol'

a1

al'

1.078

1.090

Fìr'st
Overtone

Cycloheptah'iene"

t.07 6

1.092

1.1 09/1.1 1 0d

5954

Second
Overtone

ol

o1'

a1

al'

1.087

1.083

s669

1.092

1.09 r

1.102

1.098

8740

8824

8268

1.078

1.077

r.083

1.089

s883

5615

Third
Overtone

Cyclooctadiene

o1

o1'

al

al'

al"

al"'

11426

l 1548

t0784

5934

86s8

8126

t.094

1.093

1.098

1.105

1.079

1.080

1.081

1.089

1.090

1.086

8740

I 1301

I 0585

a) All energies frorn liquid phase spectra. (ar:aromatic, ol:olefinic, al:aliphatic)

b) Spectra of the second and third oveftones of liquid benzene and o-xylene previ-
ously published by Henry et al.l24)

c) Spectrum of the third overtone of liquid cycloheptatriene have been published by
Snavely et al. lll3l
d) In these cases BLYP/6-31 1G(d,p) showed 2 different bond length where HF16-
3l 1G** had one; for the purpose of correlation, the shorter bond length was used.

5902

835 1

8447

11411

1.095

r.096

t.097

1.105

1.107

r.101

86s 3

1 0889

l 1030

11298

5837

r 1040

10615

5644

8563

8229

1t176

I 0680
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At the third overtone, the spectra are essentially LM in character and the assign-

ments therefore are straightforward (see Table 3-1). The increases in intensity that appear

at the edges of the spectra are artifacts that come from the baseline correction of truncated

spectra. This is a relatively common occurrence. Since the intensities are not of interest,

these arlifacts do not cause a problern.

H F/6-3 1 1 G (d,p) B LYP/6-31 1 c (d,p)
c<
o

3ô

F16quêncy (cm'1)

BLYP/6-31 1G(d,p)

Es
!;

i6

Èrcqucncy {cm ,

ó

Figure 3-6. . Correlation between calculated bond lengths and CH stretching overtone
vibration frequency, at each overtone, with different basis sets.

Frequoncy fcm I

1 099

1.09¡

The data shown in Table 3-l are used to calculate correlations between bond length

and frequency. Figure 3-6 shows the correlation between CH bond length, calculated at HF/

6-31 1G(d,p) and BLYP 16-31lG(d,p) level of theory, and the pure LM CH stretching vibra-
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tional energy for the first, second and third overtones. The general relationship correlating

the bond length calculated at the HF/6-31 lG(d,p) or BLYP/6-31 1G(d,p) level to v/avenum-

ber of the overtone may be expressed as:

Equation 3-7.

Rti;^ - ¡Basß -5,asrs xv
where v is the wave number of the pure LM vibration, while I (intercept) and S (slope)

have the values listed in Table3-2forthe overtone considered; I values of 0.995,0.989

and 0.986 were obtained for the first, second and third overtones, respectively, for the HF

calculations.

Table 3-2. Constants for correlations

HF/6-311G(d,p)

First Overtone

Second Overtone

Third Overtone

I(A)

BLYP

First Overtone

1.33

Second Overtone

1.29

Third Overtone

Enor in I

t.2l

The correlation of frequency to bond length calculated at the BlYPlhybrid level of

theory yielded I values of 0.968, 0.988 and 0.980 for the first through third overtones,

respectively.

0.01

1.3 8

0.01

1.34

S(Ä/cm-r;

0.01

1.32

4.3 x 10-:

0.02

The parameters from the HF/6-3 I 1G(d,p) and BLYP/6-31 1(d,p) regressions ancl the

experimental values for the frequency of the pure LM CH vibrations were used to estimate

the CH bond lengths in the metallocenes and cyclopentadienide. Results of these calcula-

tions are given in Table 3-5 on page 149, alongwith the CH bond lengths calculated for the

t40

2.5 x 10-5

0.0 r

1.7 x 10-s

0.01

Error in S

4.5 x 10-r

0.2 x l0-)

2.8 x l0-5

0.1 x 10-s

2.0 x 10-s

1 offit

0.1 x 10-s

0.995

0.4 x l0-r

0.989

0.1 x 10-5

0.986

0.1 X 10-s

0.968

0.988

0.980



metallocenes at the BlYP/hybrid level of theory and the experimentally deterrnined bond

lengths from other sources where available.

3.3.1.2 Metallocene Spectra

Figures 3-7 through 3-9 show the ovefione spectra of the metallocenes studied for

the first through third overlones, respectively. Assignments for the peaks observed in these

spectra are based on those rnade by Fedorov et al.ll00l on ferrocene and are shown in

Table 3-3. The pure LM vibrations used for the estimation of the CH bond length are in

boldtype.

Nickelocene

Figure 3-7. First overtone spectra of metallocenes in carbon tetrachloride, and sodium
cyclopentadienyl in THF. Spectra acquired at room temperature with a I cm path length.
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Table 3-3. Observed frequencies (crn-1) and assignments for metallocenes

Overtone Mg(CrHt) Fe(Csl{s) Co(C:FIs) Ni(CsHr), Ru(C5H5)2 Na(C;FL) Assignmenl

10

s669

575t

5775

5849

5930

5503

5555

5686 Shoulder

5746 5729

Shoulder

5855 5856

591 1 5923

6028

Shoulder

6074 6084

6201 6211
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Figure 3-8. Second overtone spectra of metallocenes in carbon tetrachloride, and sodium
cyclopentadienyl in THF. Spectra acquired at room temperature with a 1 crn path length.
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Figure 3-9. . Third ovefione spectra of rnetallocenes in carbon tetrachloride, and sodium
cyclopentadienyl in THF. Spectra acquired at room temperature with a l0 cm path length
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3.4 Discussion

3.4.1 Vibrational Overtone Spectroscopy and Overtone Intensities of
Cyclohexadiene fron Tricarbonyl and 1r3-Cyclohexadiene

The calculated LM parameters for 1,3-cyclohexadiene agreed well with the exper-

imentally observed values [85]. Generally, the agreement was better for the vapor than for

the liquid phase. For CHDIT, the agreement was not quite as good, with the mechanical fre-

quencies being underestirnated by -50-100 cm-1 and the anharmonicities overestimated by

-2-lO cto-1. A summary of the experimental and calculated local mode parameters is pro-

vided in Table 3-4. For both molecules, the experimental and calculated LM parameters

showed the expected trends, with the olefinic CH bonds having higher mechanical frequen-

cies and lower anharmonicities than the aliphatic CH bonds.

Table 3-4. Selected experimental and calculated (and scaled) Local Mode parameters
(crn-1), taken from reference [85]

Bond

Mechanical Fre-
quency experìmental

1,3 -Cyclohexadiene

CHo*

çHce

CHn,

CH,

Liquid I Vapor

3014+6

3050+6

3128+7

3128+7

Cyclohexadiene lron Tricarbonyl

Anharmonicity
Experimental

CH.l 3006+11

CH.z 3065+1

CH, 3170+31

CHnt 3206+5

2991+2 16.5+1

3074+11 63.5+1

3155+1 56.0+l

3155+ I 56.0+ I

Liquid I Vapor

Mechanical Fre-
quency calculated

4

4

7

70.2+0.4 297 |

64.9+3.2 3031

58.9+0.1 3132

58.9+0.1 3139

Liquid I Vapor

7

66.5+2.3

68.0+ 1.7

72.0+7.5

68.0+1.2

Anharmonicity
Calculated

2994

3055

3145

31s3

Liquid lVapor

2954

2983

3033

3 106

62.2

6 1.0

58.2

58.0

OJ.J

62.1

59.2

s8.9

64.3

63.4

61.5

59.3
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Agreement between the calculated and obserued intensities and energies was gen-

erally good, and similar to what was presented in chapter 2. However, there were fewer

Fermi resonances to cause errors.

The cornparison of the 1,3-cyclohexadiene spech'a and the CHDIT spectra revealed

dramatic differences upon complexation. The band associated with the olefinic CH bonds

in the 1,3-cyclohexadiene spectra split into two peaks in the first overtone of the CHDIT,

and three in the second and third overtones. The peaks associated with the aliphatic CH

bonds, that appeared as two well separated peaks for 1,3-cyclohexadiene, and were

assigned as equatorial and axial CH bond vibrations, now appeared in the CHDIT spectra

as two heavily overlapping peaks. These observations give some general insights as to the

changes in the geornetry of the cyclohexadiene geometry upon complexation. The olefinic

bonds, which are equivalent in i,3-cyclohexadiene, become different in the cornplex while

the difference between the axial and equatorial aliphatic CH bonds is reduced. This is con-

sistent with the results of the geometry optimizations, which predict that the difference

between axial and equatorial aliphatic CH bonds is reduced from 0.005 Å to O.OOZ Ä and

the olefinic CH bonds go from being roughly equal in length to differing by approxirnately

0.005 .Ä..

The relationship between the change in CH bond length and the overtone frequency

shift of the CH stretch can be expressed as:

Equation 3-8.

ar : i!(o.oot)
13.2v
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Frorn this relationship, changes to the various CH bond lengths upon complexation

may be estimated. In turn, these changes can give insight into the changes to the CC bonds,

caused by complexation.

Referring to Figure 3-1 on page l26,the CHo, bonds are shortened by 0.001 Ä., and

the CH, are lengthened by 0.002 Ä., upon complexation. This leads to sorne insight about

the CC bonds in CHDIT. Since the CH, bonds lengths moved closer to what would be

expected for aliphatic CH bonds and the CHn, seemed to gain more olefinic character, it can

be concluded that upon complexation, the C2-C3 bond gained more double bond character

while the CrCz and C3-Ca bonds gain more single bond character. This in turn suggests

that the iron tricarbonyl is coordinating to the C1 and C4 carbons and the C2-C3 bond.

The CH.o and CHu* bonds become closer in length upon complexation (labeled

CH-r and CHn¿ for CHDIT). This suggests that the complexation removes the 15 degree

dihedral angle that is present between the C1-C2 and C3-Ca bonds in cyclohexadiene. In

other words, the complexation forces the C1-C2 and C3-Ca bonds to be co-planar. This sup-

ports the complexation ,"h"*" described in the previous paragraph.

3.4.2 Vibrational overtone spectra of metallocenes: Effect of the
coordinating metal on the CH bond lengths

3.4.3 Assignments

In all of the oveftones recorded, significant sirnilarities are observed between

bis(cyclopentadienyl) magnesium, ferrocene, nickelocene and ruthenocene (hereinafter

referred to as group 1). In the first overtone of all group 1 compounds, the dominant band

al-6070 cu-l is assigned to the pure LM CH stretching vibration. Several weak bands,
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observed in all of the group 1 compounds, have been assigned as combinations of CH

stretching, CH bending and CC stretching. In the second overtone spectra, all of the

observed bands appear in a fairly narrow region. Since, at the second overtone, cornbination

bands are not expected to have any significant intensity, it is reasonable to assume that the

dominant vibration is the pure LM CH stretch, while the other bands are cornbinations that

gain intensity through Fermi resonance interactions with it. The bands are assigned to the

same combinations as in the first oveftone, plus one quantum of CH stretch. The relative

intensity of these bands is greater than that observed for the first overtone, due to the stron-

ger Ferrni resonance. This interaction increases at the second overtone due to the greater

anharmonicity of the pure LM, which decreases the separation between the pure LM and

the combination bands. Similar arguments apply to the third overtone, where different corn-

binations appear as they become closer to the pure LM CH stretching energy and previously

observed combinations fade as they shift away frorn it.

3.4.4 Bond lengths

As a general guideline, the first overtone should be avoided for the estimation of

bond lengths, since the spectra are still largely of normal mode character and are compli-

cated by the presence of many cornbination bands. However, in the case of these rnetal-

locenes, the first oveftone spectra typically do display a single, narrow, intense pure LM

peak that is generally free of interference from other vibrations. In the higher overtones, the

greater anhamonicity of the CH stretching modes causes the pure LM CH vibration to shift

in energy relative to the combination bands. As a result, many of the combination bands are

closer to the pure LM band and their relative intensity is increased. The coupling belween

the pure LM band and the combination bands in question rnay shift the pure LM band and
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lead to effors in the estimation of the bond length. Fol this reason, the first through third

overtones are considered together so that any effects of coupling rnay be monitored.

As anticipated, cobaltocene shows several differences when compared to group 1

molecules. Two shoulders observed at approxirnately 6028 cm-1 and 6050 cm-1 rnay be due

to Jahn-Teller distorlion of the cyclopentadienyl ring. From the correlation between exper-

imental frequencies and bond lengths calculated with the HF16-311 G(d,p) basis set, the

positionof thesepeakstranslatesintobondlengthsof 1.070, 1.071 and 1.072l.,respec-

tively. The BLYP/6-3 1 1G(d,p) conelation gives bond lengths of I .084, L086 and 1.087 ,4,.

Geornetry optimization of cobaltocene at the BlYP/hybrid level shows that the cyclopen-

tadienyl ring is distorled frorn D5¡ to C2 s]lrrxetry and the CH bonds are predictecl to have

different lengths. The predictions show six CH bonds with a length of 1.085 Å and four at

1.086 Ä.; this agrees within experimental error with the predictions of the BLYPI6-

31lG(d,p) correlation. However, it should be noted that the lower basis set used for the

cobalt may cause the effect of the r¡etal to be underestimated. It should also be noted that

the relative intensities of the observed peaks do not appear to be in the expected l:2:2 ratio:.

however, the true relative intensities are difficult to estimate due to the amount of overlap.

It is also possible that there is some Fermi resonance involved, but there is insufficient data

for further conjecture. Using the equation correlating the CH bond length calculated at the

HF16-311G(d,p) and BLYP/6-311G(d,p) levels of theory and the pure LM band for CH

stretch at the first overtone level, we find that the CH bond lengths for all the metallocenes

are approxirnately the same (Table 3-5).
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Table 3-5. Metallocene CH bond lengths (Å)

Mg(C2H5)2

Fe(C2H5)2

Co(C2H5)2

First Overtone

HF/A BLYPA
:
1.071 1 .085

r.070 1.084

1.070 1.084

1 .071 1 .086

1.072 1.087

1.070 1 .084

1.070 1.084

1.073 1 .088

t0.002 t0.002

From Standard correlation

Ni(c2Hs)2

Ru(C2H5)2

Na(C2H5)

Uncertainty

Second Overtone Third Overtone

HF/A BLYPA HF/A BLYPA

1.071 1.085 1.072 1.086

1.071 1 .085 1.072 1.086

1.070 1 .084 I .071 1.085

a6-3 
1 1G(d,p) basis set

buybtid basis set

The results of the correlation for the second overlone are similar to those for the first

overtone (Table 3-5), thus it rnay be concluded that any Fenni resonance coupling did not

cause a significant frequency shift. For cobaltocene, it is irnpossible to distinguish between

possible combination bands and those attributed to LM frorn CH bonds of different lengths.

However, had the bands observed in the first overtone actually been combination bands,

then at the second overtone they should have appeared at energies of -100 cm-1 above that

of the pure LM. Such bands are not observed; therefore it is more likely that the bands

observed in the first overtone are pure LM vibrations, due to the Jahn Teller distortion.

Sirnilar observations are made for the third overtone; however, the bond lengths

obtained from the corelation equation are approximately 0.001 Å longer (Table 3-5). The

combination bands in the third overtone appear at higher frequency than the pure LM bands

and have considerably more intensity than would be expected in the absence of coupling.
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I .070 1.084

1.070 1 .084 I .072 1.086

t.074 1.088 1.07s 1.090

t0.002 t0.003 t0.002 t0.003

Calculated

BLYPb
:
1.087

1.086

1.085

1.085

1.086

1.085

1.086

1.089

Experìmental

1.104t0.006[1 1a]

1.09sr0.006[ 1s]

1.083t0.0095[1 16]

I . l3 0t 0.006[ 1 17]



The strong coupling with the combination bands will have shifted the pure LM bands to

lower frequencies. In any event, this difference of 0.001 Å. is within the error associated

with the correlation, and is not significant.

3.4.5 Cyclopentadiene, cyclopentadienide and cyclopentadienyl

In evaluating the metallocene spectra, the possible differences between the parent

molecule cyclopentadiene, the ionic cyclopentadienide, and the coordinated cyclopentadi-

enyl ligand must be considered. Previously, the spectrum of fenocene had been compared

to that of cyclopentadiene [99]. This comparison led to the hypothesis that the appearance

of many of the combination bands was due to the influence of the metal on the ring. How-

ever, this theory neglects the change in geometry of the cyclopentadiene ring when it

becomes cyclopentadienide.

Sodium cyclopentadienyl is characterized as essentially ionic and therefore the

spectra should be interpreted as that of the cyclopentadienide. These spectra are quite dif-

ferent from those of group l, however, the cornbination bands observed are quite sirnilar.

To deterrnine whether the difference in solvents contributed to the observed dissimilarity

befween the sodiurn cyclopentadienyl and group 1 specha, the spectrurn of ferrocene in

THF was acquired. No significant variation could be detected between the latter and its

spectrum in carbon tetrachloride. Poor solubility, in conjunction with the strong absorp-

tions of the THF in the same region, prevented spectra being obtained of the other metal-

locenes in THF. On the basis of the ferrocene results, it may be concluded that the

differences observed for the sodium cyclopentadienyl are not solvent dependent, but are

due to its essentially ionic character.
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Very little similarity is observed between the overtone spectra of cyclopentadienide

and those of cyclopentadiene obtained by VanMarler et al.199]. There is only the one aro-

matic CH bond type in cyclopentadienyl, thus the aliphatic band at 8322 cn-lis absent. The

CC stretching and CH bending nonnal modes of vibration are the most likely cornbination

bands to appear in the overtone regions, but their probable location is shifted far from the

pure LM CH stretching band because of significant differences between the frequencies of

these modes for cyclopentadiene and cyclopentadienide. Therefore, Fermi resonance inter-

action is unlikely in cyclopentadiene. In the absence of Fermi resonance, these combination

bands would be expected to have very low intensity, and it is not surprising that they are

not observed in the cyclopentadiene spectra.

The principal difference between sodiurn cyclopentadienyl (considered to be a pro-

totypical ionic forrn) and the metallocenes of group I is the red shift of the pure LM CH

stretching band of sodium cyclopentadienyl. It is concluded that the coordination of the

metal ions to the ligand causes a shortening of about 0.002 ,Â.-0.003 Ä. in the CH bonds.

Geometry optirnizations at the BlYP/hybrid level of theory agree with the change change

in geometry upon coordination described above.

The energies of the combination bands observed in sodium cyclopentadienyl are

similar to those observed in the group 1 compounds and are ascribed to similar fundamental

modes (Table 3-3). This is most evident for the first overtone. Since the pure LM CH

stretching band is red shifted in sodiurn cyclopentadienyl, it lies closer to these combination

bands and stronger Fenni resonance interactions can occur. Thus, while the positions of the

combination bands in the sodium cyclopentadienyl are similar to those in the group 1 spec-

tra, they are more intense. Similar interpretations apply to the 2nd and 3td overtones, where
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different bands are involved in Ferrni resonance interaction for the group I compounds and

the sodium cyclopentadienyl.

It has been assumed that sodiurn cyclopentadienyl is ionic and that its spectra rnay

be considered to be essentially that of cyclopentadienide. The cornbinations in sodiurn

cyclopentadienyl spectra resemble those of the group 1 molecules, and both are quite dif-

ferent froni those in the cyclopentadiene spectra. Based on this evidence, it may be con-

cluded that the appearance of combination bands in the rnetallocenes, and their absence in

the cyclopentadiene spectra, can be attributed to differences in structure between cyclopen-

tadiene and cyclopentadienide rather than to the influence of the metal atoms, as has been

suggested in earlier works [99]11001.

It is also interesting to note that there has been some question as to whether

bis(cyclopentadienyl) magnesium is ionic in solution [86]. If bis(cyclopentadienyl) rnagne-

sium were ionic, its spectra would be expected to be more similar to the ionic sodiurn cyclo-

pentadienyl spectra. Instead, the spectrum of this compound in carbon tetrachloride are

very sirnilar to that of ferrocene, which is not ionic.

3.4.6 Comparison \ryith X-ray crystal structure data

The CH bond lengths found from the method described here show little agreernent

with those deterrnined by x-ray crystallography (Table 3-5). The most signifrcant explana-

tion for this disagreement is likely the technique itsell it is very difficult to detennine the

position of hydrogen atorìs using X-ray crystallography since hydrogen diffracts poorly. A

second possible factor is the influence of crystal structure on the CH bond lengths, not

present in solution. Differences in crystal packing could arise frorn the different relative
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sizes of these molecules. Third, the overtone spectroscopic method relies on the accuracy

of ab initio calculations in the formulation of the correlation plots. The correlation is only

as accurate as the level of theory used to determine the bond lengths and it is generally

accepted that the relative bond lengths are rnore reliable than the absolute values. As has

been shown, this varies befween levels of theory. Undoubtedly, these factors explain the

large differences reported between the CH bond lengths within different metallocenes,

from crystallographic rneasurements [14]-1118], that are not observed by the spectro-

scopic method used here. Oveftone spectroscopy provides direct infonnation on the bonds

in question and the results are corroborated by high level ab initio calculations. Therefore

the results from the overtone spectroscopy presented here are deerned to be preferable.
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3.5 Conclusions

3.5.1 Vibrational Overtone Spectroscopy and Overtone Intensities of
Cyclohexadiene Iron Tricarbonyl and 1,3-Cyclohexadiene

In this project, the first through third overtones of CHDIT \¡/ere compared to the

first through third overtone spectra of the free ligand 1,3 cyclohexadiene. It was found the

cornplexation caused the lengthening of the terminal olefinic CH bonds and the shorlening

of the non terminal olefinic CH bonds. It was noted that the difference between the axial

and equatorial aliphatic CH's was lessened upon complexation. These observations support

a structure for the CHDIT complex in which the bond adjacent to both double bonds gains

double bond character while the tenninal diene CC bonds become closer to single bonds.

3.5.2 Vibrational overtone spectra of metallocenes: Effect of the
coordinating metal on the CH bond lengths

From the correlation between the frequency of CH LM vibrations and ab initio cal-

culated bond lengths, evidence has been found that the CH bonds ofcyclopentadienyl are

shorlened by coordination to a metal atom in comparison to the cyclopentadienide, studied

via the sodium cyclopentadiene structure. However, the nature (i.e., the electronic struc-

ture, bonding, size etc.) of the metal atom does not have a significant effect on the rnagni-

tude of this shortening. The observed CH bond length of bis(cyclopentadienyl) rnagnesiurn

is approxirnately the same as that of the other metallocenes, indicating that bis(cyclopenta-

dienyl) magnesiurn is not ionic.

The cornbination bands in the spectra of the metallocenes, previously postulated to

arise from interactions with the metal atoms, are now ascribed to the aromatic nature of the

cyclopentadienyl. There are significant differences between the spectrum of cyclopentadi-
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ene and that of sodium cyclopentadienyl, presumably due to the arornatic nature of the

latter compound. Differences in the structure, bond length and bond strength cause the

combination bands to occur closer to the pure LM CH stretching band of the cyclopentadi-

enide ion, allowing for increased Ferrni resonance.

While semi-empirical correlations such as those used here are heavily reliant on the

accuracy of the ab initio calculations, they can be of great value in determining relative CH

bond lengths, if proper cale is taken in the selection of the basis set and level of theory.

They are particularly helpful in cases such as this where there is a limited number of basis

sets available that can handle heavy metals.
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4An Instrument for
measuring the Vibrational-
Translational relaxation
time of Overtone
Vibrations.

4.L lntroduction

The basis behind this project was derived from work done in collaboration with Dr.

Terry Gough (University of Victoria, British Colurnbia, Canada), in which an attempt was

made to rnodify a cell equipped with a heated wire in order to find absolute intensities of

absorption bands collected via photoacoustic spectroscopy. During the prelirninary work

on this system a phase shift was observed between the signal generated by the wire and that

generated by the absorption, that rnay have been due to the Vibrational-Translational (V-

T) relaxation of the excited species. Though the initial project was eventually discontinued

because the arrival of new instrumentation in our lab allowed the acquisition of reliable

intensity information by other means, a new project was undertaken to explore the possi-

bility ofusing this system to measure accurate V-T relaxation times for overtone vibrations.

It should be noted that although the original project was discontinued, the instrument

designed for the project described here may be used to investigate absolute intensities with

little modification if the need arises.
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The long term goal of this project is to test the feasibilify of measuring V-T relax-

ation by using photoacoustic spectroscopy with a heated wire signal as a reference. As such,

the data described herein are prelirninary and often have led to more questions than actual

relaxation times. Presently the instrument has not been fully characlerized. There remains

the very real possibility of instrumental erors. These possibilities will be discussed and

strategies for addressing thern will be proposed. It is the hope of the author that this work

can act as a starting point for further advances in this area ofresearch.

Hypothesis

The V-T relaxation times of overtone vibrations can be measured using photoacoustic spec-

troscopy emploting a heated wire as a reference. This projects seeks to prove that the use

of a heated wire reference for the acquistion of V-T relaxation times has the potential of

leading to a viable instrument.
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4. 1. 1 Vibrational-Translational (V-T) relaxation

4.l.l.l Basic concept of V-T relaxation

Consider a molecule with one of its vibrational rnodes excited. The method by

which it was raised to the excited state is not of importance. The energy in this mode of

vibration will be relatively quickly redistributed throughout the vibrational modes of the

molecule. This internal vibrational relaxation (IVR) process is very fast, much faster than

the V-T relaxation. After IVR, the molecule still contains the energy that was initially

present in the vibration, though it is not localized in a single rnode of vibration. This mol-

ecule is now said to be in a"bath state". This is a general tenn used to describe the molecule

as being excited, but not to define the rrodes where the energy is located. If the molecule

was completely isolated, the molecule would in theory remain in this "bath state" until it is

de-excited by spontaneous emission. However, in a gas, the rnolecule will eventually col-

lide with another molecule and several events rnay happen. The rnolecules may both rernain

in the states they were in prior to the collision. The energy may be corrpletely or partially

transferred from the vibrational states of one molecule to the vibrational states of the other,

leaving the net vibrational energy of the system the same it was as prior to the collision.

Finally, the energy may be cornpletely or partially transferred to the translational energy of

the molecules, thereby reducing the vibrational energy and increasing the temperature of

the system. It is this last possibility that is the subject of this project. The V-T relaxation

time is dependent on a number of factors, however they may be summed up by three: the

probability of collision, the probability of the energy being transfered frorn vibrational

energy to translational energy during the collision, and the amount of vibrational energy

involved. The probability of collision can be determined by statistical methods, but the
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probability of each collision leading to V-T relaxation is not as easily found. Hence, the

need for experiment.

4.1.1.2 V-T relaxation theory

V-T relaxation theory is primarily energy transfer physics. The following discus-

sion uses Rosencwaig's ! 19] treatment of energy transfer physics and the reader is refened

to his full treatment and the references therein for a more complete discussion.

There are two ways to consider the energy transfer physics; in both cases the con-

siderations are basically the same, as both consider the equilibrium between internal and

external degrees of freedom. One case is that the energy in the external degrees of freedom

may be increased (this is done in ultrasonics, shock tubes and sirnilar techniques) and the

transfer to the internal degrees of freedorn (vibrational and rotational, generally the equi-

librium between translational and rotational is very fast so the vibrational degrees of free-

dom dominate in this area) cause excitation. Alternatively, energy is placed in the internal

degrees offreedorn (rotational-vibrational-electronic) and the transfer ofenergy goes from

the internal degrees of freedom to the external. It is this latter case which is of interest in

this project. However, in both cases, the mechanisrn for hansfer is collision.

Assuming that the most important event is the single collision between fwo pafii-

cles, it follows that the deactivation rate is dependant on fwo factors: the probability of col-

lision and the probability of the collision resulting in energy transfer. Therefore, we can

define:

Equation 4-1.

"ij z eePri
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where, c¡ is the collisional deactivation rate, Z¡s is the collisional density (the number of

collisions between two species per unit volume per unit time) and p¡ is the probability that

a collision will lead to energy transfer between the rnolecules. There are a number of treat-

ments of Z¡¡9 depending on what assumptions are made. The most general will be sufficient

for the discussion presented herel120l:

Equation 4-2.

zA.- : "(H)lllrarrer
where o, the collisional cross-section which rnay be defined by:

Equation 4-3.

o : 7Td2

and

Equation 4-4.

The da and ds are the diameters of the molecules involved. Returning to equation 4-2,kis

the Boltzrrann constant, T is temperature, p is the reduced mass of the pafticles involved

in the collision, N6 is Avogadro's constant and the squared brackets are the molar concen-

trations of the particles. Note the concentrations may be considered analogous to pressure.

The probability of each collision resulting in the deactivation of the vibration is (p¡) a

somewhat more difficult problern. Horvever, Landau and Teller ll2llhave shown that:

Equation 4-5.

-a\/,¿,pij

ð,::(dA+dB)
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rrl is the vibrational angular frequency defined by r:r2nlt, where

vibration. If the collision time is defined as t. then l:uT. and u

between the rnolecules, defined as:

Equation 4-6. 
I

From equations 4-5 and 4-6 and assul¡ing that the processes involve strong short-range

potentials, it is found that probability of energy transfer per gas kinetic collision varies as:

Equation 4-7.

/\l
I p(t^E)' 

13

1CtrJ
pij

/nlkT\3
":I tt J

tu rs

is the

where AE is the energy transfened. Note that there is a strong relationship between the

amount of energy transferred and the probability of transfer. Therefore we can expect there

to be significantly larger relaxation times for oveftone vibrations, which are much higher

in energy than the fundamentals. It is also irnportant to note that equation 4-7 only shows

that the probability of transitions is proportional to the given parameters; if one wants to

know more specific information it is necessary to acquire more data, which is why experi-

mental procedures like those presented here are irnportant.

4.1.1.3 Why study V-T relaxation?

the period of the

relative velocity

Now that V-T relaxation has been described, it is appropriate to ask the question

"why study it?". In general the answer is fairly straight forward. The V-T relaxation tirne

is a measure of how long energy will remain in a molecule under a given set of circum-
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stances. The importance of this can be related to a host of gas phase applications. A number

of examples are given in the following paragraphs.

Gas phase laser systems are dependant on achieving a population inversion in the

gas molecules. The impoftance of V-T relaxation to gas phase lasers is therefore evident.

Because of this, a considerable number of papers have been published on the V-T relax-

ation in systems relevant to gas phase lasers. Taylor and Bitterman published a survey of

research on relaxation processes thøl are irnportant to CO2-N2 laser systems 11221. There

have also been a number of studies into the V-T relaxation of excited hydrogen fluoride

with various collision partnersfl23]1124), due to the interest in pulsed HF chemical lasers

ltzsl.

V-T relaxation processes are important to the chemical kinetics of gases phase radi-

ative processes, which are of interest in many fields including atrnospheric modeling, (see

for example the study by Y. Zenianari, B.A Tikhornirov, Yu. N. Ponomarev and D. Cour-

tois on the relaxation of selectively excited ozone and binary mixtures 1126D.

A potential for new applications also exists. These fall into the area of instrumenta-

tion. Photoacoustic depth profiling is a well known technique [27] based on phase shifts

in the photoacoustic signal frorn solid substrates. In essence, this is the same feature of the

photoacoustic signal that is used to determine the V-T relaxation tirne of gases using pho-

toacoustic spectroscopy. The source of the phase shift used in depth profrling is the distance

that the sound wave must travel through the material before it reaches the detector. This is

clearly different from what is seen in gas phase photoacoustic spectroscopy, however both

rely on a phase shift in an acoustic wave. The same technology that applies to depth profil-

ing can be applied to gas phase photoacoustic spectroscopy, with V-T relaxation tilne
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instead of depth associated with the phase data. This could be of significant benefit in the

spectroscopy of rnixtures of gases.

It has been shown that the V-T relaxation time of a gas is a characteristic of that gas.

For exarnple Cottrell et al. fo:und thal at a pressure of I atmosphere CO2 had a V-T relax-

ation tirne 5 times longer than that of methane [28]. If an instrunent could be built to take

advantage of the difference in relaxation rates of various gases, then the components of a

specfium related to different gases could be separated, allowing for much easier analysis,

and thus make previously irnpossible quantitative studies possible.

There are many issues that must be considered before such an instrument can be

designed. One very irnpoftant issue is that the presence of other gases will affect the relax-

ation rate of the initial gas. For example, work by Yardley et al. showed that the deactiva-

tion of the CH stretching modes of methane is affected by the presence of another gas. It

was found that pure methane had a relaxation time of 1.9 psec atm, while if a small amount

of ethane was added this decreased to 0.77 ¡tsec atm. In that paper, a number of different

measurelnents were made for the relaxation of methane mixed with different gases and at

different mole fractions. That the contaminating gas has alarge effect on the relaxation tirne

was evident 11291, however, this would not preclude the possibility of an inshument like

the one proposed here since as long as there is some difference in the relaxation times, they

can be used to resolve the peaks.

More research would be needed determine whether the difference in the relaxation

rates of several gases in a mixture would be sufficient to differentiate between the absorp-

tions of the gases. A literature search failed to reveal any research into this possibility. The

previously described idea for a technique assuûìes that the relaxation rate for an molecule
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would be the same for all of the vibrations. Considering that IVR is much faster than V-T

relaxation, this is not unreasonable; however the dependence of the relaxation time on the

amount of energy involved would suggest otherwise. Barocchi and Vallauri found that in

liquid carbon tetrachloride there are several different relaxation times associated with dif-

ferent modes of vibration U30]. Even though this rnay make using relaxation times to dif-

ferentiate between gases in a mixture rnore difficult, it does offer a new possibility. If there

is a significant difference between the relaxation of various modes, then the relaxation rnay

be used to further resolve the spectra, aiding significantly in the analysis.

In the previous paragraphs, the reasons for interest into V-T relaxation have been

discussed. Most of these issues will not be directly studied in this project, because it is a

feasibility study of a rnethod for studying V-T relaxations. It is the hope of the author that

this rnethod could one day be used to address the issues described above.
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4.L.2 Photoacoustic spectroscopy

Since the basis of the instrument described in this project is photoacoustic spectros-

copy, it is imporlant that photoacoustic spectroscopy be well described. The general for-

malism used by Rosencwaig will be used for this description I l9].

The absorption of a photon is the cause of excitation in photoacoustic spectroscopy.

Once the photon is absorbed, there are several methods by which the molecule can relax: it

rnay re-radiate a photon, soÍre photochemistry may take place, it may collide with another

particle and transfer the energy to that molecule's vibrational modes or it may collide with

another particle and the vibrational energy may be changed into translational energy. It is

the last possibility that leads to the photoacoustic signal. For the sake of sirnplicity, and

since IVR is faster than V-T relaxation, a two-level rnodel will be considered in which the

molecule is either in its ground state (E) or in an excited state (E¡). To include the tirne

dependence of the number of atoms in the excited state, all possible methods of transition

must be considered. The radiative transition rate (r¡) rnay be stated as:

Equation 4-8.

tij PuBij + Aij

where pu is the radiation density and B¡ and A¡ are the Einstein coefficients for stimulated

and spontaneous emission respectively. In this case Bot:Bto and 491:0 since E1>E9.

The tirne dependence of the number of molecules in the excited state (N1) is sirnply

the rate at which molecules are excited minus the rate at which they are deactivated:

Equation 4-9.

¿n{,

drt 
: (rol t.o1)No-(.to*clo)l'tl
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where c¡ is the collisionally induced non-radiative fransition rate. Substituting in equation

4-8, and taking advantage of the previously mentioned relations as well as assuming that

cg1 is essentially zero:

Equation 4-10.

dNI,

dr' 
: PuBlo(No -Nr) - (Aro + c,6)N1

The inverse of the rates 416 and c1g are the relaxation times from the excited states for radi-

ative (t )and collisional (t.) processes respectively. Therefore equation 4-10 may be writ-

ten:

Equation 4-11.

ún{,

i' : pvBlo(No -Nr) (å. å)",
It is a simple matter to get the same type of equation for Ng. The total relaxation time t is

simply xr+rc. Defining I as the intensity of the light, the following definitions can be used

to sirnplify things:

Equation 4-12.

Equation 4-13.

Using these equations and assuming a steady state, it can be shown that:

Equation 4-14.

Nl: -Ë\2BI+r I

IhvPu: 
c

B : B,r(T)

This equation defines the state that will occur when there is a constant radiation incident on

the sarnple. This system would not lead to an acoustic signal. The result of this would be
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that the molecules remained in the same ratio of excited and gtound state while energy was

constantly being transferred into the translational modes of the molecules, thereby contin-

ually heating the system.

Now that the rate equation of the system has been defined, it must be rnodified to

the experimental parameters of the photoacoustic system. The main issue here is that a

steady state will not lead to a sound wave and therefore there will be no acoustic signal.

There are many variations on photoacoustic spectrorneters, but they all have two things in

common: the incident radiation is rnodulated and the signal is measured by either a micro-

phone or a pressure transducer. It is this modulation of the incident radiation that causes the

sound wave to be produced. The intensity of the rnodulated radiation may be defined using

the following equation:

Equation 4-15.

I: I9(1+ðei(')t)

where 16 is the full intensity, o is the frequency of the modulation, 0<ô< I and t is time. If

this is substituted into equation 4-14, the kinetics for the excited energy state population

change becomes:

Equation 4-1.6.

Now that the kinetics for the excited state of the molecules population change have

been defined, this must be translated into the signal that is rreasured. The acoustic signal is

defined as the negative of the pressure inside the cell. Frorn the ideal gas law the pressure

for a gas inside a cell of constant volume is:
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Equation 4-17.

In order to know the temperature we must know the amount of kinetic energy (K). For the

two level approxirnation being used the total energy of the systern is

Equation 4-18.

U : NtEt +K

Thus the change in energy is simply the difference between the absorbed energy and the

energy that is reradiated:

Equation 4-19.

dU
I 

: (torNo-rtoN1)E1

The change in kinetic energy may be stated as

Equation 4-20.

P:NKT

From equations 4-17 through 4-20 the following equation for the time dependence of pres-

sure may be found.

Equation 4-21.

4:
dt

ttoNtEr

The modulation of the incident beam can be accounted for by substituting equation 4-16 for

Nt.

dp:
dt å*,.roNrEr)
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Equation 4-22.

Rosencwaig shows that by expanding in powers of ôeiot, retaining only the eiot term and

integrating this becornes I I 1 9] :

Equation 4-23.

4:
dt

k N2E1 BIo(1 + õeiot)

cv x" 28Io( 1 + ôei(Ùt) + r-l

kElN2
P: c"t

Since, in most cases, Ig is srnall and the optical purnping tenn 2BIg<<t-1, the photoacoustic

signal can be written:

Equation 4-24.

(2BIo + t

_')
2t" "BIoõ

-t)[{zeIo * t
1

n)

-1 . /. 21') +(Ð 
I

_l

If there is no significant radiative relaxation, then î=T.. It is the value of t" that the experi-

ment described here is designed to find. It should be evident in the photoacoustic signal as

a phase shift.

It is clear from the equation that there are a number of variables that niay affect the

signal other than t", and this does not include any of the instrumental parameters such as

the response time of the microphone, the delay due to electronics and the possible presence
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of resonances. All of these things add serious complications to the deterrnination of relax-

ation time via photoacoustic spectroscopy.

Previously electronic factors have been dealt with by using systems that are known

to relax very quickly, in order to zero the instrurnent. One example of this is in the work of

Vasconcllos et al. [131], who used the relaxation of a fundamental mode of NH3 to zero

their instrurnent because it has a relaxation time of less than 0.01 psec, which is too fast to

be deterrnined by typical photoacoustic instruments. This is of course an effective way of

zeroingan instrument, however it limits the design of the instrurnent. This also requires that

either a single cell must be filled with NH3 and then filled with the sample of interest, or

two cells must be used. Both of these options add error into the experiment. In this case, the

instrument in question has been designed to study oveftone vibrations, and therefore it is

unable to excite the fundamental rnodes of NH3.

4.1.2.1The use of photoacoustic spectroscopy to study V-T relaxation

The dependence of the photoacoustic signal on T. makes photoacoustic spectros-

copy a viable option for the study of V-T relaxation. The first proposal to use the phase shift

in the photoacoustic signal to determine V-T relaxation was made by Gorelik in 1946. The

first successful experiment was done by Slobodskayain 1948 [119]. The possibility of

detennining the V-T relaxation tirne by rnonitoring the DC pressure rise was also suggested

by Cottrell, however this will not be discussed here as Cottrell found that this method was

not possible 11321.

Since then, phase shift of a photoacoustic signal has been used to determine

relaxation tirne of a vibration. In 1957, Jacox and Bauer used this technique to study
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relaxation of carbon dioxide. They were unable to make any quantitative measurements of

the relaxation times but did observe the pressure dependence of the phase shift [133]. Cot-

treTl et al. 11281used a very simple apparatus to measure relaxation times; essentially the

apparatus was a typical photoacoustic spectrometer with a reference diode to determine the

zero point of the phase of the incident beam. The data were analyzed by fitting phase shifts

recorded at various pressures to the following equation:

Equation 4-25.

tanS : tI
p

where Q is the phase shift. In some of the prelirninary experiments, Cottrell et al. foundthat

there was a resonance for the cell that caused significant phase shifts which had no relation

to the relaxation process. Once these were eliminated, more reliable phase shifts were col-

lected. In all cases, a phase lead due to the heat of conduction had to be considered. This

phase lead was most prominent for the light molecules studied. To account for these,

ammonia was used as a reference, since its phase shift was expected to be very low and any

phase shift observed could be assumed to be due to the heat of conduction.

A more recent stucly using photoacoustic phase shifts takes the heat of relaxation

into account mathematically 1126| The observed phase shift is divided into two compo-

nents, one due to the V-T relaxation of the gases and the other due to the heat relaxation

time defined by:

Equation 4-26.

TTR:[ffi:),'
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where D is the gas density and Q is the thennal conductivity of the gas. To this, a relaxation

tirne due to the microphone (t1ç) is added. The heat relaxation time is then defined as:

Equatlon 4-27.

1_ 1*1
îT ltR xrc

Frorn this a correction to the phase shift (Q2) was calculated using:

Equation 4-28.

Q2 : arctan(rrlrfP)

The corrected phase shift is then fitted to a three level kinetic model, which will not be

described here.
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4.1.3 The use of a Heated Wire reference

The first use of an electrically heated wire in photoacoustic spectroscopy v/as

repofted by T.E. Gough et al. ll34l.In this experiment, the heated wire was used to cali-

brate the line intensities measured by the photoacoustic instrurnent. There was no intention

to measure the relaxation time. However, even though the purpose of the instrument

described here differs from that of the T. E. Gough experiment, the rnethodology is basi-

cally the same. The essential point of both is that a signal generated by a heated wire can

mimic a photoacoustic signal. Since the success of the experiment done by T.E Gough e/

a/. demonstrates the ability of the heated wire to mimic the photoacoustic signal, it is appro-

priate to discuss the results here in some detail. It must be noted that the experimental set

up in that work was markedly different frorn what will be presentecl here. The cell used by

T. E. Gough was not designed to take advantage of resonant enhancement of the signal.

Basically the cell was a tube with windows on the end for the laser light to pass through.

An 18 ¡rrn diameter tungsten wire was mounted within the cell, slightly off-axis. The rnicro-

phone was rnountecl on the cell wall in the rniddle of the cell. This difference in position of

the wire relative to the position of the laser led Í.o a 15.1o/o increase in efficiency in produc-

ing signal from the wire compared to the laser. It was shown that, for DC heating , the frac-

tional rise in pressure at the cell wall (and hence, at the rnicrophone) is essentially identical

for the heated wire and the laser. For a step rise in heating, it was found that the variation

in pressure at the walls of the cell could be f,itted to an exponential relaxation curve:

173



Equation 4-29.

where ü and B are scaling constants and K is the thermal conductivity of the gas. The tirne

constant for the pressure rise, which determines the frequency response of the systetr, was

found to be identical for the heated wire and the laser. However, the heated wire was 5olo

more efficient in its conversion of input energy to increase in pressure. The chopping fre-

quency dependence ofthe pressure changes was found using the Fourier transform ofequa-

tion 4-27:

Equation 4-30.

^P(t): +[,-.-'t*)

After making conections for the microphone response, this was found to agree well with

experimental results using the heated wire. They applied the use of the hot-wire to an over-

tone band of acetylene and found that 16.4 mW of electrical power to the wire were needed

to mimic the laser induced signal. Taking into account the higher efficiency of the wire in

producing signal, they found that this meant that 20.3 mW of laser radiation \À/as absorbed

by the sarnple. Since 13.9 watts of laser power were being used, the absorbance was found

to be l.47xl0-3. From this, the transition dipole moment of 2.58x10-4 D wus calculated

which conrpared well to the value of 2.47x10-4 D found in previous studies.

The work by T. E. Gough et al. has a highly relevant to the project presented here.

In fact it is the basis for the project: a signal produced by a heated wire may mimic a pho-
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toacoustic signal. This project, however, focuses on the difference befween the photoacous-

tic signal and the heated wire signal. In this project, the interest is in a single step of the

process of the acoustic signal production, that is the transfer of energy from the excited

media, either the heated wire or the excited molecules. Previous investigations using pho-

toacoustic spectroscopy in the study of V-T relaxation have had to consider factors that

could affect the phase of the acoustic wave after the relaxation (Section 4.1.2.1). Since it

has been shown that the heated wire signal is essentially the same as the laser induced signal

after the relaxation, it can provide a very useful reference. In order to use the wire as a reÊ

erence, certain assumptions about the transfer of heat must be made. Since the intensity of

the signal is not of concern, and anything that affects the signal after the energy transfer is

not a concern, then the only thing left is the relaxation time of the wire. This is the equiva-

lent of t in the laser induced experiment. Since in either case this will be dependant on the

collisional deactivation rate, it is appropriate to refer to Equation 4-l on page 159. Note

there are only two factors: one is the average number of collisions; since avery thin wire is

used it is assurned that the number of collisions will be the same or greater than it will be

for the excited gas rnolecules; the other factor, probability of energy transfer, requires more

consideration. First, it is assumed that the tirne between the electric pulse and the heating

of the wire is negligible. Therefore, the systern that must be considered is a heated wire sur-

rounded by gas. In this case, each collision only has to transfer the heat frorn the wire (trans-

lational energy) to the gas molecule. Here it is assumed that the probabilify ofthis occurring

is very high in comparison to the situation described in Section 4.1.1.2.If these assump-

tions are correct, then the relaxation of the wire will be much faster than that of an excited

molecule. Therefore, a signal created by atypical photoacoustic experiment will be equiv-
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alent to that of a wire with an electric current modulated at the same frequency, except that

the photoacoustic experiment will be out of phase with the signal frorn the wire by an

amount proporlional to the V-T relaxation tirne.
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4.1.4 Helmholtz resonators

The amplification of the signal in the instrument described here depends on the fact

that the cell is a Hehnholtz resonator. Although a Helmholtz resonator is a very efficient

amplifier, it may also cause a great deal of cornplication in the determination of the phase

shifts. This has been made clear by both Rosencwaig [119] and Cottrell [128]. One goal of

this project is to determine whether the use of the heated wire can elirninate this problem,

since the any shift due to resonance should be the same for both the laser induced signal

and the wire induced reference signal. However, a fairly in-depth discussion of Helmholtz

resonators is wamanted.

There have been a number of papers that have dealt with the theory of Hehnholtz

resonators. However, none of these have really given a complete characterization of how

the arnplification of the resonator is affected by the parameters of the experiment. To try to

get as complete as possible a view of Helmholtz resonators, several of these papers will be

discussed in detail. In general, a Helmholtz resonator is characterizedby a cavity with a

srnall open end. The sirnplest example is a bottle: think of blowing over the top of a bottle

to make a sound. Of course, the present experiment is more cornplicated, as it is a closed

system.

The sirnplest treatment of a Helmholtz cell was presented by Schattka et al.11351.

The cell used was fairly typical, consisting of a tube with windows on the ends mounted at

the Brewster angle. Near one of the ends was placed a short connecting tube leading to a

large cavity. The cavity was assuûìed to effectively create an open end, leading to the fol-

lowing equation for the resonance frequency [35]:
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Equation 4-31.

where V, is the velocity of sound through the gas, n is any odd number (typically l) and I

is the length of the cell. This equation for the resonance condition of the cell is accurate

only for the specific case of the cell that was used. A number of parameters that were not

considered are of great importance to the resonant frequency of these types of cells in gen-

eral cell. However, the paperby Schattka et al.ll35l does demonstrate the irnportance of

the position of the microphone when longitudinal resonances are used. It was shown that

the optirnurn placement of the microphone is at the opposite end of the cell from the con-

nection between the cavity and the cell. This is due to the fact tha|, at resonance, a standing

wave is established within the cell. It was also shown that the signal strength from a Helrr-

holtz cell increases linearly with pressure, up to the highest pressure tested (700 ton).

There are rìore general expressions for the resonant frequency of a Helmholtz res-

onator.The rnost widely used expression today is probably that proposed by Quimby et al.

[136].

V-n
(t): s

4T

Equation 4-32.

': [[.(#J']'.(#)'lå
The first term in this equation is the undarnped resonant frequency. This part depends on

the speed of sound through the sarnple (c), the cross-sectional area of the tube connecting
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the two comparhnents of the cell (A), the length of the connecting tube (1.) and the reduced

volume (V.) of the cell.

Figure 4-1. Sirnplified diagrarn of a Helmholtz cel|' V1 and V2 represent volumes which
can either be the channel through which the laser is passed or the cavity added to produce
the Helmholtz resonance.

The reduced volume may be defined referring to Figure 4-l as:

Equation 4-33.

v,: +i+#
Perhaps the most complete treatment of Helmholtz resonance was presented by

McClenny et al.17371, and is worlh in-depth discussion here.

The treatment of McClenny et al.1137) uses the equation for a harmonically driven

harmonic oscillator:

Equation 4-34.

where x is the product of the cross-sectional area of the connecting tube and the displace-

ment of the gas in the connecting tube, P is the arnplitude forcing term (which is the func-

tion that defines how the pressure is put into the systern) and Ro is the acoustic resistance.

The remaining parameters are defined in the following equations:
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Equation 4-35.

Equation 4-36.

Equation 4-37.

where a is the radius of the connecting tube and pr is the coefficient of shear viscosity.

The forcing function was defined as

Equation 4-38.

, 1.
Xu : 

[r+I 
r)rr*^

(
P(c") : Atr,z[ +c.t

where T., T. and t, are the collisional, radiative and thermal relaxation times respectively.

A is a constant detennined by the system parameters. Assuming typical values for the relax-

ation times and modulation frequencies this becomes:

Equation 4-39.

P(al) : A
ÚJ

It is irnportant to note here that, for typical parameters, the forcing function is essentially

independent of any of the relaxation tirnes. This is irnportant because it shows that, for lon-

gitudinal resonances, the resonant frequency is not dependent on the relaxation tirnes. This

fact sirnplifies the considerations in the project being done here. If there were a dependence

between the relaxation and the resonance frequency, then the signal included by the heated
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wire would have a different resonant frequency than the laser induced signal, which would

cause major cornplications in analysis. Solving for equations 4-34 and 4-38, McClenny el

al.1137) found:

Equation 4-40.

X:
Equation 4-41.

Equation 4-42.

Equation 4-43.

P sin ( rrrt - þ') / (aZ a)

,> ,>2
Zu: (nã+X")

Q': arc*lfr)

Equation 4-44.

lt I;; t
D _ 1.568p"p-l'al'

a

Assuming adiabatic compression, the periodic pressure variation (P¡) in the cavity was

found to be:

/ vPP^ \D -l ' u 
lsin(alt_0'_ru)rh - laZY\ a2)

111)) ) )
1.568p"0-1'ro" , 2p1'trl 0.159pc"

aa

Equation 4-45.

Resonance occurs when 1o:0.
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Thus, although the resonance frequency is dependent on a complex number of fac-

tors related to the design of the cell and nature of the gas, it is eventually independent of the

relaxation time.
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4.1.5 Philosophy and assumptions of this project

The purpose of this project wasto build an instrument to measure V-T relaxation

time of overtone vibrations. Since photoacoustic spectroscopy is a very useful rnethod of

accessing overlone vibrations and can be used for measuring V-T relaxation

(Section 4.1.2.7), it lends itself well to such a study. In this project, a new method of refer-

encing the phase shift indicative of the V-T relaxation is investigatecl. This method is

expected to be independent of many factors that affect the phase shift but unrelated to the

V-T relaxation, due to the factthat these factors have the same effect on the reference as

they do on the laser induced signal. This methocl involves using an electrically heated wire

to mimic the photoacoustic signal free of V-T relaxation (Section 4.1.3). The basic assump-

tion here is that the amount of time it takes for the electrical pulse to cause a pressure wave

in the cell is much smaller than the V-T relaxation time of the sarnple. This is a basic

assumption of the design of this instrument and must be tested. Secondly this instrurnent

uses aHehnholtz resonance cell in an attempt to take advanlage ofthe amplification offered

by such a cell. In previous experiments, Helmholtz resonance has caused serious problems

in measuring phase shifts, as the resonance may cause large phase shifts, fhat arc unrelated

to the V-T relaxation of the sarnple. However, the presence of the heated wire reference

should allow the effect of any of these types of phase shifts to be nullified. For this to work,

the Hehnholtz resonance created by the hot wire must be the same as that created by the

laser-driven signal.

183



4.2 Experimental

4.2.1 fnstrument design

The instrument designed for this project is based on a typical photoacoustic spec-

trometer. In order to get good signal intensity from overtone vibrations, the sample cell is

placed inside a dye laser cavity. A heated wire was incorporated into the cell to be used as

a reference. The measurement of interest is the phase shift between a signal induced by the

heated wire and that induced by the laser. Hence, the technique describe herein is terrned

Intra Cavity Laser- Photoacoustic Referenced Phase Shift or ICL-PARPS.

4.2.1.1 fnstrumental Overview.

A schematic of the ICL-PARPS system is shown in Figure 4-2. ACW

Ar Loser

Figure 4-2. Schematic of the ICL-PARPS system.

argon ion laser is used to purnp the dye laser. Modulation of the laser is achieved vla an

optical chopper placed between the Argon ion laser and the dye laser. The frequency of the

chopper is controlled by a coniputer running a custom design LabView program (described

later). The rnodulation frequency is chosen to coincide with the resonant frequency of the

cell under the conditions of the experiment being done. While in theory one could deter-
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mine the resonance frequency from the equations in Section 4.1.4, it is more straight for-

ward to obtain it experimentally by varying the frequency until the largest signal strength

is found. The frequency of the radiation is determined by the choice of dye and the birefrin-

gent filter. Each dye has a range in which it rnay lase. The birefringent filter, is used to tune

the dye laser to the desired frequency within the dye range. For this experiment, only one

frequency of radiation is used at a time. The frequency is chosen before the rest of the

experirnent is done. The cell is placed within the dye cavity so that the bearn travels through

the sarnple. A photo diode is placed in the path of the external beam. This is used as a trigger

for the collection of the signal. The photo diode signal is passed through a simple pream-

plifier before going to the computer, which controls the data collection. The cell has two

microphones, one is used to collect the reference signal and the other is used to collect the

laser induced signal. Both are passed through a low phase shift pre arnplifier.

4.2.1.2 Cell design

The most novel aspects of the ICL-PARPS system are apparent in the design of the

cell. This cell design is based on an earlier design made in collaboration with Dr. T. E.

Gough.

The syrnmetry of this cell is of primary importance. It consists of two tubes con-

nected via a thin tube. The cell is filled via a small opening at the center of the connecting

tube which leads to a valve. The position of this opening was chosen so as not to affect the

symmetry of the cell. The two main tubes are almost exactly the same; they have the same

diameter and length. Both tubes have both ends cut at the Brewster angle and both have

rnicrophones mounted at the opposite ends frorn the connecting tube. However, where one

side has fused silica windows capping the end, the other has plastic caps with small holes
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in the centers. Through these holes a 0.000008 inch diarneter wire is strung and the holes

are then fîlled with epoxy. For this cell, depending on which source of energy is being used,

one side of the cell will be where the signal is created and the other will act as the cavity.

For example if the hot-wire is being used to create the signal, the side with the windows

will act as the cavily, and vice versa. Since the cell is symmetric and the gas composition,

temperature and pressure will be the same on both sides, in theory the resonance of both

sides should be the sarne.

Figure 4-3.ICL-PARPS cell design

Connecting tube

Since any effects of the resonance on the phase of the signal should manifest themselves tn

the heated wire signal equally to that of the laser induced signal, the use of the heated wire

signal as a reference should account for any resonance effects. Therefore, with this type of

Window

ïo Volve
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a cell it is possible to take advantage of the arnplification of signal offered by resonance

while still obtaining an accurate phase shift reading.

4.2.2 Computer control and soffware

The success of this experiment depends upon the control and tirning of the data

acquisition. This is achieved using a computer equipped with a National Instruments PCI-

6052 analogto digital converter controlled by a custom rnade LabView (version 6.1) pro-

ram. Details of the wiring of the instrument and the software may be found in Appendices

2 and3, respectively.

,,r iAËffi-*'" t¡-n-a _.-lBffi¡]
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Collecl
Loser
lnduced
Signol

Figure 4-4. Flow chart of ICL-PARPS system.
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The description of the computer control of the ICL-PARPS system follows the flow

chart shown in Figure 4-4; within the description reference is made to the bold numbers

given to each step in the flow chart. In so far as possible, these steps are described in the

order they appear in the flow chart.

The first function of the software is to create a master pulse that will be used

throughout the experiment. (1 in Figure 4-4). The master pulse is a square wave of the

desired modulation frequency, which will be used to define the ouþut of the cornputer. At

this stage it ìs only one second in duration, and has a 50o/o duty cycle. Since this signal will

eventually be converted into a continuous ouþut, an algorithm had to be designed to ensure

that the signal would be unifonn. In order to accomplish this, the number of points per

second used to define the square wave must be a number exactly divisible by the frequency.

To accornplish this the number of points per second is defined as 8 times the frequency. At

this point (for convenience) the arnplitude of the wave is set to be frorn I to -l volts.

Two copies of the master pulse are then made. The first is used to make the heated

wire pulse. (2A inFigure 4-4). This pulse is the same as the Master pulse, except the arnpli-

tude is changed frorn 0 to the desired amplitude (any voltage between 0 and l0 volts). The

second copy is used to create the chopper control pulse (2'A in Figure 4-4). This pulse is

the same as the master pulse except its amplitude is from -5 to 5 volts. Both pulses are then

output continuously through the analog output channels of the PCI-6052 DAQ board. One

pulse is ouþut through the tungsten wire (28 in Figure 4-4);the other is output to the chop-

per control box (2'B in Figure 4-4) which controls the speed of rotation such that the signal

from its internal diode rnatches the chopper control pulse. Thus, the chopping frequency
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and the electrical pulses that go through the tungsten wire have the same frequency

phase. However, there are a couple of cornplicating factors involving the chopper.

Loser

Figure 4-5. Schematic drawing of how the internal diode and laser would have to be

positioned for perfect phase alignment to be possible. Both must be exactly at the center of
a opening in the chopper disk at the same time.

The fÌrst is that the signal of the intemal diode of the optical chopper is not necessarily in

phase with the resulting laser pulses that pass through the cell. This is because it is difficult

to ensure that the beam passes through the chopping disk at a point exactly across frorn the

point where the disk passes across the diode (see Figure 4-5). The phase alignment in this

manner is very diffìcult, though technically possible. (A sirnpler solution to this problem is

discussed later.) The second problem is that the speed of the chopper is being continually

changed to try to match the phase of the chopper control pulse; this leads to the result that

at any given tirne the phase rnay actually be slightly off the phase of the control pulse, in

one direction or the other. However, on average, the signal will be exactly in phase.

Once the optical chopper and the heated wire have the appropriate signals, data col-

lection may begin. Since it takes some time for the chopper to come up to speed and rnatch

that of the chopper control pulse, the heated wire reference signal is collected first. During
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this portion of the experiment the pump laser is blocked so that only signal due to the heated

wire is measured. In order to ensure reliable phase data the collection of data must start on

the rising edge of the pulse. To accornplish this, the heated wire voltage is fed through a

trigger channel of the PCI-6052 DAQ board, which monitors the heated wire pulse and trig-

gers collection on the rising edge (34 in Figure 4-4). Tbe collection parameters are very

important, the sarnpling rate and buffer size must be chosen carefully. Though the incoming

frequency is analog, it is converted to digital data by the DAQ board which samples the

analog signal at distinct intervals defined by the sarnpling frequency. The sampling fre-

quency must be greater than the Nyquist frequency, or twice the rnodulation frequency. For

this experiment, a sarnpling frequency much higher than the rnodulation frequency is

desired, as otherwise the phase infonnation will be lost. Generally, a sarnpling frequency

of 100 kHz is adequate, since in most of the experiments done for this project use modula-

tion frequencies below 1000 Hz, therefore each cycle has rrore then 100 points to define it.

This is enough to reliably get phase data. Higher frequencies are possible, but they use up

large amounts of the systern resources and may significantly slow down the experitnent.

The buffer size is also of importance. Since the signal will eventually be fitted to a sinuso-

idal function to determine the phase, alarger buffer is preferable, as this gives a larger sec-

tion of wave to fit. However, alarge buffer may also take up a lot of memory resources and

once the memory resources are depleted, the collection will necessarily be halted. Gener-

ally, a 3000 point buffer gives an adequate length of signal for a reliable fit and does not-

deplete the memory resources, as long as the modulation frequency is signifrcantly higher

than 3 Hz (which it always is in this experimental arrangement). The length of collection is

defined by the sarnpling frequency and the buffer size: for a sarnpling frequency of 100000
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Hz and a buffer size of 3000 points, the collection time would be 0.03 seconds (38 in

Figure 4-4).In order to get a good signal to noise ratio, it is beneficial to co-add a number

of scans. For this reason step 3 is repeated and the results from each repeat unit are added

together (3 in Figure4-4). Generally, a sum of 1000 scans has been found to be the best

compromise between signal to noise ratio and the time required to run the experiment. For

strong signals, this can be reduced to save time, while for weak signals, more scans can be

added to achieve better signal to noise ratio.

Once the signal from the heated reference wire is collected, the wire is disconnected

from the cell and the pump laser is unblocked. The data collection procedure for the laser

induced signal (4 in Figure 4-4) is virtrally the same as that for the heated reference wire,

except for the trigger (44 in Figure 4-4). The trigger used for the collection of the laser

induced signal comes frorn a photo diode placed at the output of the dye laser (see Figure 4-

2 onpage 184). This diode has a response time of 6 ns, much faster than the V-T relaxation.

This diode allows the collection to be triggered at the beginning of each laser pulse through

the cell. In this way, both the heated wire reference and the laser induced signal begin col-

lection at the rising edge of a pulse. Because of each collection is trigger on the rising edge,

it is not imporlant that the modulation of the laser and the wire be exactly in phase.

Once the signal from the reference wire and the laser induced signal are collected,

both are fitted to sinusoidal functions. This gives the phase, frequency and amplitude of

each signal. The results of the fitting are then compared, and the difference between the

phase of the reference wire and the laser induced signal is found (5 in Figure 4-4 on

page 187). Finally, using Equation 4-25 on page 771, The relaxation time is calculated.
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4.2.3 Samples and Laser Frequencies

Several different experiments were performed in order to test the ICL-PARPS sys-

tem. Data were collected for trirnethyl amine (Matheson of Canada Lirnited) and methane

(Matheson of Canada Lirnited). For gas mixture experiments, Argon (Praxair) was used.

Laser frequencies were chosen to fall on overlone absorption bands. For trirnethyl amine,

three frequencies were used, one at 14612 cm-1, which falls the 10,0>16> band; one at 15782

cm-1, which falls within the 16,0>10> band; and one at 16540 cm-1, which falls within the

10,0>17> band. The first two frequencies fall within the range of DCM dye, and the thrid

falls in the range of the rhodarnine 6G laser dye. Readings of several mixtures of trimethyl

amine and Argon were taken al 14612 cto-1. S"ueral readings were also taken at a number

of different pressures. For methane, the laser frequency was set to 16169 crn-1, which is in

the range of the rhodamine 6G laser dye. Again multiple readings were taken at a number

of pressures.
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4.3 Results

4.3.1 Tests of assumptions

Two major assumptions had to be tested: the assumption that the heat transfer of the

heated wire is much faster than the V-T relaxation tirne and the assumption that both sicles

of the cell (one containing a vrire, the other for the laser bearn) have the same resonance

including the same phase shift due to resonance.

4.3.1.1 Hot-wire heat transfer

With the equiprnent available, it wasnot possible to get a quantitative measutement

of the rate of heat transfer from the wire to the gas. However, it waspossible to detennine

a lower lirnit to the transfer rate. If the wire does not reach thermal equilibriurn with the gas

within half a cycle, then the wire will gain more heat before the original heat has been dis-

sipated. In this scenario, the wire will constantly be transferring energy to the gas, the gas

temperature will never decrease and no sound wave will be fonned. Instead the most likely

thing to happen is that the gas and the wire will simply continue to get hotter and hotter

untill the wire is vaporized. To describe this using an analogy, consider an hour glass with

an open top, such that more sand can be added at various intervals. The sand represents the

heat energy; the top compartment of the hourglass, the wire; and the bottom compartment,

the gas. The center constriction represents the rate at which the energy can be transfened.

Now assume that sand is dropped into the top cornpartment in discrete amounts and regular

intervals. If the constriction is wide enough so that all the sand in each discrete amount can

pass frorn the top to the bottom before the next portion of sand is dropped, the sand will fall

in pulses into the bottom level. This is analogous to the sound v/ave measured in the PAS
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experiment. If the constriction is so narrow that not all of the sand makes it to the bottom

compartment between the intervals, then the sand will build up in the top and the flow of

sand to the bottom will be a constant stream. If we consider an analogous situation in the

wire, the gases will get hotter and hotter with no oscillating pattern and therefore no signal

will be measured. Following this theory, in principle, it should be possible to increase the

the rnodulation frequency of the signal applied to the wire until no signal is observed from

the microphone. At the point where no signal is observed, the time required to transfer one

pulse of energy will be approximately half the wavelength of the modulation. The highest

modulation frequency that the ICL-PARPS system can achieve for the heated wire is 50

kHz. The signal recorded for a 50 kHz modulation frequency is shown in Figure 4-6. At

high frequencies, skin effects could cause the heat to be localized at the outer sutfaces of

the wire, however even at 50 kHz, for the thin wire that used here, skin effects are not an

issue.
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Figure 4-6. Signal recorded using heated wire at a modulation frequency of 50 khz. the
cell filled with 700 tor of trimethyl arnine. The obserued parameters are frequency 50

khz, arnplitude 52.129 and the phase was 62.607 degrees.

The scan rate used was 200 kHz, thus the waveform is very sharp. Though a scan

rate of 330 kHz is possible, the combination of scanning and outputting a pulse at such high

rates caused problems in the system. Howevel, since a signal is produced and the length of

a cycle is 2 x 10-5 seconds, the tirne required for the dissipation of heat from the wire to the

gas must be less than 1 x 10-5 seconds.

195



4.3.1.2 Equivalence of Resonance

Due to the syrnrnetry of the cell, the resonance frequency of both sides should be

the same. However, any difference between sides of the cell rnay cause measurable differ-

ences in the resonances. Fortunately this can easily be checked by replacing the windows

on the laser channel side with a second wire. The results of these tests are shown in Table 4-

1.

Table 4-1. Test of equivalence of resonances of the two sides of the cell

Side #1

Frequency

560.036

560.035:
s60.037

s60.036

Amplìtude Phase
:
l r.536 266.061

1 I .516 265.943

11.543 265.978

11.482 26s.689

From these results, it is evident that there is little difference between the two sides

of the cell. The phase difference between readings on each side is consistently around I

degree. Sorne difference is to be expected, since the reading depends on fitting the signal

to a function and noise will introduce some variability. However, it does seem that the

phase of the second side (the laser channel) is consistently higher. Also, this side seerns to

consistently have greater amplitude. This could indicate sorne minor instrumental non

equivalence, such as a slight difference in rnicrophone sensitivities. As shown later, this dif-

ference is not significant compared to the results in the V-T experiments.

4.3.1.3 The effect of voltage through the wire

Side #2

Frequency

560.036

s60.036:
s60.036

s60.036

Amplitude Phase

t1.192 266.829

11.935 266.650

t1.611 266.907

t1.'t43 266.819

Phase

difference:
0.768

0.107:
0.929

1.13

The next experiment is designed to test whether the voltage passed through the wrre

will have an effect on the phase shift observed. If the voltage of the wire has an effect on

the shift, then, for each experiment, the signal arnplitude between the wire and the laser

196



"¡/ould 
have to be rnatched. If the phase difference is constant then the highest voltage and

hence the highest signal can always be used. In this test the voltage sent through the wire

was varied while all the other parameters were kept constant. The results are shown in

Table 4-2.This test was done on a sarnple of 700.05 torr of trimethyl amine. Note that, for

clarity, the negatives of the observed phases are used; this is because the Labview software

repofts a phase lead as a positive and a phase shift as a negative, which is the opposite of

how I wish to consider thern.

Table 4-2.Effect of wire voltage

Heated Reference Wìre

Voltage Frequency
:
10.00 34s.02

1.00

0.1

0.5

34s.02

345.02

34s.02

From this data, it is evident that the arnplitude of the wire signal is not linear with

voltage. This is not surprising as the amount of energy in the wire is dependent on the

amperage and the resistance of the wire (not directly on voltage), and the resistance of the

wire is dependent on temperature. In the rest of the experiments, the maximum voltage will

always be used to ensure the maximum signal.

Amplitude Phase
:
59.31 24.63

40.99 22.94

21.36 19.79

11.10 20.',19

Laser induced

Frequency Amplitude Phase

34s.0s 14.14 -26.46

34s.02 18.24 -29.4s

345.02 19.34 -32.30

34s.02 18.86 -30.49

Some variation is observed in the phase of the wire signal, however, this seems to

be unrelated to the voltage. The phase of the reading at 0.7 volts is lower than at either 0.5

or 1.0 volts. It is important to note that the laser induced signal has a phase that varies in a

fitanner that mimics that of the heated wire signal; as a result, the phase difference retnains

relatively constant. Since the laser parameters are kept constant and the two signals are

essentially independent of each other, the variation of the laser induced signal is somewhat
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surprising. The only explanation is that some conditions which are common to both must

be changing. There are two possibilities evident. The first is that the cell has a slow leak

which causes the pressure to rise throughout the experiment. Since the 0.5 volt experiment

was done before the 0.7 volt experirnent, this is entirely consistent with the observations.

However, the fact that no leaks were found in the cell does not preclude this possibility as

a very slow leak would be very difficult to detect. Another possibility is that the average

temperature within the cell changes, which would also affect the pressure in the cell. Either

explanation is possible. Unfortunately there are not enough data to determine which expla-

nation is true. It is noted however that the changes are essentially equal for both the signal

induced by the heated wire and by the laser, which shows that the reference wire is acting

as intended, and accounting for changes in the cell conditions. Some concern does remain

because the laser induced signal readings are always taken after that of the reference wire

which rnay lead to an instrument-induced over estimation of the phase shift. Since this

would be dependent on the time between the readings, it is impossible to account for with

the current design. Returning to the reason these readings were taken, it is clear that the

phase of the heated wire signal is independent of voltage, therefore, constantly using the

highest possible voltage is an acceptable course of action.
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4.3.2 Experiments

Several experiments have been perfonned using this systern. As explained the

desired result is the phase difference between the sound waves induced by the laser and by

the heated wire. The raw data are in the form of two waves; since the actual waves are gen-

erally not instructive on their own, only one example is shown (see Figure 4-7). All of the

raw data take this fonn.

Figure 4-7. Signal for 700.5 tor of trirnethyl amine, modulation frequency 345.00 hz.The
white trace is the signal produced by the heated wire, and the red trace is the signal
produced by the laser

These waves are fitted to a sine wave from which the frequency, arnplitude and

phase are determined.

4.3.2.1 Trimethyl amine

The majority of the tests done \Mere on trimethyl amine. Trirnethyl amine was of

interest because of its two well separated CH stretching overtone vibrations. The first tran-

sition studied was the 10,0>16> band at 14612 
"m-1. 

M.rltiple readings were taken at a
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number of pressures. The results are shown in Table 4-3. For analysis the average of phase

Table 4-3.Data for the 10,0>16> band of trimethyl arnine

Pressure Heated Wire Laser induced Phase Relaxation
Itorr) difflerence time (10-a

Frequency Amplirude phase Frequency Amplitude Phase ij.rl ;;.t'(.--1) Lag (.*-l) Lug
(deg) (d.g)

201.50 346.98 18.s7 40.85 346.98 4.23 -27.89 -68.14 -3.22

201.50 346.98 17.s1 31.34 346.97 2.06 -40.10 -72.03 -3.86

241.00 355.02 2s.51 49.65 354.41 4.23 5.22 -44.44 -1.43

247.00 355.02 2s.21 40.85 355.22 5.33 -12.96 -53.81 -1.99

247.00 355.02 t9.42 11.00 355.01 s.44 -54.48 -6s.49 -3.20

333.30 346.98 26.35 43.13 346.99 s.41 -22.92 -66.05 -4.53

333.30 346.98 26.9s 33.85 346.99 4.12 -28.5s -62.40 -3.85

355.00 354.01 30.73 24.50 354.14 s.31 -4.63 -29.14 -1.17

355.00 354.01 29.60 17.41 3s4.t2 5.88 -25.s6 -42.96 -1,.96

355.00 353.01 26.50 1.11 353.24 3.05 -29.39 -36.50 -1.56

453.00 346.98 35.84 8.48 346.98 4.65 -47.08 -55.56 -3.99

453.00 346.98 3s.13 5.39 346.99 3.64 -52.30 -s7.69 -4.32

s77 .00 346.98 51.50 20.69 347 .02 9.60 -34.94 -55.63 -s.09

700.50 345.02 s9.31 24.63 34s.05 14.74 -26.46 -51.08 -s.21

readings at the same pressure will be used.

The last column of Table 4-3 lepresents an estimate of the relaxation tirne at 1 atmo-

sphere calculated using Equation4-25 on page 171; this is only an estimate more reliable

values are derived later. As shown later, these values do not reflect the actual relaxation

times; they were used only to follow the operation of the instrument so that rnajor instru-

mental failures could be detected. However, this set of data points is less precise than desir-

able with an average value of -3 . 25 xl .17 x I 0-4 sec. At this point the cause of the variation

in the results is unclear.
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Data were also collected for the 16,0>10> band of trimethyl amine found al 15782

.--1. 1S.. Table 4-4)

Table 4-4.Data for the 16,0>10> band of trirnethyl arnine.

Pressure Heated Wire Laser induced Phase Relaxatron

Itorr) difference time ( I 0-a
Frequency Amplitude phase Frequency Amplitude phase 

iJ.*i ,..i '

(..-1) Lag ("--l) Lag
(dee) (dee)

308.9 384.97 16.91 15.81 384.97 s2.1,9 -49.9s -65.76 -3.13

308.9 384.97 16.26 10.64 384.91 48.81 -s2.88 -63.53 -3.31

308.9 384.97 15.47 8.01 384.97 50.91 -56.51 -64.57 -3.s3

402.00 364.01 23.22 20.51 364.01 80.12 -42.66 -63.11 -4.s1

402.00 364.01 20.84 8.19 364.01 73.91 -52.83 -61.61 -4.28

402.00 364.01 19.16 2.37 364.01 69.91 -s8.41 -60.78 -4.13

501.50 341.97 27.40 14.09 348.00 116.38 -38.81 -52.90 -3.99

501.50 348.00 29.69 11.42 348.00 98.91 -42.01 -53.49 -4.08

501.50 348.00 29.1s 9.36 348.00 99.60 -45.4s -54.81 -4.28

602.00 340.00 34.03 28.98 339.99 96.30 -23.06 -52.04 -4.7s

602.00 340.00 33.75 25.47 340.00 97.44 -25.49 -50.96 -4.51

602.00 340.00 33.43 22.94 340.0 51.47 -28.41 -5r.44 -4.65

The results observed for the 16,0>10> band of trimethyl amine are lîore consistent

than those of the 10,0>16> band(-4.16t0.36 xl0-a sec) and is likely due to the increased

signal intensity achieved by the stronger absorption of that band.

Results were also collected for the 10,0>17> band of himethyl amine. Since this is at

the sixth overtone, this band is very weak. There is some concern therefore that the signal

collected may be due to noise rather than the actual band absorption. However, the signal

was strong enough that it seemed reasonable to assume that an absorption was present. The

results are shown in Table 4-5.
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Table 4-5.Dafa for the 10,0>17> band of trirnethyl arnine.

Pressure Heated Wire Laser induced Phase Relaxatlon
(torr) 

Frequency Ampritude phase Frequency Amplitude phase 
l;äitttt 

time (104

(.--l) lag (.*-l) lug
(dee) (dee)

104.30 360.06 8.49 37.20 359.60 1.28 -40.52 -77.72 -2.79

114.00 360.07 7.90 29.16 369.10 0.94 -45.60 -7s.36 -2.54

114.00 360.09 1.34 24.02 359.66 0.83 -52.71 -16.72 -2.81

2t2.70 352.08 14.65 60.01 352.01 2.31 5.05 -55.02 -1.81

212.70 352.10 14.53 47.s6 3s1.11 2.27 -11.86 -59.42 -2.14

212.70 3s2.11 14.25 41.88 3s1.11 2.30 -19.02 -60.90 -2.28

314.00 349.92 19.75 41.24 350.15 2.66 -15.16 -57.00 -2.89

314.00 349.91 19.54 32.62 350.00 3.2s -24.18 -56.80 -2.81

3 14.00 349.91 19.03 21.80 350.06 3.34 -31.29 -59.08 -3.14

314.00 343.99 25.01 33.23 344.16 8.69 -20.23 -53.46 -2.58

314.00 344.00 24.94 28.02 344.00 9.22 -24.89 -52.91 -2.53

314.00 343.98 24.36 24.02 344.06 8.s8 -28.36 -s2.31 -2.48

314.00 343.91 24.14 21.35 344.09 8.06 -30.76 -s2.13 -2.46

414.40 344.98 25.09 44.22 345.04 1.29 -8.56 -52.80 -3.31

404.40 343.71 26.02 41.21 344.04 9.62 -21.ss -62.76 -4.18

404.40 343.99 26.18 31.98 344.09 8.66 -2s.43 -51.4r -3.85

404.40 343.97 25.81 26.78 344.00 8.49 -31.16 -51.94 -3.93

404.40 343.97 25.26 22.82 344.00 8.47 -35.68 -58.50 -4.02

404.40 343.96 23.06 13.15 343.91 8.51 -46.11 -59.25 -4.14

508.60 343.96 29.94 38.83 344.02 11.14 -16.34 -55.11 -4.4s

508.60 343.96 30.89 33.92 343.96 10.48 -19.95 -53.87 -4.24

508.60 343.96 31.05 31.8s 343.96 8.65 -22.10 -53.95 -4.2s

605.40 342.98 37.90 36.34 342.99 9.20 -14.96 -51.30 -4.61

605.40 342.98 38.14 33.11 343.02 9.04 -17.29 -50.40 -4.47

60s.40 342.98 37.93 31.82 342.98 1.92 -20.34 -52.16 -4.76

4.3.2.2 Trimethyl amine- Argon mixtures

The presence of a buffer gas can have avery large effect on the V-T relaxation time;

however this effect would not be expected to be the same for wire as it would for the relax-

ation of excited molecules. In this section, readings taken for different mixtures of Argon
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gas and trirnethyl amine are reported. At 433 ton the estimated relaxation time values are

Table 4-6.Data for the I6,0>10> band of trimethyl arnine mixed with Argon in various
ratios.

Pressr.rre (torr) Heated Wire Laser induced Phase Relaxation

TMA Ar Frequency Amptitude Phase Frequency Amplitude Phase 9]1, 
time (104

¿.#tt (dee) i.;it ' ' (deg) (dec) sec)

596.00 111.00 403.03 27.03 71.17 403.04 12.81 5.22 -65.95 -8.23

s96.00 111.00 403.03 29.90 43.34 403.03 6.87 -26.2s -69.s9 -9.81

596.00 111.00 403.03 30.40 42.11 403.03 -24.75 -66.86 -66.86 -8.59

514.60 202.00 44s.00 24.39 67.06 445.00 8.1s -4.85 -1r.91 -10.2

514.60 202.00 44s.00 25.28 66.10 444.99 6.33 -4.06 -10.16 -9.53

514.60 202.00 44s.00 25.29 66.7s 445.00 6.29 -1.52 -68.27 -8.35

402.00 305.00 350.98 51.18 36.23 350.98 21.17 -16.14 -52.38 -5.47

402.00 305.00 350.98 53.08 34.11 350.98 26.22 -17.39 -s2.1,6 -5.43

402.00 305.00 3s0.98 53.79 34.40 350.91 22.01 -18.99 -s3.39 -5.68

506.00 259.00 342.00 67.14 2s.60 342.00 17.83 -21.92 -s3.s2 -6.33

506.00 2s9.00 342.00 68.21 24.18 342.00 18.82 -21.80 -52.s8 -6.12

506.00 259.00 342.00 68.52 24.88 342.00 18.09 -21.26 -s2.14 -6.03

433.00 318.80 342.98 66.27 26.01 342.99 13.93 -71.s0 -91.50 34.9

433.00 318.80 342.98 68.2s 24.72 342.98 6.39 -69.64 -94.36 60.3

433.00 318.80 342.98 71.81 21.44 342.98 16.36 -72.00 -99.44 27.6

306.40 424.20 349.99 58.17 25.28 349.99 10.13 -35.51 -60.79 -7.82

306.40 424.20 349.99 59.26 24.39 350.00 12.43 -31.98 -56.38 -6.51

306.40 424.20 349.99 s8.26 23.56 349.99 9.42 -33.84 -57.40 -6.84

202.10 519.20 367.00 43.91 36.19 361.01 1.91 -31.27 -67.4s -9.91

202.10 519.20 361.00 44.09 35.11 367.00 11.29 -26.21 -6r.39 -1.54

202.\0 519.20 367.00 44.10 34.32 361.01 8.96 -29.92 -64.24 -8.53

large and positive, compared to the rest which are negative. These numbers are not incon-

sistent with the rest, they appear that way because this way of treating the data is incorrect,

as will be shown later.
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4.3.2.3 Methane

Since methane is a very simple molecule that has been extensively studied, a set of

readings were taken for various pressures atthe 16169 crn-l band of methane. The 16169

cm-1 band was the only prorninent rnethane band that fell in a region accessible with the

available laser dyes and optics.

Table 4-T.Datafor the 16169 crn-l band of methane

Pressure Heated Wire Laser induced Phase Relaxation
Itorr)

Frequency Amplitude phase Frequency Amplitude Phase diffe¡ence time (104

(.*lt) (deg) (.-i') (deg) (qeg) sec)

698.50 674.94 9.92 84.83 675.08 2.81 3.39 -81.4s -14.4

698.50 674.93 10.00 85.13 675.09 4.34 6.61 -78.41 -10.6

698.50 674.93 9.98 85.20 614.66 2.76 1.57 -83.63 -19.4

698.50 674.93 9.94 85.55 67s.04 1.85 0.93 -84.62 -23.0

698.50 674.94 9.96 86.00 674.76 2.16 1.41 -84.s2 -22.6

698.50 674.94 9.93 86.37 673.60 1.65 -8.19 -94.s6 -27.2

598.50 690.03 9.35 69.21 689.93 4.02 -12.91 -82.18 -15.5

s98.50 690.03 9.20 80.76 689.61 s.66 1.49 -19.27 -r1.2

598.50 690.01 9.22 80.69 689.73 6.70 2.74 -77.95 -9.94

502.50 672.94 9.75 72.75 672.93 3.63 -5.19 -77.95 -7.32

s02.s0 672.95 9.81 73.24 612.89 s.76 -3.34 -16.58 -6.55

502.50 672.94 9.74 73.49 612.90 3.89 -4.13 -17.62 -1.12

392.60 615.01 11.00 12.02 614.94 3.96 -6.40 -18.43 -6.53

392.80 61s.02 10.06 ss.94 614.86 3.60 -29.31 -85.31 -16.3

392.80 61s.01 10.26 s6.14 615.03 3.4s -28.78 -84.92 -15.1

392.80 615.01 10.26 56.31 614.98 3.s9 -28.19 -84.s0 -13.9

298.00 603.00 9.6s 92.92 602.82 3.27 9.85 -83.07 -8.52

298.00 602.99 9.85 92.34 602.96 2.6s 9.19 -83.14 -8.61

298.00 603.00 10.12 91.s9 602.95 2.21 8.63 -82.96 -8.38
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4.4 Discussion

In the results section, the estimated relaxation times at one atmosphere are almost

allnegative. Even though these are just estimates, the negative values are physically impos-

sible. From these results, it must be concluded that the equation used to get these estimates

fi'orn the phase difference:

Equation 4-46.

" 
_ tan(0)

2na
was incorrect. There are three other theories that can be applied to the data, to try to provide

a better explanation of the results. These are presented in the following subsections; in each,

averages of the phases for repeated trials of the saffìe pressure will be analyzed using a dif-

ferent theory. The results are analyzed to determine which theory is the most consistent

with the expected trends. In each of the following subsections, values for relaxation time at

each pressure based on the theory being tested are plotted against inverse pressure. These

values are refered to as the nominal relaxation time (tn). Linear regression analysis is used

to detennine the relaxtion time at one atmosphere for each case, however, since it is not

known which theory is correct, these are called apparent relaxation tirnes (t).

4.4.1Case 1: Heat transfer of the wire slower than V-T relaxation

The first method of analysis considers the heat transfer from the wire being slower

than the V-T relaxation time. For this rnethod to be reasonable, the statements of

Section 4.3.1.1mustbediscounted.Thisisnotunreasonable,iftheassumptionismadethat

with each pulse the temperature of the wire rises and along with it the rate of energy transfer

to the gas. ln this scenario, the pressure in the cell would oscillate as would the temperature
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of the wire. However, the aveÍage temperature of the wire would steadily increase eventu-

ally resulting in the wire vaporizing. However, if the terrperature increments involved are

low enough then the time before the wire actually burns may be much longer than the tirne

needed for the experiment.

Since the rnodulation frequency changes with changing pressure, a plot of the phase

lag against the inverse of pressure is not useful for linear regression. Instead the norninal

relaxation time (tn) defined by:

Equation 4-47.

plotted against the inverse of the pressure in atmospheres and using these plots in the linear

regression analysis, the slope gives time difference between the heated wire and the laser

induced signal at one atmosphere. If the theories behind this method of analysis are correct

then this value would be t.. However, without furlher analysis it is not clear which of the

theories used to analyze the data is correct, hence, it would be inappropriate to refer to any

of thern as relaxation times.

_ tan(Q)
n 2na

The plot of the nominal relaxation time against the inverse pressure in atmospheres

for the 10,0>16> (14612 cm-1) rnode of trirnethyl amine is shown in Figure 4-8.
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Figure 4-8. Plot of the nominal relaxation time against the inverse of pressure (atm) for
the 10,0>16> (14612 cm-1) mode of trirnethyl arnine, assuming that the unmodified phase

lags are correct. The dotted lines represent the 95o/o conftdence interval.

The nominal relaxation time decreases with decreasing pressure, becoming more

negative. This result would be expected if the heated wire energy transfer was slower than

the V-T relaxation. In this situation, both the V-T relaxation tirneand the relaxation time

associated with the wire would be a function of pressure, but the wire would be more sen-

sitive to pressure decreases. The same trend is also found for the 16,0>10> (15782 crn-1) and

10,0>17> (16540 crn-l) modes of trimethyl amine as well as the 16169 cm-1 band of meth-

ane, shown in figures 4-9 through 4- I 1.
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1/Pressure (ATM)
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Figure 4-9. Plot of the nominal relaxation time against the inverse of pressure (atm) for
the 16,0>10> (15752 crn-1) mode of trirnethyl arnine, assuming that the unmodified phase

lags are correct. The dotted lines represent the 95o/o conftdence interval.
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Figure 4-10. Plot of the nominal relaxation time against the inverse of pressure (atm) for
the 10,0>17> (16540 crn-1) rnode of trimethyl arnine, assuming that the unrnodified phase

lags are correct. The dotted lines represent the 95o/o conftdence interval.
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Figure 4-11.. Plot of the nominal relaxation tirne against the inverse of pressure (atm) for
the 16169 cm-l mode of methane, assuming that the unmodified phase lags are correct.
The dotted lines represent the 95Yo confidence interval.

The results of the linear regression analysis for all of the molecules tested are shown in

Table 4-8.

Table 4-8. Results of linear regression assuming that the heated wire relaxation time is
longer than the V-T relaxation time.

12
1/Pressure (atm)

Molecule Mode

TrimethylAmine 10,0>16>

TrimethylAmine 16,0>10>

TrimethylAmine 10,0>17>

Methane

For the most part the results are consistent with the heat transfer tirne being longer

the V-T relaxation time. Since the heat transfer time is independent of the wavelength of

light used for the laser signal, any differences between the apparent relaxation times for diÊ

ferent modes must be due to changes in the V-T relaxation tirne. In this case because, the

apparent relaxation time for the 10,0>16> (14612 cto-1¡ of tti*ethyl amine is much shorter

than for 16,0>10> (15782.--t), the actual relaxation tirne for the 16,0>10> mode would

209

Frequency of Band (cm-1)

t4612

ts782

1 6s40

t6169

t- time at one atmosphere (sec)

-0.0002 r 0.0001

-0.00009 + 0.00002

-0.00023 + 0.00003

-0.0008 + 0.0004



therefore be longer than the actual relaxation time than the 10,0>16>, because in this case

the relaxation of the heated wire is assumed to be longer. The 16,0>10> mode having a

longer relaxation tirne then the 10,0>16> mode is consistent with what is expected since,

frorn Section 4.1.1.2, the probability of relaxation and thus V-T relaxation tirne is expected

to increase roughly exponentially with the increase of energy in the vibrational modes of

the molecule. On the other hand, the apparent relaxation tirne of the 10,0>17> (16540 cm-1)

mode of trimethyl arnine is shorter than the 10,0>16> (146l2crn-1) mocle. These results indi-

cate a shorter V-T relaxation time, which is the opposite of what would be expected, based

on the relationship between the arnount of energy in the molecule and the probability of

relaxation. However, since the experimental eror is larger than the difference in relaxation

times, the shorter relaxation time for the 10,0>17> mode does not eliminate this as an ade-

quate way to interpret the data.

Lastly, it is irnportant to note that the heat transfer from the wire would have to take

times in excess of the absolute value of the apparent relaxation times if this interpretation

is true. That being the case, the relaxation times would exceed the length of a cycle at 50

kHz (for which signal has been obserued, see Section 4.3.1.1) by more than ten tirnes. In

other words, ten cycles would pass before the first energy from the first cycle had com-

pletely relaxed.

Though there are a number of places in which this interpretation does not fit with

the expected results, none of these is clear enough to eliminate this interpretation as a pos-

sibility. If this interpretation of the data is correct then this insfiument cannot be considered

a viable technique for the study of relaxation times.
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4.4.2 Case 2: Y-T relaxation causes more than a 180 degree phase lag

Another interpretation of the results is that the phase lag from V-T relaxation and

other factors that can cause phase lag is in excess of 180 degrees. Since anything more than

a 180 degree phase lag will be read as a phase lead, this could explain the observation of

phase leads for the laser induced signal. Taken this way, the phase lag clue to the V-T relax-

ation (Q) would be calculated using the following equation:

Equation 4-48.

where LP is the observed phase lead of the laser induced signal and HP is the phase lag of

the heated wire induced signal. The result of applying this interpretation to the data leads

to phase lags of over 270 degrees. Equation 4-47 onpage 206 would lead to negative times.

Therefore, that equation cannot be used. Instead nominal relaxation times can be calculated

assuming that the phase shift has a linear relationship to time, or that each degree of phase

lag equals a discrete amount of tirne. In the paper by Cottrell et al. 11281, the graphs of

relaxation time versus pressure are curved at lower pressures and become close to linear at

pressures over 30 cm Hg. Therefore at low pressures the assumption of a linear relationship

between phase shift and time would lead to large errors, but at pressures over 30 crn Hg, it

seems that an inverse relationship would be a reasonable approximation. The plots used for

the linear regression, and based on the assumption that case 2 is correct, are shown in fÏg-

ures 4-12 through 4-1 5.

Q : 360'- LP - HP
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The apparent lag tirnes at one atmosphere determined frorn linear regression analy-

sis are shown in Table 4-9.

Table 4-9. Results of linear regression assuming that the V-T relaxation time causes a

phase shift in excess of 180 degrees.

Molecule Mode
:
TrimethylAmine 10,0>16>

TrimethylAmine 16,0>10>

TrimethylAmine 10,0>17>

Methane

Frequency of Band (cm-1)

14612

15782

I 6540

16t69

o
tr
F
q
.9
G^xofttoÃ,Ø

6
.E

oz

0.00275

0.00250

ta at one atmosphere (sec)

-0.00005 + 0.00003

-0.00025 + 0.000004

-0.000055 + 0.000004

0.00011r 0.00002

o.oo225

Figure 4-l2.Plot of the nominal relaxation tirne against the inverse of pressure (atm) for
the 10,0>16> (14612crn-1) rnode of trimethyl amine, assuming that the V-T relaxation time
leads to aphase lag ofover 180 degrees. The dotted lines represent the 95%o confidence
interwal.
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Figure 4-13. Plot of the nominal relaxation time against the inverse of pressure (atrn) for
the 16,0>10> (15782 cm-1) rnode of trirnethyl amine, assuming that the V-T relaxation tirne
leads to a phase lag of over 180 degrees. The dotted lines represent the 950% confidence
interval.

Even though the nominal relaxation times shown in the plots are all positive, the

relaxation time increases with increasing pressure for all of the plots save methane. This is

evident frorn the negative results for the apparent relaxation time at one atmosphere

returned by the linear regression. Since this is impossible, V-T relaxation cannot be causing

a 180 degree phase lag.
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Figure 4-14. Plot of the nominal relaxation tirne against the inverse of pressure (atrn) for
the 10,0>17> (16540 cm-l) mode of trirnethyl arnine, assuming that the V-T relaxation time
leads to aphase lag ofover 180 degrees. The dotted lines represent the 95olo confidence
interval.
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Figure 4-15. Plot of the nominal relaxation time against the inverse of pressure (atm) for
the 16169 cm-1 mode of methane, assuming that the V-T relaxation time leads to a phase

lag of over 180 degrees. The dotted lines represent the 95o/o conftdence interyal.
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4.4.3 Case 3: Resonance causes the inversion of phase shifts.

To the best of the author's knowledge, no work has previously been done on the

effect that phase shifts due to V-T relaxation would have on the resonance, or vice versa.

Phase shifts due to resonance were noticed by Cottrell et al. ll28) however the resonance

',¡/as removed and the effects were neveÍ studied. The papers by Schattka et al. ll35l and

by Quirnby et al. [136] did not address phase shifts at all. In the paper by McClenny et al.

ll3Tl,phase shifts are considered briefly, but it is assumed that any effect of the V-T relax-

ation is negligible. This paper does offer some hint as to what effect rnight be observed due

to a long V-T relaxation time. First note that the V-T relaxation time does not delay the for-

mation of the acoustic v/ave. As soon as there are molecules in the excited state there will

be some signal. The phase shift observed is due to the factthat some molecules still have

to relax after the laser is off. Essentially the wave length is being increased by an amount

proportional to the V-T relaxation time. The increase in wavelength can be considered

equivalent to a small change in the frequency compared to the modulation frequency. A

more extreme version of the change in frequency is demonstrated in the paper by McClenny

et al. ll37l where they plot the phase lead observed as the modulation frequency is varied

about the resonance frequency. As the modulation frequency moves below the resonance

frequency (longer wavelength), less phase lead is observed, so it can be said that the longer

rnodulation wavelength causes a phase lag. If the modulation frequency is higher than the

resonance frequency the opposite is observed.

We can apply this observation to the phase shift observed in these experiments. To

begin and for the sake of sirnplicity assurne that the heated wire signal is exactly at the res-

onant frequency and that some tirne is needed to transfer the heat frorn the wire to the gas.
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In this discussion, the side of the cell with the wire will be refened to as cavity I and the

side without the wire will be refened to as cavity 2. When the pulse begins in the wire, a

pressure wave builds in cavity 2. Af|er the wire has stopped being heated, the pressure wave

lroves into cavity two. Since it only takes half the period of the resonant frequency for this

pressure wave to pass from cavity I to cavity 2, when the next heat pulse stafts in the wire

the pressure wave is completely in cavity 2 and has been reflected so that it is now re-enter-

ing cavity 1, constructively interfering with the new pressure wave being formed. This

gives the resonant enhancement. Now consider replacing the wire in cavity I with a laser

rnodulated at the same frequency but with V-T relaxation time involved. In this scenario,

we will have to consider that the miclophone is at the end of cavity I opposite the channel

which connects it to cavity 2.The pressure wave still moves through the cell at the same

rate. This is a function of the cell design. But now when the first half of the period has

passed, kinetic energy is still being added in cavity I even as the pressure wave is rnoving

out of cavity l. So when the wave is reflected its leading edge is already in cavity l. Hence,

this leading edge will reach the microphone before the next pulse begins. Since the begin-

ning of the pulse is also the trigger for the data acquisition, a phase lead is observed as the

pressure at the microphone starts to rise before be pulse begins. Therefore, on the basis of

these arguments, the results of V-T relaxation tirne will be phase leads rather than phase

lags. For sake of sirnplicity, in cornparing these results with work done by non resonant

techniques, it is convenient to say that phase lags and phase leads are interchanged by the

resonance. Plots of the nominal relaxation time versus the inverse pressure, based on the

assumption that the observed phase leads can be taken as phase lags and vice versa are

shown in figures 4-16 through 4-20.
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Figure 4-16. Plot of the nominal relaxation tirne against the inverse of pressure (atm) for
the 10,0>16> (14612 cm-l) mode of trimethyl arnine, assuming that the sign of the obserued
phase shift may be inverted. The dotted lines represent the 95o/o conftdence interual.

The apparent relaxation times at I atmosphere (in this case t.) found fror¡ the linear

regression analysis are shown in Table 4-10.

Table 4-10. Results of linear regression assuming that the signs of the observed phase

shifts may be reversed.

0.000

I

123
1/Pressure (atm)

Molecule Mode
:
TrimethylAmine 10,Þ16>

Trimethyl Amine 16,0>10>

Trimethyl Amine 10,0>17>

Methane

Frequency of Band (cm
:
14612

15182

I 6540

16t69

ta at one atmosphere (sec)

0.0002 f 0.0001

0.00009 * 0.00002

0.00023 r 0.00003

0.0009 + 0.0004
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Figure 4-l'7.Plol of the nominal relaxation time against the inverse of pressure (atrn) for
the 16,0>10> (15752cm-1) mode of trirnethyl arnine, assuming that the sign of the observed
phase shift may be inverted. The dotted lines represent the 95Yo conftdence interval.
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Figure 4-18. Plot of the nominal relaxation tirne against the inverse of pressure (atm) for
the 10,0>17> (16540 cm-i) rnode of trirnethyl arrine, assuming that the sign of the observed
phase shift may be inverted. The dotted lines represent the 95% confidence interual.

The results based on this assumption are very good. A1l of the values for the V-T

relaxation time at one atmosphere are positive, as expected. The results show a relaxation

time at I atmosphere of 0.00009 + 0.00002 sec for the 16,0>10> rnode of trirnethyl amine.
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It is interesting to note that the 16,0>10> band appears to have a shorter relaxation time than

the 10,0>16> suggesting that there are different pathways for the relaxations of these two

modes. Furthermore this difference in the relaxation time cannot be attributed to the differ-

ence in energy between the fwo bands, as the 16,0>10> is at higher energy than the 10,0>16>

band, and therefore would be expected to have a longer relaxation time. From the data

available, the exact cause of the decrease in the relaxation tirne between 10,0>16> and

16,0>10> cannot be deterrnined. One could perhaps speculate that the IVR for these two

modes leads to the energy ending up in different lower energy states which, in turn, would

have different parameters affecting V-T relaxation. For exarnple, it is possible that the

10,0>16> mode relaxes by IVR into a group of levels with different characteristics.
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Figure 4-19. Plot of the nominal relaxation tirne against the inverse of pressure (atm) for
the 16169 cln-1 rnode of methane, assuming that the V-T relaxation time leads to a phase

lag of over 180 degrees. The dotted lines represent the 95%o confidence interval.

There is no difference within experimental error between the apparent relaxation

time (t) for the 10,0>17> mocle of trirnethyl amine and the 10,0>16> mode. However, the

values ThaT are observed without allowing for error are 0.002062 sec 10,0>16> and0.002346
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sec for 10,0>17>, which reflects the expected relationship because the relaxation tirne will

increase as the amount of energy in the rnolecules vibrational modes increase. Also, since

this is simply a higher overtone of the same vibration none of the possible differences

described for the 16,0>10> rnode of trirnethyl arnine would be expected to apply. Also, note

that as expected the 16,0>10> mode does relax faster then the 10,0>17> mode.

The 16169 cm-l mode of methane has a V-T relaxation tirne of 0.0009 sec at one

atmosphere. This number can be compared to the V-T relaxations times of fundamental

modes of methane. There have been alarge number of studies on these, the values found

range between 1.55-2.0 psec atm. A list of these can be found in a paper by Avrarnides and

Hunter !39]. The rnode studied here has roughly 5 times the energy of the fundarnental

modes. The value for t. found for the l6169 cm-1 mode of methane, was approximately 450

times that of the fundamentals, demonstrating clearly the exponential type of relationship

between the energy in the vibrational modes and tr.
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4.4.4 Trimethyl amine - Argon Mixture

Since adding argon to methane has previously caused the relaxation time to increase

[138], the effect of adding argon to trirnethyl amine in different proportions was investi-

gated. In this experiment, the overall pressure was kept relatively constant (between 700

and760 torr), so the plots shown are of the V-T relaxation time at one atmosphere vs. the

proportion of trirnethyl amine. The results found for cases 1-3 were -0.0003 t 0.005 sec, -

0.0006 + 0.0005 sec and 0.0003 + 0.005 sec respectively.
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Figure 4-20.Plotof the effect of proporlion of trimethyl arnine in a argon-trirnethyl alnlne
rnixture, for the 10.0>16> mode of trimethyl amine.

It rnay be that within the observed range the proportion of trirnethyl amine com-

pared to argon makes little difference (there is no change within experimental eror) and it

is in fact just the presence of argon that causes the increase in the V-T relaxation. Though

there is a fair amount of variability if the data are interpreted under the assumptions of case

3, the V-T relaxation times were generally about 0.001 sec, significantly slower than that

observed for the same mode without the addition of argon. The relaxation time for funda-

mental vibrations of methane rnixed with argon was found to be 1.5 tirnes longer than that
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for pure methane. For the f,rfth overlone the relaxation time was found to be 5 times longer.

It is unclear whether this is a function of the nature of the molecules involved or to the

amount of energy involved.
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4.5 Conclusions and Future work

In this project, the goal was to develop an insfiument fol measuring V-T relaxation

times, while taking advantage of resonance signal enhancements. The results found could

be interpreted in several different ways. Though the possibility that the heat transfer from

the heated wire was slower than the V-T relaxation time could not be eliminated, that inter-

pretation does not fit with all of the data. The assurnption that the resonance causes an

inversion of phase shifts fits very well with the data. It would be beneficial to investigate

the effect of resonance on the phase of the signal in more depth. There are a number of

experiments that could be done that would allow this. The most irnportant task would be to

repeat the same experiments in the absence of resonance and compare the results. To

accomplish this, the connecting í.rb" b"r'r".n the two sides of the cell would have to be

blocked; the addition of a couple of valves would accornplish this. However, without reso-

nance to arnplifiT it, the signal will be very weak, and a lock-in arrplifier would be needed

to get usable data. The shape and phase of the pulses through the heated wire could also be

rnodified in a controlled fashion so that the effects of all these changes on the resonant

signal could be studied.

The error in all of the results is often 50o/o or greater; rnodifications to the systern

will be needed to reduce this. The most likely sources of enor are pressure and temperature

changes that occur between the tiure of collecting the heated wire reference signal and the

laser induced signal. Therefore, it would be beneficial if the system could be rnodified so

that both of these signals were collected at the same time. The easiest way this can be

accomplished would be to set the systern up so that the signals cancel each other. This is an

idea originally conceived by Dr. T. E. Gough for his experiments. It would require that the
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heated wire signal be shifted to match the laser incluced signal. To accomplish this, a dif-

ferent set of trigger and control electronics would be needed. First, a chopper that could

lock to the reference signal would be needed. The current chopper does do this but its ddft

is too high for this type of experiment. Secondly, the ability to shift the phase of the refer-

ence wire would be required. Though this is not a difficult thing to add, if it is done then

the reference wire pulse can no longer be used as a trigger; either the master tirning signal

or the signal from the photo diode would have to be used as the trigger. Third, the heated

wire signal arnplitude would have to be matched to the laser signal arnplitude as in the paper

by T. E. Gough et al.1134]. Alternatively temperature and pressure sensors could be added

to the cell so that the average temperature and pressure could be monitored throughout the

experiment.

Once these concerns are dealt with, a great rnany interesting lines of study could be

undertaken with this instrument. A greater variety of buffer gases could be tested to deter-

rnine what effect the nature of the buffer gas has. It would also be useful to study a wider

range of oveftones to get a better understanding of the effect of the amount of energy in the

vibrational modes has on the V-T relaxation tirne. A large range of molecules could be stud-

ied, and relationships between the various possible differences in the rnolecules and the V-

T relaxation tirne could be found.

In Section 4.1.1.3 the idea of developing an instrument that could further resolve

bands based on their V-T relaxation time was introduced. Several experiments to further

this goal can now be suggested. To test the possibility of differentiating between overlap-

ping bands for different molecules in a mixture, the next step would be to try different rnix-

tures of gases where each gas had a band within the same energy range. At first, it would
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be easiest to start with bands that are well separated and then go to bands that overlap. The

slight difference between the V-T relaxation tirnes of the 16,0>10> and 10,0>16> modes of

trirnethyl amine supports the possible use of this type of systern to further resolve overtone

spectra. However, before the development of such a technique could be undertaken, signif-

icantly more data on the differences between the V-T relaxation times of different overtone

modes of a molecule would have to be acquired.

As a final note, though the possibility that the heat transfer time of the wire is longer

than expected cannot be eliminated entirely, it appears frorn the data shown that this is not

the case. It also appears that, due to the resonance, the signs of the phase shiÍts observed

must the inverted. Based on this, V-T relaxation tirnes for the 10,0>16>, 16,0>10> and

10,0>17> modes of trimethyl amine and the 16169 cm-1 band of methane are reported. These

values should be considered tentative as there are several issues that still have to be tested.
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5 summ ary

This thesis has investigated a number of aspects of Overtone spectroscopy; Inten-

sity, frequency and Vibrational-Translational relaxation tirne. Each of these projects have

given some insight into overtone spectroscopy. To conclude this thesis a summary of the

conclusions of each project will be given.

5.1 CH-Stretch Overtone Study of Trimethyl Amine and
Dimethyl Sulfide

The lst - 4th overtones of TMA and DMS were reported. All of the rnajor peaks

were assigned to pure local mode, L-L cornbination or L-N combinations involved in Ferrni

resonant interactions with LM bands. Calculations of relative intensities rnade using the

HCAO/LM model are shown to agree well with the experirnental observations. However,

a tendency for the HCAO/LM model to overestimate the intensity of the trans CH vibration

and underestirnate the gauche is noted. The assumption that the rnethyl groups are isolated

may be inconect. Coupling between the methyl groups in TMA and DMS could be facili-

tated by the lone pair(s), and would give rise to additional L-L cornbinations.

5.2 Vibrational overtone spectra of Organometallics:
Effects of the coordinating metal on the CH bond
lengths

This project contained two seperate studies which are sumlnarized seperatly below.
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5.2.1 Vibrational Overtone Spectroscopy and Overtone Intensities of
Cyclohexadiene Iron Tricarbonyl and 1,3-Cyclohexadiene

In this project, the first through third overlones of CHDIT were compared to the

first through third overlone spectra of the free ligand 1,3 cyclohexadiene. It was found the

complexation caused the lengthening of the terminal olefinic CH bonds and the shortening

of the non terminal olefinic CH bonds. It was noted that the difference befween the axial

and equatorial aliphatic CH's was lessened upon complexation. These observations support

a structure for the CHDIT complex in which the bond adjacent to both double bonds gains

double bond character while the tenninal diene CC bonds become closer to sìngle bonds.

5.2.2 Vibrational overtone spectra of metallocenes: Effect of the
coordinating metal on the CH bond lengths

This project used the correlation between the frequency of CH LM vibrations and

ab initio calculated bond lengths to investigate the effect of the coordinating rnetal on the

ligand geometry. Evidence was found that the CH bonds of cyclopentadienyl are shortened

by coordination to a metal atom in comparison to the cyclopentadienide, studied via the

sodium cyclopentadiene structure. However, the nature (i.e., the electronic structure, bond-

ing, size etc.) of the metal atom does not have a significant effect on the rnagnitude of this

shortening. The observed CH bond length of bis(cyclopentadienyl) magnesium is approx-

irnately the same as that of the other metallocenes, indicating that bis(cyclopentadienyl)

rnagnesiurn is not ionic.

The combination bands in the spectra of the metallocenes, previously postulated to

arise from interactions with the metal atoms, are now ascribed to the aromatic nature of the

cyclopentadienyl. There are significant differences between the spectrum of cyclopentadi-
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ene and that of sodium cyclopentadienyl, presumably due to the arornatic nature of the

latter compound. Differences in the strucflrre, bond length and bond strength cause the

combination bands to occur closer to the pure LM CH stretching band of the cyclopentadi-

enide ion, allowing for increased Fermi resonance.

While semi-ernpirical correlations such as those used here are heavily reliant on the

accuracy of the ab initio calcr¿,lations, they can be of great value in detennining relative CH

bond lengths, if proper care is taken in the selection of the basis set and level of theory.

They are particularly helpful in cases such as this where there is a lirnited number of basis

sets available that can handle heavy metals.

5.3 An Instrument for measuring the Vibrational-
Translational relaxation time of Overtone Vibrations

In this project, the goal was to develop an instmment fol measuring V-T relaxation

times, while taking advantage of resonance signal enhancements. The results found could

be intelpreted in several different ways. The assumption that the resonance causes an inver-

sion of phase shifts fits very well with the data. It would be beneficial to investigate the

effect of resonance on the phase of the signal in more depth. There are a number of exper-

iments that could be done that would allow this. The rnost irnportant task would be to repeat

the same experiments in the absence of resonance and compare the results. However, with-

out resonance to amplify it, the signal will be very weak, and a lock-in amplifier would be

needed to get usable daia. The shape and phase of the pulses through the heated wire could

also be rnodified in a controlled fashion so that the effects of all these changes on the reso-

nant signal could be studied.
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The er:ror in all of the results is often 50o/o or greater; modifications to the system

will be needed to reduce this. The rnost likely sources of error are pressure and temperature

changes that occur between the tirne of collecting the heated wire reference signal and the

laser induced signal. Therefore, it would be beneficial if the system could be modified so

that both of these signals were collected at the same time. The easiest way this can be

accomplished would be to set the system up so that the signals cancel each other. This is an

idea originally conceived by Dr. T. E. Gough for his experiments. It would require that the

heated wire signal be shifted to match the laser induced signal. To accomplish this, a dif-

ferent set of trigger and control electronics would be needed. First, a chopper that could

lock to the reference signal would be needed. The current chopper does do this but its drift

is too high for this type of experiment. Secondly, the ability to shift the phase of the refer-

ence wire would be required. Though this is not a difficult thing to add, if it is done then

the reference wire pulse can no longer be used as a trigger; either the master tirning signal

or the signal frorn the photo diode would have to be used as the trigger. Third, the heated

wire signal arnplitude would have to be matched to the laser signal arnplitude as in the paper

by T. E. Gough et al. 1132]. Alternatively ternperature and pressure sensors could be added

to the cell so that the average temperature and pressure could be monitored throughout the

experiment.

Once these concerrrs are dealt with, a great many interesting lines of study could be

undeftaken with this instrument. A greater variety of buffer gases could be tested to deter-

mine what effect the nature of the buffer gas has. It would also be useful to study a wider

range of oveftones to get a better understanding of the effect of the amount of energy in the

vibrational modes has on the V-T relaxation time. A large range of molecules could be stud-

229



ied, and relationships between the various possible differences in the molecules and the V-

T relaxation tirne could be found.

In Section 4.1.1.3 the idea of developing an instrurnent that could further resolve

bands based on their V-T relaxation time was introduced. Several experiments to fuilher

this goal can now be suggested. To test the possibility of differentiating between overlap-

ping bands for different molecules in a mixture, the next step would be to try different rnix-

tures of gases where each gas had a band within the same energy range. At first, it would

be easiest to start with bands that are well separated and then go to bands that overlap. The

slight difference between the V-T relaxation tirnes of the 16,0>10> and 10,0>16> modes of

trimethyl amine supports the possible use of this type of system to fuither resolve overtone

spectra. However, before the development of such a technique could be undertaken, signif-

icantly more data on the differences between the V-T relaxation times of different overtone

modes of a molecule would have to be acquired.

As a final note, though the possibility that the heat transfer tirne of the wire is longer

than expected cannot be eliminated entirely, it appears frorn the data shown that this is not

the case. It also appeaß that, due to the resonance, the signs of the phase shifts observed

must the inverted. Based on this, V-T relaxation tirnes for the 10,0>16>, 16,0>10> and

10,0>17> modes of trirnethyl amine and the 16169 crn-1 band of methane are reported. These

values should be considered tentative as there are several issues that still have to be tested.

5.4 Concluding Remark

It is hoped that this thesis has not only showed the usefulness of overtone spectros-

copy as a tool for gaining a better understanding of molecules, but also that there is still
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many areas in which a better understanding of overtone spectra and advances in insttumen-

tation can lead to exciting new rvays to gain infonnation in the future.
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íAppendix 1

6.1 Introduction
This appendix contains the detailed descriptions of all of the Fenni resonant bands

assigned in Chapter 2. They are presented in a Tablular format. The procedure used was

based on Chapter l, Section 1.2.3 onpage20. Since all the Fenni resonances involved 3

bands each table describes 3 bands. The highest and lowest energy bands both had the pre-

dicted positions of the bands compared to the actual position of the bands. The difference

was taken to be the shift due to Fenni resonance. These shifts were then applied to the

center band in the opposite direction. The result was comparecl to the observed position of

the center peak. The cornbination bands that gave the best agreement were considerecl the

rnost likely assignment.
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6.1.1 Legend for Tables

Anharmonic factor

#1

#2

+e

Detatls
Number
#1

Band

Ar

PED

Az

Description

Ag

Notes

Fó

A; These three nurnbers are the corrections that are applied to account for anharmo-

nicity, they applied to the combinations labeled #1, #2 and#3 respectively. These are vari-

able parameters, which are generally kept low since most combinations have been found to
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behave close to mutually excited but uncoupled oscillators. In the case of pure local modes

no correction is applied as anharmonicity is already taken into account in the prediction.

Bi These are the energies of the modes that make up the combinations or the mode.

C¡ and D These are the sums of the B's, in other words the predicted energies of the

peaks in the absence of Fermi resonance.

EandF

they rnust be reasonable values. For example if this number is srnall we would expect a

large splitting and equivalent intensities, if this is not observed in the spectrum then the

combination is not a reasonable candidate for consideration.

These are the separations between adjacent peaks. These are instructive as

G¡ and H The differences between the observed and "predicted" peak positions and

the observed peak positions. G's are considered the shifts due to Fenni resonance.

Ii and J

K

(K:D+G(both))

The predicted position of the center peak after Ferrni resonance interactions

The observed peak positions.

observed energy (L:J-K). The lower this value is the more trustworthy the assignments.

The section at the bottom contains the details of the vibrations involved in the interaction.

Number is the band in which the vibrations are involved (equivalent to those above). Band

is the band energies. PED's are the potential energy distributions for each band. These refer

to the force field done by McKean et al. and are presented for reference pulposes. Descrip-

tion is the description of each motion in the PED (i.e., Me Str, Me rock etc.). Notes are

points of interest that should be made about the modes involved.
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6.1.2 Second Overtone N(CD3)2(CD2H) Trøns

#1

#2

#3

Anharmonic factor

uetatts
Number Band
#1 t914

PED Description

10,0>3>

#2 541 J,V>¿>

Notes

3E S16

#3

;alculated value

2E lj4
14 t;19

I ¿.)

11 56

rve sym oeT

OJ U4

rvre sym qer

ZJ UJ

541

Me rocK'

i/slti

Me rocK'

1224

l0,u>2>

Me sym oeï
sym r\u sïr

öz ¡iiþ

rvre sym oeT

uatcutaleo vatue

1b SZU

1224

10 s21

E2 S15

ASVM NU SIT

Me rocl("

1ti szu

Asym NC3 def

iu \j21

NOï OOSeTVeO rn ïUnOamenÏar
Calculated Value

Asym NU str

see (McKean et al.)

Me rocK"

Calculated Value

Asym NU3 Oel

NOt ODSerVeo rn lunoamenlar

Nol 00serve0 rn runoamenlal
ualculateo value
see (McKean eI al.)
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6.1.3 Second Overtone I.[(CD3)2(CD2H) Gauche

Anharmonic factor 0 -18 -3

#1

#2

#3

UEIAIIS

Number Band
#1 u455

PED Description
3,U>U>

#2 5785

1 336

¿,U>U

Notes

#3

3U S16

ualculated value

22 S.31

ZU ¡j4

133ti

1U UZg
10 s26

Me sym deï
Me rocl("

See aOOVi

5/ö5

Me svm del
Me asym oel

1 ¿V6

ASVM NU S'T

¿,U>U>

50 s17
26 lj5

1zU I

13 S29

Me asym det'

52 5zö

tvre asym oeT'

10 515

rv¡e asym oeT

lb u4
13 öZt

asym NU str
ASVM NU StT

Me sym def
Me sym def

Nol oDserveo rn lunOamenlal
Calculated Value
see (Mckean et al.
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6.1.4 Second Overtone l',{(CH3)3 Trøns

#1

#2

+s

Anharmonic factor

ueïails
Number Band PED Description
#1 b41

1 4þ9

lu,u>lz>

ö1 ¡;þ

#2

13 54

103 E6 S19

Me asvm oel'
Me sym def

t914

Me rocl('

u,u2lJ.

Notes

#3

ualculated value

I nrs comDrnaïron rs oDserveo Tor rne
fundamental reg¡on

541

1444

lu,u>lz>

Calculated Value

95 51

1043 b5 s15

Me asvm oel

36 SZU

asym NU str
Me rocK"

ualculated value

I hrs combrnatron rs observed lor the
lundamental regron
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6.1.5 Second Overtone N(CH3)3 Trøns

Number Band PED Description Noies
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6.1.6 Second Overtone I{(CH3)2(CD3) Trøns

Description Notes
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6.1.7 Second Overtone l{(CH3)2(CDr) Gauche

Anharmonic factor

Number Band PED Description
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6.1.8 Second Overtone l{(CD3)2(CHr) Trans

#1

#2

+e

Anharmonic factor

uetarls
Number Band
#1

-20

541
PED Description

1453

J,U>Z>

60 s1/

#2

32 sj5

1 UbU

Me asym deÎ"

bb ub

Me asym oeT'

ó4 51/

t914

Me asvm oel'

lu,u>3>

Notes

tvte asym oeT

Calculatecl Value

#ó

I nrs comDtnalton ts ooserveo Tor rne

541

runoamenïat regron

1423

0,0>2>

63 Sl tt

ualculaled value

4U sj4

I UbU

Me sym deï

bþ Uþ
34 S17

Me sym oel

rvre asym oeï'
rvre asym oeT

I his comb¡nation ¡s observed ïor the
ïundamental regron
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6.1.9 Second Overtone ¡{(CD3)2(CH3) Gauche

Number Band PED
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7 Appendix 2

7.1 Wiring
The connections to the computer are defined. The format used to define the connec-

tions to the cornputer is as follows: the channel of the National Insfiuments PCI-60528 data

acquisition card will be given first, number of the connector on the national Instruments

SCB-68 connector is the nurnber in parenthesis followed by what it is connected to.

Analog Channel 1 (33)-PFl0/Triggerl (11)

Analog Channel 9 (66)-Digital ground (44)

Analog Channel 2 (65)-PFII/Triggerl (10)

Analog Channel 10 (31)-Digital ground (9)

Analog Channel 3 (3O)-Positive teminal of the power meter

Analog Channel 1l (63)-Negative tenninal of the power meter

Analog Channel 6 (25)-ouþut of microphone preamplifier and

i00 kCI resistor.

Analog Channel 14 (58)-ground of rnicrophone preaurplifier and

100 ka resistor.

Analog ouþut ground (54)- negative side of tungsten wire

Analog ouþut I (21)-positive side of tungsten wire

analog ground (24) vta a

analog ground (24) via a
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Analog ouþut ground (55)- negative tenninal of the optical chopper signal in

Analog ouþut 0 (22)- positive terminal of the optical chopper signal in

Digital ground (9)-Analog ouþut ground (55)

PFIl/Trigger 2 (10)-Analog ouþut 0 (22)

Digital ground (44)-ground of photo cliode prearnplifier

PFIl/Trigger 2 (1 l)-output of photo diode preamplifìer

Note that all of the wires enter SCB-68 connector block via a ribbon cable which leads to

the rnicrophone preamplifier. Inside the rnicrophone preamplifier all of the wires are con-

nected to the ribbon cable.

7.2 Preamplifiers
Both the prearnplifiers are essentially the sarne, save for some variation in the resis-

tor sizes. Since the size of the resistors are unimportant (the ratio of the two different resis-

tors defines the arnplification, for example if the ratio is l0 the arnplification will be ten

tirnes) only the microphone prearnplifier will be shown.
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Figure 7-1. Diagram of Microphone preamplifier. Black dots indicate where wires that cross

each other are connected.
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I Appendix 3

8.1 ICL-PARPS Program
The ICL-PARPS progralrs was made using LabView 6.1 which is a visual pro-

graming language. Therefore this section will be in the form of a number of figures. At

tirnes parts of a figure will be circled. When a part is circled it means that icon refers to

another section of programing, which is displayed in another figure. None of the internal

functions that come with LabView are expanded in this ways, (for information on these, the

reader should consult either the LabView manual or help menus). Also in some parts of the

program thele are different features depending on the settings or on the tirne during the

operation of the program. In these cases, a figure is shown for each possibility.

There are three major parts to the ICL-PARPS prograrn:

1. The output of control pulses.

2. The Synchronization check.

3.Data acquisition.

For convenience these will be considered separately.
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8.1.1 Output of control pulses

Figure 8-1. Out generation portion of the ICL-PARPS program, the circled section is separate
program that defines the out parameters, (see Figure B-2)

Figure 8-2. LabView program for defining the parameters of the output signals.

8.1.2 Synchronization Check
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Figure 8-3. Synchronization check portion of the iCL-PARPS program prior to activation.
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E

Figure 8-4. Synchronization check portion of the ICL-PARPS program after activation.

8.1.3 Data Acquisition
The data acquisition portion of the ICL-PARPS program has three modes; test hot-

wire, test laser and experiment. For simplicity these are shown separately.

lsã3
|ritrìl,.1€}J

Figure 8-5. Data acquisition portion of the ICL-PARPS program prior to activation.
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8.1.3.1 Test hot-wire mode

Figure 8-6. First step in the data acquisition, for the test hot-wire mode of the ICL-PARPS
program. This part simply prompts the user to block the laser and connect the wire.
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Figure 8-7. Second step in the test hot-wire mode, where the actual acquisition of data is done.

The circled part is the data collection program (see Figure 8-8 and Figure 8-9).

tuttt¿\.: ! i

Figure 8-8. Data collection for the hot wire portion of ICL-PARPS program. This portion of the

program is for before the requested number of scans have been collected.
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Figure 8-9. Data collection for the hot wire portion of ICL-PARPS program. This portion of the
program is for after the requested number of scans have been collected.
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Figure 8-10. Final part of the test hot wire part of the ICL-PARPS program, returns a prompt
informing the user that data collection is done.
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8.1.3.2 Test laser mode

Etr¡miE*

¡17

Figure 8-11. First step in the data acquisition, for the test laser mode of the ICL-PARPS
program. This part simply prompts the user to unblock the laser and disconnect the wire.
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Figure 8-12. Second step in the test laser mode, where the actual acquisition of data is done.
The circled part is the data collection program (see Figure B- 1 3 and Figure 8- I 4).
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Figure 8-13. Data collection for the laser portion of ICL-PARPS program. This portion of the
program is for before the requested number of scans have been collected

Figure 8-14. Data collection for the laser portion of ICL-PARPS program. This portion of the
program is for after the requested number ofscans have been collected.
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Figure 8-15. Final part of the test laser part of the ICL-PARPS program, retums a prompt
informing the user that data collection is done.
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8.1.3.3 Experiment mode
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Figure 8-16. First step in the data acquisition, for the experiment mode of the ICL-PARPS
program. This part simply prompts the user to block the laser and connect the wire.
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Figure 8-17. Second step in the experiment mode, where the actual acquisition of heated wire
reference data is done. The circled part is the data collection program (see Figure 8-8 and
Figure 8-9).
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Figure 8-18. Third step in the data acquisition, for the experiment mode of the ICL-PARPS
program. This part simply prompts the user to unblock the laser and disconnect the wire.
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Figure 8-19, Fourth step in the experiment mode, where the acquisition of data for the laser
induced signal is done. The circled part is the data collection program (see Figure 8-13 and

Figure 8-14).
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Figure 8-20. The last step in the experiment mode, the user is prompted that data acquisition is

done, and analysis is preformed by the circled part of the program (see Figure 8-21)
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Figure 8-21. This part of the program calculates the observed phase lag between the heated
wire signal and the laser induced signal and fiom that calculates an apparent V-T relaxation
time at one afmosphere of pressure.
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9 Appendix 4

9.1 ICL-PARPS [Jser Manual
A brief user manual for the ICL-PARPS system is presented here to pennit funher

study on this system.

9.1.1 Setup
Before the ICL-PARPS systern can be used a certain amount of setup is required. It

is assumed that the user of the instrument is familiar with the operation of dye lasers so the

alignrnent of the dye laser is not discussed, here. However, the dye laser must be aligned

and the birefringent filter set to the wavelength of the band that is to be studied.

9.1.1.1 ICL-PARPS Cell
For a description of the cell refer to Section 4.2.1.2 on page 185 of this thesis.A pic-

ture of the cell is shown in Figure 9-1. Before the cell is setup there will be 6 holes in the

cell (not including the vacuum line connection. Four of the holes are atthe ends of the two

channels and are beveled at the brewster angles. The two holes that are on top of the chan-

nels and have female screw fittings. The rnicrophone mounts are white plastic screws with

microphones inset into the bottorn and 3 prong electrical connectors on top. These screws

should be screwed into the holes on top of the channels.

To mount the tungsten wire into the cell, take a length of nanow diameter tungsten

wire about twice the length of the cell (25 cm) and pass it through the cell. Then find the

two wire mounts. These are white plastic parts with metal dowels and 5 screws which
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wire carefully to the metal dowels on each side. Be careful not to let the dowels get too hot

as this rnay melt the plastic. Loosen the screws that stop the dowels from turning. Turn one

of the dowels three times so the tungsten wire is wrapped around it and tighten the screw

to lock this dowels in place. Turn the other dowels until the tungsten wire is tight, care is

needed as wire is not very strong and snaps easily. Once the wire is tight, tighten the screw

to lock the dowels in place. Fill the holes which the wile passes through with epoxy to seal

them. A five minute epoxy is suggested, since it is soft enough to be drilled out of the hole

if the wire needs to be changed. On the other side of the cell, epoxy clean fused silica win-

dows over the rernaining holes so that the laser may pass through the cell.

The cell may now be evacuated and filled with the desired gas. Note that the valve

handle pointing up parallel to the connection to the vac-line is the closed position and at 90

degrees to the connection to the vac-line connection is closed.
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the computer connector block. On the front there are three BNC connectors (two on one

side one on the other), The single BNC connector goes to the output of the power meter.

On the other side the bottom BNC connectors go to the chopper control, the top to the photo

diode preamplifier. The two blue wires coming out of this box carry the pulse for the heated

wire. They should be connect to metal dowels which hold the tungsten wire via alligator

clips. All of the switches on both of the prearnplifiers should be in the up position (on).

9.2 Running the ICL-PARPS experiment
Once the setup is complete open Lab View and the ICL-PARPS 8.1 program.

Notice that the ICL-PARPS program has a number of tabs. Eachtab leads to a function of

the program.
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9.2.1Parameters
The first tab is parameters (see Figure 9-3).

ï':t;::*a

Figure 9-3. Screen capture of the Parameters page of the ICL-PARPS program.

It is on this page that all the settings that control the instrument are entered. Each set of

parameters will be explained in the following sections.

9.2.1.1 Hotwire Parameters

. Frequency: This is the frequency in Hz which both the pulses through the heated wire
and the chopper will be at. This should be set at the resonance frequency for the cell.
Since this will change based on pressure and the nature of the gas, it is best to find this
experimentally. The easiest way to accornplish this is to vary the frequency while using
the test hotwire experiment mode (see Section 9.2.1.4) untill the highest arnplitude sig-
nal is observed.

. Arnplitude: This defines the voltage of the pulses through the hotwire. This pararneter
can be varied between 0 and l0 volts. Unless one is attempting to match the arnplitude
of the laser induced signal a setting of 10 volts is preferred.
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. Phase: This defines the phase shift of the pulses through the wire. In this version of the
ICL-PARPS system the phase parameter doesn't really do anything. Though the phase
of the heated wire pulses will be shifted so will the optical chopper and the trigger sig-
nals, resulting in the observations being the same as if a zero phase shift was used.

9.2.1.2 Collection Parameters

. Number of Scans: This defines how ffìany scans of the signal will be co-added by the
program. More scans will increase the signal to noise ratio but will also take more time.
For strong signals 100 scans is enough and for weaker signals 1000 scans is good. Gen-
erally if a acceptable signal to noise ratio is not achieved with 1000 scans, the signal is
not strong enough for reliable results to be obtained even with a higher number of
scans.

. Scan rate: This is the number of points measured per second. V/ithin the operating
range of the ICL-PARPS system 100 000 is acceptable. It is not advisable to run the
inshument at a lower scan rate then this. If very high modulation frequencies are used
this can be increased up to 330 000, but system resources often run out prior to the
completion of the experiment if the scan rate is set this high.

. Buffer: This is the nuniber of points measured per scan or how long each scan is. For
example setting the buffer to 50 000 would mean each scan collected half a second of
data. The buffer should be set so that alarge number of cycles are collected. The higher
the buffer setting the more accurate the results will be. However, higher buffer settings
do take more time to collect and use up more system resources. Generally a buffer
between 2000 and 3000 is acceptable.

. Power meter scale: This parameter is not relevant to the current incarnation of the ICL-
PARPS system as the power meter has been replaced by a photo diode. However, if in
the future the power meter is reintroduced this should be set to the same scale as the
pov/er meter.

9.2.1.3 fIR Filter conditions
The setting of the filter should always remain off. The filters may cause phase

errors. If the signal is very noisy the filters rnay be used to help diagnose the problem.

9.2.1.4 General Parameters and Notes

. Pressure: The pressure of the gas in the cell should be entered.

. Type: There are three modes in which the ICL-PARPS systern operates. Test hotwrre
and Test laser, collect data for only the heated wire signal or laser induced signal
respectively. These modes are useful for determining the resonance frequency and
ensuring all of the components of the system are operating properly before the experi-
ment is run. The third mode is the experiment mode. In this rnode both the heated wire
signal and laser induced signal are collected sequentially and all be necessary calcula-
tions are done.
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. Notes: Here any note about the experiment can be entered. For example the wavelength
of the laser radiation used and the name of the compound being studied.

9.2.1.5 Operation
Once all the parameters have been set, click the run button on the LabView function

bar (see the LabView manual). This will activate the program. Then press the OK button.

What happens next will depend on the Type setting.

Type:Test Hotwire:

. A prompt will appear which reads "Connect wire, Block Laser".

Connect the blue wires (frorn the prearnplifier with lights) to the rnetal dowels on the
cell (the ones holding the tungsten wire). Connect the black wire (frorn the same
preamplifier) to the microphone on the side of the cell containing the wire and make
sure the pump laser is blocked from entering the dye laser.

Press OK.

When the data acquisition is done a prornpt to that effect will appear.

Press all three stop buttons in order.

. The results will be shown in the Hotwire Signal Tab.

Type:Test Laser:

. A prompt will appear which reads "disconnect wire, unblock Laser".

Disconnect the blue wires (frorn the prearnplifier with lights) frorn the metal dowels on
the cell (the ones holding the tungsten wire). Connect the black wire (frorn the same
prearnplifier) to the rnicrophone on the side of the cell which the laser passes through
and make sure the dye laser is lasing through the cell.

Press OK.

When the data acquisition is done a prompt to that effect will appear.

Press all three stop buttons in order.

. The results will be shown in the laser Signal Tab.

Type:Experiment:

. A prompt will appear which reads "Connect wire, Block Laser".
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Connect the blue wires (from the prearnplifier with lights) to the metal dowels on the
cell (the ones holding the tungsten wire). Connect the black wire (frorn the same
prearnplifier) to the microphone on the side of the cell containing the wire and make
sure the pump laser is blocked from entering the dye laser.

Press OK.

A prornpt will appear which reads "disconnect wire, unblock Laser".

Disconnect the blue wires (from the prearnplifier with lights) from the metal dowels on
the cell (the ones holding the tungsten wire). Connect the black wire (frorn the same
prearnplifier) to the microphone on the side of the cell which the laser passes

through.And make sure the dye laser is lasing through the cell.

Press OK.

When the data acquisition is done a prornpt to that effect will appear.

Press all three stop buttons in order.

The data can be saved

choosing Data logging

choosing retrieve. (see LabView Manual).

The results are shown in the rest of the tabs.

by going to the operations menu on the LabView function bar and

and Log. Data can be retrieved by going to the same menu and
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9 .2.2 Synch ron ization Ch eck

Figure 9-4. Screen capture of the synchronization check page of the ICL-PARPS program.

This tab is a separate function of the ICL-PARPS system. It can be used to test the

trigger signals of the systern. They need not be exactly in sync, but two square wave should

appear. The Hotwire square wave should have an arnplitude approximately equal to the

amplitude setting on the parameters page. The laser square wave should have a arnplitude

of at least 1. Note that this must be run with the laser passing through the cell and the photo

diode in place. The heated wire and the microphone do not need to be connected.
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9.2.3 Hotwire PAS signal

Figure 9-5. Screen capture of the Hotwire PAS signal page of the ICL-PARPS program.

This page shows the unmodified photoacoustic signal from the heated wire. The fre-

quency, amplitude and phase are reported along on the bottom. The function bar at the

bottor¡ left corner, can be used to zoom in on sections of the wave. This is the only tab in

which data will be displayed in the test hotwire mode.

270



9.2.4 Laser PAS Signal

Figure 9-6. Screen capture of the Laser PAS signal page of the ICL-PARPS program.

This page shows the unrnodified photo acoustic signal from induced by the laser.

The frequency, arnplitude and phase are reported along on the bottom. The function bar at

the bottorn left corner, can be used to zoom in on sections of the wave. This is the only tab

in which datawill be displayed in the test laser mode. Note that the Laserpowerwill always

read as 0.00.
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9.2.5 Aligned Signals

Figure 9-7. Screen capture of the Laser PAS signal page of the ICL-PARPS program.

Both the laser induced and heated wire unmodified signals are shown with the trig-

ger point set to time:O. The function bar at the bottorn left comer, can be used to zoom in

on sections of the wave.
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9.2.6 Raw/Detected

Figure 9-8. Screen capture of the RaWDetected page of the ICL-PARPS program.

This tab shows the sine waves to which the detected signals were fit in order to get

the frequency, arnplitude and phase infonnation, and the real signals. This page should

always be checked to insure that the fit is appropriate.
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9.2.7 Residual
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Figure 9-9. Screen capture of the Residual page of the ICL-PARPS program.

This page displays the residual frorn the fit.
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9.2.8 Results

Figure 9-10. Screen capture of the Results page of the ICL-PARPS program.

This page displays the results of the experiment. The wave graphed are the detected

wave (i.e., the sine waves to which the data was fit). The controls along the bottorn allow

the coordinates of points along either wave to be found. (see LabView manual for details).

Along the right hand side all of the detected parameters are shown. Notice that the phase

values have the opposite sign as what was shown in the Hotwire and Laser PAS signal tabs.

This is because these values refer to phase lag rather than phase. Also note that it is likely

to be inappropriate for this sign change to occur (see Section 4.4.3 onpage 215). The phase
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shift is sirnply the difference between the phase lags and the relaxation time at one atmo-

sphere. It is calculated assuming the phase shift stated and correcting for pressure.
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