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The thickened-edge slab-on-grade (TES) foundation as its name implies is a shallow

foundation of an integral casting of a flat slab with thickened footings. The foundation is

placed to a maximum depth of 30.5 cm (12 in) under the soil grade. This foundation has

been deemed a Power Smart application by Manitoba Hydro. It is cost effective as its

construction, excavation, labour and material costs are much lower than traditional

foundations. This research studies the optimal amount and location of insulation in order

to minimize the amount of heat loss while effectively avoiding the threat of frost heave.

Steady state and transient approximations were studied using a two dimensional domain

of constant composite material properties.

The study of heat transfer between a building and its surrounding soil is a complex

process. In reality the problem is three dimensional with various materials all with

physical properties, some of which vary with different factors such as depth and

humidity. ln addition, complex climate processes are involved that change with time of

day and time of year due to seasonai temperatures. ln the present study a commercial

Computational Fluid Dlmamics code CFX-5 was used to simulate the problem. The

energy goveming equation was solved using a conservative finite element based control

volume method of discretization.

To compare among different insulation configuration cases, the zero temperature

isotherm line and heat loss values were calculated. The zero temperature isotherms are

very important in determining the location and the amount of frost penetration. The

overall heat loss was quantified as the heat loss from the house though the top horizontal

edge of the foundation slab. The frost line can be raised and moved away from the

foundation by the proper location of insulation, while reducing heat loss. The heat loss

from TES foundation results primarily from convection to the outdoor air and conduction

to the soil under layers. However, insulating the slab not only reduces the heat loss but it

also allows for the heat to be directed strategically to raise the soil temperature.

ABSTRACT



The insulation configuration cases tested include variations of thickness and location

placement. Insulation was placed in regions such as at the edge, under the slab, under the

footing and skirt insulation. Insulation needs to be placed strategically around the outside

of foundation. The purpose of insulation is to reduce heat loss and redirect the building's

heat loss to the footing of the foundation. The edge insulation was found to be effective

in significantly reduciirg the heat loss. The skirt insulation was found to raise and guide

the zero isotherm line while conserving the Earth's natural geothermal heat. It was found

that the footing was the most strategic area to raise the soil temperature as it is the

location most prone to frost heave. Therefore leaving the foot without insulation

redirects heat to the most needed area.

Affordable heat efficient applications can be obtained through the use of the TES

foundation. Applications include heated building structures such as residential housing,

strip malls, agricultural sheds, etc. Energy savings are expected when compared to the

traditional full basement foundation as the heating of the additional air space is avoided.

The TES foundation is a good alternative in cases when the considerable investment

needed to make a basement a comfortable living space is absent.
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1.1 Background

Residential and commercial building foundations can be of different types such as full

basement, crawl space, or slab-on-grade. The Thickened-Edge Slab-on-Grade (TES)

foundation is a special type of slab-on-grade foundations that has a thickened-edge for

structural support. Most of the structural load is carried by the thickened portion or

integrally poured footing of the slab. Figure 1.1(a) shows a cross sectional diagram of

the TES foundation. This type of foundation is also called a monolithic slab as its

footings are cast integrally and poured at once with the rest of the slab. The traditional

slab-on-grade foundation consists of a slab sustained by deep extending footings

commonly in the shape of a reversed "T". A cross section of this foundation is found in

Figure 1.1(b).

Traditionally, in Canada and the United States, builders have mitigated the effects of frost

heave by extending the foundation to depths below the freezing line. Constructions of
deep foundation with perimeter footings below the frost line include fuIl basements

(Figure 1.1(c)), crawlspaces (Figure 1.1(d)) and conventional slabs (with deep footings).

According to the Canadian Mortgage and Housing Corporation (CMHC) which is the

Canadian government national housing agency and one of the major Canadian research

groups in housing development, "ln Canada, tradition and concerns about frost heave

have led to the mistaken impression that good design practice requires that foundations

must be constructed on footings located below the frost line" (CMHC-SCHL, 2000a).

Consequently, the TES foundation is not used in coÍrmon practice in Canada.

Excavating deep to below the frost penetration line makes basement foundations the most

rational choice. Deep basement foundations are currently the most coÍtmon foundation

type in the majority of homes in Manitoba.

Chapter I
INTRODUCTION



Thickened-Edge Slab-on-Grade

(a)

Buildins Floor

(")

Figure 1.1 Building foundation styles (a) thickened-edge slab-on-grade, (b) conventional

slab with footing, (c) deep basement, (d) crawl space

Slab

There are however, many problems related with deep basement foundations. Generally,

it gets humid as one digs underground. Humidity is a big problem for deep basement

foundations. According to a CMHC publication entitled "Home Care a Guide to Repair

and Maintenance" (CMHC-SCHL,1982), "The basement is the most likely place to hnd

moisture and mould problems. Most foundation problems relate to either water vapour

being transferred from the ground into the house through wall and floor or liquid water

entering through cracks". Since a basement gives a greater surface area in contact with

soil, and it lies between 1.5 to 2 meters underground, it increases the chance of a problem

2
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Footing

Footing
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with moisture. The problem is aggravated when a basement is not constructed, equipped

or maintained against moisture. Then it becomes an unpleasant living environment that is

cold in winter, damp in summer and prone to mould and mildew.

In briet the most common basement problems are minor cracks and excessive mould

growth. Also, it creates an additional space needed to be heated that many times is not

used as a result of the above mentioned problems. Hence, the TES foundation may be

preferred in situations where a basement is undesirable and a more energy efficient

foundation where moisture problems need to be avoided.

In addition, construction of a foundation that goes below frost penetration creates a very

expensive task. The costs are augmented for colder regions as the penetration of frost

deepens. According to Robinsky and Bespflug (1973), the freezing depth penetration in

Canada and the US is between 0.3 to 2.7 metres (1 to 9 feet). kr Alaska, it is down to 3.7

m (12 ft) below the ground surface (Danyluk, 1997). With the TES foundation, the

savings obtained from excluding excavation expenses are greater for colder ciimates

(deeper frost depth). V/innipeg and Thompson, Manitoba have about I.4 m (4% feet) of

frost depth, which canreally benefit from using a TES foundation.

V/ith the TES foundation, excavation costs are not only minimal but the construction

process can also be expedited. Its construction results in overall lower construction costs

as less labour and construction materials are used, such as concrete, concrete block, fill,

etc. The soil bed is minimally disturbed, which provides for an environmental friendly

construction, as tree roots may not be disturbed. Applications for the TES foundation

include new construction of residential homes, in-fill retrofit of existing houses where

basements are not a necessity, small commercial buildings and agricultural sheds.

According to researchers, there are some limitations to the TES foundation. These

include the space need for mechanical system that usually take place in the basement will
take place in the main level. Also, the pre-planning of the location of utility services

needs to be carefully identified. However, a properly designed and insulated TES



foundation can provide a comfortable, trouble-free, cost and energy efficient construction

for residential and non-residential buildings.

The major technical problem associated with the TES foundation construction in

Canadian climate relates to the foundation's bottom lying above the ground frost line.

For the most part, Canada's ground freezes during the winter season to depths varying

from a few centimetres in mild areas to several metres in colder regions. This could

allow for the potential of frost heave and pose significant threat to the building structure.

Frost heave results in strong forces exerted normal to the frost line due to the expansion

of water during phase change. Generally, the forces are seen as upward movement of the

ground that results from the growth of ice lenses in the soil mass beneath and around the

foundation (Robinsky and Bespflug, 1973). These forces could make the foundation

unstable and threaten the structural integrity of the building. Therefore, it is essential to

ensure that frost heave will not occur underneath the TES foundation. One way of doing

this is to let energy from the building warm the soil around the foundation.

In maintaining a constant indoor temperature, a house fumace provides a source of

energy for heat conduction through the concrete into the soil. This energy transfer can

warrn up the soil underneath and next to the foundation to above freezing conditions.

Raising the soil temperature ensures that frost heave will not endanger the foundation.

While frost heave can also be avoided by eliminating frost susceptible soil and removing

as much soil moisture as possible, raising the soil temperature above freezing provides

the most readily and assured option against frost heave.

However, more energy than required to maintain the soil above freezing may be lost.

These losses can be substantial and can increase the cost of heating the building.

Insulating the foundation can reduce those heat losses.

The Buiiders Foundation Handbook by the American Oak Ridge National Laboratory

states that "A foundation that is not insulated may represent up to 50% of the heat loss in



a tightly sealed house that is well insulated above grade". Therefore, it is imperative to

know the strategic placement and amount of insulation in order to impede unnecessary

heat losses but allow the necessary heat transfer to prevent frost heave of the surrounding

soil.

The optimal insulation system will reduce heat loss while allowing just the amount of

heat transfer needed to eliminate frost heaving. Insulation can be placed any';vhere

around the TES perimeter to direct the heat transfer strategically. Consequently, the

insulation will effectively direct the right amount of heat loss coming from the house

around the foundation soil. Also the insulation may capitalize on heat from deep

underground where the soil temperatwe remains nearly constant throughout the year.

This may be achieved by extending insulation nearly horizontally outward from the slab

edge. This extended insulation is commonly referred to as a skirt.

The TES foundation has been proposed by Manitoba Hydro as a "Power Smart"

application for its potential cost effective benefits. h addition, in a report dealing with

Insulated Slab-on-Grade Foundations, CMHC mentions that "Many Canadian authorities

have concluded that slab-on-grade foundations provide one of the most effective ways of

improving the affordability and quality of housing in northem climates" (CMHC-SCHL,

2000a).

At present in the Province of Manitoba, only rule of thumb guidelines from Manitoba

Hydro exist regarding the placement of insulation around the TES foundation. In the

long term it is desirable that this research will result in proven solid guidelines to be

given to contractors in the hope of utilizing more cost and energy efficient construction in

the Province of Nlanitoba. A methodological, scientifically based analysis is needed to

develop better guidelines.



1.2 Domain Heat Flows

When using symmetry, a cross sectional view of the TES foundation can be considered to

be the domain of interest. In this typical view, the foundation energy can be transferred

through the foot edge above the grade, which is exposed to the outside air (Qr6r.,u) and

through the slab below the grade. That is, through the remaining vertical section of the

foot edge (Q.¿e.,u) and through the bottom section of the foundation, these being the slab

(Qun¿ersrao) and footing inclined (Qrootine,l) and horizontal section (Qrootine,z). The area of

sections through which heat is lost is indicated schematically in Figure 1.2.

lnside of
building

Figure l.2Heat flows in the TES foundation solution domain

According to CMHC, one concern with the slab-on-grade foundation is the displeasrire of

a sensation of a cold floor (slab). At the same time, in the CMHC Research Highlights

on Slab-on-Grade publication (2000b), CMHC conveys that the use of insulation will

help make the floor slab feel wanner to the occupants.
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Large amounts of heaÍ transferred from the house through the foundation or 'heat loss'

warms the ground under and next to the slab and avoids frost heave. Adding insulation to

the slab reduces the heat loss from the house. However, adding too much insulation will

prevent this heat flow that is necessary to maintain above zero temperatures in the soil.

Consequently, it is important to determine the most effective amount and location of

insulation to maintain a balance between heat loss savings and allowing enough heat to

escape and prevent frost heaving.

Figure 1.3 shows the different locations of insulation tested in this thesis. The tests

performed are explained in detail in later chapters. The IE (Insulation, Edge location)

insulation will prevent heat loss through the side of the foundation. This vertical

insulation is important because significant amounts of heat can escape through the above

section of the slab. The IS (Insulation, Skirt location) insulation extends from the edge of

the slab throughout the perimeter of the slab forming a skirt. The IS insulation protects

the slab from the outside frost penetration. Other insulation locations include IC

(Insulation, Centre slab location) and IF (Insulation, under Footing location). The

pu{pose of these insulation locations is to further reduce the heat loss into the ground.

Figure 1.3 Insulation locations used in this work

GRADE LEVEL
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The most energy efficient insulation configuration (indicated by its location and

thickness) that maintains the freezing line away from the foundation corners is to be

determined by the present study. It is for that reason that many cases were solved for

steady and transient conditions in the present research.

According to the NAHB Research Centre (1999), in Norway, Sweden and Finland, 2-

inch thick under slab insulation, either EPS Expanded Polystyrene or XPS Extruded

Polystyrene, is used under concrete slabs to keep the concrete warTn for thermal comfort.

NAHB recom.mends the use of these two types of insulation for their Frost Protected

Shallow Foundation design. For the purposes of this research, the insulation type used is

Extruded Polystyrene Board (Incropera and DeWitl, 1996). Further details on the

material properties used in this research will be given as needed later in the thesis.

1.3 Frost Heave and Frost Penetration

The ground freezes for the majority of the regions in Canada. The depth of the frost

penetration varies from few centimetres to several metres in depth. The forces created by

the expansion of the frozen ground can be very dangerous to the integrity of building

structures. The nature of ground freezing is well known and has been amply discussed by

many authors who arrive at the same facts and conclusions in this area. Since the main

threat against the TES foundation is the probability of frost heave, it was deemed

appropriate to include a section that summanzes the common theories found in the

literature. The nature of ground freezing and frost heaving are discussed in detail in this

section.

1.3.1. Frost Heave

Initially, the volume increase resulting from frost heave was thought to be the result of

volume expansion of freezing water. Nowadays, researchers widely recognize that it is
the result of a mechanism called 'ice segregation'. In this mechanism growing ice

crystals in the soil area exposed to freezing temperatures, draw water from the
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surrounding and unfrozen soil beneath, through caplllary action. Developing ice lenses

form layers of ice. The expansion of these layers of ice forces the soil particles apart and

cause the soil surface to heave. According to Burn (1976), "Without physical restraint,

there is no apparent limit to the amount of heaving that may occur. Movements in excess

of 10.2 cm (4 in)., developing under basement floors in only three weeks, have been

recorded".

Although at times, there may not be a visual change in the frozen ground, the strength of

the soil is increased. Other times, as the ground freezes there is significant pressure

developed creating displacement of the ground surface. According to Penner (L962),

"The actual vertical displacement is far in excess of the expansion that occurs when water

fieezes". As explained by NAHB (1999), the pressure generated by the growing ice

lenses is at right angles of the frost line. As the frost line nears the foundation of a heated

building the frost line turns upward, creating a pressure that is horizontal outward and

against the foundation wall or slab edge.

Penner (1962) explained that no heaving can take place unless the heaving pressure

exceeded the load on the soil. These heaving pressures vary in range depending

primarily on the soil type and its moisture content. For instance, maximum heaving

pressure will develop in saturated soil. In terms of soil types, Penner explains that clay

soils develop higher pressure than silts. A quote by Penner (1962) gives an interesting

fact, "In a laboratory experiment a pressure of 213 psi was developed in a clay soil.

Pressures of this order are much in excess of the pressures found under roadways or

under the footings of most buildings, so that these structures can be heaved quite readily

when conditions ar:e appropriate for ice lens formation".

It is generally accepted by many researchers including Robinsky and Bespfllg (1973),

that for frost heave to occur, three conditions must be present:

a.

b.

Freezing temperatures in the ground

Frost susceptible soils



c. Ground water

Frost susceptible soils are those with a fine grain through which moisture can move. For

instance, NAHB (1999) explains that "Soil type affects the degree of frost heave. Well-

drained sand and gravel (large soil particles) do not heave because they do not support

capillary movement of water and because the spaces between the sand and gravel are too

large to allow the growth of ice lenses. Clay (very fine soil particles) is not very frost-

susceptible because it blocks the movement of water. This property allows use of clay in

building earthen dams. Silt is most frost-susceptible because its particles are of moderate

size and support both capillary action and frost lens growth". NAHB also explains that

moderate amount of water in soil will contribute to frost heave. In some part the report

explains that frost can raise the ground up to two feet.

While heaving occurs when the right combination of fine grain soil, soil moisture and

freezing soil temperature exists, researchers explain that eliminating anyone of these

factors will eliminate frost heave for all practical purposes. They go on to explain that

frost heaving is most readily prevented by replacing fine grain soil with a coarse granular

material. In addition, soil moisture can also be controlled by careful attention to drainage

in order to reduce the frost heaving probabilities. According to Robinsky and Bespflug

(1973), this is the focal concept used, behind frost protection for highway pa¡rment. The

design concept reduces soil moisture by lowering the ground water table using ditches.

That is the reason why the roadbed sits high over the water table. In addition, the

roadbed soil is changed by highly frost non-susceptible material such as gravel. The

concept of eliminating any one of the conditions that grant frost heaving, allows for

lengthy kilometres of Trans Canada highway where freezing soil conditions are present

for most of the winter season and where no heating of the soil takes place during this

time.

The concept of eliminating any one of the above mentioned factions to avoid frost heave

is applied in this research. Frost heaving is prevented by warming up the soil under the

slab above fteezing conditions.
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1.3.2 Frost Penetration

When freezing air temperatures starts to take place with the winter season, the freezing

plane slowiy penetrates into the ground. The frozen soil mass physical characteristics

change in that it hardens significantly. This high strengfh characteristic can be attributed

to the binding together of soil particles with the ice. According to Penner (7962) "In a

porous body like soil, water exists in a network of inter-connecting pores; when it

freezes, this network becomes rigid and encloses the soil particles in a solid block". He

also explains that "The rate at which soil freezes is dependent upon its thermal properties,

moisture content, and the ambient air temperature. The density, conductivity of the soil

particles and water content all influence the over-all thermal conductivity of soil."

Robinsky and Bespflug (1973) explain that the depth of frost penetration is determined

by climate and the soil's own insulating efficiency. This insulating efficiency depends on

factors such as:

a. Ground surface cover

b. Soil gradation

c. Grain size

d. Density

e. Ground water conditions

f. Properties of the materials comprising the below-ground portion of the structure and

foundations.

1.4 Overall Scope of the Thesis

Shategic insulation placement of the TES foundation will provide minimal heating

requirements yet at the same time protect against frost heave potential. Therefore,

preventing frost heave but minimizingheaf loss is the main focus of this research. This is

achieved by finding the optimal amount and placement of insulation. For this reason

numerous insulation configurations are simulated.
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This research work includes a two dimensional numerical analysis of a typical region

below a building with a TES foundation. The domain to be studied entails a complex

geometry that includes a concrete region formed by the TES foundation, a gravel region

below the foundation, insulation regions and soil.

This research includes the development of a numerical model using a commercial

software called "CFX-5". The code uses a finite element based control volume method

of solution. The ground-coupled simulations model steady state and transient time

varying temperature field predictions in two dimensions.
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2.1 Introduction

This chapter summarizes the previous work done by researchers in ground coupled

building structure foundations. Considerable research has been done on other ground-

coupled foundations such as deep basement, conventional slab-on-grade, and crawl space

foundations. Much less research, however, has been done on thickened-edge slab-on-

grade foundations. The subsections in this chapter discuss the relevant earlier work in the

area of ground-coupled heat transfer for deep basements, conventional slab-on-grade

foundations, and the thickened- edge slab -on- grade foundation.

2.2Deep Basements

Chapter 2

LITERATURE REVIEW

Much emphasis has been placed on the heat loss analysis of basement foundations.

Efforts have been made to calculate basement heat loss. Latta and Boileau (1969) were

one of the first groups of researchers to publish their work in basement heat loss. Up to

then, basements were not used as living space and were generally not heated. However,

basements were becoming a living space constructed in many houses. Latta and Boileau

calculated the heat loss based on their experimental values as well as from published

meteorological records. The authors explained that heat loss through the soil surrounding

a house basement can be caiculated on the basis of steady-state heat flow from round

concentric circular paths centred on the intersection of the ground surface and the

basement wall.

Wang (1979), in another pioneering work, addressed heat loss from below grade

applications such as basements and slab-on-grade foundation as a two dimensional

problem. A numerical analysis using a finite element method was used with transient

boundary conditions. At that time there was no method to address a two-dimensional
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problem in the ASHRAE handbook and this research was eventually incorporated into

the ASHRAE recommendations for basement heat loss calculations.

Canadian researchers Swinton and Platts (1981) attempted to overcome the complexities

of solving the heat loss from a basement to the atmosphere due to the multiple effects

encountered in the domain, such as layers of insulation, concrete and adjacent backfill,

which all have different heat conduction properties. The authors performed an

experimental analysis to estimate annual basement heat loss and studied insulation

performance. The authors placed 18 "mimic box" test programs in various basements, in

a wide range of climates such as Saskatoon, Ottawa and Charlottetown. They presented

some empirical relations, which resulted from the analysis, such as corner effects, wall

height above grade and slab losses. Empirical relations of basement wall annual heat loss

were developed as a function of insulation level, basement temperature and climate. The

authors indicated the importance of insulation in deep basements, indicating that there are

40o/o savings when insulating all the way down to the floor instead of 60 cm below grade.

Mitalas (1983, 1987), another Canadian researcher, developed one of the earliest methods

to calculate the heat loss of basements. Mitalas determined the maximum rate of heat

loss from a basement and the total heat loss over the heating season. The procedure

utilizes the combination of a two-dimensional heat conduction analysis using a finite

element numerical method and experimental data to develop factors to predict the

monthly heat loss for various insulation basement configurations. Mitalas concluded that

this simplified method could predict both the total basement heat loss and the heat loss

through sections of the basement within +10% of measured values. The 1987 journal

article is a revised and extended version of the 1983 article, which included slab-on-grade

and shallow basement foundations.

MacDonald et al.(1985), summanzed and compared the work of seven basement heat

loss calculation methods. This was done in an attempt to measure the accuracy of these

methods due to the lack of a standard against which to compare. Some of the methods

were based on the variable base degree-day. The methods included were: two variations
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of the work of Latta and Boileau (1968) and those of Akridge and Poulos (1983), Mitalas

(1983), Shipp (1983), Swinton and Platts (1981), and Yard et al. (1984). The authors

stated the advantages and disadvantages for using each method. The authors concluded

that six of the seven methods show good agreement on the heat loss from insulated

basement walls. However, poor agreement was found for uninsulated basement walls

with deviations as much as 1000%, when comparing the methods of the above mentioned

researchers. The work did not attempt to determine which method is most satisfactory.

However, it provided a good surnmary of the methods discussed.

Ackerman and Dale (1987) performed a 16-months experimental study to measure heat

losses from insulated and uninsulated concrete basement walls. The results were

compared against computer predictions from a two-dimensional transient finite element

program and the Mitalas (1983) method. The field measurements were within 20o/o of the

values calculated from the two-dimensional program using the Mitalas method.

Shen and Ramsey (1988) performed a transient two-dimensional numerical simulation of

heat loss from a full basement foundation. The authors investigated coupled heat and

moisture flow surrounding a basement wall. Greater heat flow was observed when

coupling moisture flow since more energy was transported by the moisture from the

ground surface. The effect that moisture gradients had on the building heat flow was

dependent on the soil type. The authors reported a 9Yo increase in heat flow from the

wall during the winter season for sandy soil. However, for clay soil, which is a fine-

grained soil, there v/as no difference in heat flow values between coupled and uncoupled

results.

Krarti (T99aa) developed a transient, fwo-dimensional analytical solution where the

temperature distribution was assumed to be steady periodic. Krarti solved the governing

heat conduction equation using a semi-analytical technique based on a Fourier series and

the Gauss-Jordan elimination method. This procedure rvas called "Interzoîe

Temperature Profile Estimation" or ITPE, which combined numerical and analytical

techniques (Krarti et al., 1988a and 1988b; Krarti and Claridge,1990; Krarti et a\.,1990).
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The effects looked at in this study include: basement depth, partial insulation length on

basement wall, and the effect on total heat loss from the basement floor and walls. The

work provided results of temperature contour lines in the domain and heat loss values.

Other more recent work focused on basement heat loss calculations from walls and the

use of insulation. Examples of these cases are the works of Sobotka et al. (1994), Adjali

et al. (1998, 1999), Khalifa (1999) and Maref et al. (2001). Finally, there has been a

recent drive to include foundation energy loss prediction methods such as the methods

discussed in this chapter and incorporate them into a package that predicts overall

building energy losses. Among the articles found in this category are those by Ii^rafü et

al. Q99$ and Deru et al. (2003).

2.3 Conventional Slab-on-Grade Foundations

More recently, a number of studies have been made that concentrated on the heat transfer

loss from slab-on-grade foundations. Many of these studies simulate the domain of the

slab-on-grade foundation as a simple, rectangular slab over the surface of the ground.

Other authors simulate the domain as a slab with a stem wall and footing, sometimes

referred to as T-shape foundation.

Christian and Strzepek (1987) determined the optimal insulation level for basements,

crawl space and siab-<rn-grade foundations for many locations in the United States. The

purpose of that work was to develop the recommended insulation levels for ASHRAE

Standard 90.2P, "Energy Efficient Design of New, Low-Rise Residential Buildings".

The use of some insulation was found to be cost effective for all foundation types and for

most of the locations studied. This was inconsistent with the general building practices

around that time. The authors recommended further investigation for the crawl space and

slab-on-grade models. The foundation models were simply derived from the basement

model and no independent validation was attempted for these foundation types in that

study. Foundation energy loads were calculated using the Shipp model (1983), which

was based on regression equations derived from finite difference computer runs that were
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validated against twenty months of measured data from three basements located in

Granville, Ohio. The thermal performance predictions of Shipp's model could be used to

estimate crawl spaces and flat slab-on-grade foundations for all climates in the United

States derived from the basement calculations. However, no independent validation of the

crawl spaces and flat slab-on-grade foundations estimates was attempted.

Parker (1987) developed what he called F-Factor correlations for determining earth

contact heat loads for full and shallow basement, crawl space and slab-on-grade

foundation configurations. The method was based on the correlations of Shipp (1983).

The objective of the work was to obtain simple correlations that will give simple

calculations of annual space heating loads. The method used was, however, limited to

heating loads on an annual basis as it tends to distort the variation of annual heat load

when used in a monthly basis. Parker compared with the methods of Mitalas (1983) and

Yard (1984) and found that the results were within30Yo of each other. However, Parker

stated that his method was not intended to replace more thorough methods of estimating

floor heat loss, but, it can be used as a convenient rough estimate for initial design

purposes.

Shen er a/. (1988) calculated building foundation heat loss using superposition and

numerical scaling. The authors performed these numerical simulations of foundation heat

loss for a large variety of climates. The computational time was reduced by the

superposition and scaling procedures. The study of the foundations was performed for 13

different cities in the United States that represented a variety of climates. The authors

separated the goveming heat conduction equation into steady state and periodic

components. Superposition of the corresponding steady state components resulted in an

accurate calculation of the foundation heat loss. Four foundation configurations were

studied: full basement, shallow basement, crawl space and slab-on-grade. For the four

foundation t1pes, a raîge of insulation configurations and thicknesses were considered.

The foundation h,:at flux data were obtained using a two-dimensional finite difference

heat conduction code. This finite difference method was the same procedure used by

Shipp (7979,1983).
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Bahnfleth and Pedersen (1990) performed a three-dimensional numerical study of a flat

slab-on-grade foundation. They treated the ground surface heat transfer as involving an

energy balance of conduction, convection, evaporation and radiation. In their study, the

ground surface heat conduction was composed of solar and infrared radiation absorbed at

the surface, sensible convective and evapotranspiration fluxes. The domain was solved

using Cartesian coordinates in a FORTRAN program based on a finite difference method.

The parameters that they considered in the study included: floor shape and size, climate,

surface and deep ground boundary conditions, soil properties, insulation, and shadowing

of the ground by the building. The authors mentioned that the existing method for

estimating the heat loss from a slab-on-grade, the Fz method found in ASHRAE

documentation, was not correct. They concluded that floor heat transfer was dependent

on both the shape and size of the slab. It was noted that heavily insulated floors showed

the greatest deviation from the behaviour implicit in the Fz method.

In studying the thermal properties and boundary condition effects, the results of

Bahnfleth and Pedersen (1990) demonstrated that thermal conductivity of the soil and

ground surface conditions exerted a strong influence on floor heat transfer rates, while

thermal diffusivity, far-field boundaries and deep ground conditions do not. They

concluded that for an accurate estimation, models should take into consideration the

effects of soil conductivity and ground surface condition. According to their results, the

effect of buiiding ground shadow, which is a local surface boundary condition effect, had

very little to almost negligible effects, except in climatic conditions of high

evapotranspiration potential. In such conditions, changes of more thart 20To could take

place.

Krarti (1989) studied steady-state heat transfer beneath a partially insulated slab-on-grade

floor. Krarti assumed a water table at a constant temperature for the bottom boundary

condition at 8 metres underground. The water table was assumed to maintain a constant

temperature of 1 loC at all times. The outside air temperature and the soil surface

temperature were fixed at 16'C. The above-slab air temperature was 21"C. Among the
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results presented were temperature contour plots within the ground beneath and to the

side of the slab-on-grade floor. Krarti concluded that the horizontal insulation placed

from the slab edge inwards, followed the law of diminishing returns and that most heat

loss reduction was provided by the first 0.5 metres of insulation. He mentioned that the

two most importarrt variables in the design of slab horizontal insulation are the insulation

width and the U-value.

Other work by Krarti using the ITPE method included a study of steady-state heat

transfer from horizontally insulated slabs, (Kmrti, 1993a). That work included three

insulation configurations. These were: (a) uniform insulation coverage under the flat

slab, (b) partial insulation starting from the slab edge inward under the slab, and (c)

insulation extending outward from the edge of the slab. These insulation configurations

are shown in Figure 2.I. The results included temperature contour plots for the soil under

and next to the slab for the different insulation configurations. Heat flux plots showing

the effect of outer edge insulation and total heat loss plots showing the effect of outer and

in-ner edge insulation and inner edge insulation with respect to insulation length were

presented. Krarti concluded that the outer insulation was effective in reducing heat loss

from the slab edge,s. He stated that it is also more effective for the outer edge insulation

to extend its length than to increase the thermal resistance over a short distance from the

slab edge.

In Krarti (1993b), the previous research was expanded to include steady-state heat

transfer from slab-on-grade floors with vertical insulation. Krarti considered the effect of
increasing the depth of the vertical insulation. The vertical insulation configuration is

shown in Figxe 2.2. The results included temperature contour plots for the soil under

and next to the slab. Other results presented included a slab heat flux plot showing the

effect of including vertical insulation and a total slab heat loss plot showing the effect of
vertical insulation depth. Krarti concluded that the vertical edge insulation is effective in

reducing the total heat losses from the building to the ground. For instance, as the depth

and the thermal resistance of the vertical insulation was increased, the slab heat loss

decreased following the law of diminishing returns. However, the depth of the vertical
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insulation had more impact than its thermal resistance on the soil temperature field and

total slab heat loss.

Toutside = 16'C

Figure 2.1 Three insulation configurations covered in Krarti (I993a), for "Steady-State

heat transfer from horizontally insulated slabs"

Figure 2.2 Insulation configuration covered in Krarti (1993b), for "steady-state heat

transfer from slab-on-grade floors with vertical insulation"

In Krarti (1994b), time varying heat transfer from horizontally insulated slab-on-grade

floors was addressed. This study assumed a steady-periodic solution to the heat

conduction problem. He concluded from this work that the annual mean and amplitude

-þm

Toutside = 16'C

Tbottor = 1 1'C
10m
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of total slab heat losses can be reduced by increasing the insulation R-values or length.

In addition, the time lag between soil surface temperature and slab heat losses increased

with insulation R-value and length, except when using two or more metres of insulation

width under the slab.

In addition to addressing the horizontal insulation, Krarti Q99ac) addressed the effect of

vertical insulation. The vertical insulation extended from the slab vertically downwards,

up to 5 metres from the ground surface. ln this study, Krarti concluded that the vertical

insulation provided a shielding against the soil surface temperature fluctuations, which

decreased the heat loss in winter. Also, a more pronounced shielding effect was obtained

by increasing the R-value of the vertical insulation.

In Krarti and Piot (1995), the steady state heat transfer from adjacent slab-on-grade floors

was addressed. In this study, Krarti concluded that foundation heat loss was reduced

when neighbouring buildings were present. However, this was only applicable to

buildings no more that 5 metres apart. Thermal interaction was reduced when the

foundations were well insulated.

ln Krarti and Choi (1998) the heat transfer for a slab-on-grade floor with a stepped

ground surface was examined. The work involved studying the effect on foundation heat

loss of various horizontal insulation configurations along the slab. Vertical insulation

depth along the stepped ground surface and other effects such as the height of the lifted

ground and distance between the slab and the stepped ground were also included. The

authors found that the soil temperature field and the total foundation heat loss were not

significantly affected by the existence ofa stepped ground surface.

Recent work involving the ITPE method of solution developed by Krarti also included

foundation heat loss from internally heated slab-on-grade floors (Chuangchid and Krarti,

2001a). In this work they performed a steady three-dimensional slab-on-grade

foundation heat transfer analysis. Also, Chuangchid and Krarti (2001b) studied three-

dimensional conduction in circular and rectangular slab-on-grade foundations.
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2.4 Thickened-Edge Slab-on-Grade Foundations

In their pioneering work, Robinsky and Bespflag (1973) described the design of shallow

foundations. The work concentrated mainly on the slab-on-grade foundation with stem

wall and footing but also included some results for a thickened-edge slab-on-grade

foundation. Twelve different structures were built using this technology near Timmins,

Ontario, Canada. Four of the structures were instrumented with thermocouples and

settlement gauges. The authors indicated that the results represented satisfactorily the

expected behaviour of the foundation.

According to the authors, the computer program entitled "Finite Element Methods for

Permafrost Temperature Analysis" was used as a solution to the heat conduction

problem, which allowed for a two-dimensional transient heat flow and included the effect

of latent heat of fusion. The external soil surface temperature was assumed equal to the

air temperature. This assumption was made from a practical viewpoint, in light of the

complexities of freezing soil-water systems and the many uncertainties involved.

One of the key limitations of the work by Robinsky and Bespflug (1973) was the

assumption that phase change occur at T : 0 oC, which they explained was almost true

for clean granular soil but not for f,rne-grained soils. In the latter, not all the water freezes

or thaws at OoC. Another limitation was that the model did not account for moisture

migration, which would result in additional heat flow, but is not severe except in cases

where freezing and the formation of ice lenses occurred.

Robinsky and Bespflug (1973) presented the design of shallow foundations for both

heated and unheated structures. The values of insulation width and thickness were

determined based on the severity of the 'Freezing Index' at the construction site location.

The Freezing Index was defined as the summation of the degree-days below freezing of
the mean daily air temperature during the winter season. The article discussed the effects

of the shape of seasonal time-temperature curve. The air temperature variation with time
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was changed to test the severity of winter (i.e., short severe freezing season vs. long mild

winter). The results showed that frost penetration was not significant for unheated

structures but it was significant for heated structures.

Robinsky and Bespflug (1973) concluded that, for design purposes, the severity of the

winter temperature follows the shape of a sine curve which is a close approximation of

actual winter conditions. Based on the authors' analysis, there was little change in the

predictions for an isothermal bottom boundary placed af 4.9 metres or deeper. Although

they did not include it in their model, the authors considered the effects of latent heat to

be important in predicting frost penetration. Results were presented for a T foundation

without insulation and with insulation skirts with lengths of 727.9 cm (48 in), 183.0 cm

(72 in), and 243.8 cm (96 in) for clayed and silty/sandy soils. No results for a TES

foundation were presented.

The Ontario First Nations Technical Service Corporation and the CMHC commissioned

research into heat loss from thickened-edge slab-on-grade foundations and the result was

a design Guide for Rural, Northern and First Nations Housing (CMHC-SCHL, 2000a).

The aim of the work was to provide information that would remove barriers to the use of

frost protected TES foundations. According to the report, "Slab-on-grade foundations are

gaining increasing interest across Canada and hold considerable potential for rural,

northern and First Nations housing as a means of constructing a lower cost, durable and

energy-efficient foundations".

The report gave the amount and location of insulation guidelines for 23 cities and towns

for the province of Ontario. Insulation is to be placed under the slab as well as at the slab

edge of a minimum of R-10 (RSI-1.8). Horizontal skirt insulation is to be installed

around the slab perimeter. The thickness and width amounts of the skirt were given in a

table according to ranges of degree days for the selected city or town. The skirt may vary

in width from tn'o feet for warTner climate cities to six feet for colder climate cities. The

report also gave construction procedures for the TES foundation. There v/as no reference
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to any experimental, analfiical or numerical work supporting the recommendations. Ilr

addition, the recommendations apply only to the given locations in Ontario.

The Canada Mortgage and Housing Corporation published a report that briefly

summarized the most coÍrmon problems encountered in slab-on-grade construction and

gave solution guidelines to them (CMHC, 2000b). The aim of the report was to clarify

the use of slab-on-gade foundations in Canada. The report did not give specific amounts

of insulation required at any specific site. It mainly addressed the need to incorporate

insulation on the slab to protect from frost heaving and make the floor slab feel warmer to

the occupants. The report provided a temperature contour plot of a TES foundation with

outside and indoor fixed temperature boundary condition of -10oC and +20oC,

respectively, as shown in Figure 2.3. No information was found on how this solution was

obtained.

ooc +zoc +4oc

Figure 2.3 Temperature contour plot from CMHC (2000b)

The above report inentioned that slab-on-grade construction can provide an alternative to

undesirable deep basement foundations, provided that the structure was well constructed.

In addition, slab-on-grade structures can also be used where unstable and soil problems

are encountered.
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The handbook by Carmody et al. (1991) provided general background information and an

introduction to foundation design issues for basements, crawl spaces and slab-on-grade

foundations. The authors stated that following the recommended practices in their

handbook will result in practical and economical advantages for the major issues treated.

The handbook provided the reader with information in order to understand foundation

design problems and solutions. It summarized the major recommendations and practices

related to foundation design according to the U.S. Renewable Energy Office of Building

and Community Systems. It showed typical recoÍrmended levels of insulation for five

representative U.S. climates. The northern most city was Minneapolis, Minnesota.

Design and construction practices covering the following areas \¡/ere summarized:

structural aspects, location of insulation, drainage, termite and wood decay control, a:rd

radon control. Check lists were also included for use during the design and construction

of a slab-on-grade foundation. Insulation guidelines were given for slab-on-grade

foundations with stem wall and footing. It is unclear if these guidelines can also be

applicable to monolithic (i.e, TES) slabs. The recent work was based on an earlier work

by Labs et al. (1988). The guidelines for insulation configuration for the foundations in

the 1988 design handbook were composed from the works of Shen et al. (1988),Huang et

al. (1988), and Parker and Carmody (1988).

National Association of Home Builders (NAHB) Research Centre published an afücle

(NAHB, 1999) that introduced the benefits of Frost-Protected Shallow Foundations

(FPSF) and the different foundation types that can be used under this technology.

Among these foundations was the monolithic slab or thickened-edge slab-on-grade

foundation. The work summanzed the locations where these foundations were used in

the United States and the success that contractors have had with this cost effective and

energy eff,rcient foundation. It indicated that according to contractors, there are savings

in avoiding the construction of a basement with a premium of $10,000 to $15,000.

According to the report, construction of FPSF's has taken place all over the United

States, including colder states such as North Dakota and Minnesota. In all cases, the

contractors indicated having no problems with frost heave in these foundations when
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using the proper amounts of insulation. According to the report, an estimated 3,000

FPSF's were built by the year 2000 including single family houses, townhouses, housing

for the elderly and disabled, additions, apartments, stores and other commercial

buildings.

The "Design Guide for Frost-Protected Shallow Foundations (FPSF), Second Edition"

(NAHB, 1996) gave guidelines and recommendations to insulate shallow foundations,

among which was the thickened-edge slab-on-grade. The report capitalized on the

notable technological development of the use of FPSF in Europe, stating that "The most

practical advancements in understanding and applyrng FPSF's have come from the

Nordic countries, where these foundations have been constructed over the last 50 years

and have gained wide acceptançe". The report specified that Swedish and Norwegian

researchers constructed the first experimental houses in the 1950s, using insulated

shallow foundations, which provided practical experience and empirical data on which

the FPSF technology was based. The design procedure specified the amount of insulation

and foundation foot depth to ensure protection against frost heave damage for all types of

soils. The design procedure assumed a conservative 100-year retum winter, where the

top ground surface was exposed to elements by eliminating insulation resulting from

ground vegetation and snow cover.

Two design approaches were considered:

1. Simplified FPSF Design Method. Used only for heated buildings, based on the

Air Freezing lldex to distinguish between latitude locations in the United States.

A table gave the appropriate insulation R-value and dimensions used along the

foundation, as well as the depth of the footing.

2. Detailed FPSF Design Method; Used

construction cost. This method must

foundations.

for

be

a more precise and economical

followed for unheated building
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The types of FPSF addressed included a monolithic slab-on-grade, an independent slab

and stem wall, and crawl-space foundations for heated, unheated, and semi-heated indoor

conditions. Theses conditions were based on expected average indoor monthly

temperature range of T > 17"C, 5"C < T < 17 "C and T < 5 oC for heated, semi-heated

and unheated structurcs, respectively. Thereby, the design procedure included a wide

range of structures such as homes, offices, agricultural structures, garages and exposed

slabs.

Goldberg (1999) prepared a report for the Minnesota Housing Finance Agency (MHFA)

on work that studied shallow foundations design specifications for the climate of the state

of Minnesota. In Minnesota, the air freezing index varies from slightly less than 2500 to

a little over 4250. The report provided detailed drawings for the thickened-edge slab-on-

grade foundation. The figures provided the dimensions of the different geometric

parameters of the foundation. The report contained some three-dimensional drawings

showing the freezing temperature contour line for air freezing indexes of 2500,3500,

4250 for heated and unheated structures. Incomplete information was given regarding

the method of analysis.

Danyluk (1997) described a shallow frost protected foundation that was constructed for a

building addition to the airport control tower at Galena, Alaska. Although the foundation

consisted of a slab-on-grade with footings, the foundation was still very shallow with

footing length of 0.661 metres (2.I7 ft). The theoretical ideas that assisted the design

came from the Norwegian Building Research Institute. To protect the shallow foundation

from the extreme weather in Alaska, they used extruded polystyrene insulation under the

slab(5.1 cm(2in)thick),attheslabedge(10.2cm(ain)thick),andforskirtinsulation

(10.2 cm (a in) thick). The skirt insulation extended outward six feet from the footing.

Danyluk monitored the soil temperature under and next to the foundation for three years

with the use of thermocouples. The three winters monitored were 5600, 6100 and 5500

degree Fahrenheit days. During the first winter, construction was still underway and the

slab was only partially heated. Originally, 64 temperature sensors were installed.

However, 16 additionai sensors were installed after the first full winter of data acquisition
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since the frost line was penetrating deeper than anticipated and more detailed temperature

information was needed under the ground insulation. The report stated that the freezing

front was never closer than approximately 15.2 to 30.5 cm (6 to 12 in) from the bottom

corner of the footing regardless of the frost load, so that at no time during the monitoring

period did the freezing isotherm threaten the bottom of the footing. It was noted that the

maximum frost penetration next to the footing occurred in early to mid February.

Danyluk concluded that the shallow insulated foundation was a cost effective altemative.

Had a conventional foundation been built, it would have had to extend 12 ft underground

where the freezing line does not penetrate.

2.5 Closing Remarks

The literature review discussed in this chapter summarizes the pertinent work done on

ground-couple heat transfer in building foundations for basement, conventional slab-on-

grade and the monolithic slab-on-grade or thickened-edge slab-on-grade. The following

general observations can be made:

1. There has been a signif,rcant effort made in the study of heat transfer from

basement foundations. Research in this area on different insulation

configurations, however, has been mainly confined to fuIl basements. There

have been no detailed studies of insulation placement for TES foundations.

In recent years slab-on-grade have become a popular altemative to full

basements. This popularity has led to sfudies of heat transfer from this

foundation type. The research on slab-on-grade foundations, however, deals

mainly with flat slabs placed on the ground surface. Other authors such as

Mitalas (1997) used reverse"T" slab-on-grade as their domain geometry.

The accuracy of applicability of the conventional flat slab-on-grade or reverse

"T" slab-on-grade to the thickened-edge slab-on-grade is uncertain. Because

the geometry is different, an analysis of the TES geometry is needed.

2.

-J.
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4. V/ork on the thickened-edge slab-on-grade foundation was found mainly in

reports for government agencies. Only a few reports gave some insulation

guidelines with respect to climate differences. However, none of the studies

show the effects on temperature contour plots and heat losses when

introducing a vanety of amount and location of insulation configurations.

There are no scientific journal articles published on a thermal analysis of the

thickened-edge slab-on-grade foundation. Furthermore, no scientific work has

been found on the thickened-edge slab-on-grade foundation that uses different

location and amount of insulation placement giving temperature contour plots

and heat losses for soil temperature and conditions for climate and soil

conditions in Canada.
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3.1 Problem Definition

The problem domain modeled in this research is taken as half the region under a building

structure with the thickened-edge slab-on-grade foundation, as seen in Figure 1.1 (a).

The domain modelled also includes the soil regions directly under and next to the

foundation as well as the regions of insulation and gravel under and around the slab. The

modelled domain with its composite material regions is shown in the most general case in

Figure 3.1. The following sections in this chapter deal with the geometrical description

of the domain as ¡vell as the assumptions, goveming equations, boundary conditions and

thermal properties used to simuiate the problem.

STATEMENT OF THE PROBLEM

Chapter 3

3.1.1 Geometry

The geometry can be described by a set of horizorrtal, vertical, angular and depth

parameters. Figure 3.2 gives the nomenclature of the vertical and horizontal parameters

that describe the problem. Some parameter values will be fixed while others will be

varied according to the tests and cases discussed later. For example, in the case where

the side edge was allowed to vary from 1.5 to 3.0 inches, parameter Px5 was changed.

Other parameters remained fixed throughout the tests performed. Many of the fixed

parameters where obtained form previous literature such as Labs et al. (1988), Robinsky

and Bespflug (1973) and Goldberg (1999). These parameters were also confirmed with

Manitoba Hydro (Eyolfson, 2002) to ensure that they fall within expected construction

practice. The physical values of the parameters describing the geometry are discussed in

more detail in Chapter 6. Table 6.1 through Table 6.4 summarize the SI unit values for

these parameters. Also, Appendix C includes the same tables in English units.
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Figure 3.1 Composite material domain regions
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3.2Mathematical Model

The following assumptions were made in developing the model of the foundation and its

surroundings:

a

o

Symmetry at the centreline in the slab is assumed.

The domain can be considered two dimensional. This is considered valid over a

large area of the slab. Edge effects are neglected.

Water in soil is assumed to freeze at OoC.

The indoor building air will be maintained at a constant temperature of 20"C.

The building structure is assumed to be completed and heated before the freezíng

weather occurc.

The insulation is assumed to be extruded polystyrene sheet. Insulation properties

are assumed constant throughout the years simulated. Therefore, no insulation

degradation was considered.

All thermal properties are assumed constant.

Soil latent heat effects are not as important as insulation placement and are

neglected.

a

a

o The vertical boundary in the soil at the right-side of the domain is assumed to be

far enough away that no energy transfer occurs across it.

The main governing equation is the conservation of energy in a solid. Equation (3.1) is

the transient two-dimensional conduction equation in Cartesian coordinates. Equation

(3.1) applies in all solid regions with their different properties. An initial condition is

required and spatial boundary conditions can be either fixed or varying with time.

ôT
tr-P -Õt

=l*(r#).&(r#)l (3.i)
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3.3 Boundary Conditions

Figure 3.3 gives a srrnmary of where the boundary conditions are placed in the model

domain.

t-{
c)
t4
È{
¿i

V)

GRAVEL

Figure 3.3 Boundary conditions placed on the model domain
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. Boundary Condition: T: Tinside

T: Tinr¡¿, at:

0<x<(Ll -Px4)andy:L5
The top of the slab was assumed to be at a constant temperature. Therefore, the

inside top boundary condition is at a f,rxed temperature of T¡nr¡6. :20oC.

Boundary Condition: Adiabatic

AT_-0 at.
ôx

(Ll - Px4) < x < (Ll + Px5) and y: L5

No energy transfer is assumed through wall segment on the top surface.
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Boundary Condition: T: Toutside

T : Tou1.16. at:

(Ll + Px5) < x < (Ll +L2) and y: L3 and

L3 < y < L5 and x : L1 or x: (L1+Px5) depending on insulation IE

The outside top boundary condition is the determining factor between the steady

state and transient cases. The values specified are:

(a) Steady state outside top boundary condition is at a fixed temperature of

Toutside : -20"C.

(b) The outside top temperature boundary condition for the transient (variable

with time) case

For V/innipeg:

r(t) : s.s8 - 1 1.86 cos 
l,? -;*) - r ml

For Thompson:

r(t) = 2.36-8.e5 cos 
[,(, -;^,)- o.tn]

Where:

2trcù=-
n.Lt

and

n: 12

Lt:2.5928+06 sec (30 days)

The transient case boundary condition equations were derived from a least-square

fit of soil-temperature data at different depths. The temperature data for

(3.2)

(3.3)

(3.4)
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Winnipeg were obtained from Environment Canada (Environment Canada,2002),

as monthly averages over many years. For Thompson the temperature data were

obtained from Agriculture Manitoba (Bullock, 2003). The data were obtained as

single daily non-sequential readings over a period of a few years. 'When working

with these data, it showed constant trends that allowed suitable curve fit

approximations. Appendix A explains in detail the procedure used to arrive at

Equations (3.2) and (3.3).

Boundary Condition: Symmetry

ôT_-0at.
ôx

x:0and0<v<L5
Half of tht: slab is modelled as it is assumed to be perfectly symmetric. The

symmetry boundary condition therefore passes exactly at the middle of the slab.

Boundary Condition: Adiabatic

AT_-u at.
ôx

x:(Ll +L2) and0<y<L3

The adiabatic boundary condition at the right side of the domain shown in Figure

3.3 was placed far enough such that the effect of the heat flow from the building

structure was insignificant. The domain size was changed and solutions were

checked to ensure that they were consistent \¡/ith these boundary conditions.

Boundary Condition: T: Tbouo-

T: T6sx6m at:

0<x((Ll +L2)andy:0

Bottom boundary condition was placed at 3 m below grade for the steady state

Cases and at 6 m below grade for the transient Cases. At a depth of 6m (20ft)

there is almost insignificant variation in ground temperature throughout the year.

This is particularly important for the transient case, as the outside weather effects

35



do not reach at this depth. Consistent with Equations (3.2) and (3.3), Tbotto-:

5.58"C for Winnipeg, and Tbono' :2.36'C for Thompson.

3.3.1 Material Thermal Properties

Table 3.1 lists the material thermal property values for concrete, insulation, and granular

regions in the solution domain. Appendix B provides details about the sources of these

values. Table 3.2 lists the soil thermal properties as obtained from both scientific

literature for the soil type for 'Winnipeg and Thompson, as well as from the thermal

diffusivity calculated from underground temperature data at different depths for the two

cities. The treatment of the underground temperature data is explained in detail in

Appendix A.

Table 3.1 Concrete, insulation and gravel thermal properties

Symbol
IUnits]

k IW/m.Kl
o lkq/m"
C,' [J/kq'Kl
q lm'lsl

Concrete

Table 3.2 Soil thermal properties

1.4
2300

lnsulation
Extruded

Polystyrene Board

6.9170x10-'
880

k IW/m'Kl
o I ko/m'
C" tJ/kq'Kl
q lm'lsl

o.o27

Winnipeg Soil

55

4.0571x10-'
1210

Sand/Gravel
Aggregate

(dried)

1.2
1 800

4.0016x10-'
1 666

1.296
2240

6.2888x10-'

Thompson Soil

920

0.52
2050

1.3786x10-'
1840
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3.4Initial Conditions

At a time of t: 0 sec, T(x,y) :2.0oC. The choice of this value was completely arbitrary.

This initial condition was set at all locations in the domain. The initial condition serves

as a "start up" for the numerical code to approach the correct solution. However, the

iterative solver proceeds through various iterations until the solution is independent of

whichever value the initial condition was given. This is explained in more detail in

Section 5.3.4.1.

3.5 Solution Approach

There is no analytical solution to the given governing equations for the non-Cartesian

regions with the boundary conditions given. Therefore, a numerical solution of the

goveming equations is required.
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4.1 Introduction

Chapter 4

NUMERICAL SOLUTION METHOD

Solving the goveming equations by means of a numerical solution required the use of a

numerical computational code. The computer code used to solve the governing equations

is a commercial Computational Fluids Dynamics code called CFX-5, now distributed by

ANSYS Ltd. The domain shown in Figure 3.2 was subdivided into small control

volumes by creating a computational grid for which the governing equation was

discretized. An iterative solution of the lineanzed algebraic equations was performed and

the required energy scalars were solved at the nodal point of each control volume. The

following sections give an explanation of the numerical solution method.

4.2 Grid Generation

The computational grid was generated u/ith CFX-TASCgrid which is the structured grid

generation component of CFX-TASCflow, also distributed by ANSYS Ltd. The grid was

created in four steps: First, the geometry of the grid was described in a file called gdf. To

define the grid regions they were specified by giving the vertex locations of each region.

The regions were attached to one another, which tied the different regions into one

continuous domain. In the second step, the nodes of the grid were read in as described in

the cdf file. This file contains all the nodal description to create the grid. In this step, the

distribution of nodes along lines joining vertices was defined. Next, surfaces were

declared with particular names in the sdf file. The final step was to define the interior

nodes which were named in the idf file. The output of TASCgrid results in a structured

grid that was stored in the grd file.

Since the problem modeled consists of different materials, the grid was composed of 63

regions. Each region was assigned with a specific material property to create different
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cases to study. Regions were gathered in subdomains of the same material properties.

For example, the concrete was made up of 20 regions which were gathered in one

subdomain of the same concrete properties. Figure 4.1 illustrates how the 63 regions

were gathered into 12 subdomains. One of the subdomains (AIR69+AIR79) was blocked

off in order to account for the step between the concrete foundation and the surface soil

(grade level).

4.3 The Numerical Solution Approach

Considerable time was spent at the initial phase of the research to identiff a numerical

solver that was able to handle the correct solution of the interface between solids. The

composite make up of the domain was found to be accurately modeled by CFX-5 as it

was able to handle the interface between materials, enabling discontinuities in thermal

conductivity to be modeled exactly thereby avoiding solution smearing at the interface

between different solids. Initial tests with CFX-TASCflow indicated that it was not a

suitable solver for this application.
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Figure 4.1 Subdomains composed of same material property regions
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The numerical solver used in the study was CFX-5.5.1. CFX-5 is a robust computational

fluids dynamic code that uses a conservative finite-element-based control-volume method

of discretization (Patankar, 1980; Ferziger and Peric, 1999). CFX-5 was used in the

present study due to its strong Conjugate Heat Transfer (CHT) capability. CFX-5's

multidomain approach makes it possible to simulate different physical behaviour in

different domains and couple the solution of variabies across the interface between them.

In addition, the thermal or total energy equation of the domain was solved while the

equations representing the fluids were disabled.

CFX-5 solves the governing equations by integrating them over a control volume. The

Gauss divergence theorem was applied to convert volume integrals into surface integrals.

CFX-5 approximates the solution using discrete functions of surface fluxes at integration

points located at the centre of each surface segment of a three-dimensional element

surrounding the finite volume.

CFX-5 uses the first order backward euler scheme to approximate the transient term. kl

the case of solutions with a flow field, the advection term can be discretised and

evaluated in CFX-5 by either using the first order upwind differencing scheme, the

numerical advection correction scheme (specify blend), the high resolution scheme or the

central difference scheme. For this model, the first order upwind differencing scheme was

selected, but this choice of model does not affect the results because there is no flow

solution in this case.

The solver used in CFX-5 was a coupled solver, which solves the velocity and pressure

equations as a single system. This solution approach uses a fully implicit discretisation

of the equations at any given time step. In the steady state approximation, the number of

iterations to reach the convergence criteria was reduced as the time-step behaves like an

'acceleration parameter' to obtain the solution. Similarly, for a transient simulation, the

number of interations to converge within each physical time step was reduced (ANSYS

cFx-S.7,2004).
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The iterative solver in CFX-5 uses Additive Correction Multigrid (ACM) acceleration

with an Incomplete Lower Upper (ILU) facbnzation technique for solving the discrete

system of linearised equations. The ACM technique greatly enhances the convergence

behaviour of the matrix solver by using coarse mesh equations formed by merging the

original finite volumes to create larger ones. The solver iterates on a cycle of meshes that

go from fine to progressively coarser meshes and then back to the solution on the original

fine mesh. The discretisation of equations was only done once for the finer mesh,

resulting in a more efficient convergence.

The residuals resulting from the imbalance of the matrix solution of discrete equations

were monitored to obtain a convergence criterion through the iterative process. For the

present model, the converge criterion was specified as the RMS (Root Mean Square)

normal residual to be equal to or less than lx10-6.

The general solution procedure used by the solver is as follows: in each iteration, the non-

linear equations are linearised and assembled into a matrix and the linear equations were

solved using the ACM method. The timestep iteration was controlled by the physical

timestep (global) or local timestep factor (local) setting to advance the solution in time

for a steady state simulation. In the transient analysis performed in this work, there was

only one linearisation (coefficient) iteration per timestep.

CFX-5 is divided into three consecutive components. First of all, the description of

parameters describing the problem were entered into CFX-PRE which resulted in the

creation of the definition file. The definition file is the input for the CFX solver. The

solver is a series of program subroutines that solve the governing equations and compute

the results. The results from the solver were processed in CFX-POST using the

Graphical User Interface (GIII). The results of post-processing are shown in the

following chapters. The grd file created in TASCgdd containing the grid was read into

CFX-PRE. The appropriate boundary conditions were created. CFX-5 command

language allows for the direct entry of physical property data for the materials of the

domain. Initial values to the variables were set to initialize the iterative process.
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Validation tests were performed in order to confirm the accuracy of both the numerical

code CFX-5 and ensure grid independence of the numerical solution. Section 5.1

presents tests done to achieve grid independence. Computations were performed using a

variety of mesh refinements to ensure that solutions did not depend on the mesh used.

Section 5.2 deals with the validation cases done against known analytical solutions and

others reported in the literature.

5.1 Grid Independence Tests

Chapter 5

VALIDATION TESTS

ln order to obtain reliable solutions from any numerical code, one must ensure that the

solution is grid independent. Grid independence ensures that the results will not change

significantly if the grid is further refined. The grid needs to be refined until a suitable

measure is found to remain reasonably constant. The results presented for grid

independence are for three grids described by the number of nodes in the x, y and z

coordinates, as shown in Table 5.1. To simulate a two-dimensional problem in a three-

dimensional numerical code, three nodes were placed in the z direction.

Table 5.1 Grid descril:tions for grid independence tests

Grid Name

Coarse
Medium

Fine

Nodal
Dimension
INX,NY,NZI

The nodal distribution was uniform in each of the regions of the grid. These gnd regions

are shown in Figure 4.1. Regions with denser nodal concentration \Ã/ere placed in regions

t101. 64.
1201, 127,31
1201, 201 ,31

3l

Total Number of
Nodes

19,392
76,581
121,203
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of higher temperature gradients, such as the upper part of the domain and near the

foundation corner. Figure 5.1 shows the nodal density of a typical coarse grid profîle.

Figure 5.1 Sample co¿rise gnd at k : 2 (The mid plane in the z direction)

To compare results among the three grids, temperature cross-sections were taken at

different locations in the vertical and horizontal directions. The data for the different

cross-sections were plotted and the percentage difference between them was calculated.

The results \¡/ere compared to see which location showed the greatest discrepancies in the

vertical and horizontal directions. The horizontal cross-section with the largest

discrepancies was found to be at a height of y: 2.98m, while the vertical cross-section

with the largest discrepancies was found at x : 6.88m. Figure 5.2 shows the location of
these iines with respect to the rest of the domain.

Numerous insulation configuration tests with different region sizes (for different

thicknesses of insulation) led to the creation of many gnds. For this reason, two cases

were selected to perform grid independence tests as a representation of the rest of the

gnds. Tests were performed on the grids for Cases Bi and El. These cases are
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explained in detail in Section 6.1.2. In the mean time, note that Case B1 contains

insulation only along the slab edge, while Case El contains insulation in all the insulation

regions. These being the slab edge, skirt, under the centre slab, and under the foundation

footing. The cases used for grid independence tests were done for steady state

simulations.

Figure 5.2 Approximate location of cross-sections tested for grid independence tests

Table 5.2 shows a swnmary of the results obtained for the temperature profile

comparison for Case 81. Figure 5.3 (a) shows the temperature profile along y :2S8 m.

Table 5.2 shows that, for this profile, the maximum percentage difference between the

coarse and medium grids is 49Yo and it occurs at x: 6.9 m. This is detailed in Figure 5.3

(b). The temperature profile for Case B1 at x: 6.88 m is shown in Figure 5.4. TabIe 5.2

shows that the largest percentage difference along this line is 2.98Yo at y : 2.70 m. Table

5.2 shows that the percentage difference between the medium and fine grids is less than

one percent for both temperature profiles. The two curves for the medium and fine grids

in Figure 5.3 and Figure 5.4 are also nearly indistinguishable from each other. These

results indicate that the medium grid can achieve acceptable grid-independent results.

Horizontal Line
y :298 m
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Table 5.2 Summary of Case B1 calculated percentage difference for grid independence

tests for temperature along two lines

Profile

L nev=2.9BIml
L nex=6.88tm]

Difference
Coarse to Medium Grid

The same locations of temperature profiles as in Case 81 were compared for grid

independence for Case 81. Figure 5.5 shows the plot for the temperature profile aty:
2.98m. Figure 5.6 shows the plot for the temperature profile at x : 6.88m. Both figures

show a detailed view of where the greatest deviation occurred in each profile. Again, the

medium and fine grid temperature profiles are very close to each other.

Table 5.3 gives a summary of the percentage differences calculated among the

temperature profiles for Case El. The percentage difference between the medium and

fine grids is again around one percent. These results indicate that the medium grid wiil

achieve acceptable grid-independent results. In addition to calculating the percentage

difference of the temperature profiles, the heat transfer rate was also examined to assess

grid independence of the results. This is explained in the following sub-section.

Maximum
Difference

lYol

49.095

Location of
Maximum

Percentage
Difference lml

2.981
x = 6.896
v = 2.695

Difference
Medium to Fine Grid

Maximum
Difference

t%l

-0.343

Location of
Maximum

Percentage
Difference lml

0.231

Table 5.3 Summary of Case El calculated percentage difference for grid independence

tests for temperature along two lines

x = 6.807
v = 2.695

Profile

Linev=2.98lml
Linex=6.88lml

Difference
Coarse to Medium Grid

Maximum
Difference

t%l

34.606

Location of
Maximum

Percentage
Difference lml

-1.037
x = 6.896
v = 2.725

Difference
Medium to Fine Grid

Maximum
Difference

t%l

1 .155

Location of
Maximum

Percentage
Difference lml

-0.176
x = 6.096

v = 3.0109

45



20

u15',t 10
$.rF5){-)*0()
Ar -1
F -ró
F -t5

-20

Coarse
Medium

Fine

(a)

20

u15
".t 10
${F5)+)EOoAr -\
F-ró
F -t5

-20

46810
X distance, m

_- r r\i-r\_rrr\rrl

ì

I

Coarse
Medium

Fine

(b)

T2

Figure 5.3 (a) Case 81, temperature profile aty =2.98m, (b) detailed view of (a)

6.6

t4

¡

I

6.8 7 7.2
X distance, m

7.4

46



6
UA.
Ol

9,
È)
EO
C)
Qo
ã-L

E-+
-6

Coarse
Medium

Fine

(a)

4.5

U4
o ôg 3.s')
+)E3
Otì,tr:q .ì rH ¿.J
OFz

1.5

0.5 1 1.5 2 2.5
Y distance, m

Coarse
Medium

Fine

(b)

Figure 5.a @) Case 81, temperature profile at x:6.88 m, (b) detailed view of (a)

2.3

3.5

\'\

2.4 2.5 2.6 2.7
Y distance, m

47



20

u15'.t 10
$iF5){-)s0
O
Ai -1
F -ró
F -t5

-20

Coarse
Medium

Fine

(a)

0

20

u15
"oi 10

fiF5)+¡fl0
O
Ar -'l
F -ró
F -t5

-20

46810
X distance, m

It-___\¡¡¡------

r__rrr\r_ Coarse
Medium

Fine

T2

(b)

Figure 5.5 (a) Case El, temperature profile aty :298 m, (b) detailed view of (a)

T4

6.6 6.8 7 7.2
X distance, m

I

7.4

48



6

P^4
9)
{-)
EOo
Qo
É-Ll-{

#-+
-6

Coarse
Medium

Fine

(a)

6

U 5.5
CtF
4)Ëf{J
;J

:k¡fr 4*5
û)F4
õF 3"s

3

0.5 r 1.5 2 2.5
Y distance, m

Caarse
}d'edrum

Fine

(b)

2.6 2"ú4 2"68 2.72 2.76
Y distance, m

Figure 5.6 (a) Case El, temperature profile atx:6.88 m, (b) detailed view of (a)

3.5

\

49



5.1.1 Heat Loss Tests for Grid Independence

Heat-transfer-rate results at each of the major boundaries were examined for Cases B1

and El. Figure 5.7 illustrates the nomenclature used for these key heat flows. These

include the top boundary or top of slab (Q¡), the outside boundary composed of the side

edge of the foundation above grade (Q.¿e.,") and the soil grade (Qo), and the bottom

boundary (Qs).

Nodal heat transfer rates at each boundary were added to get the overall heat gain or loss.

These values are summarizedin Table 5.4 for Case Bl and in Table 5.5 for Case El. Al1

the comparisons show very small percentage differences between the results of the three

gnds. It is noted that all percentage difference values meet a farget of less than one

percent. Through the comparison of both temperature profiles and heat transfer results it

is concluded that grid independent results can be achieved with the medium grid.

It is also important to note that the above results were obtained for steady state results, for

which a 3-m height grid was used (from bottom boundary to grade level). 'When

obtaining the transient results, the grids were extended to six metres in height, from the

bottom boundary to grade level. The same control-volume size was maintained in the

extended portion as in the 3-m grid. This means that additional control volumes were

added at the bottom of the domain for the transient case. All transient computations were

performed with a 120L, 751,31 grrd subdivisions in the x, y, and z directions. It was

noticed that in the steady state section, negligible temperature differences occuffed at the

bottom of the grid as most of the effects occur near the grade. As well, temperature

gradients influenced by the outside temperature are dampened through the soil depth and

are almost negligible by the bottom boundary of the 3-m height grid. It was then

concluded, that these grid-independence results can be considered applicable to the

transient analysis.
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Figure 5.7 Key energy flows in the domaln

Table 5.4Heat transfer rates for Case B1

Boundary

Qi

Qedoe.a

Qo

Coarse

Heat Rate tWml

Q¡'

37.517

Table 5.5 Heat transfer rates for Case El

-3.628
-48.393

Medium

14.508

37.497

Boundary

-3.616
-48.390

Fine

14.518

37.533

Q¡

Qedoe a

-3.621

Coarse to Medium
Grid

-48.393

Qo

Coarse

Heat Rate IW/ml

Percentaqe

14.516

Qn

30.050
-3.729

-0.053

-43.223

Medium

-0.332

16.894

Difference

-0.007

29.978

0.071

-3.721

Medium to Fine
Grid

-43.157

Fine

'16.893

29.837
-3.725

Coarse to Medium
Grid

0.098

-43.177

0.1 38

Percentaqe Difference

16.882

0.007
-0.011

-o.240
-0.224
-0.154
-0.006

Medium to Fine
Grid

-0.473
0.107
0.046
-0.067
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5.2 Validation Tests

Three sets of validation tests are now presented. The first two are comparisons with

analfiical solutions, and the third is a comparison with a previous numerical study. The

first validation test deals with the solution compared to a semi-infinite solid. Two surface

boundary condition cases v/ere examined. First, the surface was subjected to a step

change in temperature. Second, a periodic surface temperature variation was applied.

The second test gives a theoretical simulation of a sinusoidal temperature condition

similar to that used in this research.

A second set of validation tests included in this section are the validation of the code in

terms of composite material interface balance. These tests were of key importance in the

early stages of the research. Finally, validation tests against a published work of Krarti

(1993b) arepresented.

5.2.1 The Semi-Infïnite Solid

A semi-infinite solid is a region of material which has a surface with a known boundary

condition and a very large extent in the direction away from the boundary. The condition

of the material far away from the boundary is considered to be unchanged with time. As

explained by Mills (1992), in the case of a semi-infinite solid, the conduction process is

confined to a thin region near the surface into which temperature changes have

penetrated. The time evolution of the temperature in the semi-infinite solid is determined

subject to a given surface boundary condition applied at t : 0. The following

assumptions are included in the semi-infinite solid solution:

o Transient

One Dimensional

No intemal heat generation

o Constant thermal diffrrsivity,
k

Q:-
pcp
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The governing energy equation is

ôT ô27
_- n_^^)ot oy-

The boundary and initial conditions are as follows:

o The initial condition attime zerc

T:To at t:0
o Boundary condition deep into the Semi-Infinite solid

T: To aS y__+co

The third and last boundary condition describing the semi-infinite solid is the boundary

condition at the surface (y : 0). The following subsections detail the two conditions

studied at this boundary. ln general, this boundary condition can be a constant

temperature change, a constant surface heat flux, a convective heat transfer to the surface,

a surface energy pulse and or a periodic surface temperature variation.

5.2.1.1Semi-InfÏnite Solid Subjected to a Step Change in Surface Temperature

o Boundary condition at the surface

T: T, at y:0

(5.1 )

The boundary condition at the surface is a constant temperature represented by Tr. The

analytical solution to this problem, found in Mills (1992), gives the general solution

equation as given in Equation (5.5). Figure 5.8 is a sketch of the analytical solution to

this equation.

(s.2 )

(s.3)

T -To
T, _TO =*l*fu1

The following properties and temperatures were used for this test:

k:0.52 Wm'K

(5.4)

(s.5)
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p:20s0 kg/*'
Cp: 1840 Jlkg'K

a: I.3786x10-7 m2ls

To:20o C

Ts: 50o C

T(y,o): Te

T(O,t): T,

I
v

T(y,t)

(a)

Figure 5.8 Step surface temperature change for a semi-infinite solid: (a) boundary

conditions and (b) instantaneous temperature profile (Mills, 1992,pg. 156)

Figure 5.9 shows a comparison of the numerical results against the anal¡ical results. The

results were taken over a distance of 0.1 m from the surface, in which the effects of the

surface boundary step change took place. Several time intervals were plotted. In all

cases, the numerical results agreed closely with the analytical solution.

5.2.1.2 Semi-Infinite Solid Subjected to Periodic Surface Temperature Variation

T¡

(b)

. Boundary condition at the surface

T : T, : To * (Tr--To) sin (ot) at y : 0 (s.6)
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In this case the boundary condition at the surface is a periodic temperature represented by

a sinusoidal function, as described by Equation (5.6). The analytical solution for this

case is given by Equation (5.7). The surface temperature function is given in Equation

(5.8). A sketch of the anal¡ical solution to these equations is illustrated in Figure 5.10.

T (y,t) : To t @: - rr)* r-'(#)''' ri"[r, - r(#)"]

T,:To*ft -rr)sinþ]

T, =To*(4 -4)sn[arr]

I
v

Figure 5.10 Periodic surface temperature variation for a semi-infinite solid: (a) boundary

conditions and (b) instantaneous temperature profile at t: t1. (Mills, 1992, pg. 161)

T(y,t)

The following properties and temperatures were used for this test:

k:52 Wm'K

p:2050 kg/m3

Co: 1840 J/kg'K

a: L.3786x10-5 m2ls

To:20o C

Tr* : 100o C

o : æ radls

(s.7 )

(s.8)
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The numerical code was validated against the analytical solution by comparing the

temperature results at particular monitor points fixed in location. The temperature values

were recorded at consecutive time steps. This comparison is shown in Figure 5.1 1. The

values of temperature over time were taken at a distance of y: 1.005x10-a m from the

surface boundary. The figure shows that the numerical results match almost exactly to

the analytical solution. Table 5.6 shows the percentage difference between the numerical

results and the analytical solution. The error was calculated with each passing cycle of

the numerical results to the analytical solution. As seen from the table the percentage

difference values are under l%o for all cycles and remains under 0.3To after the third

cycle. Other monitor points were also tested and gave similar results. ln all cases the

percentage difference was less than l%u

Table 5.6 Monitor point percentage difference comparison aty:1.005x10-a m

Time, s

2
4

Percentage
Difference, %

6
I

1C

12

0.443

14

0.340

In addition, the numerical results were validated against the analfiical solution by

comparing the temperature results along a line from the surface to a depth of 0.02 m.

Since the temperature follows a sinusoidal cycle has a perio d of 2 seconds, two different

points in time were selected within the cycle for comparison. The temperature cycle has

an amplitude of 80oC, where the maximum temperature is 100"C and the constant initial

temperature is 20"C. The points selected for comparison within the cycle arc at'/+ the

cycle or at time t: 0.5 s and at the end of the cycle or time t:2.0 s.

16

0.300
0.279
0.286
0.275
0.271
0.265
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Figure 5.12 shows the comparison between the numerical results and the analyical

solution at t:0.5 s. At t : 0.5 s the cycle is at its highest point. Therefore, the surface

boundary is subjected to a temperature of T : 100oC. Figure 5.12 shows that at y : 0, the

temperatwe is 100"C. This temperature is sharply decreased within the first 0.005 m of
distance and the effects of the boundary are very much dampened by y : 0.02 m. The

figure shows that with each passing cycle the numerical results approximate more

precisely the analytical solution. Table 5.7 shows the maximum calculated percentage

error within the line section. The table shows how the error is decreased with each cycle,

up to the point where the error is approximately 2Yo. Figure 5.12 demonstrates the

numerical results to the first four cycles, which qualitatively shows its approximation to

the true solution.

Similarly, Figure 5.13 shows the numerical results comparison for cycles I to 4 with the

analyical solution for t : 2.0 s. As in the previous case, Table 5.8 shows the maximum
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error for this comparison decreasing with each cycle to the point where the error is

approximately 2.6 %. Att:2.0 s the cycle is at its low-end point. Therefore, the surface

boundary is at its initial temperature of T : 20oC. The effects from the boundary are

again, dampened within the first 0.02 m of the semi-infinite solid.

Table 5.7 Percentage difference comparison at t: 0.5 s

Cycle
#

Time cycle
tsl

1

2
3
4

0.5

5

2.5

Maximum Percentage
Difference, %

6

4.5

7

6.5

B

8.5

I

10.5

10

12.5

67.147

11

14.5

18.063

12

16.5

10.002

18.5

6.661

Table 5.8 Percentage difference comparison at t:2.0 s

20.5

4.801

22.5

3.805

Cycle
#

3.180
2.760

1

Time cycle
lsl

2.470

2

2.264

3

2.120

4

2.022

2.O

5

4.O

Maximum Percentage
Difference, %

6

6.0

7

8.0

I

10.0

I

12.0

10

14.0

20.899

11

16.0

12

10.254

18.0

6.904

20.0

5.034

22.0

3.694

24.0

3.210
2.990
2.850
2.756
2.697
2.662
2.647
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5.2.2 Composite Material Interface Balance

At the interface between two materials, in the absence of any interfacial resistance, the

value of temperature and the heat flux are both continuous. For example, the temperature

should be equal when changing between gravel and soil as illustrated in Figure 5.14. It is

important to validate that CFX-5 is capable of handling a domain of composite materials

accurately, as this is a major element of this research. Some computational fluid

dynamics codes are not capable of handling composite solid domain as a result of the

control volume method used. In these cases the control volume node is right at the

interface of the two materials and the control volume is composed of the two materials.

CFX-5 puts two control volume nodes on top of each other at the boundary of two

adjoining regions. This allows maintaining the accuracy at each interface.

Figure 5.14 Example of thermal balance at a composite material interface

Many simple conductive heat transfer problems using composite domains were done to

validate this condition. Two examples are included in this section as validation of this

condition. The first case deals with a simple one dimensional conduction heat transfer

problem, shown in Figure 5.15. The figure describes the domain and boundary

conditions used for its solution. The thermal conductivity values were ku: 2 Wm.K and

ku: 1 Wm'K.

To =T'

-k^ôTo - -k-U^.)
Õx

ôTt

Ax
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This problem can be easily solved anal¡ically by hand, giving results of Tr : 85"C, T2 :
35oC and q : 30Wm depth. The results obtained in CFX-5 matched these values

identically. Although this problem may seem simplistic, it was of key importance in

quickly determining if the code was capable of handling composite domains. Fairly early

in the research it was found that CFX-TASCflow was not able to handle composite

domains correctly.

The second validation case was done with the two-dimensional heat transfer problem

shown in Figure 5.16. For this case the thermal conductivity values were k6 : 1 Wm.K

and k" : 10 Wm'K. The overall heat rate value was calculated and compared to the

numerical solution obtained using the ANSYS finite element heat conduction code and

using an 'in-house' code developed by Berg (2002). Comparing the result from CFX-5

to ANSYS resulted in a 0.1I7%o difference. Meanwhile, comparing CFX-5 results

against Berg resulted in a 0.163% difference.

I
ml

,1,

A

-l
t],

4t

-l
,1,

,fT:1 10"C

ku

.t/tt^ - -- '

u22. v,,zzl. '\o./////..........

T¡

Figure 5.15 One-dimensional validation of a composite wall

ku
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{T:100"C1

Figure 5.16 Two-dimensional validation of a composite wall

5.2.3 Vatidation Tests Against the Work of Krarti (1993b)

AAL T:OoC J
z--------------\l z -r\ /l\ /

0.5 m 0.5 m

A validation test was done against the work of Krarti (1993b), which was sufirmarizedin

Chapter 2, Section 2.3. Figure 2.2 shows a schematic of the domain modeled and

boundary conditions used in the steady state heat transfer from a slab-on-grade floor with

vertical insulation. As explained in Section 2.3, Krarti used the ITPE method which

combines analytical and numerical techniques. A zero thickness was used for the vertical

insulation in the karti analysis.

The results were validated using the same conditions and properties as given in Krarti's

work. In order to compare accurately, the numerical results were obtained after reaching

grid independence. Two main comparisons against Krarti are included in this section.

The first comparison computes the local heat flux (AQ") at the left boundary using the

temperatwe isotherms plotted at one degree Celsius intervals. For example, the distance

between isotherms for 1 1oC and 12"C, denoted "lI-I2", was measrred and the AQ" was
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computed using AT/Ay. Krarti published in his work a number of temperature isotherms

for different conditions. The results for a slab without any vertical insulation were also

compared.

The comparison of the interval change in heat flux is shown graphically in Figure 5.17.

This figure shows that the numerical results obtained from CFX-5 closely approximate

those of Krarti. Krarti's results are slightly higher for most points. The percentage

deviation shown in Table 5.9 indicates that the maximum difference is 4.694yo, which is

within the error possible in digitizing the Krarti isotherms from the original article's

figure.

Table 5.9 Summary of differential heat flux results comparison against Krarti

AT, OC

11-12
12-13

AQ", W/m2

13-14

Krarti

14-15

1.859
1.904

15-16

CFX-5

16-17

1.927

17-18

1.951

1.844

Percentage
Difference,

o//o

1B-19

1.951

1.850

1.975

19-20

1.862

1.987

1.879

2.013

1.896

The second comparison with the work of Krarti focuses on his results on the effect of

vertical insulation and its depth on the total slab heat losses. The total heat loss per unit

depth (Q) was calculated as the integration of the siab heat flux values over the top area

of the slab. The results published by Krarti gave Q for a range of vertical insulation

depths. At each insulation depth, four types of insulation cases, each varying in

conductance were tested by Krarti.

0.813

2.052

1.917

2.919

1.934

3.491

1.949

3.832

1.960

2.901
3.026
2.740
3.284
4.694
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The case with an insulation depth of 2.0 m was analyzed in CFX-5 and is presented here.

For this validation case, the domain and boundary conditions shown in Figure 2.2 were

also used. The numerical results comparison are shown in Figure 5.18 and summarized

in Table 5.10. Krarti designated Hv as the ratio of insulation to soil conductivities

divided by the insulation thickness.

The results show that the values for Krarti are higher that those obtained in CFX-5. This

difference results up to a 7 .2%o difference, which could be the result of digitizing the data

points from the graphical format published in Krarti's article. Also deviation maybe the

result of a condition used by Krarti on the insulation that assigns a zero thickness; while

in the numerical model used in CFX-5 a finite thickness of 0.01m was assigned to the

I
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insulation. This would explain why the percentage difference between CFX-5 and Krarti

is approximately the same for all points compared.

Table 5.10 Summary of total slab heat loss results
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5.00x10-r
1 .00x10-2

25.5

o
CFX-s
W/m

26.8
29.4

É
ì-'{

l\

F
øî
V)
o
-l
d()

H
Ér
-od
(t)

d
oF

20.505

31.1

Percentage
Difference,

o//o

21.165
22.814

35

30

25

20

l5

23.927

5.0
5.6
6.6

7.2

ttl
I
O
o\

+Krarti
Figure 5.18 Validation of total slab heat loss results against Krarti

ttJ
IO(,

Hv

(Jt

tîj
¡

O
(-à)

,Um

+CFX.5

itl
IO

N)

67



5.2.4 Other Verifïcation Tests

5.2.4.1 Steady Periodic Results

The results were ensured to be steady periodic to obtain a trustworthy numerical solution.

Steady periodic results are obtained when they are independent of initial conditions and a

true steady behaviour is obtained after a number of iterations. In this model, a cycle or

iteration is equivalent to a year. The results after 5 years were compared by calculating

the error from two consecutive years. The procedure to check the yearly results is as

follows: the temperature data along the line (z : 2 m) was obtained for the months of

January and June. Various lines of data were compared, however, only this line (z : 2 m)

is discussed. The results of the error comparison are found in Table 5.11.

Table 5.11 Steady periodic maximum percentage difference

Year
I
2

Januarv

J

4

-67.6269

5

-1.0683

Table 5.11 shows that the largest overall percentage difference was in the month of

January. A criterion of a percentage difference of less than IYo was required to be

considered steady periodic. The largest error occurs between years 1 and 2. From Table

5.11 the error is less than 0.065% after year 3, therefore, the results are steady periodic

after year 3. For the remainder of the thesis, year 4 was selected to be steady periodic to

ensure accuracy ofthe results.

0.0622
0.0760

June

-1r.2764
-0.1 978
0.0458
0.0468
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6.1 Domain Definitions

This chapter presents the results obtained from two types of simulations: steady state and

transient. First, the steady state results will be presented and discussed, followed by the

transient results for V/innipeg and Thompson. The climate and soil properties are

different for the two locations, which gives rise to their own specific boundary conditions

as discussed in Chapter 3. The results obtained in the simulation include heat transfer

rates (heat loss) and the location of the zero-degree isotherm.

6.1.1 Insulation Configurations

Chapter 6
RESULTS AND DISCUSSION

The results were obtained for a number of insulation configurations, which consist of

insulation location placements with a variety of lengths and thicknesses. These tests have

been performed on six specific insulation configuration cases which are presented in

Figure 6.1. The variel,ions of these insulation configurations cases, in terms of insulation

lengths and thicknesses, are explained in Section 6.2.I for the steady state simulations

and in Section 6.3.1 for the transient simulations.

6.1.2 Geometries Studied

The modelled geometry is described by a number of horizontal, vertical, angular and

depth parameters. These are illustrated in Figure 3.2 in Chapter 3. Some of these

parameters are fixed while others are variable, depending on the case tested. The fixed

parameters were obtained mainly from previous literature such as Labs et al. (1988),

Robinsky and Bespflag(1973) and Goldberg (1999).
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(a) Case A: No insulation

(c) Case C: IE and IS

(b) Case B: IE only

(e) Case E: IE, IS, IC and IF

(d) Case D: IE, IS and IC

Figure 6.1 Diagrams of numerical cases studied

(f) Case F: IE, IC and IF
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Due to the diversity of insulation configurations cases in thicknesses and placement,

different grids were used to model the cases tested. Twenty grids were used to model the

cases presented in this thesis for the steady state and transient analysis. Table 6.1 gives a

summary of the fixed horizontal, vertical and angular parameters for these grids. Sixteen

grids were used to model the cases of the steady state analysis. The variable horizontal

and vertical parameters for the grids used in the steady state analysis are presented in

Table 6.2 for gdds 1 to 8, while Table 6.3 gives the values for grids 9 to 16. Also, Table

6.4 presents the variable horizontal and vertical parameters for grids used in the transient

section. Many parameters were originally selected in English units, as these units are

predominantly used in the construction market. Therefore, the above tables have been

reproduced in English units and are presented in Appendix C.

AsmentionedearlierinSection 5.I,a smallfixeddepthof 30cm(11.81 in)andthree

nodes were placed in the Z direction This was done to satisfy the three-dimensional

requirement of CFX-S. The depth in the Z axis is fixed and no variation exist in this axis,

consequently the problem was treated as a two-dimensional problem.

The results presented in the following sections consist of data reported for half of the

TES foundation. Half the slab equals the length of the fixedparameter Ll :685.8 cm

(270 in) as illustrated in Figure 3.2. To obtain the values for the full slab, all data

reported in this thesis must be multiplied by two.

Table 6.7 Hoizontal, vertical and angular parameters fixed for all grids used (see Figure

3.2)

Parameters

Px1

Px2
Px3

lcml

Px4

609.6

Pv2
Pv3

30.5

Parameters

45.7
15.2

Pv5

61.0
15.2

Pv6
Pv8

lcml

Pv1 1

45.7

L1

15.2

Parameters

L2

10.2

15.2

685.8

0r

714.2

Az

ldeql

45

10

7l



Table 6.2 Values of horizontal and vertical parameters varied in steady state simulation

grids 1 to 8, in cm (see Figure 3.2)

Parameter
Px5

Px6

Grid
01

PxT
Pv1

Pv4

3.8

Pv7

Grid
02

60.0
650.4

Pv9

Pv1 0

178.1

3.8

L3

15.2

Grid
03

67.7
650.4

L4

25.4

190.8

L5

5.2

L6

3.8

15.2

Grid
04

300.0

60.0

2.5

L7

650.4

25.3

239.0

178.1

Table 6.3 Values of horizontal and vertical parameters varied in steady state simulation

grids 9 to 16, in cm (see Figure 3.2)

315.2

5.2

3.8

15.2

2.5

Grid
05

300.0

60.0

5.1

650.4

22.7

251.7

61.0

190.8

315.2

7.7

7.6

15.2

Parameter

Grid
06

60.0

300.0

2.5

5.1

646.6

22.7

239.0

61.0

178.1

Px5

315.2

7.7

7.6

Px6

15.2

2.5

60.0

Grid
07

300.0

Grid
09

7.6

646.6

22.7

PxT

251.7

61.0

Pv1

178.1

315.2

7.7

Pv4

15.2

3.8
120.1

15.2

7.6

300.0

Grid
08

Grid
10

Pv7

60.0

7.6

590.3

22.7

646.6

239.0

61.0

Pv9

178.1

315.2

178.1

Pv10

7.7
15.2

3.8
120.1

15.2

7.6

300.0

15.2

L3

Grid
11

60.0

7.6

590.3

22.7

646.6

239.0

25.3

61.0

L4

190.8

190.8

315.2

7.7

L5

5.2

15.2

7.6

15.2

L6

300.0

Grid
12

2.5

60.0

300.0

2.5

7.6

646.6

22.7

L7

25.3

239.0

61.0

239.0

178.1

315.2

7.7

315.2

5.2

7.6

15.2

2.5

Grid
13

2.5

300.0

60.0

300.0

7.6

646.6

121.9

22.7

5.1

251.7

251.7

61.0

190.8

315.2

315.2

7.7

7.6
120.1

15.2

Grid
14

300.0

2.5

7.6

586.5

22.7

121.9

5.1

239.0

61.0

178.1

315.2

7.7

7.6
120.1

15.2

Grid
15

2.5
300.0

586.5

7.6

25.3

251.7

61.0

190.8

315.2

5.2

7.6
120.1

15.2

Grid
16

300.0

2.5

586.5

25.3

7.6

239.O

61.0

178.1

315.2

5.2

7.6
120.1

15.2

2.5
300.0

586.5

22.7

5.1

121.9

251.7

190.8

7.7

315.2

15.2

300.0

2.5
22.7

5.1

121.9

239.0
315.2

7.7
2.5

300.0

7.6
121.9

251.7
315.2

7.6
121.9
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Table 6.4 Values of horizontal and vertical parameters varied in the transient simulation

grids i7 to 20, in cm (see Figure 3.2)

Parameter
Px5

Px6

Grid
17

Px7

Pv1

3.8

Pv4

Grid
18

60.0

Pv7

650.4

Pv9

478.1

3.8

Pv1 0

Grid
19

60.0

15.2

650.4

L3

aË. c¿-\J.\)

490.8

L4

7.6

Grid
20

5.2

60.0

L5

638.9

15.2

2.5

600.0

L6

25.3

478.1

L7

539.0

7.6

5.2

60.0

15.2

615.2

646.6

2.5
600.0

6.2 Steady-State Results

6.2.1 Cases Studied

25.3

490.8

551.7

5.1

5.2

61.0

615.2

15.2

2.5

600.0

25.3

539.0

5.1

5.2

61.0

615.2

2.5

A total of twenty-nine cases are presented for the set of steady state simulations. These

cases are summarized in Table 6.5. From Figure 6.1 it was seen that six main cases (A to

F) describe the location of insulation placement. The cases listed in Table 6.5 are named

with the first letter of the main case and then numbered according to the insulation

configuration used. Different insulation configurations that study insulation length arid

thickness are summarized.

600.0

551.7

5.1

61.0

615.2

5.1

61.0

Each case has an "X" marked in the appropriate insulation configuration. 'Where

insulation length and or thickness were varied, a separate column was assigned to the

variable parameter. For example, IE1 and IE2 denote insulation placed at the edge. IEl
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andIBz coffespond to an insulation thickness value of 3.8 cm (1.5 in) and 7.6 cm (2.0 in),

respectively. The variable parameter describing the thickness of the edge insulation is

Px5, as seen in Figure 3.2.

Columns IS1 to IS4 denote insulation placed in the skif region. Each of these columns

indicates the variable parameters used that describe the dimensions of the skirt as

explained in Table 6.6. Column IC denotes that insulation was placed under the centre

slab region, as indicated by parameter Pxl in Figure 3.2. Since Pxl is a fixed parameter

for all grids used in this study, only one column is used. Similarly, column IF indicates

insulation placed under the footing. A fixed value was used in this region, consequently

one column is used to describe the insulation placed under the footing. Table 6.5 also

reports the heat loss per unit depth through the slab, Qi, as shown in Figure 5.7, for all the

steady state cases. The following section explains in detail the results for both the zero

temperature isotherms and heat transfer by comparing various cases.

6.2.2Heat Loss and Zero Temperature Isotherms

Figure 6.2 gives an overview of the zero degree Celsius temperature contour for Cases A,

B1 and 82. As a result of Case A having no insulation, the zero isotherm line passes

through the side of the foundation. This causes a large amount of heat to escape from

inside the house. The heat loss value for Case A corresponds to the highest heat loss in

all the steady state cases studied. This value was calculated to be 66.6 Wm as given in

Table 6.5.

The B cases have insulation along the vertical side edge. Cases Bl and B2 have a

vertical edge insulation thickness of 3.8 cm (1.5 in) and 7.6 cm (3 in), respectively.

Insulation added at the vertical edge next to the concrete results in the zero isotherm line

moving outside the concrete into the vertical edge insulation, as seen in Figure 6.2. In

addition, when doubling the vertical edge insulation thickness the zero isotherm line

moves fuither away from the foundation while maintaining the same general path as

shown by Case 82.
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Table 6.5 Steady state heat loss values for TES foundation cases

Gases
A
B1

tE1

B2
C1

tE2

X

C2
c3

ts1

X

c4

X

X

C5

ts2

X

c6

X

C7

¡s3

X

C8
D1

¡s4

X

D2

X

D3

X

X

X

¡c

X

D4

X

X

D5

IF

X

D6

X

X

D7

X

Q¡ [W/ml

X

DB

E1

X

66.6

X

E2

X

37.5

X

X

E3

34.2

X

X

X

E4

34.6

X

X

E5

X

34.0

X

E6

X

33.8

X

X

E7

33.0

X

X

E8

31.1

X

F1

X

30.6

X

X

F2

X

30.4

X

X

X

29.6

Table 6.6 Dimensions of skirt insulation

X

X

X

X

32.2

X

X

X

31.7

X

X

31.4

X

X

X

30.7

L6
Thickness of Skirt

X

28.8

X

X

28.3

X

X

X

28.1

X

X

27.3

X

X

30.0

X

X

X

29.5

X

X

29.4

X

X

28.9

X

X

26.3

X

X

25.9

X

61.0 cm

25.7

X

25.2
31.5
28.0

121.9 cm
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As a result of adding insulation the heat loss escaping from the house decreases when

compared to the case with no insulation at all. The heat loss for Case B1 is 37.5 Wm

while the heat loss for B2 decreases to 34.2 Wm. Consequently, as expected, adding

more insulation results in lower heat loss.

Figure 6.3 shows the zero isotherm results for Cases C7, C2, C3 and C4. To give the

reader a sense of the skirt dimensions Figure 6.3 shows the skirt insulation wire frame for

Case C4 as it has the longest and thickest skirt configuration. All the other insulation

configurations lie within the skirt region of Case C4. Table 6.6 shows the insuiation

amounts for Cases Cl to C4. Cases C1 and C2have a skirt insulation length of 61.0 cm

Qa in) and for Cases C3 and C4 the length is doubled to 121.9 cm (48 in). Between

Cases Cl and C2 the thickness varies. Case Cl has a thickness if 5.1 cm (2 in) while

Case C2 has a skirt thickness of 7.6 cm (3 in). The same occurs for Cases C3 and C4.

CaseC3hasthethinnestthicknessof 5.1 cm(2 in)whileC4hasathickness of 7.6 cm(3

in).

It can be seen in Table 6.5 that the heat loss values among Cases Cl to C4 are very

similar. Case C1 has aheat loss of 34.6 Wm. This value decreases to 34.0 V//m,33.8
'W7m 

and 33.0 'Wm for cases C2, C3 and C4, respectively. These values indicate a slight

change in heat loss among these cases. The total heat loss difference between Case Cl

and Case C4 is at a maximum of 1.6 Wm or 4.55% relative to Case Cl.

The results for the skirt insulation configuration shown in Figure 6.3 show the zero

contour line for Cl closest to the foundation comer. The zero contour line furthest from

the foundation comer belongs to Case C4. This shows that the skirt with the higher

amount of insulation rcsults in the furthest zero isotherm line. The zero line for Cases C2

and C3 are bounded by those of Cases Ci and C4. These two lines intersect the skirt

insulation close to the same location. However, the lines do not follow the same path; the

lines vary throughout the soil domain. The zero line for C3 follows a similar path for C4,

while C2has a similar path to Case Cl.
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Figure 6.4 shows the results for Cases Cl, C2, C5 and C6. Cases C1 and C5 have the

same skirt insulation configuration (length and thickness), likewise Cases C2 and C6.

However, Cases C5 and C6 have the thicker vertical edge insulation of E2. The heat loss

values forthese cases are equalto 34.6,34.0,31.1,30.6 W/m forcases C1, C2,C5 and

C6, respectively. For Cases C5 and C6 the same paths of the zero isotherm lines are seen

when compared to the paths of Cases Cl and C2. As a result of the thicker vertical edge

insulation the zerc contour lines for Cases C5 and C6 are seen to be shifted over to the

right.

The results for Cases C3, C4, C7 and C8 are shown in Figure 6.5. Figure 6.5 shows

results similar to those of Figure 6.4 with the exception that these results are for the

longest skirt length insulation configuration. Cases C3 and C7 have the same skirt

insulation configuration, as well as Cases C4 arñ C8 (except for having the thicker edge

insulation of E2). The heat loss values are 33.8, 33.0,30.4,29.6 Wlm for Cases C3, C4,

C7 and C8, respectively. In a trend similar to that found in the previous f,tgure, the zero

contour lines for Cases C7 and C8 are shifted to the right as a result of the added edge

insulation. Among all the cases studied for the skirt insulation configurations (i.e., Cl to

C8), Case C8 has the thickest edge insulation and the longest skirt insulation which

results in the zero contour line furthest from the foundation comer.

A comparison of insulation configurations for the C and D cases is shown in Figure 6.6

and Figure 6.7. Case C includes insulation regions at the vertical edge and skirt

insulation. In addition to the regions of Case C, Case D includes an added region of

insulation under the centre slab. Figure 6.6 depicts the zero contour lines for Cases Cl,

C2,DI andD2. These cases all have the short skirt insulation length. Figure 6.7 shows

the results for Cases C3, C4, D3 and D4. The cases depicted in Figure 6.7 have long skirt

insulation length. In the two figures the trends are similar. The results of the D cases lie

almost on top of the C cases with a very slight shift to the left with respect to their case C

counterpart.
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It can be seen in Figure 6.6 that the intersection of the zero isotherm with the insulation is

almost the same for cases Cl and D1. This trend also occurs for Cases C2 andD2, as

well as in cases C3 and D3, and C4 and D4 as seen in Figure 6.7. Although, no

significant change is seen in the zero contour lines between the C and D cases, adding an

extra region of insulation under the centre slab as in the D cases, results in heat loss

savings. The heat loss percentage difference between Cases C1 and Dl is about 7.44I%.

Similar percentage differences were calculated for the other cases in the above figures.

Figure 6.1 (d) and (e) shows a diagram of the location of the insulation for these cases.

As seen from these figures, Case E is fully insulated. It has an extra region of insulation

under the footing, which is the only region that is not a part of Case D. Figure 6.8 shows

the zero contour lines for Cases Dl,D2, El and E2, which have the short skirt insulation

length. The long skirt insulation length is studied in Figure 6.9 for Cases D3,D4, E3 and

F.4. A comparison can be made between Cases Dl and El, as they both have the same

insulation configurations for the skirt, edge and under the centre slab. The only

difference is that Case E1 has insulation under its footing.

Both Figure 6.8 and Figure 6.9 show similar trends. For cases E1 and E2, the zero

isotherm lines are shifted over to the left making them lie closer to the foundation corner.

The shift is more evident for Cases E3 and E4 in Figure 6.9 where the longer skirt is

used. The heat loss is reduced with the addition of insulation. There is a 7.3620/o

difference between Cases Dl and El. Therefore, adding an extra region of insulation

under the footing contributes to a decrease in heat loss. Although, a lower heat loss is

obtained in the Case E configurations compared to corresponding Case D configurations,

the addition of insulation under the footing is detrimental to the zero isotherm line

position. Although the zero isotherm lines do not pose a threat (in terms of frost heave),

even for case E, the objective is to obtain the zero contour line as far as possible from the

foundation corner. The cases from Figure 6.9 provide a clear example that adding more

insulation is not always optimal. In this case the zero isotheÍn moves back towards the

foundation comer because of the addition of insulation under the footings.
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6.2.3 Overall Trends

shows the zero isotherm lines of Cases A, B1 and Fl. None of these cases contains skirt

insulation. Case A has no insulation, Case Bl contains only edge insulation and Case Fl

has insulation at the foundation edge, under the centre slab and under the footing. As

mentioned earlier, in Case A the zero isotherm line passes through the foundation edge.

This case also has the highest heat loss of 66.6 Wm, caused by the exposed slab side.

The exposed slab side is referred to as a cold bridge because it is a non-insulating

material that is cold bridges directly exposed to outside temperature. Uninsulated or

exposed concrete allows for higher amounts of heat from the house to "short circuit" to

the cold air above ground instead of going into the ground under the footings where it

keeps the ground from freezing (NAHB, 1996). Therefore, a higher potential for frost

heave exists as the heat escapes to the air rather than heating the soil to prevent frost

heave.

The results seen for Case A may give rise to adfreezing of the foundation. The strength

of soil is greatly increased by the transformation of water (in the soil) to ice when the

ground freezes. This strengthening process may also be responsible for the strong bond

thaf may develop between a cold enough foundation edge and the soil. Adfreezing is the

force transmitted by this bond to the foundation by the upward volume displacement of

the frozen layer. The shearing stress experienced may displace the foundation unless the

dead load of the building or other resisting forces exceeds the uplift force (Penner and

Bum, 1970; Danyluk, 1991).

Adding edge insulation effectively forces the heat into the ground where it raises the soil

temperature above freezing temperatures. That is the effect seen from Case 81. This

trend has been recognized by many researchers such as NAHB (1996), Robinsky and

Bespflug (1973), and Carmody et al. (1991). Case Fl shows the effect of adding too

much insulation. In this case, not enough heat is allowed to flow to the soil, which causes

the zero isotherm line to move very close to the foundation comer. The results show this

87



line moving almost underneath the foundation, which increases the risk of frost heave.

Similar results are seen in Figure 6.11, where the edge insulation is doubled to 7.6 cm (3

in). The increased thickness displaces the zero isotherms slightly to the right.

Figure 6.12 shows a comparison of Cases Cl, Dl, El and Fl. As shown in Figure 6.1 all

cases have edge insulation; Cases C, D, and E have skirt insulation; Cases D, E and F

have centre slab insulation and Cases E and F have footing insulation. As seen earlier,

the cases with skirt insulation have their zero isotherm lines furthest away from the

foundation comer. The cases with no skirt insulation region have the zerc line almost

next to the foundation comer, as seen by Case Fl and earlier by Cases A and Bl from .

The use of skirt insulation has been addressed by other researchers such as CMHC-SCHL

(2000a and 2000b), NAHB (1996), and Danyluk (1997). The skirt insulation would be

placed all around the three-dimensional slab. In this two-dimensional study, the effects

of adding skirt insulation are clearly seen. Heat loss is reduced by adding the skirt

insulation region. A reduction in heat loss is seen when comparing Cases B1 to any of

the Cases Cl to C4 and when comparing Case 82 to any of the Cases C5 to C8. In

addition, having a region of skirt insulation allows for the heat flow path to be extended.

The temperature of the soil directly under the skirt increases from the heat flow coming

from the house and the underlying geothermal heat. This is very beneficial as the risk of

frost heave is minimized since the soil under the foundation has a higher temperature.

Accordingly, the skirt insulation allows for the zero isotherm line to move away from the

foundation comer. In short, the skirt insulation effectively conserves and redirects the

heat coming from both the house and the underlying geothermal heat as well as moves

the zero isotherm line away from the foundation corner which reduces the risk of frost

heave.

Table 6.5 also indicates that the heat loss is reduced and redirected by adding insuiation

under the slab as shown by Case Dl and 81. In Figure 6.72, it is seen that the location of

the zero isotherm line was not affected in Case Dl compared to Cl. The heat loss,

however, was decreased. The zero isotherm line for Case El moved closer to the
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foundation comer. This happened because the heat flow was cut off from the slab

footing. Therefore, leaving the slab footing clear of insulation allows for the heat to be

directed more effectively toward the corner were it is needed.
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6.3 Transient Results

6.3.1 Cases Studied

A subset of the steady state test matrix shown in Table 6.5 was used in the transient

analysis. Key cases that showed significant results in the steady state analysis were

selected for the transient analysis. Nine cases that study the major trends found in this

research are shown in Table 6.7. Table 6.7 uses the same nomenclature as that explained

in the steady state section for Table 6.5.

Table 6.7 Transient cases studied

A
BI

¡81

B2
G1

tE2

X

c5
D1

ts1

X

EI

X

F1

6.3.2 Grade Level Temperature Boundary Conditions

rs2

X

F2

X

X

ts3

X

The results for the above cases were obtained with a transient boundary condition placed

at the top ground surface. This transient boundary condition was obtained though a

simple harmonic curve fit using the least squares method from soil temperature data at

various depths. The resulting equation as shown in Section 3.3 gives cyciic monthly

values through out a period of a year. The surface temperature results for Winnipeg and

Thompson soil temperature data are plotted in Figure 6.13 and Table 6.8.

X
X

IS4

X

X
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X
X
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X
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X
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Table 6.8 Surface soil temperature for V/innipeg and Thompson

67 8

Month

Month

(1) Jan
12) Feb

Winnipeg
oc

(3) Mar
(4) Aor

9

(5) Mav

-5.94

(6) Jun

10 11 12

-5.80

Thompson
oc

(7) Jul

-2.61

(B) Auq

2.78

19) Seo

-6.11

8.91

(10) Oct

1,4.16

-6.42

(1 1) Nov

17.10

-4.38

(12) Dec

16.96

-0.53

13.77

4.09

8.39

8.25
10.83

2.25
-2.99

11.14

9.10

5.25

0.63
-3.53
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6.3.3 Domain and Solution Approach

The transient analysis was performed with a domain six metres in height. Figure 3.2

shows the dimension L3. This dimension was set to L3 : 6.0 m for grids used in the

transient analysis. At 6-m depth the time variations of the outside boundary condition

has negligible effect on the soil temperature. The percentage difference between the

temperature at this depth and the average annual temperature is less than one percent.

Using a gnd with a depth of six metres allows the use of a constant soil temperature at the

bottom boundary condition. In all the work presented here, steady periodic results were

obtained in the fourth year of cyclic simulation. A time step of one month (2.592x10*6

seconds) was used.

6.3.4 Zero Temperature Isotherms

The zero degree Celsius temperature isotherms are very important in determining the

location and the amount of frost penetration. Assessing the isotherm location is very

important because an objective of foundation design and insulation placement is to avoid

frost heave. Figure 6.14 to Figure 6.22 show the time variation of the zero isotherms to

enable tracking the change of the zero temperature isotherms for V/innipeg throughout

one complete cycle (equivalent of one year). Monthly results are obtained for the zero

temperature isotherms, since monthly time steps were taken in the numerical simulation.

The results shown in Figure 6.14 to Figure 6.19 will be discussed first, followed by a

discussion of heat loss. The results from Figure 6.20 to Figure 6.22 will be discussed

after that. The equivalent results for Thompson are described in a later section.

From Figure 6.14, one can see that the zero isothenns pass through part of the foundation

for Winnipeg's Case A. This is better seen in Figure 6.14(b). Because Case A has no

insulation, the foundation is exposed to very cold temperatures (under 0"C) all around its

edge. This causes the foundation to experience large heat losses. However, the results

show that none of the zero isotherms penetrate under the foundation corner. Although
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this is true, Case A is not a desirable case because of the large heat transfer losses that

occur.

In the analysis performed for Winnipeg, only the months of January, February, March

and December have zero-degree isotherms. The soil is frozen in the region above the

zero isotherm line. For example, in Figure 6.14, the soil first has a frozen region in

December. The depth of this frozen region is about 40 cm at the right boundary. At the

right boundary the effects of the slab on the soil temperature distribution are almost

negligible. This is the direct result of placing the right boundary condition far enough

where the soil behaves like a semi-infinite medium.

Also, Figure 6.14 shows that in January, the depth of frozen soil has increased to

approximately 90 cm at the right boundary. The deepest penetration occurs in February

where the depth of frozen soil is predicted to be greater than 1.2 m. The soil starts to

waÍn in March. ln this month the depth of frost is still the same as in February but the

zero degree line starts to move upwards showing less frozen ground near the foundation.

By April all the soil is above zero degrees Celsius. Figure 6.14(b) shows the zero

isotherm lines pass through part of the slab.

Figure 6.15, shows the zero temperature isotherms for Case B1 for Winnipeg. Case Bl

has insulation only on the vertical side edge. The figure shows that the zero isotherms do

not pass through any part of the foundation. The isotherms meet the edge insulation

along the side edge of the foundation and go straight up as seen in Figure 6.15 (b). The

edge insulation prevents the zeÍo or lower degree temperature isotherms from passing

through the side of the foundation and moves them outside of the concrete. Because the

foundation is protected from cold temperatures, lower heat losses occur, as discussed

shortly.

It is also noted from Figure 6.15 (b) that the zerc isotherms meet the side edge of the

foundation near the base of the thickened-edge. Although these zero isotherms are close

to the foundation comer, it seems unlikely that they would go under the foundation,
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except for the case of a rarq extremely lengthy cold period. Also noted are the frozen

depths seen on the vertical axis at the right boundary. The depth of frozen soil in each

month, are always constant for all cases that the Winnipeg boundary condition was

applied. This is further evidence that the soil far away from the foundation is unaffected.

Case Cl zero isotherm results are presented in Figure 6.16. The figure shows that the

foundation is protected with edge and skirt insulation. The skirt insulation acts as a guide

for the zero isotherms to run through. All zero isotherm lines (December to March) join

the skirt insulation at its end or through its upper surface, as seen from Figure 6.16 (b).

The zero isothenns follow a path that goes through the skirt insulation and up the vertical

side edge. If the skirt insulation were positioned higher, the zero isotherms would be

even further from the insulation corner. The skirt insulation must be placed to ensure that

it has alayer of soil above it for protection against the elements. In addition, it will give

the home owner the ability to plant small root plants next to the wall for aesthetic

reasons.

The zero isotherm lines for Cases Dl and El in Figure 6.17 and Figure 6.18 look very

similar to that of Case Cl. No significant difference is seen qualitatively. The difference

in these cases will be seen in the heat losses measured. These will be discussed shortly.

Figure 6.19, shor,ys the zero isotherms for Case Fl. In this case, the foundation is

insulated on the srde edge, under the center slab and under the footing. Since the skirt

insulation is not present, the zero isotherms join along the edge insulation. The same

effect was seen in Case 81. However, the zero isotherms have a deeper penetration than

those observed for Case 81. That is, there is a higher threat that the zero isotherms could

go under the foundation corner in the case of a very cold winter.
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6.3.5 Summary of Transient Analysis Heat Loss

The energy loss per unit depth in kWh values from the top slab surface (Qi) in the domain

shown in Figure 1.2 are calculated for V/innipeg and summarized in Table 6.9 and Table

6.10. The values obtained for Thompson are summarized in Table 6.11 and Table 6.12.

Note that the values are for the domain simulated which is for half the slab. The tables

display the results for the different test cases for V/innipeg and Thompson. The values

shown include the monthly and annual per unit depth heat loss values. One can see that

throughout all the months of the year the heat transfer is positive. This means that in

every month the house experiences heat losses through the foundation.

In looking at the annual heat transfer loss from the tables, one can see that, in general,

increasing the amount of insulation decreases the heat loss form the house, especially

when looking from Cases A through to Case Fl. Although a certain amount of heat loss

from the house is beneficial to maintain the zero isotheffns as far as possible, the

objective is to find the most minimal amount of heat loss that achieves this. It is for this

reason that various cases were simulated. Cases A and B1 through Fl demonstrate the

variation in insulation placement. Cases B2, C5 andF2 demonstrate the variation in the

amount of insulation.

Note that the values of heat loss for Table 6.9 through Table 6.12 are for half the slab

which is the domain simulated. To obtain the heat loss for the full two-dimensional slab,

values need to be multiplied by two.
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Table 6.9 Monthly and annual heat loss for Winnipeg, Cases A, Bl, Cl, Dl, El and Fl

Winnipeq Q¡ IkW

Case
Jan
Feb
Mar
Apr

A
49.09

Mav

50.04

Jun

47.15

B1

Jul

41.11

28.68

Auo

33.65

29.64

Seo

26.73

29.20

C1

Oct

22.14

27.45

25.85

h/ml

Nov

21.17

26.71

24.87

Dec

22.15

26.51

24.11

D1

20.02

Annual

25.35

22.90

30.12

23.53

23.65

19.07

37.62

21.50

23.43

19.54

44.53

E1

Table 6.10 Monthly and annual heat loss for Winnipeg, Cases B.2, C5 andFZ

22.28

19.85

427.47

20.77

21.26

20.60

18.96

21.33

23.85

Winnipeq Q¡ lkWh/m

21.09

18.74

19.18

26.53

F1

17.29

Case

20.17

292.25

21.95

20.33

22.66

16.54

Jan

18.74

22.17

Feb

22.33

17.23

16.79

24.18

21.12

274.10

16.01

Mar

17.85

B2

Apr

19.39

15.47

19.57

26.99

Mav

17.55

15.72

21.39

27.94

Jun

16.08

241.03

16.60

27.66

c5

Jul

15.41

18.03

24.16

26.27

Auq

15.73

19.56

25.01

24.14

sep

220.72

16.85

21.80

25.02

F2

Oct

18.63

19.89

20.16

24.18

Nov

20.45

22.78

20.84

18.91

228.16

Dec

21.11

20.70

19.17

Annual

19.68

19.87

20.57

18,84

18.58

22.72

17.08

18.87

25.08

15.91

281.12

19.68

15.23

21.05

15.33

22.74

263.12

16.12

17.44

18.90

216.17
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Table 6.11 Monthly and annual heat loss for Thompson, Cases A, 81, Cl, D1, El and Fl

Thompson

Case

Jan
Feb
Mar

A

Aor

38.74

Mav

39.48

Jun

37.74

B1

Jul

33.91

18.05

Auq

29.06

Qi lkWh/ml

18.44

Sep

24.52

18.25

c1

Oct

21.40

17.47

16.65

Nov

20.59

16.31

16.99

Dec

22.29

15.09

16.85

D1

Annual

26.05

16.23

14.09

16.04

30.85

13.58

16.34

15.31

35.42

13.75

Table 6.12 Monthly and annual heat loss for Thompson, Cases B.2, C5 andF2

16.17

14.31

E1

360.05

15.56

14.49

13.52

15.08

15.63

14.65

13.16

15.33

Thompson Q¡ lkWh/ml

13.23

16.83

13.66

15.12

F1

Case

192.00

13.75

14.54

12.91

15.76

Jan

14.66

12.51

13.70

16.04

Feb

15.62

12.63

15.85

12.83

Mar

180.28

13.21

15.21

12.17

82

Apr

16.54

14.O4

14.24

11.83

Mav

16.94

14.96

13.22

11.98

Jun

172.68

16.85

12.55

12.48

C5

Jul

16.26

13.33

15.07

12.09

Aug

15.38

14.13

15.37

12.23

Sep

162.56

14.38

15.31

12.84

F2

Oct

13.56

14.96

14.07

13.76

Nov

13.10

14.31

14.28

14.70

Dec

168.43

13.16

14.28

13.57

Annual

13.66

12.92

13.87

14.51

13.20

12.57

15.47

12.59

12.47

179.80

12.92

11.87

13.51

11.55

14.22

11.59

167.30

11.91

12.53

13.24

154.89
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6.3.6 Effect of Edge Insulation

The edge thickness was increased and its effect was investigated from the pair of Cases

B1 and B.2, C7 and C5 as well as Fl and F2 as shown in Table 6.7. These pairs of cases

have everything in common except for the thicker edge. The zero isotherms plots for

Cases 82, C5 andF2 are found in Figure 6.20 through Figure 6.22, respectively. These

plots show the domain wire frame with a thicker insulation edge. The domain wire frame

of the foundation is plotted to scale in the figures. The insulation edge increased to E2

corresponds to 7.6 cm (3 in) in insulation thickness. The previous cases with a side edge

of E1 have only 3.8 cm (1.5 in) in thickness.

Doubling the edge insulation thickness made very little difference in the zero isotherm

plots when comparing both Cases B1 and B2 (Figure 6.15 and Figure 6.20), and Cases

Cl and C5 (Figure 6.16 and Figure 6.21). The vertical location of the isotherm lines is

unchanged. Horizontally, the lines are displaced to the edge of the extra 3.8 cm (1.5 in)

of insulation. To compare among these pairs of cases the zero isotherm plots were

simply placed one on top of the other and aligning them to the edge of the vertical

insulation. When doing so, very minimal displacement was noticed. Looking at Table

6.9 and Table 6.10, the results among these two pair of cases show a small decrease in the

heat loss. Between Cases B1 and B2 there is a3.96%o reduction. Between Cases Cl and

C5 there is a4.17o/o reduction.

Some difference is seen in the zero isotherm line plots for Cases Fl and F2 shown in

Figure 6.19 andEigare 6.22. When comparing these plots, the difference noted was in

the location were the zero isotherms touch the side edge. The zero isotherms touch lower

for Case FZ fhan those of Case Fl. Comparing results in Table 6.9 and Table 6.10

indicates that doubling the edge insulation to E2 had a 5.55o/o decrease in the heat loss

experienced. The decrease in heat loss in Case F2 forced the zero isotherm lines to move

closer to the foundation comer, posing a higher threat to permit frost to form closer to the

foundation corner.
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6.3.7 Zero Temperature Isotherms for Thompson

Figure 6.23 shows the zero isotherms obtained for Thompson for Case A. As in Case A

for V/innipeg (Figure 6.14), the zero isotherms for Thompson pass through the

foundation side edge. These results indicate that the foundation side is exposed to sub-

zero temperatures and therefore large heat losses are experienced from the house. The

large heat losses coming from the house, warm up the soil around the foundation.

Consequently, in this case, none of the zero isothenns go under the foundation corner.

Figure 6.23 shows that in the analysis performed for Thompson, the winter months of

January, February, March, April and December have zero-degree Celsius isotherms. The

freezing season starts in December and achieves its deepest penetration in March. The

soil starts to warm in April, where the depth of frost is still the same as in March but the

freezing line starts to move upwards showing less frozen ground near the foundation.

Some trends are seen from this figure when comparing against Case A for Winnipeg in

Figure 6.14. Thompson's soil remains frozen lor a longer period of time than

Winnipeg's, since no zeÍo isotherms exist in April for Winnipeg. Thompson's soil not

only remains frozen for a longer period of time, but the frost penetrates more slowly than

for the same case in V/innipeg. These findings are consistent with the lower thermal

diffusivity for Thompson. As seen from Table 3.2 the thermal diffusivity (a) for

Winnipeg and Thompson are 4.0016x10-7 and 1.3786x10-' m'/", respectively. The

thermal diffusivities, as explained in more detail in Appendix A, were obtained from a

curve fit of various under ground depths soil temperatures. The thermal diffusivity

"measures the ability of a material to conduct thermal energy relative to its ability to store

thermal energt''fincropera and DeWitt,1996). Therefore, Winnipeg's soil with larger

soil o,, responds quickly to changes in its environment, while Thompson's soil with a

smaller soil o,, resporrds more sluggishly, taking longer to reach a new equilibrium

condition.
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Figure 6.23 shows shallower frost penetration depths for the months January and

February. Since frost penetration is slower in Thompson, the deepest frost penetration

occurs in March as opposed to the month of February for Winnipeg. However, the

overall frost penetration for the fueezing season is slightly deeper in Thompson, to

slightly over 1.3 meters. This is the result of the lower outside air temperatures

experienced in Thompson.

Figure 6.24 shows the zero temperature isotherms for Case B1 for Thompson. Case 81

has insulation only oir the vertical side edge of the foundation. The figure shows that the

zero isotherms do not pass through any part of the foundation. The isotherms intersect

the edge insulation along the side edge of the foundation and go straight up as seen in

Figure 6.24 (b). The edge insulation prevents zero degree temperature isotherms or

isotherms of lower temperatures to pass through the side of the foundation. This will

result in heat savings from the house as the heat flow is prevented to simply flow to the

outside air. Also, energy is directed downward to avoid the freezing isotherm undemeath

the footing.

It is noted from Figure 6.24 (b) that the zero isotherms meet the side edge of the

foundation near the base of the thickened-edge. This result was also seen in Case B1 for

Winnipeg in Figure 6.15. As was argued for the Winnipeg's case, although the zero

isotherms are close to the foundation corner, it seems unlikely that they would go under

the foundation, except for the case of atare) extremely lengthy cold period. Ir comparing

Thompson freezing lines location to those of Winnipeg, one can notice that the lines lie

higher that those of V/innipeg's for Case 81. Although the far right boundary the

freezing depth is lower than V/innip€g's, atthe foundation side edge the freezing lines do

not penetrate as much as in the case for Winnipeg.

Case Cl zero isotherm results, presented in Figure 6.25, shows the foundation protected

with edge and skit insulation. The zero isotherms pass through the skirt insulation and

up the vertical side edge. In the same way as Winnipeg's Case Cl in Figure 6.16, the

skirt insulation acts as a guide for the zero isotherms to run through. In the discussion for
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Winnipeg's Case C1 it was mentioned that if the skirt insulation were positioned higher,

the zero isotherms would be even further from the insulation comer. However, the skirt

insulation was positioned to allow for a protective layer of soil above it.

One main difference noted in Figure 6.25 the depth penetration of the fueezing lines on

the corner of the edge and skirt insulation. In this case, the freezing line does not

penetrate as much, remaining away from the foundation comer. This is specially seen

more intensely in the month of December when the freezing season starts. ln this month

the freezing line has not penetrated as much as it did in the'Winnipeg's Case Cl.

The zero isotherm lines for Thompson's Case Dl in Figure 6.26 look very similar to

those of Case Cl in Figure 6.25. Insignificant differences are seen qualitatively in the

isotherms. The insulation under the centre slab added in Case Dl reduced the heat loss

by 4.2%.

The zero isotherms lines for Case El in Figure 6.27 display differences when compared

to those of Case Dl. The isotherm lines have penetrated deeper into the soil next to the

foundation corner. This is attributed to the fact that the heat flow path directed towards

the foundation corner in Case El is prevented from flowing through the footing due to

insulation under the footing. This result in colder temperatures near the foundation

corner, what may be considered an unacceptable risk of frost heave.

Figure 6.28 shows the zero isotherms for Case Fl. In this case, the foundation is

insulated on the side edge, under the center slab and under the footing. Since the skirt

insulation is not present, the zero isotherms intersect along the edge insulation. The same

effect was seen in Case 81. However, the zero isotherms have a deeper penetration than

those observed for Case 81, as the heat flow path through the footing has been prevented

through the placement of insulation under the footing. As was the case for Winnipeg,

this case represents an undesirable potential for frost heave under the foundation corner,

as the heat flow from the footing region into the soil is reduced significantly.
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6.3.8 Relative Benefït of Insulation Placement

Looking at the initial investment of insulation is also an important factor in analyzingthe

results of this work. One measure of the benefit of insulation is to determine the amount

of heat loss reduction relative to the cost of insulation to the cost of insulation added. It

is important to find out which out of all the cases is the most efficient in reducing the heat

loss, while maintaining the most economical investment of insulation. Figure 6.29 is a

plot of Q-nuut (annual heat loss per unit depth in kWh/m) in the left vertical scale and the

insulation volume per unit depth (in cm3/m) on the right vertical scale.
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In Figure 6.29 the line with the filled circles and diamonds correspond to the annual heat

losses for Thompson and Winnipeg, respectively for various insulation cases. The line

with the triangles represents the amount of insulation need for each particular case. In the

bottom honzontal axis are the cases compared. They have been positioned in columns.

In this way one can see in one column the information for each case. For example, for

Case C1 its column shows a heat loss of 180 and 270 kWh/m for Thompson and

Winnipeg, respectively; this case has an insulation of approximately 14500 c*3/m.

Going from Case A to Case El the annual heat loss is reduced. There is a L97.49 kWh/m

difference between the annual heat losses from Case A to Case El for Thompson. For

Winnipeg, the diff'erence between Case A and Case El is206.75 kWh/m.

Figure 6.29 also shows that the annual heat losses for all of the cases are overall lower for

Thompson. Therefore a house in Winnipeg will experience more heat losses from the

foundation than one in Thompson. Generally, Thompson atmospheric temperatures are

lower than Winnipeg and since Thompson is considerably north of V/innipeg these

results were unexpected. However, these results are directly related to the less

conductive and lower thermal diffusive soil properties, which hinder and retard the

temperature outside conditions penetrating into the soil depth. These results, shed light in

opting for the construction of TES foundation in this part of Manitoba, as this type of

foundation will be even more economical in that region.

Although the overall annual heat losses for Thompson are lower, the general trend

followed among the cases is maintained in both Thompson and Winnipeg. That is, the

heat losses all decrease when moving from Case A to Case El. There is a significant

difference in heat loss reduction between Cases A to Case 81. Subtle differences between

Cases Bi, Cl and D1 and minimal changes are seen between Cases D1, Fl and El.

Since this trend was shown by the results from both Thompson and V/innipeg, a similar

trend is expected for other cities and towns in Manitoba. Details of the trade-off between

heat loss and amount of insulation are now discussed. Table 6.13 shows the actual values

plotted in Figure 6.29 and the relative increase in insulation and the percentage changes

in annual heat loss per unit depth.
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Table 6.13 Quantitative surnmary of annual heat loss versus amount of insulation

CASE
A

lnsulation
fcm3/ml

B1

G1

D1

0.00
5225.80

F1

Net
lncrease in
lnsulation

14516.10

E1

60967.62
58736.12

As mentioned earlier, the insulation line in Figure 6.29 shows that moving from Case A

to Ei the volume of insulation increases. More insulation regions are placed with each

case with the exception of Case Fl where insulation is reduced because the skirt

insulation was excluded from this case. Going from Case A to Case B1 there is a

5,225.80 cm'/*increase in insulation as shown in Table 6.13. The increase in insulation

results in a 65.40/o and 85.1o/o decrease in heat loss for Winnipeg and Thompson,

respectively. These are substantial savings for a relatively small amount of insulation.

The percentage difference presented in Table 6.13 is calculated as the difference between

any fwo consecutive cases and divided by the overall difference between Cases A and El

which is of 206.75 and 197.49 kWh/m for Winnipeg and Thompson, respectively.

Going from Case B1 to Case C1 there is a9,290.30 cmtlmincrease in insulation which is

equivaient to 8.7o/o and 5.9o/o savings in heat loss for both V/innipeg and Thompson,

respectively. However, going from Case Cl to Case Dl there is a significant increase in

insulation volume of 46,451.52 cm3/mwhich contributes to only 16.0% and,3.8o/o savings

in heat loss for both V/innipeg and Thompson. Here the investment is large compared to

the percentage ofheat loss saved.

Case El has insuiation in all the possible insulation regions with a total of 68,026.42

cmtlm. Due to all the insulation placement, this case has the lowest overall heat loss of
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68026.42

5225.80
9290.30

Qannual
fkWh/ml

THOMPSON

46451.52
-2231.50

360.05

9290.30

192.00

Percentage
Reduction in

ô

180.27

172.68
168.43

162.56

85.095
5.935

Qannual
fkWh/ml

WINNIPEG

3.846
2.151

427.47

2.971

292.25

Percentage
Reduction in

ct--^,,-,

274.10
241.03
228.15

220.72

65.404
8.779
15.991
6.230
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all cases. However, a small marginal benefit in heat loss savings is obtained from the

extra amount of insulation which probably does not financially justify the benefit of this

Case El.

ln case Fl insulation is placed all around the foundation except in the skirt insulation

region. From Figure 6.29 one can easily see that the total amount of insulation of Case

Fl is slightly smaller than those of Cases Dl and El. The annual heat loss incurred by

Case Fl is lower than that of Case Dl even though Case Dl has more insulation. In that

regard Case Fl is considered more energy efficient than Case Dl. Case Dl has insulation

everywhere except under the slab footing.

6.3.9 Overall Trends for Isotherms

A comparison of the zero temperature isotherms in the deepest frost penetration month of

February is shown in Figure 6.30 for Winnipeg and in Figure 6.31 for Thompson. For all

the cases with skirt insulation, the zero isotherms pass through the skirt region but the

skirt region is omitted for clarity. In Figure 6.30 and Figure 6.31 the zero contour lines

are guided for the cases that have skirt insulation that is, Cases Cl, Dl and El. Those

cases which do not have skirt insulation (,A', 81 and Fl) their zero temperature lines come

in contact with the side edge along the side edge.

The skirt insulation acts as abarner to frost penetration near the foundation corner. The

skirt can be placed anywhere along the side of the foundation not necessarily at the

bottom corner as shown in Figure 6.30. If the skirt insulation were placed higher, the

zero contour lines will be further from the foundation corner avoiding potential frost

heaving conditions. The limitation on this is the need for soil above the skirt to act as a

protection barrier against the elements. Skirt insulation is then beneficial in guiding the

zero isotherm line. This will ensure the path of the zero isotherm line away from the

foundation corner thereby, eliminating the risk of frost heave.
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Figure 6.30 (b) as well as Figure 6.31 (b) show that the zero contour line for Cases Bl

and Fl intersects the vertical edge insulation along the side of the foundation because of

the lack of skirt insulation. The risk exists that during an extremely cold winter, the zero

isotherm line for these cases would intercept at a lower point along the edge. This is

undesirable, especially for Case Fl which has insulation under the foot, resulting in a

colder region around the foundation corner. Consequently, the zero isotherm touches

lower along the insulation edge. It is important to remember that the outside boundary

condition of this study is based on average soil temperatures at different underground

depths. For example, Winnipeg data was obtained from Environment Canada, which

averages the data points over many years of readings.

ln summary, Figure 6.29 and Table 6.13 give a concise representation of the trade off

between heat loss and the amount and location of insulation. From the economical stand

point it seems that the insulation amount of Case 81 would be the absolute minimum in

order to minimize heat losses. When considering the location of the zero isotherm line it

is important to guide the isotherm through the skirt insulation region, thereby making

Case Cl the most rational choice.
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Chapter 7
SUMMARY, CONCLUSIONS AND RECOMMENDATIONS

7.1 Summary

The thickened-edge slab-on-grade foundation is a shallow foundation of an integral

casting of a flat slab with thickened footings. This foundation has been deemed a Power

Smart application by Manitoba Hydro. It is cost effective because its construction,

excavation, labour and material costs are much lower than traditional foundations. This

foundation also requires less construction time. Energy savings are expected when

compared to the traditional full basement foundation as the heating of the additional air

space is avoided. The thickened-edge slab-on-grade foundation is a good alternative in

cases when the considerable investment needed to make a basement a comfortable living

space is absent.

ln the present study, the foundation is placed at 30.5 cm (I2 in) under the soil grade level.

Because of its shallow depth the foundation needs to be protected against frost heave

damage. Enough heat needs to be present to ensure that the soil temperature is above

freezingunder and around the foundation. However, the optimal amount of heat needs to

be obtained in order to ensure heat loss effectiveness. Insulation needs to be placed

strategically arourrd the outside of the foundation. The purpose of insulation is to reduce

heat loss and redirect the building's heat loss. The frost line can be raised and move

away from the foundation by the proper location of insulation while reducing the heat

loss.

The heat loss from TES foundation occur primarily through the foundation edge to the

outdoor air and to the soil under layers. Insulating the slab not only reduces the heat loss

but it also allows for the heat to be directed strategically to raise the soil temperature

especially to the footing of the foundation. The footing is the crucial area in which to

raise the soil temperature as it is the location most prone to frost heave. The use of skirt
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insulation conserves geothermal energy and protects the foundation lower edges from

frost. The edge insulation was found to significantly reduce the heat loss to the outdoor

air. The skirt insulation region was added in addition to the edge insulation. In other

words, no cases were tried where the skirt insulation was the only insulation region

placed. Approximations in steady state and transient were done. Their results are

summarized in the following sections.

7.2 Conclusions Based on the Steady State Analyses

Case A, which has no insulation, results in its zero degree Celsius temperature isotherm

passing through the foundation footing. This results in a thermal bridge to the outside air

where a large amount of heat is lost. For the configwation studied, the heat loss was

calculated to be 66.6 Wm. Not only a thermal bridge is formed in this case but there is

also the potential of adfreezing. Adfreezing is the force transmitted though a bond

formed between the rising frozen soil and a cold enough foundation wall.

Adding insulation to the edge of the foundation reduced the heat loss. Two thicknesses

werestudied:3.8cm(1.5in)and7.6cm(3in). Theheatlosswasreducedto3T.5and

34.2 Wlm, respectively. The benefit of adding insulation is seen in the zero temperature

isotherm line. This line no longer passed through the foundation but passed through the

foundation edge. Doubling the thickness at the edge resulted in about l0%o oî savings in

heat loss.

The addition of skirt insulation further reduced the heat loss to a lowest value of 29.6

Wm. However, its main benefit is seen in the shifting away of the zero temperature

isotherm from the foundation corner. In all the Case C insulation configurations studied,

the zero temperature isotherm lines passed through the skirt insulation and into the

vertical edge insulation. This made the zero isotherm line lie well away from the

foundation comer.
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Although only a range of savings in heat loss of 5 Wm was obtained among all the skirt

configurations cases done, the location where the zerc isotherm line lies is largely

affected. The longer, thicker skirt insulation (IS4), resulted in the zero isotherm line

furthest away from the foundation comer. The zero isotherm line lies at the same

position when comparing between skifs IS2 and IS3. Therefore skirt IS2, which is the

thickest shortest out of the two is the most practical to use in a real life construction.

The D cases where insulation was added under the slab showed negligible benefit in

terms of the location of the zero isotherm line. Also, small benefit was obtained in the

reduction of heat loss. Case D8 heat loss was of 27 .3'Wm, which results in a decrease of

8% from the equivalent C8 Case.

The study of the E cases, in which insulation is added under the footing proved to be

detrimental to the location of the zero temperature isotherm line. Although savings in

heat loss were obtained, these were minimal to the effect that adding this region of

insulation had on the zero isotherm line. A heat loss of 25.2 Wm was calculated for case

E8 which results inSo/o savings compared to case D8.

'With no skirt insulation, Case F proved the importance of having skirt insulation. This

insulation must be placed to guide the zero isotherms away from the foundation comer.

For this case, the zero isotherms lied very close to the foundation corner, which may

introduce the potential for frost heave. This was a result of having insulation under the

foundation foot. The heat escaping from the foundation foot warms up the soil around

the foundation comer.

7.3 Conclusions Based on the Transient Analyses

The transient results performed for Winnipeg show below freezing soil temperatures for

the months of January, February, March and December. The deepest frost penetration

occurs in February where the depth of frozen soil is calculated tobe 1.2 m from the soil
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surface. The depth of frost penetration is of an undisturbed soil where the heat from the

house has no effect.

The transient results for Winnipeg's Case A indicate that the zero isotherm lines pass

through the foundation footing. The foundation experiences large heat losses as a result

of very cold temperatures around its edge. Placing edge insulation prevents the zero

temperature isotherm line to pass through the side of the foundation as seen from Case B.

The lines meet the edge insulation near the lower portion of the foot side.

Case C showed the zero isotherm line go through the skirt and up the vertical side edge

insulation. The skirt insulation acts as a guide for the zero isotherms to run through.

Therefore, positioning the skirt higher would raise the depth of the freezing line.

However, the skirt insulation must be protected with a layer of soil.

Cases D and E showed insignificant differences in their zero temperature isotherm when

compared to Case C. Case F results of the zero temperature isotherm posed more of a

threat as they could go under the foundation.

In studying the effect of the vertical edge insulation it was found that doubling the

thickness had a small effect in both the location of the zero temperature isotherm and the

amount of heat loss. Isotherm plots were qualitatively compared by aligning them to the

outside edge of the vertical insulation and placing them on top of each other. The heat

loss was reduced by up to 5.55o/o. Case F2 v/as an exception in that having a thicker

insulation edge was detrimental to the zero isotherm lines as they moved closer to the

bottom comer of the foundation where they pose a higher threat.

The transient results for Thompson also showed a fteezing isotherm line for the same

months as V/innipeg, in addition to the month of April. Although the frost penetration

was slower that Winnipog's, Thompson's freezing depth reached lower to slightly over

1.3 metres, which peaked in the month of March. This is thought to be the results of the

colder air temperatures experienced in Thompson. Similar behaviour to the cases
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explained above for V/innipeg took place for Thompson, with the exception of Case E.

The zerc isotherms for Case E penetrated deeper as a result of cutting the heat flow

supply to the soil next to the foundation corner through the footing.

Comparing the overall results for V/innipeg and Thompson, the annual heat losses of all

the cases are overall lower for Thompson. Although, atmospheric temperatures are lower

at Thompson, its soii has a lower thermal conductivity and thermal diffusivity than

Winnipeg, which allows for a slower response to the cold winter temperatures. This

explains the slower freezing penetration depth as well as the longer melting time frame

seen in the results.

7.4 Recommendations

The objective of this research is to study the optimal amount and location of insulation in

order to minimize the amount of heat loss while effectively avoiding the threat of frost

heave. For a practical solution the optimization of the economical investment to the

marginal benefit is also relevant. Case C is thought to be the most balanced option. It

gave a large benefit in heat savings to the cost associated with its amount of insulation.

In addition, its skirt insulation region guided the zero isotherm line away from the

foundation corner. The location of the îreezing line and the marginal benefit in savings

of heat loss are best addressed by Case C when compared to its amount of insulation.

The present study is based on a two dimensional approximation. According to Robinsky

and Bespflug (1973) the heat loss from slab foundations is greatest at the corners. The

scope of this work includes only a two-dimensional model. Therefore, fuither studies of

three dimensional approximations will be needed to address the significance of heat loss

from the slab corners as part of a future research work. Other recommendations include

further research on the effects of other cities climate and soil properties. As well as the

transient simulation of a coldest winter. Of particular importance would be a scenario

simulation of loss of heating during January.
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DETERMINATION OF GRADE LEVEL PERIODIC TEMPERATURE

BOUNDARY CONDITION

A.L Introduction

During the summer months the main sources of heat entering the ground are provided by

solar radiation and convection from the outside air. The heat absorbed by the gtound

surface will be transferred by conduction to lower soil layers. During the winter months

the ground will experience heat losses to the outside. Depending on the latitude, the top

layers of the ground will freeze for a number of days or even months. The longer sub-

zero temperatures are experienced, the deeper the frost penetration into the soil and the

longer the soil will be frozen.

However, deep underground the soil will maintain a constant average temperature. Since

the ground is a very large object, it can be treated as a semi-infinite solid. In a semi-

infinite solid only a finite depth is affected by surface conditions. The effects from the

surface are dampene<l with depth penetration. There is a point in depth that, when

reached, the rest of the solid remains unchanged at the mean annual temperature.

The ground surface is very much influenced by random and systematic climatic

conditions that affect its temperature. Random conditions are quick climatic disturbances

such as cloudiness, precipitation, winds, El Niño effects, snow, evaporation of water, etc.

Systematic conditions are those occurring daily due to radiation during the day and night.

As well as seasonal conditions occurring yearly, such as suÍrmer and winter

temperatures.

Environment Canada is the main Canadian agency that has measured and recorded

temperatures of air and soil for different depths over several years and for many cities in

Canada. In this research only seasonal or systematic conditions are taken into
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consideration. A1l random conditions are not be accounted for. In fact, Environment

Canada data is taken over such a large period of time, over many decades that such

effects have been averaged out and do not represent large discrepancies.

The top ground layer is very active in transferring energy to lower layers as a result of its

exposure to these conditions. Greater temperature differences between the soil surface

and deeper layer will result in greater amounts of heat entering and leaving the soil.

Since the ground surface temperature is always changing, it would be convenient to

capture its change with an equation that predicts this temperature as a function of time.

In this appendix an equation that calculates a suitable prediction of soil temperature at the

surface is obtained. To accurately account for the variation of temperature throughout the

year, the equation is derived as a function of time which accounts for its periodic

behaviour. The following are three options to obtain such an equation:

1.

2.

J.

Use grade level temperature data and create a function that represents the data.

Use air temperature data and create a function to represent the data.

Use soil temperature data from various depths to obtain a soil behaviour that will

allow extrapolating to the grade level, thereby obtaining a function that represents

the soil temperature variation.

Option 1 sounds to be the most reasonable and straight forward. That is to get a function

from the temperature data at the ground. However, it is very difficult to obtain reliable

temperature data at the surface. Mostly, because the Earth's surface is difficult to define

with respect to elevation and also because soil temperature at the surface have

considerable deviations as a consequence of random conditions (cloudiness, precipitation,

winds evaporation of water), Shul'gin (1965) and Kusuda(1966). Most likely, it is for

that reason that Environment Canada does not report temperature data at the surface.

Although air temperatures are readily available, the overall average air temperature is

much lower than the deep soil average temperature. Therefore, Option 2 is too
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conservative. Also, either a relationship of the degree days at each location would have

to be included, or the assumption that the air convection coefficient equals infinity must

be made. Figure 4.1 illustrates this assumption.

Figure 4.1 Assumption of convection coefficient equals infinity

q" = h-(T*

8" 
=Q" =h* co

i.T- =f,

T*
h-

Option 3 is the most feasible because data at various soil depths are available and are less

prone to deviation from outside random conditions as compared to the surface. Also, the

general behaviour of soil undemeath, such as the dependency of its properties, will be

inherited and carried in the extrapolation of its temperature. As well, the constant

average temperature of soil is obtained, which is typical of the particular latitude location.

Due to its feasibility this option was selected to obtain the equation that describes the

surface soil temperature. The equation is entered in CFX-5 as the top soil surface

transient boundary condition. However, one must expect that error is introduced by the

extrapolation from experimental data at various depths, as well as the errors introduced

when creating the function using curve fitting.

o=(L-t)
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Option 3 was selected and is explained in detail in this appendix. An equation is derived

to obtain the soil temperature at grade level and use as input to the transient boundary

condition used in this research. This equation curve fits the data available at different soil

depths and then extrapolates to the grade level or zero depth. The soil temperature

measurements at various depths are utilized based on one very important assumption

already mentioned. That is, the thermal behaviour of soil is that of a semi-infinite solid

that is subject to systematic and periodic temperature changes. This is explained in more

detail in section 4.2.

In this appendix the following will be discussed:

o The simple harmonic function that is used for a least square fitting of soil data

observed for two locations in Manitoba: Winnipeg and Thompson

The methods for obtaining annual average temperature, annual amplitude, and

phase angle of the temperature cycle from the curve fit function.

Determination of thermal diffusivity used for the calculation of soil thermal

properties in Appendix B.

. Comparison of observed data to calculated soil temperatures using the Separate

Method and the Two-Dimensional Method.

. Calculation of soil surface temperatures for Winnipeg and Thompson.
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4.2 Assumed Behaviour of SoiI

The ground surface is subject to a time periodic temperature variation from the outdoor

air. As it is well known, the outdoor temperature is govemed by a periodic cycle of a

year in which four seasons take place, each with its own air temperature range. The

change in temperature at the surface is transferred to lower soil layers by conduction.

Deep underground the outside temperature effects are damped and reduced to zero where

a mean temperature prevails. The main assumption used here is that the soil behaves like

a homogeneous semi-infinite solid, with a periodic temperature variation applied at its

exposed surface.

The theory of the semi-infinite solid with a periodic temperature variation is explained in

detail in Sections 5.2.1 and Sections 5.2.1.2. In these sections, validations of the

numerical code were dotre against the analytical solution for this theory. Shown in

Equation (5.6) is the Temperature boundary condition at the surface. The periodic

behaviour is represented by a sinusoidal in the function. The general solution equation is

included in Equation (5.7) and the solution to the surface temperature is found in

Equation (5.8). Figure 5.10 is a sketch of the analytical solution to these equations.

From this figure one carì see that the amplitude of the sinusoidal is attenuated with depth

(along the y axis). The term (T,.-To) in Equations (5.7) and (5.S) represents the

amplitude. The exponential part of the equation gives the decay for the amplitude

attenuation. The equation used for the top outside transient boundary condition in this

research uses the format of this equation.

Two equations are derived for two locations for the province of Manitoba, the city of

Winnipeg and the town of Thompson. The latter is the highest populated town in

northem Manitoba. The temperature data for different soil depths has been obtained from

Environment Canada for Winnipeg and Agriculture Manitoba for Thompson. The

program GNUPLOT was used to curve fit the equations which uses a non-linear least

squares curve fit method.
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The data have been curve fitted using two methods, the Separate Method (explained in

detail in Section 4.3.1) and the Two-Dimensional Method (explained in Section A.3.2).

The Separate Method curve fits each soil temperature data set for each depth separately.

In the Two-dimensional Method all the depths are curve fitted at once. The resulting

equation is a t'wo-dimensional function of depth and time. The Separate Method results

are used to validate those obtained from the Two-dimensional Method.

4.3 Curve Fitting Procedure

The use of cyclic soil temperatures to curve fit an equation has been done in the past by

Kusuda and Achenbach (1965), Kusuda (1966), Carson (1963). In most cases the

investigation was for the purposes of obtaining the thermal diffusivity of soil. Kusuda

and Achenbach (1965) began with the basis that earth temperature cycles follow a simple

harmonic mode. They used a least square curve fit technique and monthly average soil

temperatures to form annual cycles, which is very similar to the analysis done in this

research. Other investigators have used the Fourier series technique as an alternative to

the least square method for curve fitting.

According to Kusuda "the Fourier series technique is applicable only to a single complete

cycle where data points consist of a unique set of temperatures for equally incremented

time coordinates". The use of a simple harmonic function and the least square method

were deemed the most appropriate in this research. Since the number of data points, the

time interval for the temperature observations and the number of data for a given time is

not restricted as they are in a Fourier analysis. This is especially useful in dealing with

the Thompson data as they are not available at a specific time interval.

The least squares technique fits a sinusoidal curve to the observed data in such a manner

that the variance calculated from the residual deviations of the observed temperature from

the fitted curve is a minimum. GNIIPLOT was the program used to obtain the curve fit.
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The function representing periodic soil temperatures has four parameters: the thermal

diffusivity (which will be explained in more detail in the Two-dimensional section),

average temperature, annual amplitude, and the phase angle of the temperature cycle.

43.1 Separate Method

Equations (4.1) and (A.2) are the functions used for the cyclic temperature equation at a

given depth in the Separate method.

r(t) = r, - (q - r.) cos þ(t - 0.54.)- @]

T(t) = ao -arcostr(t-0.5Â.)-ar]

where:

T

)r

n.At

n: 12

n:360

ao:1
u, : (T, -Tr)

àr.: @

Soil temperature, oC

Frequency of the temperature cycle, rad/s

Lt: 2.592x10*6 s (V/innipeg)

Ât: 8.640x10*a s (Thompson)

Annual average soil temperature, oC

Annual amplitude of temperature cycle, oC

Phase angle ofsoil cycle, rad

The raw data of soil temperature versus time for a given depth are used with Equation

(4.1) and (A.2) to determine the above parameters.

4.3.2 Two-Dimensional Method

In the Two-Dimensiottal method, the annual periodic cyclic temperature is not only fitted

with time as in the Separate Method but it is also fitted with depth. Therefore, all the

(4.1)

(4.2)
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temperatures at each depth are fitted simultaneously. The resulting equation is a function

of two dimensions, time and depth "y''.

r(y,r)=r0-þ; t,) *r[ tE).cosþ(t-05^t)- rE-rl
T = Bo - Br .exp(-y .gr) .cosþ(t - o.slt)- y . B, - Er]

where

T

v

n.At

n: 12

n: 360

go: To

2n

Soil temperature, oC

Depth distance from ground surface, m

Frequency of the temperature cycle, radls

Lt: 2.592x10*6 s (Winnipeg)

At: 8.640x10*a s (Thompson)

A¡nual average soil temperature, oC

gt : (q -Tr) Annual amplitude of temperature cycle, oC

g:: 6¡

The temperature decay in depth seen earlier is approximated by the exponential function

in the Two-Dimensional method. The phase angle explains the point of the temperature

sinusoidal curve at which the analysis coÍrmences. The starting point is the first day of

January. The thermal diffusivity is calculated from the resulting value of gr. Therefore,

only one thermal diff,rsivity o is calculated, as explained shortly.

To test the accuracy of the curve fit, higher orders of harmonic terms were added to

Equation (4.4). However, the results obtained show that higher harmonic terms end up

cancelling each other out, thereby making no additional contribution.

Phase angle ofsoil cycle, rad

(4.3)

(4.4)
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The results from the curve fit equations from the Separate Method and the Two-

Dimensional Method are plotted along with the original soil temperature data. These

plots give an easy appreciation of the accuracy of both methods, especially of the Two-

Dimensional Method which was the equation used in this research. Figure 4.2 through

Figure A..8 correspond to the soil depths of 5, 10, 20, 50, 100, 150 and 300 cm for

Winnipeg. Figure 4.9 through Figure 4.14 correspond to the soil depth of 5, 10, 20, 50,

100 and 150 cm for Thompson.

As seen from the temperature plots in Figure 4.2 through Figure 4.8 for Winnipeg and

Figure 4.9 through Figure 4.14 for Thompson the annual amplitude of soil temperatures

decreases with increasing depth distance. From Table A.2 and Table 4.5 one can see that

the annual average temperature (ø) at each depth remains relatively the same. Some

inegularities were noticed near the surface especially in the data analysis of Thompson.

The Thompson data contains another set of temperature depth at 2.5cm from the surface.

When analyzing this data set, large irregularities were noticed when compared to the rest

of the other depth data sets. It was therefore, agreed to exclude the temperature data set

at 2.5cm as they introduced too large of a discrepancy. Such irregularities near the

ground surface have also been experienced by researchers Kusuda and Achenbach

(1965), which they attributed to climatic conditions and soil near the surface not being

entirely homogeneous. For instance, soil density and water content are most likely to

vary near the surface. The average RMS (Root Mean Square) error for the curve f,rt

functions compared to the actual soil data are 0.86125 and 2.23343 for Winnipeg for

Thompson, respectively.

From the results of the coefficients the thermal diffusivity was calculated. This value is

used in determining the thermal properties that were used in this research which is

explained in detail in Appendix B. Yet, the Separate Method has the disadvantage of
yielding two possibly different thermal diffusivities for a given set of temperature data.

The diffusivities were calculated from:
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a) The difference of logarithmic amplitudes

b) The difference ofphase angles.

This disagreement of the results was also experienced by Kusuda (1966). According to

Kusuda the diffusivities calculated did not agree, differing by a factor of two in some

instances. Also, even when employing a consistent method to compute the diffusivities

at two different depth levels for the same station, two different estimates of the

diffusivities were obtained. As is Kusuda's case, two different diffusivities where also

obtained in this research. The problem was overcome by the use of the Two-

Dimensional method. From this method, a single thermal diffusivity is obtained from

Equation (,A'.5).

The Thermal diffusivities are calculated from the values of 92 in Tables 4.3 and 4.6 for

Winnipeg and Thompson, respectively.

Or^ :
Ct)

2a

As found in the previous section the soil annual temperature averages at different depths

are all the same. This indicates that by extrapolating this average the surface will also

have the same average. The Two-Dimensional method equation is then ideal to use for

the ultimate objective, which is to find an equation that will predict the transient soil

temperature at the surface. The equation can be easily extended to the surface by having

y: 0 lml as follows:

T,

T,

= Bo - gr cos tr (, - 0.5 
^t)- 

g, ]

- To - (T,- - To)cos þ (t - 0.54.)- g,]

V/innipeg

Thompson

Where:

gz: 0.5072 a:3.9267x10-7 ¡m2ls1

92:0.8858 a: I.287Lxl0-7 [m2ls]

a :2.0201x10-7 fradls]

(A.s)

(4.6)

(,{.7)
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The surface temperature results from Equation (4.6) for Winnipeg and Thompson soil

temperature datawere plotted and summarized in Section 6.3.2. The coefficients obtained

from the Separate Method and Two-Dimensional Method curve fit are summarize for

each soil depth in Tables A.2 and ,A..3 for Winnipeg and Tables ,A'.5 and 4.6 for

Thompson.

4.4 Soil Temperature Data

The soil temperature data were chosen for two locations in the province of Manitoba: the

city of V/innipeg and the town of Thompson. These two locations were studied to

calculate the transient surface soil temperature equation. For the city of Winnipeg the

soil temperature data came from Environment Canada. Environment Canada takes

readings at specified depths from undisturbed open flat fields with possible grass cover.

Environment Canada (Environment Canada, 2002) has been taking readings for

numerous years. For instance, Winnipeg's soil temperature readings have been taken

since 1938 to 7993. The readings are taken constantly over daily intervals and in some

cases hourly intervals. The readings are then averaged over that many years to produce

monthly readings. The soil temperature values at the different depths are tabulated in

Table 4.3.

Soil temperature data in less populated regions are not taken by Environment Canada.

However, Agriculture Manitoba has soil temperature data collected at many isolated

regions and less populated northern towns. These readings are often taken at places

where Environment Canada has no available soil temperature information. The data used

for Thompson were taken from this agency (Bullock, 2003).

The way in which these data are collected is not as consistent as that of Environment

Canada. The readings have been taken over a period of eight years. During the year,

random readings are taken. Consequently, the readings are published as sole daily

readings with their date noted. [n order to be used as input to the curve fit procedure, the
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data were recalculated and plotted over a 360-day year as opposed to a normal365-day

year. This was done to maintain consistency in the period of time with the other curve fit

equation for Winnipeg and with the time intervals in the numerical analysis, which is also

of 360-day years. The data werc analyzed and some data point readings were excluded.

The data points excluded were those which seem like anomalies with respect to the

majority of the data points. Although, the data from Agriculture Manitoba are not as

consistent as the long-term average values for Environment Canada, they are a still valid

source of data for the soil temperature variation near Thompson. The soil temperature

values for Thompson are included in Table 4.6.

According to Kusuda and Achenbach (1965), many parameters affect the temperature of

the soil. Surface condition such as snow, grass covered or bare with a concrete surface

will affect the soil temperature. Other parameters such as climatic conditions, soil

thermal properties such as density, moisture content etc. will also affect the temperature

of the soil. It is therefore almost unattainable to exactly predict future soil temperature at

any given location and time, especially close to the surface where these effects are likely

to influence more extensively the soil temperature. The soil temperature predictions are

of a statistical nature and some deviation from the true value is expected to take place.

Table A.i Winnipeg coefficients for the separate method

Depth Below
Surface lcml

5

10

20

Average (ao)

50

Separate Method

100

4.9250

150

5.3750

300

5.6333

5.7333

Amplitude (ar)

5.7750
5.7583

1 1 .3015

5.8750

11.1252

10.6400

9.2881

Phase Angle (a2)

7.3814
6.0630

2.6337

0.4897

0.5417
0.6070
0.7765
1.0462
1.2806
2.1429
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Table 4.2 Winnipeg coefficients for the two-dimensional method

Table 4.3

Source:
Location:
ID:

Observed monthly average earth temperatures

Canadian Climate Data 9 01994 Environment Canada
Winnipeg lnternational Airport, Manitoba (49Ø54'N 97Ø14W,239m, 1938 to 1993)
5023222, User Calculated Means For (1961-1990)

2-D Method

o0

o1

s2

Depth
Below
Surface
[cml

5.5821

s3

11.8550
0.5072
0.5007

5

10

20

1

50

-5.2

100

-4.4

2

150

-3.6

-5.0

300

-1.6

-4.5

3

Table 4.4 Thompson coefficients for the separate method

-3.8

0.9

-2.5

2.5

-2.4

-2.3

4

-0.2

6.4

-2.0

1.1

1.3

1.0

1.5

Month of Year

5

5.3

-0.4

0.7

7.1

0.7

-0.1

6.9

6

4.4

6.2

0.0

13.5

13.4

0.6

4.2

7

12.8

2.1

3.7

17.1

)epth Below
iurface [cml

10.6

1.5

17.2

3.3

7.4

8

16.8

16.5

5.2

15.0

17.O

3.5

11.9

I

5

17.0

12.4

9.4

10

16.0

Average (ao)

13.2

20

4.8

13.9

Seoarate Method

10

13.6

50

6.5

12.0

2.62476

13.8

100

7.5

6.6

2.37669

11

13.3

150

8.3

1.0

1.61734

12.4

Amplitude (a1)

9.4

1.9

2.39844

12

7.9

10.4

-3.4

2.9

2.38408

10.7

9.49471

-2.4

4.7

2.59871

7.88059

-1.3

8.6

6.8

7.16958

7.9

0.7

Phase Angle (az)

5.68074

3.2

8.4

3.77029

4.9

7.6

2.5674

0.596501
0.661836

0.803857
1.12721

1.45188
1.79451

r52



Table 4.5 Thompson coefficients for the two-dimensional method

q0
2-D Method

o1

s2

2.35946

q3

8.94906

0.885839

0.590835
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Table 4.6 Observed daily average earth temperatures for Thompson at different depths

Dav #
29.5
61.5
78.5
84.5

5

-3.

98.5

2
-4.5

104.5

-2.

126.5

10

B

0.1

126.5

-2.

Depth

1.3

7

130.5

D

2.3

134.5

I
-2.

20

0.6

B

145.5

0.2

cm)

X

-2.

146.5

1.

-3.2

I
-0.4

3

149.5

-2.8

2

50

155.5

0

0.6

0.

-0.3

156.5

7.8

2

-2.1

X

1.1

6.8

157.5

-0.

100

-1.1

3

158.5

0.2

4
0

1.1

0.5

0

163.5

9.3

4.4

-2.8

-0.1

0.

4.4

166.5

3.

5

150

-0.4

2.7

I

168.5

0

1.7

0.2

2.7

1.3

0

170.5

0

10

6.4

2.

-0.

0.9

7.2

172.5

0

2.8

2

2

0.

-0.7

0.6

174.5

8.3

X

4

0.

-0.2

6

2

177.5

8.8

0

0

83

-0.3

2.

1.

178.5

9.4

0

I

4.4

-0.2

7

-0.

-0.6

Dav #

11 .1

X

182.5

6.

5

-0.1

0.6

11.1

208.5

0

1

183.5

0

6.

7.

2.8

1.7

1.2

12.2

214.5

8

187.5

8.3

I

-0.2

2.

-0.

-0.5

14.4

216.5

190.5

8

8.

2.

2
-0.6

0.1

3

218.5

0

197.5

5

B.

X

2
5.

1.7

2.8

11.7

12.2

0.9

221.5

3

199.5

7.

1

-0.8

6.1

-0.1

17.2

2.2

B

225.5

204.5

7.

10.6

-0.6

6.1

B

0.2

14.4

2.

14.4

226.5

207.5

11.7

10

2

b.

22

2.8

1.5

13.3

11.1

228.5

9.4

8.9

1

Depth

3.9

2.2

2.8

17.8

2.

13.3

235.5

15

7.

8

-0.6

7.8

3.9

13.9

235.5

B

0

13.3

11.1

X

10.6

20

0.1

3.3

2.8

237.5

13.3

12.2

X

8.

6.1

5.6

cm)

2.8

2.

'15.6

1.7

241.5

I

14.4

11.7

B

-0.6

7.8

10.6

X

1.

4.4

241.5

11.7

11.7

X

1

7.8

0.5

1.1

6.7

11 .1

50

245.5

11.1

11.1

X

o.

2.2

1.7

2.2

6.3

249.5

X

14.

11.7

1

11.1

9.4

2.

1.1

5.6

8.

253.5

4
9.4

12.2

2

9

10.6

2.

1.1

8.9

3.3

100

255.5

11.1

X

2

10.6

8.9

1.7

2.2

X

3.9

255.5

0

7.2

X

2.

2.2

7.8

X

256.5

7.2

8.9

10

8.3

2
2.2

150

10

7.8

7.8

1.

7.

B.

258.5

10.6

X

7

3

1

-0.

12.8

11.7

0.

1.1

7.8

259.5

8.3

7.2

6

6

B.

11 .1

4.4

1.1

4.

260.5

9.

7.8

8.9

8

4

7.8

1

1.

9.4

r 0.6

6.

3.9

261.5

5

6.3

7

1

0.

6.1

X

3.

8.

263.5

7.

11 .1

X

6

3

8.2

9

1

2.

5.6

8.4

6.7

279.5

7.8

8.3

8

8.3

11.7

4.

1.7

6.7

7.8

280.5

8.9

4

6.7

12.8

7.2

288.5

6.

X

0

6.2

11.1

5

5.1

8.4

291.5

6.8

X

8.4

7

5.6

B.

5.6

304.5

X

8.9

3

7.8

6.1

6.8

6.7

310.5

X

ô.6

5.7

11.1

7.2

6.1

314.5

X

7.8

7.3

3.9

8.

7.8

7.8

338.5

1.7

7.2

3
6.7

5.4

0.9

345.5

X

6.7

6.8

5.3

5.7

-0.6

X

7.8

7.8

7.3

6.1

7.9

-1.7

6.1

2.

4.2

b.

-4.8

8

5

1.2

7

7.2

4.3

7.4

-2.2

X

B.

0

7.8

6.8

6.3

3

0.6''

4.

3.9

3.

5.6

,>

4

o

3.6

7.8

2

6.8

5
-1.

1.

5.1

8.3

6.1

9

7

4.4

4.4

4.4

0

-7.

5.7

2.3

7.8

7
-1.

2.8

7.8

5

5

4.4

1.7

5.6

7.2

3.

1.

1

1

7.

-0.4

3.3

I
6.1

2.8

3.

2.

I

1

3.9

0.3

3.3
2.9

1
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Figure 4.2 Temperature versus month for V/innipeg, 5 cm
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Figure 4.3 Temperature versus month for Winnipeg, 10 cm
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Figure A.5 Temperature versus month for Winnipeg, 50 cm
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Figure 4.6 Temperature versus month for Winnipeg, 100 cm
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Figure 4.7 Temperature versus month for Winnipeg, i50 cm
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Figure 4.9 Temperature versus month for Thompson, 5 cm
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Figure 4.10 Temperature versus month for Thompson, 10 cm
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Figure 4.11 Temperature versus month for Thompson, 20 cm
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Figure 4.12 Temperature versus month for Thompson, 50 cm
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Figure 4.13 Temperature versus month for Thompson, 100 cm
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This appendix includes the properties for the materials used in the numerical simulation.

These include soil, gravel, insulation and concrete. Among these, the soil properties are

by far the most difficult to estimate. The following subsections discuss the properties for

each material.

8.1 Soil

Appendix B

MATERIAL PROPERTIES

Soil is denoted as ail the unconsolidated material in the crust of the earth. Soil is present

at every construction site as it envelops and supports building foundations. Soil consist

of particles of different sizes, all derived from solid rock (Legget, 1960). Soil particle

composition determines the tlpe of soil, such as sand, silts and clays. In nature there are

soils composed of mixtures of this particles.

Canada's soil varies in composition in different regions due to its diverse geography.

According to Legget (1960), various geological processes have transported soil particles

from their original location. Particles transported by wind (aerolian soils) exist in notable

deposits in westem Canada. All over Canada are found deposits of glacial tlll, a mixture

of gravel, sand, silt and clay, which were transported as glaciers receded. Also, well

graded deposits of sand, silt or clay washed down from glaciers, were sorted by the action

of water. On the Prairies and in river valleys such as the St. Lawrence valley are great

deposits of clay that steamed from glacial lakes. Winnipeg's soil consists of a large

percentage of clay, the remains of Lake Agassiz. Marine glacial deposits and clay are

found in Ottawa and Montreal. Toronto soil is a mixture of glacial till, fresh water clays

and sand deposits.

The type of soil not only has different physical characteristics but also denotes slight

differences in its thermal characteristics. In Appendix A the thermal diffusivity for
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Wirrnipeg and Thompson was derived from a curve fit of soil temperatures at different

depths. The temperature data readings were taken throughout a year. From the curve fit

the thermal diffusivity values were caiculated to be:

Winnipeg a: 3.9267x10-7 ¡m2ls1

Thompson a : 1.2871x10-7 ¡m2ls1

The thermal properties were obtained by approximating the thermal diffusivity to the

thermal properties of the type of soil that exist at Winnipeg and Thompson. For

Winnipeg a mixture of moist soil and clay is assumed. For Thompson a dry soil is

assumed. The thermal properties were obtained from an extensive search of soil thermal

properties in literature as summarizedinTable 8.1.

From the overall properties from

were chosen to be:

k:1.2 [Wm K]

p: 1800 lkg/rn'l

Co:1666 [J/kg'K]

o:4.00i6x10-7 ¡m2ls1

For Thompson the representative soil properties were chosen to be:

k:0.52 [Wm'K]
p:2050 [kg/rn']

Co: 1840 [Jlkg'K]

a: I.3786x10-7 ¡m2ls1

The thermal diffusivity obtained from the thermal properties chosen was approximated as

close as possible to those calculated from Appendix A.

Table 8.1, V/innipeg's representative soil properties
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B.2InsulatÍon

Among the insulation materials, there are those that resist water absorption iess

effectively than others. It is widely recognized in the scientific community that water

absorption in insulation results in thermal degradation. According to Danuluk (1997),

"extruded polystyrene is usually recommended when the insulation is to be buried. Its

closed-cell design inhibits moisture absorption, thus enabling its thermal resistance to

remain high. Expanded polystyrene may be used if precautions are taken to limit its

exposure to moisture". Crandell et al. (7994), mentions that in cases where bearing

structural loads from footings is required, higher density polystyrenes for the required

compressive strengths may be used. In the Galena, Alaska study, Danuluk (1997) chose

extruded polystyrene for the insulation requirements. Danuluk used extruded Polystyrene

for edge and skirt insulation as well as under the slab in compressive loading. As a

result, extruded Polystyrene was determined to be the best representative insulation for

this study.

Extruded Polystyrene thermal properties obtained from Incropera and DeWitt (L996) are

as follows:

k:0.027 [Wm'K]
p:55 [kg/*']
Co: 1210 [J/kg'K]

a:4.057lxl0-7 ¡m2ls1

8.3 Gravel

In the regions where gravel was used, the thermal properties for Sand/Gravel Aggregate

(dried) from Mills (1992) were used.

k:1.296 [Wm.K]
p:2240 [kgm']
Co:920lYkg'Kl
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0,:6.2888x10-7 [m2ls]

8.4 Concrete

Thermal properties from Incropera and DeWitt (1996) for concrete (stone mix) are used

in this study. These are as follows:

k: 1.4 [Wm'K]
p :2300 [kg/*']
Co:880 [J/kg'K]

a:6.9170x10-7 ¡m2ls]
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Table 8.1 Soil thermal properties found in literature

Soil, Low (Upper) Thermal Characteristic

Soil. Low (Lower) Thermal Characteristic
Soil, Medium (Upper) Thermal Characteristic
Soil, Medium (Lower) Thermal Characteristic

Soil Description

Soil, Hiqh (Upper) Thermal Characteristic
Soil, Hiqh (Lower) Thermal Characteristic
Soil, Drv
Soil, 15%Moisture
Soil, 30%Moisture
Soil, Dry W.C. 0 o/o, P. 40 %
Soil, DryW.C.0%,P.20%
Soil, Arid W.C. 1 %, P. 40 %
Soil, Arid W.C. 2 %, P. 40 %
Soil, Humid W.C. 9 %, P. 20 %
Soil, Moist W.C. 15 o/o, P. 40 %
Soil, Moist W.C. 25 o/o, P. 40 %

Literature Source

Soil, Moist W.C. 30 o/o, P. 40 o/o

Mitalas

Soil, Moist W.C. 15 %, P.20 %

Mitalas

Soil

Mitalas

Soil, Wet W.C. 20 %, P.25 o/o

o\o\

1 987)

Mitalas

Wet W.C. 35 %. P. 40 %

Soil, Wet W.C. 18 %, P.20 %

Mitalas

1 987)

Soil, Saturated W.C. 40 o/o, P.40 %

Mitalas

1 987)

Soil, Saturated W.C. 20 %, P. 20 %

1 987)

nqersol

1 987)

k
tW/m.Kl

nqersol

1 987)

nqersol

(1988)

ngersol

0.80

(1988)

nqersol

0.90

(1988)

nqersol

1.20

p
lkq/m3l

(1e88)

nqersol

1.35

(1988)

nqersol

1.80

(1988)

nqersol

2.00

(1988)

nqersol

Cp
lJ/kq.Kl

0.35

(1988)

nqersol

1.38

(1988)

nqersol

1.90

(1988)

noersol

0.35

(1988)

nqersol

0.62

(1988)

nqersol

1682

q
lm2/sl

0.46

(1988)

ngersol

0.57

(1988)

nqersol

2.17

(1988)

1.38

(1e88)

1.75

(1988)

1.90
2.50
2.04
2.39
2.62

2.8000x10-/

2.16

3.7000x10-/

2.68

3.5000x10-/
4.3000x10-/
1.0600x10-6
7.3000x10-/
7.6000x10-?
7.6000x10-'
1 .0900x10-b
7.5000x10-/
9.9000x10-/
1.0800x10-b
7.4000x10-'
1.0700x10-b



Table 8.1 (Continued)

Soil, Propertv Groups Base Case
Soil, Propertv Groups Case A

Soil Description

Soil, Property Groups Çase B
Soi

Soi

Property Groups Case C

Soi

Propertv Groups Case D

Soi

Basement A, Run 1

Soi

Basement A, Run 2

Soi

Basement A, Run 3

Soil, Room C and D, Run 1

Basement A, Run 4

Soil, Room C and D, Run 2
Soi

Soi
, Room C and D, Run 3

Bahnfleth and Pedersen (1990)

Soi

Literature Source

Room C and D, Run 4

Bahnfleth and Pedersen (1990)

Soi

Base Case

Bahnfleth and Pedersen (1990)

So
. Drv

So

Bahnfleth and Pedersen (1990)

, wet

So

Bahnfleth and Pedersen (1990)

;, lleñ oê ràtùrè,,Rèf;',3 00 l(

Sobotka et al. (994\

So
Undisturbed. Depth : 0-0.45 m

So

Sobotka et a!. fl994\

o\\ì

Undisturbed, Depth : -0.76 m

Soil Undisturbed

Sobotka et al. (994\

Und iStüibnd,,.: U-- - .iii ti06ìim'l

Soil Undisturbed,

Sobotka et al. (994\

Soil Undisturbed,

Sobotka et al. (994\
Sobotka et al. (994\

k
[W/m.K]

Sobotka et al. (994\
Sobotka et al. fi994\
Krarti ef a/. (1995)

De

1.00

Mills (1992)

pth : -1.73 m
De

2.00

Mills (1992)

De

pth : -1.67 m

1.00

I nöroÞè'rá,,rànd,,,l,.' DèW¡ttì, (i1 9,96)

p

Ikg/m3]

pth : -1.98 m

0.50

Adiali ef a/. (1998)

0.88t0.8-0.9)
2.00

Adiali ef a/. (1998)

0.88(0.8-0.9)

1200

,r.Adj ali .,.è.f, ä[..( :1i99 8)

1.275fi.2-1.35)

Cp
p/ks.Kl

1700

Adiali ef a/. (1998)

1.90t1.8-2.0)

1700

Adiali ef a/. (1998)

0.8510.8-0.9)

1200

Adiali ef a/. (1998)

0.85(0.8-0.9)

1200

1 500

1.275n.2-1.35)

1700
1700

1.90(1.8-2.0)

q

¡mzls¡

1200

6.9444X10-'

1 500

6.9204X10-'

1.00

3.4602X10-t

1.00

3.4722X10-7

2. 00

8.8889X10-/

0rr52.,:

3.3500X1O-',

1. 14

3.5500X10-/

0. 96

4.2500X10-t

1 500

8.6400X10-'

1 900

0.97

2050ì

3.7000x10-/

0.88

1611

3.7000x10-'

1.83

1 900

4.2500X10-'

1 506
¡.r.iftS'lì0i

2200

8.6400X10-/

..r1,840

1 836

6.4500X10-'

2322

1 863

3.5088X10-'

1 990

2014

4.7847X10-'

1,i.'¿2

1i.378ôXl$t

1638

3.0475X10-'

1615

3.2033X10-/

1970

3]6897X1.0,:l
3.2254X10-t
2.9248X10-t
4.6124X10-'



Table 8.1 (Continued)

Soil Undisturbed, Depth : Deep qround

Soil, Solid Matter

Soil Description

Quartz
Sand (Averaqe)

Sand, Dry
Sand. 1O%Moisture
Sand, Drv
Sand. Wet
Clav Minerals
Clav, Drv
Clav, 30%Moisture
Clav, Drv
Clav. Wet

Literature Source

Oroanic Matter
Peat, Dry

Adiali ef a/. (1998)

Peat. Wet

nqersoll 11988)

nqersoll 11988)

nqersoll (1988)

nqersoll (1988)

o\
oo

nqersoll (1988)

Krarti ef a/. (1995)

k
lWm.KI

Krarti ef a/. (1995)

lnqersoll (1988)

3.1Q.1-4.1\

lnqersoll (1988)

1.09

lnqersoll (1988)

Krarti ef a/. (1995)

8.90

p

[kg/m3]

Krarti ef a/. (1995)

3.50

lnqersoll (1988)

0.35

1 906

Krarti ef a/. (1995)

1.04

2600

Krarti ef a/. (1995)

Gp

[J/ks.K]

2.70

1522

0.52

1602

1682

2.42

800

q

[m2ls¡

0.30

2002

3.4000x10-/

2002

2.3330X10-'
7.4290X10-'

2.0000x10-/
5.4290X10-'

4.0000x10-o
1.0430X10-/



The following tables give a sunmary of the horizontal and vertical parameters for each of

the grid used in the cases simulated in this thesis. These tables give ali values in English

Units. Tables in SI Units were included as part of Section 6.1.2 'Geometries Studied'.

GEOMETRY PARAMETERS IN ENGLISH UNITS

Table C.1 Horizontal and vertical parameters fixed for all grids used (see Figure 3.2)

Appendix C

Parameter

Px1

Px2

linl

Px3

240.00

Px4

12.00

Pv2

18.00

Pv3

6.00

Pv5

24.00

Pv6

ô.00

Pv8

18.00

Pv11

6.00

L1

4.00

L2

6.00

270.00

281.18

t69



Table C.2 Values of horizontal and vertical parameters varied in steady state simulation

grids 1 to 8, in inches (see Figure 3.2)

Parameter

Px5

Px6

Grid 01

Px7

1.500

Pv1

23.635

Pv4

256.050

Grid 02

PvT

70.110

1.500

Pv9

26.635

6.000

Pv1 0

256.050

Grid 03

10.000

L3

75.110

'1.500

2.031

L4

23.635

1.000

6.000

L5

256.050

Grid 04

1 18.1 10

9.969

L6

70.110

94.110

1.500

2.031

L7

23.635

124.110

6.000

1.000

256.050

Grid 05

1 18.1 10

8.954

Table C.3 Values of horizontal and vertical parameters varied in steady state simulation

gnds 9 to 16, in inches (see Figure 3.2)

2.000

75.110

3.000

99.110

24.000

3.046

23.635

124.110

1.000

6.000

254.550

Grid 06

118.110

8.954

2.000

Parameter

70.110

3.000

94.110

24.000

3.046

23.635

124.110

6.000

1.000

254.550

Grid 07

'1 18.1 10

Px5

8.954

3.000

70.110

Px6

1.500

99.110

3.046

24.000

Grid 09

47.271

124.110

Px7

6.000

6.000

232.410

Grid 08

3.000

'l 18.1 10

Pv1

8.954

3.000

23.635

70.110

3.046

Pv4

1.500

94.110

24.OOO

254.550

Grid 10

47.271

124.110

6.000

Pv7

6.000

232.410

70.110

3.000

118.110

Pv9

8.954

3.000

23.635

6.000

75.110

Pv10

94.110

24.OOO

3.046

254.550

Grid 11

9.969

124.110

ô.000

1.000

L3

75.110

118.110

3.000

2.031

8.954

3.000

L4

23.635

6.000

1.000

94.110

24.000

3.046

L5

254.550

Grid 12

118.110

9.969

124.110

1.000

L6

70.110

3.000

94.110

118.110

2.031

3.000

L7

23.635

124.110

6.000

99.110

48.000

1.000

254.550

Grid 13

1 18.1 10

8.954

124.110

2.000

75.110

3.000

99.110

24.000

3.046

3.000

47.271

124.110

6.000

1.000

48.000

230.910

Grid 14

118.110

8.954

2.000

70.110

3.000

94.110

24.000

3.046

47.271

124.110

6.000

1.000

230.910

Grid 15

1 18.1 10

9.969

3.000

75.110

99.110

3.000

2.031

24.000

47.271

124.110

1.000

6.000

230.910

Grid 16

1 18.1 10

9.969

3.000

70.110

94.110

3.000

24.000

2.031

124.110

47.271

6.000

1.000

230.910

118.110

8.954

2.000

75.110

99.110

48.000

3.046

124.110

6.000

1.000

1 18.1 10

8.954

2.000

94.110

48.000

3.046

124.110

1.000

1 18.1 10

3.000

48.000

99.110

124.110

3.000

48.000

r70



Table C.4 Values of horizontal and vertical parameters

gnd 17 to 20, in inches (see Figure 3.2)

Parameter

Px5

Px6

Grid 01

Px7

Pv'l

1.500

23.635

Pv4

Grid 02

256.046

Pv7

188.221

1.500

Pv9

23.640

Pv1 0

6.000

256.050

Grid 09

9.969

L3

193.220

3.000

2.031

L4

23.635

1.000

6.000

L5

251.550

Grid 10

236.221

9.970

varied in the transient simulations

L6

188.220

212.220

3.000

2.030

L7

23.635

242.221

6.000

1.000

236.220

254.550

9.969

2.000

217.220

193.220

2.031

24.000

242.220

6.000

1.000

236.220

9.969

2.000

212.220

24.000

2.031

242.220

1.000

236.220

2.000

217.220

24.000

242.220

2.000

24.000

171


