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Abstract

The development of automotive radar sensors is a hotly contested area of
research that has tremendous sales volume potential for the manufacturers able to meet the
low pricing guidelines set for these products. Traditional PTFE laminate materials have
excellent electrical properties of low dielectric loss tangents, but the material and fabricat-
ing costs for these circuits are relatively expensive, and were not deemed acceptable for a
viable automotive radar program. The recent introduction of inexpensive, commercial
grade laminates is extremely attractive for these applications.

In this thesis the design of a commercial grade laminate, aperture fed
microstrip patch antenna, with coplanar parasitic elements, is pursued. This antenna ele-
ment will then be used in the design and development of an experimental prototype
microstrip array for use in an automotive back-up-aid radar sensor.

The numerical analysis tools required for quick, efficient, and moderately
accurate design of this microstrip antenna configuration were not available at the time and
it was the intention of this research to create such a tool. During this research, a number of
commercial analysis tools became available which were more than adequate for the cur-
rent research. Two commercial method-of-moment analysis software packages were
acquired.

Using the knowledge gained from the theoretical and numerical analysis of
this antenna element, a prototype antenna was designed, fabricated, tested, and analyzed
with respect to relevant performance criteria. A 16-element array using this new antenna
element is then developed from concept to a complete analysis of the performance
obtained from a fabricated antenna array.

In this thesis it is demonstrated that with the proper design, of microstrip

circuits produced on commercial grade laminates, satisfactory performance at microwave

se



frequencies is achievable. The results obtained here are expected to lead to the design of

other products on these inexpensive laminates.
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CHAPTER 1: Introduction

1.1 Modern Microwave Engineering

1.1.1 General

Prior to the 1940°’s and World War II microwave systems were usually
combinations of waveguide and coaxial transmission lines. In this era of microwave engi-
neering waveguide circuits usually dominated most of these system designs as complex
microwave circuits were not easily achieved using coax. Due to the heavy reliance on
waveguide as the transmission media, these microwave systems were generally extremely
large, heavy, very expensive and quite difficult to build. Since WW II microwave technol-
ogy has matured to the point that it is now feasible to create microwave integrated circuits
(MIC’s) that are smaller, lighter in weight, faster, cheaper to fabricate and quite a bit more
complex than their ancestors. Following the lead in the digital IC world, there has been a

push for higher frequency applications using even smaller and faster circuits.

1.1.2 Higher Operating Frequencies

Microwave systems have been developed for many years for use in, com-
munications, radar, navigation, surveillance, and weapons guidance systems. These sys-
tems are largely military in nature and are strongly supported by the defence community.
The current spectrum of frequencies upto the lower millimeter region has been allocated
for specific usage. Due to the congestion within these allocated bands microwave engi-
neers have been forced to resort to frequency reuse or design systems that operate at
higher less congested or unallocated frequency bands.

Operation of microwave systems at higher frequencies is an attractive area

of research currently being pursued by many in the microwave field. Higher operating fre-
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quencies correspond to shorter electrical wavelengths which leads to components substan-
tially smaller in physical size. Component size reduction is extremely important as
research programs strive to meet goals for system weight reduction which is critical when
designing many mobile earth, aircraft or space borne terminals. A major concern is that
the propagating signal attenuation increases substantially at higher frequencies [52] which
needs to be offset by higher transmit power levels to achieve the same signal to noise ratio
and maintain signal clarity.

Table 1.1: Microwave Frequency Bands

US Military Frequency
Band Band
Designation
——res ——— —_— |
L 1-2 GHz
S 2-4 GHz
C 4-8 GHz
X 8-12 GHz
Ku 12-18 GHz
K 18-27 GHz
Ka 27-40 GHz
v 40-75
w 75-110

1.1.3 Microstrip Circuits

Microstrip concepts were first proposed in the 1950’s [33,41] but their use
did not gain momentum until the late 1960°s and 1970’s, mainly due to the lack of suitable
low loss, dielectric substrates. Microstrip circuits consist of a single substrate with a
ground plane on its bottom surface and a narrow strip of conducting transmission line on

its top surface. Microstrip is basically printed circuits for microwaves and is usually fabri-



cated like printed circuit boards, but requires higher-resolution photolithographic pro-
cesses because of the dimensional accuracy required. Circuits using microstrip have been
economically implemented in many {ow-to-medium power systems including radar, elec-
tronic counter-measures, communication links, and in portions of satellite communication
systems. Microstrip transmission lines are widely used in Miniature Hybrid MIC’s
(MHMIC’s).

Microstrip limitations are few, the fundamental one being low power han-
dling capability which may be overcome with the realization of good matching circuitry.
There are four separate mechanisms that can be identified for the power losses and para-
sitic effects associated with microstrip lines; conductor losses, dissipation in the dielectric
substrate, radiation losses, and surface wave propagation. Conductor and dielectric losses
are lumped together and calculated as part of an attenuation coefficient for the line. Dis-
continuities such as abrupt open-circuit lines, steps, and bends will radiate to a certain
extent and efforts must be made to reduce radiation and its undesirable side effects in cir-
cuits such as filters and amplifiers. Most of the propagating electromagnetic wave is con-
fined to the region between the ground plane and the strip conductor but surface waves do
account for some of the lost transmission power. Surface waves are waves trapped just
beneath the surface of the dielectric substrate and propagate away from discontinuities in
the form of higher order TM and TE radial modes.

1.1.4 Microwave Integrated Circuits

In the microwave community the idea evolved that all microwave func-
tions of analog and digital applications could be incorporated on a single chip. Based on
advances made in printed circuit board technology, and the development of electronic
integrated circuits (IC’s) which became very popular in the 1970’s, the development of

IC’s has matured to such a level that many inexpensive products now use these IC chips in



a substantial portion of their circuitry. Only recently has extensive work been directed
towards the development of Microwave Integrated Circuits (MIC’s).

The goal of recent years has been to develop MIC’s that incorporate phased
antenna arrays with transmitters, receivers and the complete array feed network all within
the MIC. A MIC is in general a combination of active and passive circuit elements that are
manufactured by successive diffusion processes on a semiconductor substrate. Monolithic
MIC’s (MMICs) have all active and passive components created on the same substrate.
Miniature Hybrid MIC’s (MHMIC’s) have passive transmission lines fabricated on a sub-
strate and discrete components such as resistors, capacitors, inductors, transistors, or
diodes attached to the substrate and electrically connected with bond wires or by solder
reflow. The advantage of MMIC’s over MHMIC's is the fact that there are no parasitic
effects due to the bond wires or solder joints connecting the discrete component electri-
cally into the circuit which may be a problem at millimetre wave frequencies.

Current monolithic circuit technology has low yield rates, and currently
produces circuits that have relatively poor performance, therefore MMIC use has been
limited. Continusd development of MMIC process technology will eventually lead to
lower costs, higher yields and better performance, reproducibility and reliability. The
emergence of Gallium Arsenide (GaAs) as the technology of choice for the development
of MMIC’s has been related to this semi-insulating substrates’ almost ideal dielectric
properties for microstrip transmission lines, and the development of the GaAs Field-
Effect-Transistor (FET).

Miniature Hybrid MIC’s are a more cost effective means to realize circuits
with higher yield rates making it the preferred technology for most applications. In many
applications in the 1 to 18 GHz frequency range, MHMIC'’s are used almost exclusively.
These circuits are fabricated on high quality ceramic, glass or ferrite substrates, although
standard microwave laminate materials have seen increased use. Passive circuit elements

are deposited on the substrate and active devices are mounted on the substrate and con-



nected to the passive circuit. Active devices may be utilized in chip form, on chip carriers,

or in small plastic packages.

1.2 Microstrip Antennas
1.2.1 General

Microstrip antennas technology originated from the idea of utilizing the
undesirable radiation noted in microstrip circuits in a positive way as an antenna element
which is created as part of the microstrip circuitry. These antennas are low profile due to
their planar configuration and are easily made conformal and have been used on aircraft,
missiles [40], and satellites. In military application where radar detection is of concern this

antenna possesses a low scattering radar cross section to minimize detection.

Bottormn is a Conducting Ground Plane

Figure 1.1 Traditional microstrip fed patch antenna



1.2.2 Feed Techniques

The design of microstrip antennas is closely related to the feeding tech-
niques to be employed. There are some problems encountered with classical feed methods
such as microstrip line or probe feeds. The performance of microstrip feed antennas is
degraded by the size of the feed which may be comparable to patch itself. When faced
with size constraints microstrip feedline array applications leave little room for the feed
network and circuitry on the same substrate. Probe fed antennas do not face size constraint
difficulties but have questionable solder joint repeatability. Proximity coupling suffers
from the same feed radiation and space usage problems as microstrip feed antennas.

Aperture coupling is a multilayer feed mechanism that isolates the radia-
tion from the antenna elements from the feed circuitry radiation. An aperture located in a
ground plane common to two dielectric laminates is used to couple energy from one layer,
through the aperture, to the other layer. This is the feed mechanism pursued in all radiating

element designs in this thesis.

1.2.3 Aperture Feeds

Aperture fed microstrip antennas was first proposed by Pozar [1] as a
means of feeding without a direct connection required. As briefly mentioned above, aper-
ture feeding allows the use of different substrates for the radiating patch and active cir-
cuitry. The substrates can be chosen to be the materials most desirable for optimum patch
radiation and minimum feed network radiation. Separate layers for the feed and radiators
also doubles the available surface area and allows for easy integration of active or passive
microwave circuit blocks within the feed network. The ground plane separates the radiat-
ing patch from the feed circuitry thus eliminating most extraneous feed radiation that
degrades the broadside radiation pattern. Minimal back radiation occurs as small non-res-

onant apertures are usualily utilized.
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Previous experimental work [1,4,15,16,23,36] has shown that the aperture
feed efficiently and effectively excites the radiator with a good radiation pattern realized.
The bandwidth of the overall structure was stated to be essentially that of the element and
is not appreciably effected by the feed coupling mechanism [28]. An area of concern is
that the fabrication requires the aperture to be properly aligned with the radiating element
above and the feedline below, with misalignment affecting the coupling level. The degree
of coupling is implied by the size of the impedance loop on a Smith chart {32}, which
becomes more coupled when the coupling loop increases in size. The size of the loop is of
primary concern when the bandwidth characteristic of the antenna is critical [36]. It is
known from experimental results that as the ratio of the radiating patch width to the slot
length is increased the coupling to the patch is decreased. The slot length affects the reso-
nant frequency as much as a variation of patch dimension would. For a specific coupling
level the length of the slot and its associated back radiation can be reduced by reducing the
thickness of the bottom substrate. When the patches are loosely coupled they are more

sensitive to fabrication tolerances.

1.2.4 Performance Enhancements

Microstrip antennas have some critical shortcomings, of major concemn is
that a single patch has a relatively narrow bandwidth of approximately 1-5%, which is too
narrow for many applications. When using microstrip antennas in a MIC or MMIC design
the restriction on operating bandwidth is usually due to the antenna as most circuits are
able to operate over substantially wider bandwidths. The narrow bandwidth inherent to
this antenna is due to the fact that the region under the patch is basically a high Q, resonant
cavity. As microstrip patch antennas are strongly resonant devices, the variation of imped-
ance rather than radiation pattern degradation determines the bandwidth. There are numer-

ous ways to increase antenna bandwidth [17,38,39] such as employing thicker substrates,



stacking several substrates, or adding electromagnetically coupled parasitic elements. The
bandwidth may also be increased by introducing multiple resonance in the input imped-
ance characteristics.

As mentioned previously when microstrip feedlines are used there is poor
radiation isolation between the feed and radiating elements. Theoretical and experimental
results [14,26,54] show that at high frequencies feedline radiation may be substantially
larger than the conductor and dielectric losses and corrupt the patch radiation pattern sig-
nificantly. This feedline radiation causes lower antenna gains to be obtained. To maximize
patch radiation these microstrip antennas require a thick, low permittivity substrate and to
minimize feed losses, a high permittivity, thin substrate is required.

The element design pursued here uses parasitic loading of a main radiator
with an aperture feed. The desired antenna should have a relatively wide bandwidth with a

clean radiation pattern.

1.2.5 Microstrip Arrays

Single element microstrip antennas typically have low gain, low radiation
efficiency, and wider than desired beamwidthes [37]. Most applications require higher
antenna performance and must resort to an array of elements.

Microstrip array designs are based on element type, feed methods, and sub-
strate configurations to be employed. In applications where antenna movement, multipath,
or changing environments degrade antenna performance, adaptive microstrip beam steer-
ing arrays may be used. In large arrays, using a large number of array elements, feed
losses may be excessive. There exists a practical limitation on array gain of approximately
20dB [41]. The goal of antenna array design is to find the easiest way to create multi-ele-
ment units which meet or exceed design specifications with the minimum fabrication

labour.



The design of high resolution phased arrays with active beam scanning cir-
cuitry is possible. These phased arrays are capable of rapid and continuous electrical scan-
ning of beams while remaining mechanically stable. Both fixed and scanned beams may
simultaneously be generated as multifunction operation is possible. A particular aperture
distribution may more readily be obtained with an array than with either a lens or by using
reflectors since the amplitude and phase of each element can be individually controlled.
These arrays may exhibit a slow degradation of performance rather than a catastrophic
failure with careful design and array component redundancy. Arrays may be modified
simply by adding extra elements, replacing passive elements with active elements, etc.
When narrow beamwidthes with a large number of elements are required, the cost and
complexity of the antenna increases substantially. In these large arrays, failure of a small
portion of the array elements, or their feed circuitry, may cause a significant degradation

in the antenna performance.

1.3 Thesis Objective

The objective of this thesis research is to theoretically, and experimentally,
investigate the potential use of commercial grade microwave laminates, for the develop-
ment of an array of aperture fed, microstrip patch antennas with coplanar parasitic ele-

ments, for use in an automobile back-up-aid radar sensor.



1.4 Multi-Layer Microstrip Antenna Configuration Considerations
1.4.1 Antenna Geometry and Specifications

The antenna design investigated in this research is based on an antenna
proposed by Schaubert and Farrar [5]. This design was able to increase the microstrip
patch impedance bandwidth by creating a double tuned resonance, with the addition of
parasitic resonators on the same surface as the primary patch radiator. These conductor
strips are electromagnetically coupled to the non-radiating edges of the main patch. The
design proposed here uses a similar patch and strip configuration, but it uses an aperture
feed. Once the performance of an element is verified, an array of these elements will be
created. The resulting antenna is to be used for an automotive collision avoidance product
with the potential for production of several million units annually. The anticipated volume
for this product requires a design that puts substantial emphasis on manufacturability

without sacrificing performance.

1.4.2 Aperture Coupling Feed

The aperture coupling feed mechanism is chosen for this antenna because
of its many advantages over the alternative feed mechanisms, and its easy implementation
in MHMIC designs. To achieve a production ready design, an H-shaped aperture is to be
used instead of the commonly used simple rectangular slot. This slot shape provides a
higher degree of coupling for a given length [34,35] and provides a wider region with near
maximum coupling between the aperture and the feedline [42]. The final element design is
to be created with a relatively strong coupling level between the patch and aperture to
absorb possible manufacturing imperfections.

An aperture coupling feed suffers from one minor manufacturing flaw and
that is that care must be taken to properly align the two substrates and then bond them

together without adversely effecting performance.
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1.4.3 Rectangular Microstrip Elements

This antenna will be designed with rectangular elements as the antenna
specification requires linear polarization. The main radiating element will be a rectangular
patch that is considerably wider than its resonant length. The width of the patch will be
selected to produce an undersirable cross resonance out of our desired operating band-
width. The parasitic strips added will be coupled to the non-radiating edges of the patch,
with the goal of improving the impedance bandwidth to exceed 10%. The level of cou-
pling between the non-resonant edges and the parasitic strips will be varied by changing
the spacing between them to obtain the desired bandwidth.

1.5 Thesis Goals
Given the thesis objective stated earlier, the goals of this research are sepa-
rated into two broad sections of experimental and analytical work which are outlined in

the following two sections.

1.5.1 Experimental

The experimental work is directed towards the creation of a microstrip
array on a commercial grade microwave laminate that meets or exceeds the required spec-
ifications. The experimental work is divided into two parts. The first part is the design of a
wideband aperture fed patch antenna element, and verification, that when fabricated this
element performs as required. The second part is the design, fabrication, measurement and
testing of the full microstrip antenna array.

The element design was originally attempted with the theoretical approxi-
mation methods outlined in the theory presented in chapter 2. When two more accurate
commercial microstrip analysis software packages became available, they were acquired,
and used to analyze the antenna element design created. When good antenna element per-

formance is obtained numerically, the design will be fabricated to verify its performance.
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The array design will be performed in a three step process. First the radiat-
ing element feed will be slightly modified as required to create a compact array feed net-
work. The introduced modifications will be tested numerically on the analysis packages
acquired. The first step in the design process is to determine the array spacing and ampli-
tude distribution required using the numerical approximation developed in the radiation
pattern prediction in chapter 3 of this research. This spacing and amplitude distribution
will be verified using simulations on the commercial fullwave analysis software packages
acquired. These simulations will be performed separately on the azimuth and elevation
linear arrays. These results should verify that the required spacing and amplitude distribu-
tion is being used. The simulated results will also be able to provide some information on
the degree of mutual coupling between elements along these linear array planes. The third
part of the array design will be the creation of a computer model of the full antenna array.
The analytic array design will be fabricated and measured to verify that the performance

meets prescribed specifications.

1.5.2 Analytical

Before one can effectively design an antenna element, one must be able to
properly characterize its circuit and radiation properties. An attempt will be made to
develop an equivalent circuit model for an aperture fed patch antenna with coplanar para-
sitics. The circuit analysis procedures pursued will only able to determine the antenna cir-
cuits properties, another analysis will be required to determine the radiation properties.

The first equivalent circuit model attempted is based on the transmission
line model. The transmission line model used showed a lot of initial potentiala as the prob-
lem is simplified into a circuit of discrete circuit elements determined with closed form
expressions. This model provides a substantial amount of insight into the operation of a

microstrip antenna, but the current model used to represent the aperture fed mechanism is
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not accurate enough to be confidently used as a primary design tool. With refinement of
the current component models, and development of a more rigorous representation of the
aperture coupling mechanism, this model could become an efficient analysis tool for ini-
tial design work.

A second equivalent model was attempted, based on the mode matching
cavity expansion. This model uses a rigorous analysis of a simplified problem. The deriva-
tion uses a modal expansion of the fields in the patch cavity, and feedline, and combines
these independent solutions with the application of the reciprocity theorem and the con-
cept of reaction. This model provides a significant amount of detail on the modal behav-
iour of the structure and has been shown to obtain acceptable results for simple
rectangular aperture fed patch antennas. The current published literature does not present
the development of a model for the more complicated H-shaped slot. The initial assump-
tion that allows the patch cavity to be considered as a cavity also prevents this model from
including the effects of coplanar parasitic elements. When accurate models to represent
the two aformentioned circuit components become available, this analysis would provide
an invaluable design tool, providing results that should be more accurate than the trans-
mission line model, due to its rigorous analysis origins.

The two analysis methods attempted were unable to represent the entire
antenna element. Accurate analysis of the structure is performed using proven, commer-
cially available, accurate, fullwave method of moments analysis software packages. There
were a number of commercial software packages available but only two were able to han-
dle the multilayer, aperture feed configuration required, these packages are Ensemble and
[E3D. Both of these software tools were acquired to assist in the development of the
design pursued in this thesis.

The analysis of the antenna radiation pattern, or directivity, is of great
importance to an antenna engineer for the development of a single antenna element or for

an array of elements. An attempt is made to develop a radiation model for a single antenna
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element. To determine the radiation from the full array, a model using array theory will be

included as part of the radiation pattern analysis.

1.6 Thesis Outline
The motivation and background for this research have been provided. Now

the rest of this document presents the development of this antenna element in what is
believed to be a logical manner.

Chapter 2 provides an overview of the numerical methods used to analyse
microstrip antennas. These analysis methods are not original work, but are covered in
some detail to provide theoretical content. This section is rather lengthy as both the trans-
mission line model, as presented in [17,45], and the mode matching cavity model, as pre-
sented in [15,16,24], are detailed. Most of the parameters required for the dynamic planar
waveguide model of the microstrip transmission lines are covered in the transmission line
model.

Chapter 3 develops closed form numerical approximations for the radiation
pattern of a single patch. Array theory is also presented with most derivations coming
from [6]. A sub-section on Taylor Line source distributions is also presented as this was
the array amplitude distribution used in the array design for side lobe suppression.

The thesis design work is presented in chapter 4. The chapter starts with
some fabrication concerns and some general comments on corporate feed networks. Fol-
lowing this are the element design specifications and the procedure followed to obtain the
desired element performance. Next is the array design section with the required perfor-
mance specifications. Following this is the array element spacing and amplitude distribu-
tion required to obtain the desired radiation pattern. A brief description of the corporate
feed network design used is included. This chapter ends with the design of a radome used

to protect this antenna when it is in use as part of an automotive radar sensor.
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Chapter S presents the measured results of the fabricated antenna elements
and extracts some useful characteristics to determine the antenna’s performance. After the
antenna element’s performance is verified the measured results for the antenna array are
scrutinized. The results for a radome covered antenna are presented in the last portion of
this chapter.

Chapter 6 provides a summary of the work completed and its significance
for the microstrip antenna field. Some comments on future work and possible design

improvements are included at the end of this chapter.
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CHAPTER 2: Microstrip Antenna Theory and Circuit Models

2.1 General

The objective of the analysis portion of this thesis is to develop relatively
simple numerical design tools, to model the antenna and gain some insight into its overall
operation. The design pursued in this work is a complex structure that does not lend itself
very well to analysis using approximate methods. A simple model is still attempted, with
the hope of finding general trends of the antenna performance, and then to modify the
appropriate parameters for improvement. Simple numerical models are used throughout
microwave engineering. These tools are used to create a first cut at a design that is either
refined experimentally or by using much more accurate, and time consuming, fullwave

analysis models.

2.1.1 Antenna Analysis Methods

To analyze an aperture fed microstrip antenna a number of analysis meth-
ods are available. These methods may be divided into two groups [46]: reduced or simpli-
fied analysis, and fullwave analysis. The method that is used depends on the antenna
characteristic to be modelled, the accuracy required, and the geometry of the problem to
be solved.

Reduced analyses are models that introduce one or more significant
approximations to simplify the problem. Included in this list are cavity models that use a
magnetic wall boundary around the periphery of the patch, and transmission line models
which represent the patch as a transmission line with lumped impedance loads at the radi-
ating edges. These methods were the first to be used for analysis of microstrip antennas,
and have been successfully used on many practical designs to provide a good intuitive
explanation of the operation. These methods produce only marginal results when applied

to problems with thick substrates where a considerable number of surface waves are
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present, situations where accurate determination of mutual coupling is required, problems
where the effects of feed circuit radiation is required, and for analysis of multilayer
antenna configurations.

Fullwave analysis methods accurately account for the dielectric substrate.
Models included in this group are the moment method, which uses an accurate Green’s
function to represent the dielectric layer, the finite difference time domain (FDTD), and
the finite element method (FEM). Solutions obtained from fullwave analysis methods can
be used to provide all relevant electrical characteristics. These methods are preferred when
modelling multilayer configurations, arrays with element mutual coupling effects, and
when accurate information is required on feed network mutual coupling and radiation. The
main disadvantage of these methods is their high computational cost and low level of user

confidence without experimental verification [4].

2.1.2 Fullwave Numerical Analysis of Microstrip
The moment method (MoM) is the most frequently used analysis for

microstrip antennas. The solution usually begins with the determination of a Green’s func-
tion that satisfies the boundary conditions for a unit current located in the plane of the con-
ductors. The Green’s function obtained usually assumes infinite dielectric layers and is
frequently determined as the solution of the problem transformed into the spectral domain.
The spectral domain Green’s function is then transformed back into the spatial domain
which is usually a formidable task itself. The determination of the Green’s function in the
spatial domain is actually only part of the preprocessing required to setup the problem for
application of the MoM. With the integral equation problem completely defined, the MoM
is applied to create a set of linear equations and then solved using matrix methods. A more
detailed description of the application of the MoM is included later in a MoM section. The

time required for solution increases dramatically with problem size and the solution pro-
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cess is repeated for each frequency of interest.

Both FDTD and FEM analyses are more flexible than the MoM but are
also numerically less efficient when applied to microstrip problems. The solutions to these
methods involves modelling of all dielectric and metal volumes within the problem, and
also requires some representation of the truncating border. These methods are frequently
used for solutions to problems with arbritrarily conductor or dielectric geoemtries and
may be used to solve problems with inhomogeneous dielectrics. The disadvantage of these
methods is the significant computation time required in comparison to even the MoM, due
to the 3D problem space that must be solved.

In general, fullwave analysis models are computationally intensive and
obtain quite accurate results, although these results provide little if any insight to the field
structure or radiation mechanism without some prior intuitive knowledge of the fields

expected by the user.

2.1.3 Analysis Methods Chosen

Two of the simplest models available are the approaches taken for the anal-
ysis of this complex antenna: the Transmission Line Model (TL-Model) and the Mode
Matching Cavity Model.

The TL-Model is based on equivalent circuit representation for microstrip
transmission lines using closed form approximate expressions {33,43,47]. These transmis-
sion line equivalents account for most of the antenna mechanisms and where there are no
simple equivalents found, static or quasi-static models will be attempted. The TL-Model
lacks the precision of fullwave analysis, yet is useful in that it breaks down a complex
problem into lumped circuit components and provides a simple schematic that an antenna
designer may use to see the dependencies of the various portions of the antenna on each

other. The TL-Model does not provide a method of predicting the radiation patterns so a
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separate radiating aperture equivalent model will be required for this purpose.

The mode matching cavity model as developed by [15,16,24] will also be
pursued as it does a better job of describing the transfer of energy from the microstrip
feedline to the radiating patch. The fields in each region are determined in terms of the
various modes that exist in that region independently. These independent mode solutions
are then coupled together using reciprocity, to determine the unknowns amplitude, and
phase coefficients, for the field components at a common surface between two regions.
This analysis assumes the patch to be a cavity with perfect magnetic walls around its
periphery, and perfect electric top and bottom walls. These assumption make for a rela-
tively simple solution for the patch modes that exist, but prevent the modelling of any sort
of parasitic element coupling. The feedline line is modelled as a dynamic planar
waveguide with perfect conducting top and bottom walls, and magnetic walls on its sides.
The mode matching cavity model also lacks an accurate way to predict the radiation pat-
tern. This analysis method was not programmed as the effort required was not justified
when commercial MoM packages with more accurate results became available.

Commercially available MoM packages (Ensemble and [E3D) will be used
to create the initial element design and to optimize it. This process required a lot of time
and many iterations, but an extremely well designed antenna element was obtained numer-
ically. Simulations from Ensemble will be used to create antenna elements for experimen-

tal verification.
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2.2 Proposed Antenna Configuration
2.2.1 Physical Configuration
The geometry for the aperture fed antenna design investigated is shown in

the following diagram.
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Figure 2.1 Analyzed antenna configuration

The microstrip feedline located below the ground plane excites a perpendicular slot etched
in the ground plane, and extends beyond the slot, terminating in an open circuit stub. In
this arrangement the fields on the microstripline excite an electric field across the narrow
width of the slot which has a maximum at the slot center. This slot field is coupled to a
patch located above it on a dielectric substrate. The patch is centered directly over the slot,
in such a way as to produce left-right and top-bottom symmetry with respect to the slot.
With proper design, there is a strong coupling between the patch and slot. This coupling
level may be controlled with slot size, and proper selection of the patch substrate thick-

ness. The parasitic elements included are for enhanced operating bandwidth and act as a
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capacitive load on the main patch. They have a resonance that is slightly offset from the

main resonance thus creating a double-resonant structure.

2.2.2 Design Parameters of Interest
The antenna geometry of Figure 2.1 shows the 2-layers of this design and

all the parameters available for adjustment. The parameters of interest in this antenna
design are the thickness of the substrate materials necessary to obtain good performance in
the feed circuit, and from the radiating elements. Another parametern studied, is the aper-
ture size required to obtain a well-matched, wideband, operating impedance while trying
to minimize back radiation from this aperture. The aperture size must be adjusted when-
ever the laminate thickness is changed. The center frequency is controlled using the
dimensions of the radiating patch and parasitic elements, and also the spacing between
these radiating elements. The stub length and a matching circuit will be used to match the

antenna to a 50 ohm system impedance.

2.3 Microstrip Patch Transmission Line Model

2.3.1 General

Microstrip antennas are radiating structures that were originally derived
from microstrip transmission lines as a means of integrating antennas with feed circuitry
on the same substrate. An obvious starting point for a simple analysis is thus the TL-
Model that uses a planar waveguide transmission line model to capture the transmission
line properties, and uses an open end effect to capture the effects of radiation from the
patch.

When modelling microstrip antennas, accuracy of the results are of great
importance but numerical efficiency is also required if they are to be well suited for use in

computer-aided-design (CAD) programs that possibly require many iterations before
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acceptable design results are obtained. The TL-Model uses an equivalent circuit of the
antenna that provides some insight into how various parts of the antenna effect the imped-
ance load that a microstrip antenna presents to a feeding circuit.

The original, simple TL-Models [40] were not very accurate due to inaccu-
rate assumptions made at various levels of the development of the equivalent circuit. The
accuracy has increased with a new improved TL-Model developed by H.Pues and Van de
Capelle [43]. When used on simple microstrip structures the results obtained with this
model were claimed to be comparable to those of more complicated full wave analysis
methods.

The use of microstrip antennas in most practical applications usually
requires multiple elements in an array configuration to achieve the required gain and
beamwidth. The design of these arrays require feed structures that are impedance matched
to the patch radiators and provide the proper amplitude and phase required at each radia-
tor. Current CAD software is available that represents microstrip network components by
equivalent transmission lines. The TL-Model should be easy to integrate into these circuit

analysis tools to develop a CAD package for the analysis of a complete array.
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2.3.2 The TL-Model Equivalent Circuit

The general configuration of a microstrip antenna consists of an upper con-
ducting patch, a lower conducting ground plane and a substrate that separates the upper

and lower conductors.

i
|
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i

Figure 2.2 Microstrip patch and its associated electric fields

The first step in applying the TL-Model is to develop the equivalent circuit that
will be used to determine what model parameters are required to adequately represent a

microstrip antenna. The equivalent circuit of the improved TL-Model of Van de Capelle

[43] is shown in Figure 2.3.
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Figure 2.3 Improved transmission line model equivalent circuit

The admittance matrix for this center fed antenna 3-port circuit is [43].
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Y. +Y_coth(yL)) -Y, Y csch(yL)
(Yl = -Y Y, + Y coth(yL,) Y_csch(yL,) 2.1)

m

Y.csch(yL,) Y_csch(yL,) Y_.coth(yL,)+ Y, coth(yL,)

where Y, is the characteristic admittance of the microstrip line formed by the patch, v, is
the complex propagation constant of this line, and L, and L, are the lengths from the res-
onant edges of the patch. If there is only one feed point, as with a coaxial fed patch,
assuming /, = [, = 0, and using some trigonometric identities, the input admittance is

given as [43]

Y, =2Y Y, +Y; - Y, +2V,¥ coth(yL) -2V, Y, csch(yL)
in c[(Yi + yi- Yzm)coth(yL) + (Y"cz - Yi + Yi,)cosh(ZYA) +2r.Y,

] (2.2)

where A = Ié-f.ll = |§—L2| .3)

In the case of a microstrip fed line /, = [; = 0, and the input admittance is obtained

using [17],

24)

in

Y': + Y;‘ - Y,zn +2Y.Y _coth(yL) -2Y, Y csch(yL)
Y, ¥ 7,com(y)

The accuracy of the TL-Model depends directly on the accuracy of the expressions used
for the model parameters. The self-susceptance B, is derived from the open-end effect
concept, the self-conductance is based on the radiation conductance of an equivalent slot.
The mutual admittance is also determined from the equivalent slot concept. The transmis-
sion line parameters are based on the static and dynamic waveguide models for micros-

trips.
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2.3.3 Determination Of The TL-Model Parameters

The unknown parameters required from the equivalent circuit of the
improved TL-Model are line parameters Y, and y_, the self admittance of the slots Y,
and the mutual admittance Y, . The line parameters are expressed in terms of a dynamic

planar waveguide model which modifies the open region problem to a closed region.

NEM

perfect magnetic side T
—9

perfectelectrictcpa'ldbdtomwds_/

Figure 2.4 Microstrip dynamic planar waveguide model

The first parameter determined in the development of the complete dynamic pianar

waveguide model is the static effective permittivity ¢,, (0) calculated from [17]:

6reg(0) = 5[(e,+ 1) +(¢,~ 1)G] @5)
where G = (l + 10%)—“—%4)-ﬁ
(%)”(—“’-
4=1+ 187 18 lh)}) " (_,;;,)4+332 (2.6)
B = 0564exp( +03) @2.7)
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The next parameter determined is the static effective conductor width W,,(0) , which is

obtained using [17]:
W,(0) = ﬁf;—(—ﬁﬁ (2.8)
W W
where, F =6+ (21:-—6)exp[—¥(£;)z 2.9)
( ( T
w’=w+£ 1+ (2.10)

-

Using the static effective width and permittivity, we then determine the static characteris-

tic impedance Z_(0) , which is obtained using [55],

Z(0) = ——— .11)

_ o Flh 2h
where, Z_, = ﬁln(7+ ’1 +(-‘7) (2.12)

0.752
Fy = 6+ (2 —6)exp(30.666( =) D) 2.13)

The static planar waveguide model is then used as a basis from which the dynamic planar

model is derived. The first dynamic parameter determined is the frequency dependent
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effective permittivity e,eﬂ(f) , which is calculated using [56,33]:

£, —£,04(0)
Eregf) = &, ——Tp— (2.14)

where P is determined from the following series of equations:

P = P P,[(0.1844 + P,P)10fR]"*™® (2.15)

P, = 027488 +(3)(0.6315 +(( 22 )

1 +0.157fh)> 2.16
~0.065683exp(-8.7513(3))
P, = 0.33622(1 - exp(-0.03442¢ )) @2.17)
w fh 4.9
P, = 0.0363 exp[(—4.6z)(l -exp(—m) ] (2.18)

P =1 +2.751[1 - exp(—(-l?z—lz)j] (2.19)

NOTE: h in mm & fin GHz.

An accurate approximation of the frequency dependent characteristic impedance Z_(f) is
obtained using a power-current definition developed by Jansen and Kirschning [56,33];

() = zc<o>(§-§)”” (2.20)

where, R, = 0.03891¢* (2.21)

27



B
2
]

R, = 4.766exp [-3.228(

R,

R, = 0.016 +(0.0514¢,)

Rs

Rg

= 0.267(%) h

0

120
()

- 22.20(-“.’) w2

h

D]

4.524

R, = 1.206 —[(0.3144 - exp(~R,)) - (1 - exp(-R,))]

Ry = 5.086-Ry -

Rg = 1+1.275 - (1 - exp(-0.004625R5e, ™(

Rs ( exp(—Rg)

03838 + 0.386R.,

Ry, = 0.00044¢’

Rll -

Ry, =

2.136

()

+0.0184

L+ 0.0962(.1%7) °

1

1 +0.00245(
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1+ 1.2992R. (

(e,-1)°

I +10(g,—1)

)
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Ry; = 0.9408¢,, () " - 0.9603 2.33)

Ryq = (0.9408—Ry) +,,,(0) * ~0.9603 (2.34)
1.097
R = 0.70711[0({2%) (2.35)

(3

Rig = 1+0.0503e2R,,| 1-exp| —= (2.36)

1.15656

R
Ry = Ry(1-1124122) - exp[-0.026(m) %% — & ) @37)

R

The dynamic planar waveguide model effective conductor width W, (/) , is obtained
using [33]:

Mo

YD = DT

(2.38)

The last parameter from the planar waveguide model to be determined is the complex

propagation constant. The free space wave number may be obtained using,

k, = 2nf- fe, B, (2.39)

This leads to the phase constant p which is the imaginary part of the complex propagation

constant. The phase constant is obtain using,

B = ky- JErugD (2.40)

The real part of the complex propagation constant is the line attenuation which consists of
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dielectric losses, conductor losses and ground plane losses:

+a

a = adieleclric+agraundplane conductor

The dielectric losses are [33]

B = £ -1
Rgielectric = 7 ereﬂr(f) . reé](?l - tan(3)

r

The conductor losses are [33]

Qonductor = 2noWe jj(o) ITW : Rer ssF s

where, D, = 1 +12—t -atan(14 - (R d.c,)
z < [THo
ss "'a-:"

Fo= o2 (-9 +(55)

The ground plane losses are [33]

w
a oy =___.._._._.‘ﬁ""f7(0). E.O_G_G:’; - R D
grounaplane g S,
2n,W.(0) l;:‘“"“ g

where D, = 1 +% -atan(1.4 - '/ngdgcg)
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R sg = —0-_;— (2,49)

where W' is the conductor thickness compensated conductor width as given before in the

static model (2.10).

2.3.4 Derivation of The Radiating Slo¢t Admittances

The accuracy of the transmission line model is highly dependent on the
accuracy of the expressions for G, and B, which represent the radiating slots [33]. In the
original TL-Model proposed by Munson [40], it was proposed that the open end termina-
tions may be assumed to be finite length slots cut from an infinitely long, uniformly
excited slot. The idea of representing the microstrip antenna open end terminations by
equivalent finite length slots, in an infinite conducting plane, provided the simple model
necessary to create a closed form representation for the radiating admittance. The original

TL-Model uses only two slots as shown below:

-
o §

¥y

Figure 2.5 Two slot transmission line model

The derivation of the slot admittance Y, starts with the tangential electric field in the slot
apertures which is assumed to be uniform, and expressed as (this derivation follows [17]
pp- 535-537):
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T 7 =V=T3

E,0) =10, L,-S L +§ (2.50)
5 ( B ) )
L0 elsewhere

The Fourier transform, with respect to y, of this aperture field is given by [17,43],

Ent) = [E,,- &0 @51)

—a0

As the field in the slot has only a y-component, the Fourier transform is

. (kS

i (L) owk ok

Egp(k)) = —EEy—S)—- Vice “+V,-e (2.52)
2.

The complex radiated power per unit slot length (p +jq), in terms of the spectral domain
variable £, is [17,43]

k

- dk
JIB k)P = @53)
—% -

L
2nn

p:

%*N

and

k @
k = dk - dk
9= 7mm [f (lEap(ky)lz.J__. :2_:’.;] + {[lEap(ky)P : ﬁ)] (2.54)
Y y

~—Q0

The equivalent network of the two slot configuration can be considered as a symmetrical
two-port with self-admittance per unit length y, = g +;b_, and a mutual admittance per

unit length y,, = g,, +/b,,. Using these quantities the complex radiated power per unit
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length is given as [43]
. 1
p+ja = 5y (V[ + Vo) +yu*RE(V V) @55)
Taking ¥, = 0, (assuming excitation only at V), g, and b, may be determined [17,43]:

_rk,S\?
"s‘n(z) dk, @.56)

()

Y AN A 2.57)

These single integrals may be written as double integrals of Bessel functions of the first
kind J and second kind Y [17]:

g, = % Jis) (2.58)
ns
k ji
by = —5- Y, (5) (2.59)
ns

where s = kS the normalized slot width, and the bessel functions used are defined [17]
by

Jo(s) = | .[Io(v)dvdu (2.60)
00
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Yis) = v vydvau 2.61)
00

The series expansion of J, and Y, are [58]

_a © (-1 )ment
OREPNET @62
m=0L2 m!(n+m)!

22mm!

Y (x) = % I:Jo(x).(ln(‘g) +'y) + i [(—l)m‘lh”"xzm]] (2.63)

m=1

e DI

m
where, &, = Z ,-1; (2.64)
n=1
. 1 1
y= lim (1 bdotio ln(s)) ~0.57721566 (2.65)
s—>® §

Integrating the series expansions [17,58] twice yields

) 2 2 4
Jis) = % -(1 “%Z +s% + ) (2.66)
Fis) = s [(X-%) - iz-(x— -ILD + i(x— 35) + ] 2.67)
o — ¥ X 13 Yog\ 13/ o :
L where, X = ln@) +y 2.68)

Neglecting the higher order terms (with s <1 an error less than 0.1% was claimed)

[17,43]:
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g~ ﬁ(l - 59 (2.69)

s*‘zi[('n(z) +r-3)(1- D 288] (2.70)

This defines the per unit length admittance y, = g, + b,, to determine the parallel admit-

tance Y, across the slot,

Y, =y W (2.71)

s

The improved TL-Model of Van de Capelle [17,43] uses amended formulas for the self-

admittance. The self-susceptance B, is determined using the transmission line formula,
B, = Y_-tan(BAl) 2.72)

where Y., B and Al are the characteristic admittance, phase constant and open-end exten-
sion of a microstrip line with an aspect ratio % of the conducting patch. The characteristic

admittance and phase constant were given previously. The line extension was calculated
using [47]

h
a1 = 2oi5eEs 2.73)
s
where
0.854
0.81 w
A gD +026(%) " +0.236 7
1 = U 0.8544 (2.74)
0.81 w
eef N *'-0.189(3)  +0.87
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(%) 0371

27 s 2.75)

4 19413, \

w 2
0.5274 - atan| 0.084(%)
& =1+ 09236 (2.76)
Erepf(f)
\ /
W 1.45i

& = 1+0.0377atan(0.067( ) 6)(6—-5exp(0.036(1 —£))) @2.77)
g5 = 1-0218exp(-7.5(%)) 2.78)

The calculations for the self-conductance G, follows the derivation used in the simple

TL-Model. The electric field in the slot aperture is assumed to be a constant value [17],

E, = -I-/S-’:jz for([yl S@ and(lxl < Weg(/)) (2.79)

where ¥ is the slot excitation voltage and § = Al is the width of equivalent slot.

z y
A ol
i Wa()

lg
b

N

Figure 2.6 Equivalent slot radiator
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The spatial Fourier transform of the aperture field is

E, = I I EBop- & - )ixdy (2.80)

The aperture field only has a y-directed component; thus the Fourier transform only con-

tains a y-component {17].

kW, k
N
2 |

The total power radiated by this slot may be determined by integrating the complex Poynt-

(2.81)

ing vector over the aperture surface 4,
P+jO = -I IE x H, ‘a&dy (2.82)

where H,, is the magnetic field in the slot aperture [17].

2 zdd

21E, | + [l e H—=2 (2.83)

(P+jQ) =

where

,/kz-(k§+k§) for  B2iE2+E

k, = (2.84)

. 2
GEAE)-E  for B <E+E

The complex power may also be expressed in terms of network parameters:
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(P+jQ) = 5Y;|V,,|2 = i(GS-st)lelz (2.85)

Equating the two complex power equations, expressions may be obtained for G, and B; .

The previous expression for B, will be used so only details for G, are required [17].

dk. dk,
— ] I o | i s S (2.86)
n k'V kz_(kz_kz)

x y

4 ke _k kW, J krsm y dl, k.
G, = —2—-1( 2) f’m) (2.87)
r nk, ;') ,/k ~(-E)

The inner integral in square brackets may be written as a double integral of the Bessel
function of the first kind of order zero [59]. Expanding this Bessel function as a series,

then performing a double integration on each term,

msm(kyg 2 dk, dk,
(63 dE-E-5)

Truncating the series after the first 2 terms and substituting back into the original equation

_n 1 2 2.2, 1 2 2.4
= i[1—5&(5 k) +5e5(Syk -k,)] (2.88)

and integrating the remaining integral [17],

G, = m-l—[(wSi(w) + 38 4 cos(w)-2)(1 -;-) + f;](; + %ﬁ- s'—"':;i)) (2.89)

where w =k-W,(f) and s =k-S are normalized slot length and slot width. The
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Si(w) function is defined as

Si(w) = | Si“lf“)du (2.90)
(1]

2.3.5 Derivation of Mutual Conductance Representation
The mutual conductance term G,,, is derived from the expression for

mutual conductance between infinite slots. An auxiliary coupling term is defined in {17]

as

F=%
& (2.91)
where g,, and g, are the per-unit-length self and mutual conductances of two TE-excited

slots in a perfectly conducting infinite ground plane. An analytical expression for g, was

given as [17]

k s
&= ﬁ(l - 2—D (2.92)

The expression for g,, is obtained using the complex radiated power per unit slot length
p +jq expressed as a Fourier transformed aperture field in terms of the slot voltage V;

and ¥, . Using (2.53) and equating this to the real part of (2.55) an expression for g, was

given as [17]
k,S\2
g =X [ %) cos(k, L) & (2.93)
m = i — )T :
SiCNee T
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where, Leﬁ' = L + Al is the distance between the center of the slots, and S = A/ is the
width of the equivalent slots. Using a trigonometric identity, the sin(a)zcos (b) partof

equation (2.93) is re-written,

sin(-k%z)zcos(ky[.eﬂ) = %sin(k’(L"[zr+A[)) (ky(L'Ir Al)) kyL ’ﬂ) (2.94)

Similar to the derivation of (2.58) from (2.56), following [17] a new expression for g, is

g = —m [+ 5) + S 5) ~205(D)] (2.95)
2ns

Expanding the function J:,' (I £5) as a Taylor series around / leads to [17]

a0

2n
gn = =3 2 e (D (296)

where the superscript (2n) is the 2n-th derivative. Truncating the series after the first

two terms g, is expressed as

k 2n)
Em 11[Z.J 0+ 4,J‘ (I)] 2.97)
Using the identity
S0 = 3 -0 2.98)

The final expression for g, [17] is
k sz) s
&n= 32| (1= 5370+ 7310 | (2.99)
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The auxiliary coupling function (2.91) is now expressed as

2

L)
F,=J () + ——J(]) (2.100)
g7 a2

The mutual conductance G,, of the finite-length slots is then obtained from [17]
Gm = GsFg (2.101)

Pues and Van de Capelle compare the radiation conductance of the four slot model to a far
field radiation model. The four slot model used has two main slots of length ¥, and
width d! and a distance between centers of Leff, and two side slots of length L, i’ and
width d/ and a distance W, between centers. The equivalent radiation conductance of
the four slot model was approximated as

G, "M% = 2(G,+G,,) (2.102)

Comparison of this equivalent conductance to the equivalent radiation conductance
obtained using the radiation pattern was claimed to have good agreement [17]. The com-
plete conductance model of the four slot TLM was determined to be acceptable using the

current component representation equations.

2.3.6 Derivation of Mutual Susceptance Representation

The derivation of the mutual susceptance was similar to the mutual con-
ductance derivation. The auxiliary coupling function for the susceptances is expressed as

the ratio per unit length mutual and self susceptance of two infinite length TE-excited slots
(17
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{l
vP'I sa-

(2.103)

Equating the imaginary part of (2.55) to (2.54) using ¥, = V, the mutual susceptance

term b,, is expressed as [17]
k

-k ;

k

Similar to the g,, derivation b,, may be expressed as [17]

b

ns

Expanding the function Y.(/+s) asa Taylor series around / leads to [17]

_ k i(2n)
by = Z (2n)'Y‘ 0,

n—l

Truncation this series after the first two terms leaves [17]
b = k1 ¥ s° yem
e i AURS O]
Using the identity [17]
2 1
1) = s[LO - Y0
The final expression for b,, is [17]
k 33 s
b= 5] (1~ 3) .0 + 75100
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cos(k )T
yLeg r—-—ky -

= Z’fz[rgaﬂ)ufa-s)-zrf(o]

(2.104)

(2.105)

(2.106)

(2-107)

(2.108)

(2.109)



A closed form expression for b, was given in (2.70) that when combined with the above

expression for b, defines the auxiliary susceptance coupling function as [17]

2
s

. L+ == 50
L s
3. 12
ln@ +y-s+
2 24—-s2

The first approximation for the mutual susceptance is [17]
B, = B.F, (2.111)

A correction function X, is added to compensate for the assumed aperture field distribu-
tion. This term is required as the susceptance of the radiating aperture is highly dependent
on the aperture field distribution. An expression for this correction function is dependent

on w and assumed to be {17]

K, = 1 —exp(-0.21w) (2.112)
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2.3.7 Application of The Improved TL-Model

The previous sections have developed, in closed form expressions, all the
parameters required to model a patch antenna. To test the accuracy of the component rep-
resentation of the TL-Model analysis, computer code was written (Appendix A) for a
microstrip fed patch. Results from the TL-Model program were compared to the results
from both the Ensemble and IE3D fullwave analysis packages (Appendix B). The compar-
ison of the results obtained for this simple problem had the right general form but were
considerably different than the results obtained from both MoM packages.

The next step was to try to represent the aperture fed patch. Following [13]
the TL-Model is used to develop an equivalent circuit for the aperture fed patch.

~ 1
Yo —

‘\/\/\/\/“N1

—> Z v Open Circuit Stub
Z. ¢ P a—
Ls

Figure 2.7 Aperture fed patch equivalent TL-Model

The parameters in the above model are specified as follows. The patch admittance is deter-
mined using the TL-Model and is represented by Y,,,.,, - The aperture admittance Y, is
determined using [12]

ap

.2 (kL
Y —ﬂZ:cot(T) @.113)

Where the slotline characteristic impedance Z_., and wave number k, are determined

using Cohn’s slot analysis method [60]. The transformer ratios are taken directly from
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[13] and are given by

La
N, = 5 (2.114)
and
Ny = 2.115)
2T T .
oY) WeﬂmH 1
The input impedance is finally determined using [13],
™y’ ,
in = 5 —jZ cot(kL;) (2.116)
(Nl) Ypatch + Yap

The TL-Model analysis was programmed and the above aperture feed representation used.
The results obtained were compared to published results using fullwave analysis and
experimental results. These comparisons showed that the accuracy was less than desired.
The model used to represent the coupling from the microstrip line to the aperture, and
from the aperture to the patch needs to be improved. With an accurate model for the aper-
ture coupling mechanism, this analysis will be able to quickly provide valuable antenna
impedance information.

In the pursuit of an analysis tool for this antenna structure a mode matching

analysis was attempted next.

2.3.8 Review of The TL-Model Analysis

The TL-Model is well suited to single layer analysis of patch antennas but
produces questionable results when applied to multilayer designs. The major source of

analysis error is due to be the crude representation used to model the aperture feed. In gen-
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eral this method gave the author considerable insight into the mechanics of this antenna,
but in its current form, provided little information on the expected antenna input imped-

ance.

2.4 Mode Matching Analysis for an Aperture Fed Patch Antenna

2.4.1 General

A method derived from the original cavity analysis by Pozar [27] and mod-
ified by the authors of [15,16,24] is presented here. The fields inside the cavity and the
feedline are represented using a modal expansion. By applying the reciprocity theorem
along with a reaction concept, the modal field expansion in the two regions are coupled to
represent the effects of one region on the other. The theoretical development requires the
application of a cavity model analysis for the rectangular patch, and the dynamic planar

waveguide model is used to describe the fields in the microstrip feedline.

2.4.2 Modal Expansion of The Patch Cavity Fields

The cavity model of a microstrip patch antenna starts with the definition of
a bounded region. This region is defined as being bounded on the top and bottom with

electric walls and by magnetic walls on all the side surfaces creating a rectangular cavity.
z

A
Perfect electric walls |

(top and bottorn) |
\ V\b
! b
; A
Perfect magnetic walls
i (around perifery of patch
Lp v
; h
/ 4

X

Figure 2.8 Microstrip patch cavity model
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With a very thin substrate of height A, it is assumed that there only exist electric fields in
the z-direction and magnetic fields transverse to z. The cavity is coupled to a microstrip
feedline through a narrow aperture in the ground plane. It is assumed that due to the feed-
line there exists an induced electric field in the aperture with an x-component only. Appli-
cation of the field equivalence principle on the slot electric field creates an equivalent
magnetic current source with only a y-component. This magnetic current source will pro-
duce no y-directed electric field so a TE to y field expansion will be pursued. The wave

equation expressed in terms of magnetic and electric vector potentials is,

VA+EA=0 2.117)
and

VE+EF =0 (2.118)

For this TE to y expansion the vector potentials are, 4 = 0 and F = ¥ -§ . The E and

H fields are obtained using

E=-VxF (2.119)
- - 1 -
H = —joeF+ —V(V 2.120
joeF+ 22 V(VF) (2.120)

The field componets form (2.119) and (2.120) yield,

(2.121)

E, =0 (2.122)
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E. = " (2.123)
| az‘P

= — 124

H, Jjouoxdy (2.124)

1(a* 2
H = -.-—-(——z—-i—k)‘l’ (2.125)
Yy jou dy

1 62‘{‘

z = j_o)_payaz (2.126)

The modal expansion must also obey the wave equation,

24+ Py = (2.127)

where k = o,/ne g,

When the height of the cavity is very thin it is assumed that the existing fields are constant

with respect to z. The solution to the wave equation is known to be of the general form

¥ = [A4,sin(kx) + Bxcos(kxx)][Aysin(kyy) + B cos(k,y)] (2.128)

where & = 2+ + k. (2.129)

The unknowns may be reduced using (2.121) to (2.126) along with the boundary condi-
tions imposed on the cavity. The electric walls on the top and bottom surface require that
the tangential electric fields vanish on these surfaces, and the tangential magnetic fields

vanish on the magnetic side walls. The original field componets now reduce to
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E =0 (2.130)

Ey =0 (2.131)
_ oY
E, = — (2.132)
1 62‘{’
H = Fondly (2.133)
H, = _l-(_‘iz-+k2)~{f (2.134)
Yy jop ayZ
H. =0 (2.135)
Solving (2.133) and (2.134),
H, = jco—l_'p[k‘A xcos(kxx)-kersin(kxx)][kyAycos(kyy)-kyBysin(kyy)] (2.136)
F-E) .
Hy = o [Axsm((kxx)+Bxcos(lcxx))][Aysm((kyy)+Bycos(k}y))] (2.137)

Applying the BC’s (boundary conditions) to (2.136)
H,=0aty=0andaty = W,

Aty =0, _=0-4, =

. nm
andaty = Wp, x—-O—-)sm(kpr)—Oeky = W;
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Applying the BC’s to (2.137)

H =0atx =0andatx =L

y p
Atx=0, ,=0-B =
_ _ . _ _mmn
andat x = L,, H,=0->sin(kL)=0>k = L—p»
Equation (2.128) is now reduced to
. . (mnx nmy
¥ = joukK  sin| ——]cos| === (2.138)
(5 ()

where K, is a normalization constant to be determined later. The dominant mode of the

cavity is determined using

P = (’."L_’:‘)2+(%)2 (2.139)
and £ = mzue
®,, = T:TZ AK'-’lL’:—")Z{%,—“:)Z (2.140)

This antenna has a larger W, than L, and so the mode we are using is m=I and n=0

(which is not the fundamental mode) with a frequency ®,,.
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2.4.3 Aperture Coupling of The Patch Cavity

The aperture used in this analysis is a narrow rectangular slot. This shape
has been shown to produce maximum coupling at the center of the aperture. The micros-
trip feedline below the aperture is assumed to induce an electric field across the slot. Using

the field equivalence principle an equivalent magnetic current source is obtained.

v

Figure 2.9 Orientation of aperture field

The equivalent aperture magnetic current is, M, = i x ap Where 7 is the outward nor-

mal vector.

From [11] the induced currents are given by

VxE = —jopH-M (2-141)

VxH = joeE (2.142)

To determine the modal expansion of the fields in the cavity due to the magnetic current
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source in the aperture, the H-fields must be expanded using an eigenfunction expansion.

H=2b,Hn, (2.143)

Taking V x (V x H) , using (2.141)
V x(VxH) = o’uelH~joeM (2.144)
Applying the eigenfunction expansion from (2.143),

2.5, [Vx(VxH,)] = o’neXb, H,,~jocM (2.145)

mn mn

The aperture magnetic current is the excitation source of the cavity fields but the cavity

must also satisfy the source free condition,
Vx(VxH,) = o, ueH,, (2.146)
combining (2.145) and (2.146)
p2 (@ -0, )b, Hyy = —oeM (2.147)
mn

Using mode orthogonality, an expression for b, is obtained

1 mn =mn

T _
m VI(H,,,,, Huw")dv = R (2.148)
where the integral is over the cavity volume. Applying this to (2.147)
uz b,,,,,(coz _(,,m"z) I(Ffm ‘B Mdv = o ZU(M- Flmn)ds') (2.149)
mn v mn s
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b = 22—y (- a5 @.150)

mn® —@®

The surface integral in (2.150) is over the magnetic current in aperture. Re-writing (2.143)
using the solution for b,,,

7 =% n,(l0 B,)s) @.151)

mn® —O,,

This describes the magnetic modal fields of the cavity due to the magnetic current in the
aperture. The normalization factor K, in (2.138) is required to determine the field com-

ponents.

H=H _-a+H, a, (2.152)
(""’)( cos("’“") in(%) (2.153)
H, = Km,,(%pf)zsin("—'z’:-,’-‘) cos(%’-%) (2.154)

The normalization factor is determined by applying orthogonality to H which is real,

I(ufl,.,,.-l?!,,.,.‘)dv = juﬁf,,,.dv =1 (2.155)

v

substitution of the magnetic field expressions (2.153), (2.154) into (2.155) yields
LW p
§ 22 e B2 2+ (2 (2 o (20 b = 1 (2.156)
000 L2

Using the integral solutions
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fsin(ax)’dx = g-ﬂ%"—") 2.157)

Icos(ax)ztbc = ;4- sngaax) (2.158)
The integral solution is,
mm\2( nw)2 Lpr") mm\4 Lprh) -
“Kin{(f;) &) (2= +(L_P) (E5)p - @13%)
The normalization factor solution is,
2 L
Kpn = 3 J '2’ 3 (2.160)
mmn prh[(an) +(mW,)]

where m =0

This completes the solution of the cavity and the aperture, now the modal expansion solu-

tion of the coupling between the feedline and the aperture must be determined.

2.4.4 Modal Expansion of The Microstrip Feedline

To determine the modal field expansion of the £ and H fields in the feed-

line a dynamic planar waveguide model was used [33). The microstrip line is represented
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as a waveguide with electric walls top and bottom and magnetic walls on both sides.

Figure 2.10 Feedline geometry

The feedline is represented using the same dynamic planar waveguide model developed
for the TL-Model. The scattered fields in regions / and /7 are to the dominant mode of the
incident field from region / are expanded using TE to y modes. The £ and H field com-
ponents may be determined using (2.119), (2.120), and by applying the boundary condi-
tion that Etan=0 on the top and bottom electrical walls and Htan=0 on the side walls. The
E and H fields will be expressed as a dominant mode term, and a summation of all higher

order modes. The incident wave is represented by the term Aoe_Jk'r .

The solution from [15,16,24] for regions / and ] is

¥ = Aoe'fk,x + A,’e_jk'x + %A ,,,,’e-ja"'"x - cos [—-—(z + t)]cos [—-—-(y Yo+ Wz ] (2.161)
‘{»{, = A”e s A”e + ZA,", cos[—(z+ r)]cos [—-—(y Yot Wz ] (2.162)
where £ = kaem-('-”t-’-‘)z-(é-',if)z (2.163)

e
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mm\? (nm\2 2
o, = (Z5) + (W kg, (2.164)
where the summation in (2.161) excludes the dominant mode (mn=00), 4, is the ampli-
tude of the incident field. In region / the unknowns 4, and 4, ' need to be determined;
and in region II, 4,,,, A;; and 4,/ are the expansion coefficients that need to be deter-
mined. In region I/ the coefficients 4;, and 4,; are related through a terminating load at
the end of the stub at x = x,+ L, , and by applying perfect magnetic boundary condi-

tions on the end of the line using

.jzkx(xo + L.lltb)

The complete solution is detailed in [24] and summarized in [15,16] and not included

here.

2.4.5 Field Components Determination Using Reciprocity

Application of the reciprocity theorem to the total £ and H fields using
different sets of test fields over the volume around the slot, allows the determination of the
expansion coefficients for the incident and induced fields. The integral form of the

Lorentz Reciprocity Theorem for a source free region [6,24] is

JJE < By o has = [[(E® <« By o s (2.166)

s s
The superscript a denotes total field and b denotes the test field. The test field may be
selected arbritrarily as long as it complies with Maxwell’s equations along the boundary

conditions for that surface.

From the TE to y the E” and H” fields contain the components
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E'=El -a,+E -a, (2.167)

B =H, a+H,-a,+H. a, (2.168)

and the test fields, similarly,
E=E.a+E a (2.169)
B =H-4,+H -a,+H -a. (2.170)

The left hand side of (2.166) contains contributions from the following surfaces:

JjE < Byeias = [[@& xPyeapas, + [ [@xByoids,+ | | & xtyedas, (2.171)
s s,

Sll SIII

Performing the cross and dot products these terms reduce to

f 3‘(75“ < By o (-2)dS, = | sf’(z‘;-ﬂj’)ds, 2.172)
IS{ (E*xB)edds, = —ISI (EZ - H))dS) (2.173)
IS{I(E“ xH’) e d.dS,, = Is,j, (EZ- HD)dS) (2.174)
f !(E‘ x B’) e iidS = J;{ (E2 - H))dS,~ fs{ (E2- H))dS; + fs’f” (E2 - Hy)dSy; (2.175)

The surface S, is in region / where E° = E' and similarly surface §;; is in region /I
where £ = E” . Surface 8, 1s in the aperture given as in [27,31] as a piecewise sinuso-

idal mode describing the aperture electric field.
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E,=V-FO)-a (2.176)

( -"17’ for( "ZQ” < ysz’-;ﬂ)
L
- in k| =2 — .
where F() ’_',,: 5"1£ 5 y)) far(zzsl.'lw»is %@D .177)
Sin('i([‘ap - We/f))
\ 0 otherwise

The test fields used are selected to make the evaluation of the reciprocity equations simple
to evaluate and apply in the complex poynting theorem used to create an equivalent circuit
model. A field with unit amplitude and the same field configuration as the fundamental

mode of the feedline is selected. This is a propagating mode travelling in the positive x-

direction:
= E; (2.178)
B =H (2.179)
where the scaler function used is
y= A (2.180)

All other field components are zero. These test fields and the total fields are used in
(2.166) to give one expression for the dominant mode modal coefficients. This reciprocity
procedure is applied to the negative travelling dominant mode to determine the coeffi-
cients. The higher order modal coefficients are also obtained using reciprocity, once for a
forward travelling, and then for the backward travelling modes. The field solutions from
reciprocity for all these modes will now be used to create an equivalent circuit using the

Poynting Theorem.
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2.4.6 Equivalent Circuit Representation

Since all relevant field components in each region are now known, the
Poynting Theorem may now be applied to the fields in the slot volume to determine an
expression for the input admittance of an aperture fed patch. Pozar {27] has shown that the

discontinuity introduced by the slot is seen as a simple series impedance to the microstrip

line.
+ Vo -
—<
+ +
: VT VL
;
Ze
-y : r —go= —
| H
{oaded slot impedance —
open circuit stub | 2
impedance b

Figure 2.11 Slot voltages and equivalent circuit

The Poynting Theorem states that the complex power supplied by sources inside a volume
Vis

P =f[fEer+m e IO)aw @.181)
| 4

%

with no sources within the volume ¥, P, = 0. The time averaged power leaving V

across the S surfaces is
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P= -;-”Exﬁ‘-;z-ds (2.182)
Y

The time averaged stored energy in the electric and magnetic fields are

W, = ;erlilzdv (2.183)
V

W, = I ulBf 2.184)
4

For a lossless problem, the components in the Poynting Theorem for time harmonic fields

are
P, = P+jo(W,-W,) (2.185)

The slot is extremely thin so to a first order approximation the volume integration may be
neglected and one is left with the power crossing this surface, P = 0. This problem has

three contributing surfaces so the total power across these surfaces are related as,

lI(E,xFI,)O&,dS =1 I(E,,xﬁ,,)o&xdwl ,[Echis' (2.186)
25 25 2S d
[ /g ap

Substitution of the proper £ and A components and with some manipulation (2.186) is
reduced to

ViV 7 = VL Vi + Y. Ve (2.187)

The complete derivation for the above equivalent impedances is included in [24] but the
summarized version from [15,16] is included here. The term y [ Trepresents the admittance
of the matching stub as seen at the slot, y is the total admittance comprised of the higher

order modes y, , and the slot-fed antenna y,,, related to y using
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F
|

s = N0+ ¥ (2.188)
The complete antenna admittance is
Yin =YL %Vs (2.189)

The equivalent circuit for the antenna using the above terms is shown in Figure 2.12.

|
| Y
l i_‘ a i
|
|

!
|
! '

" Ya |

Figure 2.12 Aperture fed microstrip patch equivalent circuit

The higher order mode admittance y, is much smaller than y, and was neglected here.
The term, y, in the above figure represents the back radiation, which for a small aperture
is assumed to be negligible and was also ignored. The aperture fed admittance was

expanded using a Laurent series expansion around the desired resonance o, and given

[16] as

22 kgea '( ml)
_ W 2 o a"sin(:x" 2( 1 1 ]*’Z 0€%efr~\Wp,
Ya = “ou \Ip_ Moy | 2h Py \010(@~01g) 24 2 Tn

10' mn
- (mxxo 2 cos(k,h)
GpSIR —Lp,t,) k_:sin(lc:h-)]

(2.190)
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where o, = F(y)cos )a{v
c,m
Lpeff,’eaeff

O = mlo(l —%Q)

k. = (Keay- pef) (Wpe ) 2)

e, +e,

€p = N3

The turns ratio N is approximated using a stripline formula [48]:

Ly, La
= p
oAV _ 1 [ Sm(K('z" )) W
VLR 2
0 2 ginh( &
1 + k" sinh 2t)
loo
where F(k) = H e ~
00 l+kzcosh(n(x;jy, ))

Reducing (2.197), it becomes

laa
Fiy = I drdy

e () ) 20 e - (D]
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(2.192)

(2.193)

(2.194)

(2.195)

(2.196)

(2.197)

(2.198)



r
|
|

k = sech “TT-/) (2.199)
K= @Lf) o (2.200)

This completes the parameter models required for the mode matching cavity analysis. This
method was not programmed as the availability of a proven commercial fullwave analysis
package made an accurate numerical analysis available.

2.4.7 Review of The Mode Matching Analysis

The mode matching cavity model is an efficient analysis tool capable of
providing antenna input impedance information for a rectangular aperture fed patch
antenna, but currently it is not able to represent more complicated aperture shapes. This
method is derived from a rigorous theoretical analysis and provides better results than the
TL-Model. The cavity model will need some modification to be able to represent the
effects of parasitic antenna elements. The analysis of the antenna element pursued in this
thesis requires solution to a complex geometry that exceeds the capabilities of the mode
matching cavity method. To accurately model this antenna problem a fullwave analysis is
required. The creation of such a tool is outside the scope of the intended research and com-

mercial software was acquired to provide the required analysis.

2.5 The Moment Method
2.5.1 General

The application of the method of moments (MoM) reduces a linear func-

tional equation, to a linear system of equations that can be solved using mature numerical
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techniques. In this application, the MoM is used to solve an integral equation [49]. The
procedure starts by obtaining a functional equation valid for the electromagnetic problem

to be solved. The integral equation will be presented as [50]

fG(?, PrYdr = p(r) reD (2.201)
D

where G is the Green’s function, p is the known excitation term and f is the unknown
function to be determined. The unknown function f is then expressed as a series of known
(and preferably simple) basis functions with unknown coefficients, where the basis func-
tionis ¢,(r) withn=1,2,3,..., N [50].

N

fF) = 2 c,0,() (2.202)

n=1

The variable c, is the unknown to be determined. Substituting expansion (2.202) into
(2.201) the original integral equation becomes [50],
N

Y ¢, lGG Py, yar = p) (2.203)
n=1 D

The next step in this procedure is to take an inner product of (2.203) with a testing func-
tion y,(r) where m=1,23,...,N. The original integral equation is reduced to [50]

2K, c,=b, (2.204)

and, K,, = (1), JGG, 78, ()dv)
D

b = (Am(r), P(r)) (2.205)
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The inner product is usually an integral with respect to r over the region
defined by D. The application of the MoM results ina N x N linear system that is solved

for the unknown coefficients in the series expansions using matrix techniques.

2.5.2 The Electric Field Integral Equation

There are two choices for the integral equation, an electric field integral
equation (EFIE), or a magnetic field integral equation (MFIE). The MFIE is known to be
numerically unstable when thin embedded conductors are encountered [50], which is the
usual microstrip conductor profile, so the EFIE is usually preferred. The EFIE is applied
only to the surfaces of the conductors and the sole unknown is the true surface current.

The boundary condition between dielectric layers is [50]
E, = a,xZH, (2.206)
and the boundary condition for the embedded conductors is [50]
AxE=ZaxJ, (2.207)

where Z, is the surface impedance. The current J, is the electric surface current excited
by the excitation field E°. This surface current J, creates a scattered or diffracted field
E”. A generalized form of the EFIE for the unknown surface current J, is [50]

axE(F) = —aix IG(;, P (P)ds' + Z . x J, (2:208)
S

When attacking a multilayer problem the boundary conditions between layers must be

included in the derivation of the Green’s function which is not a trivial task.
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2.5.3 The Green’s Function

The most efficient technique using the MoM and formulating the Green’s
function is to transform the problem to the spectral domain and calculate the Green’s func-
tion there [50]. Once in the spectral domain there are two choices available. The EFIE
may be written and solved in the spectral domain and the surface current J, transformed
back into the spatial domain. The second alternative is once the Green’s function is deter-
mined in the spectral domain, transform it back into the spatial domain and solve the EFIE
there. The latter alternative is believed to be more flexible when solving odd conductor
shapes and provides more physical insight into the problem.

There are many options available for the potential used to create the
Green’s functions while in the spectral domain. The most popular potential is Sommer-
feld’s vertical electric dipole (VED) [50]. This potential choice requires the use of a
numerical integration to transform the Green’s function back to the spatial domain as there

usually is no analytic transform solution available [50].

2.5.4 Testing and Basis Functions

There are several choices available for the basis functions ¢,(r) and the
testing functions 7, (r) . The point matching method uses the simplest choices for these
functions, a pulse function as a basis function, and a delta function as the testing function.
Due to these function selections, there are no integrations required, and the analytical pre-
processing is extremely simple. The price paid for this simplicity is the need for more test
points within a problem space for accurate results thus producing larger matrices. A com-
mon basis and testing function choice for spectral domain solutions is Galerkin’s method
with identical rooftop functions for basis and testing. A negative effect of the Galerkin’s
method is that double integrals have to be evaluated for each matrix element. The benefit

is that substantially smaller matrix size is required for the same accuracy obtained using
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point matching methods. Results from Galerkin’s method have been shown to be varia-
tional [50].

2.6 Microstrip Transmission Lines and Feed Circuitry Analysis

There is some concern about the level of feed losses that will be obtained
using the commercial grade laminate at Ku-Band. To accurately model feed line losses
and radiation a fullwave analysis is required. The feed circuit for this antenna will be
designed and analyzed using the commercial MoM package IE3D.

To minimize the feed circuit radiation losses, curvilinear surfaces will be
used instead of abrupt right angle bends wherever possible. Simple models do not repre-
sent these circuits properly so a fullwave analysis will be used to create the complete feed

circuit.
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CHAPTER 3: Radiation Models and Array Analysis

3.1 General

The objective of this portion of the thesis work is to develop a numerical
model which will predict the radiated far-field for a rectangular microstrip patch above a
ground plane. This simple model will be used with an array factor to determine the
expected radiated field pattern for specific array configurations. The method used here to
predict the patch radiation pattern makes some assumptions for the field distribution and
neglects the radiation contributed by the parasitic elements. This will introduce some pre-
diction errors but these effects are secondary to the array pattern which is the primary end

goal for this antenna design.

3.1.1 Numerical Models for Radiation Prediction

The method used here is based on the fact that the radiated field from a
microstrip patch antenna is primarily due to the fringing fields between the edge of the
microstrip top conductor and the ground plane. The first models developed were based on
this procedure and assumed that the fringing fields at the radiating edges could be repre-
sented as two uniform field slots separated by the patch length [40]. This model was con-
structed using the field equivalence principle to create an equivalent radiating aperture
model. The element radiated far-field is determined using the radiation from a single slot
and multiplying it with a two element array factor to account for the second radiating
patch edge. This approximate element pattern is then multiplied by an array factor to
determine the expected radiation pattern for an array of these elements. The array factor
will be obtained using array theory that will be included after the derivation of the element

radiation pattern.
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3.1.2 Goal For Pattern Prediction

The goal of this radiation pattern prediction is to obtain a closed form
model for quick and efficient determination of the element radiated far field. With the ele-
ment pattern approximated, the array spacing, amplitude and phasing information will be
obtained using array factor multiplication. This closed form pattern prediction obtains
solutions extremely fast on current computers and many iterations may be performed in a
very short time. To verify the radiation pattern analysis developed here, the commercial
array pattern software ARPS will be used.

3.2 Radiated Far Field Using The Field Equivalence Principle
3.2.1 Application of the Field Equivalence Principle

The development performed here follows Balanis [6] whose derivation is a
general implementation of the field equivalence principle. The field equivalence principle

is a principle by which actual sources are replaced by equivalent sources.

Js=-n X [Hi-H] M=-n X [E:-E]
(a) Actuadl Problem (b) Equivdlent Problem

Figure 3.1 Actual and equivalent problem models
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The equivalent problem of in Figure 3.1 shows the original sources J; and
M, which are to be removed. Assume that there exists a field E and H inside S and a
field E; and H, outside of S. For these fields to exist inside and outside of S they must
satisfy the boundary conditions on the tangential electric and magnetic components. On

the surface S there must exist the equivalent sources.
J, = ix[H ~H] 3-1)
M, = -ax[E,-E] (3.2)

These equivalent sources radiate into an unbounded space of the same medium
! everywhere. The equivalent sources are said to be equivalent only in the external region
V,. Since the currents radiate into an unbounded space, the fields may be determined

using [6] for the geometry shown in Figure 3.2.

—kR
= -*:-tfyf; v (3.3)
—kR
F = %_‘}[IMerV' (3.4)
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Figure 3.2 Geometry used for calculation of A and F

The steps involved in the application of the equivalence principle for a waveguide aper-
ture in an infinite electric ground plane is derived below. This derivation is analogous to

the radiating slots in a microstrip antenna [6].

n n n
—»
E RE B.E RE BE
K= h=0 S
M= M= M=0
OB ®
d= - o ® | _
+=0  M=nxeg@M=nxE @ +=0
M=-nxE. - S g M=-2nxE
%=0 &=0 -
M=0 M= M=0
(o) (o) © (o)} ©

Figure 3.3 Application of field equivalence principle on a waveguide

The original problem in (a) is represented by an infinite plane and the equivalent current

densities J, and M, . Since the tangential E vanishes over the conductor a magnetic cur-

n



rent density M, exists over the aperture (b). The electric current density J; is non-zero
and as yet unknown. Assume a conducting sheet approaches the surface and shorts out the
electric current J,. The magnetic current still exists and radiates through the conductor
(¢). The conducting sheet is replaced using image theory (d). Simplifying the remaining
components leads to (e). The final equivalent has been reduced to a radiating aperture
alone in a uniform medium and the radiated fields determined using 4 (magnetic vector

potential), and F (electric vector potential).

3.2.2 Radiation Equations

The fields radiated by the electric and magnetic current sources J; and M,
in an unbounded medium can be computed using 4 (magnetic vector potential) and
F (electric vector potential) where the integration is performed over the entire surfaces
where the currents J, and M, exist. These equations provide valid solutions for all
observation points. The main difficulty in applying this method is the inability to perform
the integrations required to determine 4 and F. Using far-field approximations the com-
plexity of these integrations is reduced considerably. For a far-field observation point R

the following approximations are used:
for phase variations: R=r—-r'cos'¥ (3.5)
and for amplitude variations: R=r (3.6)

The variable ¥ is the angle between the vectors r and . The primed coordinates repre-
sent the space occupied by the sources J. and M, over which the integration must be per-
formed. The unprimed coordinates represent the observation point. The equations for 4

and F can be re-written as [6]
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—jkR e —jkr
i=52 ds’:p' N
4 s 4nr

N= H.'I,e—jkfcoswds'
5

—jkr
p- It

L= [ =vay

s

G.7

(.8)

(3.9)

(3.10)

The dominant far-field consists of the 8 and ¢ components of the E and H fields [6].

(E, =04,
(Ep)gz=—JoF,

(Ep) o = =JjoF,
the E;- and fTA field components are expressed as [6]

(EF)Q En(HF)¢ = -ﬂﬂﬂf},

(Ep)y = (-N)(Hf)y = jonFy
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(3.12)

(3.13)

(3.14)

(3.15)

(3.16)
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(Edg . 4
(EA)‘E-—‘I]— = —jm*;l-'

Combining the above components the total E and H fields are (6]

The variables Ny, Ny, Ly and L, can be obtained using
¥ = ey = [ltr,,+0.,+0.d18 as

L= e =vas = [limd,+ Mg +ma 3l as

Using the rectangular to spherical transformation matrix [6]
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(3.19)

(3.20)

3.21)

(3.22)

(3.23)

(3.24)

(3.25)
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4, sinOcos¢ sinOsin¢g cosO A,

Ag| = |cosBcosd cosOsing —sin6| |4, (3.27)
4, —sin¢ cos¢ 0 A,
The spherical components are [6]
I I . . fkr’ cosy , ,
Np = )J{J,cos0cos¢ +J,cosBsing —J.sin0)¢" " ds (3.28)
S
I I . fkr'cosy , ,
N, = )~/ sin¢ +J cosg}e ds (3.29)
S
j' I . . ikr'cosy , ,
Ly = JJIM, cosBcosé + M, cosOsing — M,sin0)¢ ds (3.30)
S
Ly = 1i-M,sing + M, cose1™ = Vas (331)
LY

When solving for rectangular apertures with uniform current distributions,
the integration over the aperture is in its easiest form. The difference in the effective path

length and differential source area for apertures in various planes is included below.

For an aperture in yz-plane

The available current sources are J,,J,, M,, M , the remaining current sources are
assumed to be zero. The difference in the effective path length and differential source area

for this orientation is
rcosy = y'sinfsin¢ +2'cosO (3.32)

ds = dydz (3.33)
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For apertures in the xz-plane
The available sources are J,,J, M, M, ,

rcosy = x’'sinBcos¢ + z'cosO
ds' = dc'd?

For apertures in the xy-plane
The sources are available J,, Jy, M, My ,

rcosy = x'sin@cos¢ +)'sinOsin¢

dsl - #@'

(3.34)

(3.35)

(3.36)

(337

The radiating aperture of the microstrip patch antenna is assumed to have a

constant E-field, this reduces the complexity of the analytic integrations of (3.28) to

(3.31). These integrations may be solved analytically using the integral solution,

< . [a
sin [56]

2
I é%dz = ¢

[0 4
E (5]
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3.2.3 Directivity

The directivity is defined as the ratio of the radiation intensity for the
antenna under test (AUT) compared to an isotropic radiator. The directivity of an aperture
is found by first determining the radiation intensity U(8, ¢) for the far-field region elec-
tric and magnetic fields [6].

1 1
ue, ¢) = i‘Re [(Eqaq + Eyay) x (Hgag + Hyay)*] = ‘2'7]'[|Ee|2 + IE¢|2] (3-39)
in a normalized form this reduces to [6]

Un(®, ) = [|Eg|” +|E,[’] = B,F(8,$) (3.40)

The calculation of directivity starts with the determination of the total radiated power.

pl K ;
Proa = I [{U(O,b)(sin*)aﬁ)]@ (3.41)
0

The directivity is the ratio of the maximum radiation intensity to the total radiated power

and is obtained using

UG, Dy

(3.42
P rad )
where the 47 term is included for the solid angle.
The directivity is also obtained using the term at the end of (3.40) as
4 F(0, 0)|pax
Do = 5— (3.43)
I [IF (6, 9) sdeB]d¢
olo
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A frequently used plot of an antenna radiation pattern is the directive gain. The directive
gain is the antenna radiation gain, with respect to an isotropic radiator, in any arbritrary
direction. This is usually expressed as [6]

4nF(0, ¢)

D,(8,4) = g (3.44)

I I:,[F ®, ¢) sin9a9j|d¢
0

0

3.3 Radiation Pattern Prediction for A Microstrip Patch Antenna

3.3.1 Application of The Equivalent Radiating Aperture
Method

The microstrip patch antenna orientation used or the radiation pattern deri-

vation is shown in Figure 3.4.

Figure 3.4 Microstrip patch orientation

The above figure shows that the radiating slots lie in the yz-plane. Following the
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equivalence principle derivation in the last section the equivalent magnetic current is

obtained using
H.’»‘:Z.E X;l=2'Eo'&zx&x=2‘Eo'("&y)=—2‘E0‘&y (3,45)

ap

Using this equivalent magnetic current source, the electric vector potential is determined

using (3.9),(3.10), with the terms in (3.30) and (3.3 1) simplified to [6]
Lo = JJi,cosesine1e™ ¥ as (3.46)
S
L, = H[Mycosq»]e”"’ cosY gt (3.47)
Y

Since the aperture lies in the yz-plane the r'cosy phase term is replaced with (3.32) and

the differential area with (3.33), the variables Ly and L0 are now determined using [6]

w h
3 3
Ly = [M,cosBsing] | Josintsing g, || [ jlreose (3.48)
w h
- =

ejkz' cos@

. b

2 2
L, = [M,cosg] | gt/sin0sing g, |l | dz (3.49)

w h

- =

Using the analytic solution (3.38), the terms in (3.48) and (3.49) are,

sin[k;] sin[k;]

Ly = [M,cosOsing]| w h (3.50)

11 ]
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sm[k;] hsin[k;] a5

4 1 [l

From Ly the component E, is determined, and similarly from L, the component E, is

Ly, = [M,cosd]i w

determined. The simplified equations are

Eq = -B,L, (3.52)
E, = B,L, (3.53)

The terms in (3.52) and (3.53) provide the radiation for a single aperture, to account for
the second aperture, a two element array factor is used. The working neccessities are pre-
sented here as later in this chapter array factors are covered in more detail. Array theory
assumes point sources along an axis, in this case we have the radiating apertures along the

x-axis and separated by the resonant length L . The following figure shows the orientation.
F]

Figure 3.5 Aperture array factor orientation

The array factor is due to the phase variation between the two point sources. In the above

diagram the distances r, and r, may be approximated by the following:
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for phase variations r; = r--L-sinB cosd (3.54)

2
and ry=r+ gsinecos‘b (3.55)
and for amplitude variations r,z=ry=r (3.56)
The total radiated far-field is [6]
ET = El +Ez (3.57)
: e-fk" 1 —fkry
Ep = agG(s, ¢)[— + e—-] (3.58)
T r
Er = aeﬂ%:?-)[e‘f"' e Ty (3.59)
L. L
—fk} r + =sinBcosé ~jk{r—=sinOcosé
£ - 2908, e, e o0
) L. L
~jkr[" —jk| =sinBcosé —jk| —= sinBcosé
£y - 200, [zmeeos ] #1 J] asD
~jkr
Er= &em——[Zcos I:kg sin cos¢]] (3.62)
The two slot array factor for this microstrip patch orientation is
AF(0,9) = 2cos k—I:sinﬁcos¢ (3.63)
2
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In the next section the microstrip patch antenna radiation patterns are presented for the

model derived here.

3.3.2 Predicted Radiation Pattern for a Microstrip Patch
Antenna

The radiation pattern was predicted with a computer program based on the

following equations. The radiation from an aperture
F(8,9) = [|Eo*+|Ey|’] (3.64)
and equation (3.63) for the two aperture array factor. The total radiation is obtained using
Fi(8,9) = F(8,9)-l4F(8, ¢)" (3.65)

The directivity was determined using

F 6, ¢)
D, = 4n - 5o i (3.66)

] UF,(O, 9) - sinGaB]d(b
0

and the directive gain

F(8,9)|
D, = 4 - 5= L 3.67)

| LIF,(G, $) - sinede]dd)
0

The computer code for this calculation is included in Appendix-C. The microstrip patch

predicted radiation pattern is shown in Figure 3.6 for the two principle planes.
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Microstrip Patch Radiation Pattern
L=3.9mm, W=7.0mm, h=8 mil, Er=3.38

10

Directive Gain in dB
i

o 10 2 30 “ s0 60 70 80 90
Observation Angie in Degrees

Figure 3.6 E (Phi=0) and H (Phi=90) plane radiation pattern for a MPA

3.4 Array Theory
3.4.1 General

The radiation patterns obtained with a single element in general have
relatively wide beamwidthes and a low value of directivity. To obtain narrow
beamwidthes, high directivity, low side lobes or some other particularly desirable
radiation characteristic, a group of antenna elements is used. This group of antenna
elements is usually referred to as an antenna array or simply as an array. The design of an
array is in general a three step process. The first step is the selection of the radiating
elements to be used. The second step is the determination of the required array geometry
to achieve the desired characteristic. The final step is to determine the amplitude and
phase relationship between these elements to meet the desired design specifications.

The array may be comprised of identical or different elements. The use of
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identical elements makes for a simpler numerical analysis and is the path chosen for this
design. The elements may be positioned with periodic or aperiodic spacings, in linear, cir-
cular, rectangular, spherical and triangular geometries. The antenna design followed in
this thesis is a planar array comprised of linear arrays in two planes perpendicular to each
other. The amplitude of each element is a parameter of interest when side lobe levels are
of concern. Amplitude distributions formulated in published literature on Chebyshev [62],
and Taylor distributions [51] have been shown to produce specific radiation pattern char-

acteristics.

3.4.2 Uniform Spacing and Amplitude Linear Array Factor

An array factor of identical elements may be derived by considering the
element locations as point sources. The actual total field is obtained by multiplying the

array factor for the isotropic point sources by the field pattern for a single element.

Froa(®:8) = Fiiomend(8, 6) - 14F(8, §) (3.68)

A simple configuration is a linear array that is oriented along one of the principle axes.
The example presented here is a N-element linear array along the z-axis. The array factor

is the contribution from each element in the array.

AF = 1+ej(kdcose)+e/2(kdcose)+ef3(lcdcose)+.”+ei(N——l)(kdcose) (3.69)

N
AF = Z e/‘(n—l)(kdcose) (3.70)

n=1
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Figure 3.7 Far-field geometry for a N-element array along z-axis

N
AF = ) Jn v

n=1
where y = kdcos0
In the process of simplifying, both sides of (3.69) are multiplied by AR

AF. ei\y - ei(kdcose) + e;?(kdcose) + o+ ei(N-l)(kdcose) + ejN(kdcosO)
Subtracting (3.69) from (3.73) leaves,

AF(@Y-1) = (-1 +™Y)

which for an array reference point centered along the array reduces to
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snf3v]

AF = . (3.75)
sin I:f“’]
The above equation for small values of y may be approximated with,
. [N
sm[—z-\v]
AF=~ (3.76)

2]

This array factor has a maximum of N, normalizing to a maximum array factor value of

unity,
Sin ]—Y
[2 “’]
(AF),,zl 3.77)
| Bl
. [N
(AF), = Sm[zw] (3.78)

3]

When applied to linear arrays along different axis the y changes to different equations.

Our elevation plane linear array runs along the x-axis, and uses
y = kdsinBcos¢ (3.79)

While our azimuth plane linear array runs along the y-axis and uses

v = kdsinOsin¢ (3.80)

The resulting radiation pattern for a uniform amplitude 4-element linear array that runs
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parallel to the x-axis was predicted to produce the following radiation pattern.

Microstrip Patch Array Radiation Pattern
Uniform Ampiitude n=4, d=12mm, L=3.9mm, W=7.0mm, h=8 mil, £r=3.38

Directive Gainin dB

0 10 20 330 40 50 60 70 80 90
QObservation Angle in Degrees

Figure 3.8 Elevation pattern predicted for 4 element uniform linear MPA

A four element azimuth plane, linear array was also simulated with the results shown in

Figure 3.9,
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Microstrip Patch Array Radiation Pattern
Uniform Amplitude n=4, d=12mm, L=3.9mm, W=7.0mm, h=8 mif, Er=3.38
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Figure 3.9 Azimuth pattern predicted for 4-element uniform linear MPA

These patterns for the elevation and azimuth planes were acceptable in the sense that the
beamwidthes were as desired. Better side lode control is required which will be addressed

using a non-uniform amplitude distribution presented in the next section.

3.4.3 Non-Uniform Amplitude Linear Array Factor

A related linear array is the non-uniform amplitude array that uses the same
inter-element spacing but uses an excitation amplitude distribution along the array
elements. The uniform array of the previous section is known to provide a narrower half
power beamwidth /PBW than a similar non-uniform amplitude array [6]. A non-uniform
array is preferred when low side lobe levels are a design concern, as uniform arrays do not
usually meet the specifications for this characteristic. The array factor for a non-uniform

linear array varies slightly for an even or odd number of elements. An even numbered



array will be developed first with the odd numbered array right after it.
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(a) Even number of elements 2M (b) Odd number of elements 2M+

Figure 3.10 Even and odd number of elements in non-uniform linear arrays

[n the case of an even number of elements, the array factor for a symmetrical amplitude

distribution is [6]

1 3
J 3 kdcosO J|5 |kdcos@
(AF)y = ae [ ] +asye [2] + ...
M-1 M—1
J kdcos@ - kdcosO
...+aMe[2 2 ] ra,e |_1 2 ] (3.81)
-j[%]kdoose —j[%]kdcose
... tae ta,e +...
< 2n-1
; (AF)qy = 2- Z ancosl:( "2— )kdcosf)] (3.82)

n=1

normalized [6]
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M
APy = 2 a,,cos[(z"z‘ l)kdcose] (3.83)

n=

M
(AF)qy, = Z ancos[(znz- l)u] (3.84)
n=1
where
array along x-axis,
u = kdsinfcosé (3.85)
]
! array along y-axis,
|
u = kdsin@sin (3.86)
array along z-axis,
u = kdcosO (3.87)

The equation in (3.84) will be used along with (3.85) for the elevation array, and with
(3.86) for the azimuth array. When an odd number of elements is to used in an array the

array factor used is [6]

_ fkdcosO j2kdcos@
(AF)ZM+[ = zal+a2e1 +a3e, + ...

Mkdcos6 ~j2Mkdcos®
eﬂ cos +ay., e 2Mkdcos (3.88)

—f e —i2k
e -jkdcos +a3e -f dcose_!_”.

e F By

ek

ot a
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M
(AF)yysy = 2- 2 a,cos[2(n—1)kdcos] (3.89)

n=1

Normalizing and using the same substitution as for the even number of elements case

M
(AF)pppey = 2o a,cos[2(n~1)u) (3.90)
n=1
The equations in (3.84) and (3.90) may be used but an amplitude distribution is required to
obtain some unique array property. Some amplitude distributions achieve low side lobes at
the expense of a slightly broadened HPBW . In the next section a Taylor Line source dis-
tribution will be presented that provides good side lobe control without appreciably
increasing the beamwidth. The non-uniform linear array radiation patterns obtain using

the Taylor distribution will be included later in that section.

3.4.4 Taylor Line Source Amplitude Distribution

The Taylor line source distribution was originally presented in a classic
paper [51] on the synthesis of equal side lobe patterns. Using a continuous line source cur-
rent distribution that satisfied the same criteria as Chebyshev’s linear array distribution,
Taylor showed that although the ideal pattern was not physically realizable he could
approximate it fairly closely using functions based on the two parameters n and 4. The
pattern derived by Taylor has the first 7 side lobes at some desired level and all side lobes
beyond this fall off at %"i’ for z = 7, where L is the length of the array. The synthe-
sized pattern normalized to unity is given as [6,52]
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F(z,4,7) = 342 ] = (3.91)

where z,, are the null locations for the first n side lobes obtained using

+no Az+|:n-l ? 1<n<n
2, = J 2 = (3.92)

+nrn n<n<w

The variable ¢ is a smoothing variable to blend the first n side lobes with the remaining

outer side lobes. This parameter is defined as,

n
O = —— (3.93)

2
A2+ [n - %]
The parameter A is related to the desired side lobe level using
= 1. acoshR
A= =~ - acoshR, (3.94)

where R, is the side lobe ratio obtained from

2
R, =10'% (3.95)

The parameter n is selected by the designer with some specific selection guidelines
[6,52). Small values of n produce source distributions that are maximum at the center and
monotonically decrease towards the edges. While large values of n results in source dis-

tributions that are peaked in the center and again at the ends of the array. It is recom-
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mended that very smail and very large values for n be avoided. As a rule of thumb this
parameter is usually selected to be at least 3 for arrays with -25dB SLL and at least 6 for -
40dB SLL [6,52].

The normalized current distribution that produces the desired pattern is defined by [6,52]

n—1
Ix) = [1 +2 2, SF(p, 4, n)- cos[ n’z':” (3.96)

p=1

Where SF(p, A4, n) is the approximation to the desired space factor defined by [6,52]

Gt 5 T[] bl

SF(p,4,n) = ((n—1+p)i(n—1-p)!)
0 pl=2n

(3.97)

There is an equation available to predict what the HPBW for this type of array approxi-
mated will be:
] (3.98)

The radiation patterns obtained for the elevation and azimuth linear arrays using the Tay-

N —

0, = Zam{ [(acoshRa) [aCosh %]2]

lor line source distribution with the non-uniform array factor are included in Figure 3.11

and Figure 3.12.
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Figure 3.11 Taylor distribution elevation array pattern for N=4, d=12mm
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Figure 3.12 Taylor distribution azimuth array pattern for M=4, d=12mm
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The predicted radiation pattems for the elevation and azimuth linear arrays
meet the prescribed specifications. These linear arrays will be used to develop a planar

array.

3.4.S Planar Array Factor

Planar arrays are the most frequently designed form of microstrip array
designed in industry. The reasons for this is simply better performance due to more control
parameters that the designer can utilize to produce symmetrical patterns with lower side
lobes. When used in a phased array, a planar array is able to scan to any point in space and
is not restricted to a single plane of scanning. The antenna design pursued in this thesis
will be a rectangular planar array whose radiation pattern is predicted as the product of the

elevation and azimuth linear arrays [6]. The planar array factor in [6] is given as
AF(91 ¢) = AFEPlane(61 ¢) : AFHPlane(e’ ¢) (3-99)

where AFpp;,,.(0,¢) and AFp.,..(0,¢) are either uniform or non-uniform linear
array factors defined earlier in this chapter.

The directivity of an antenna is frequently expressed in terms of a closed
form expression. If the array is assumed to only produce a major lobe and all side lobes

neglected, the directivity is determined using [63]

4 41000

Do~ ppaw,_ - HPEW, ~ HPBW,S - HPBW,7

(3.100)

This equation is improved with the introduction of two correction factors, €,, for beam

efficiency, and k‘p for pattern factor. These factors are introduced into (3.100) as follows:

5 41000 - €,
o= BRI 0 TIPRIW o

(3.101)
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The beam efficiency, €,, is a factor less than land usually in the range

gy = 0.75£0.15 (3-102)

The pattern factor, &, is 1 for uniform aperture field distributions, and may be slightly
larger or less than 1 depending on the field distribution present [63].

A frequently used approximation used for directivity of planar arrays that includes these
correction factor terms in its numerator is [6]

- 32400
HPBW, EPlane * HPB WHPIane

D, (3.103)
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CHAPTER 4: Design

4.1 General
4.1.1 Antenna Design and Fabrication

The standard procedure for antenna design starts with some pre-determined
performance specifications the antenna is to meet. Based on these specifications, all the
possible antenna configurations capable of meeting these requirement are evaluated, with
their advantages and disadvantages detailed, and the most suitable configuration selected.
When the antenna configuration is determined, preliminary design work continues with
selection of a microwave laminate. This process is also performed by evaluating all poten-
tial [aminate alternatives. A selection is made with equal emphasis on performance and
manufacturability. Based on the results from these studies, an aperture fed patch with
coplanar parasitic element design is to be pursued and be produced on Rogers RO4003
laminate material. This concludes the preliminary design work and provides the frame-
work for the design of the radiating antenna element and the antenna array. This section
includes topics common to both the antenna element and the array design, the two sections

following discuss the antenna requirements unique to each design.

Circuit Specification: The antenna feed for both the single element, and the array, is
required to provide a transfer of power from a 50 ohm coaxial source, to the radiating
antenna element or elements. This requires a feed circuit well matched to the source to
minimize the amount of power reflected back and not transferred to the radiators. The
laminate selected has a higher dielectric loss factor than traditional PTFE laminates fre-
quently used at higher frequencies. To minimize feedline radiation losses, all changes in
line direction will use circular radius bends [14]. The feed circuitry is to be designed for a
center frequency of 17GHz and will be required to perform acceptably over the entire
specified operating band.
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The output ports of this feed circuit will be 50 ohms, as the antenna ele-
ments are to be designed for this impedance at a fixed point to allow for easy integration
of the antenna elements into any subarray or array configuration. The design of the array
feed has some extra amplitude and phase requirements discussed further in an array feed

network section.

Substrate Material: The selection of a substrate material is an important design considera-
tion for MIC’s. Some of the concerns that a microwave circuit designer must consider are:

(1) dispersion

(2) conductor and dielectric losses

(3) surface waves

(4) substrate anisotropy

(5) substrate thermal expansion in X,y and z directions

(6) moisture absorption

(7) manufacturability

(8) material cost

(9) material consistency

(10) material availability

Dispersion and dielectric losses are of concern at higher frequencies like Ku-Band fre-
quencies at which we are attempting to design. Although not ideal these effects are accept-
able for the Rogers RO4003 material selected. The surface waves may be controlled with
proper permittivity and substrate thickness selection. Substrate anisotropy may result in
inconsistent circuit performance due to non-uniform permittivity in the x, y and z planes.
The substrate thermal expansion coefficients are of concern for circuit board mounting
where mechanical stresses and interactions can cause board failures in the field if not

designed properly. Substrate moisture absorption is both a manufacturability and perfor-
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mance concern as hydroscopic materials tend to retain moisture and are difficult to pro-
cess. These materials also have performance variations that depend on the amount of
moisture and humidity levels present at any given time, they are not recommended for use
in any non-hermetically sealed circuits. Material availability is a manufacturing concern
that can lead to lost production time should delivery times and volumes be inconsistent
with a program’s manufacturing requirements.

Manufacturability is the highest priority concern as standard PTFE circuits
require specialized etching processing and special chemical preparation for plating. In
general most PTFE board shops are relatively expensive when compared to FR4 board
shops. Material cost is also a concern in the substrate selection process. The laminate
industry has begun to understand that the PTFE laminates currently available are not eas-
ily fabricated in extremely high volumes and have begun developing new commercial
grade microwave laminates. These new materials are FR4 like in their physical and fabri-
cation characteristics, but have more PTFE like electrical properties. Since the initial
introduction of Rogers RO4003 there have been two additional alternatives to this market,
25N was recently introduced by Arlon, and GML2000 by GIL. Material consistency from
lot to lot is also important as some laminate producers do not have controls in place to pro-
duce large volumes of consistent, high performance laminates.

Based on the manufacturability and processing cost criteria Rogers
R0O4003 was selected. The RO4003 material was also selected because of its lower pricing
in comparison to traditional PTFE products commonly used at microwave frequencies. It
is hoped that FR4 printed circuit board fabricators will be able to process these circuits

and the program realize huge price advantages over similar PTFE circuits.
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Table 4.1 Rogers RO4003 Properties

Pr

operty Specification
permittivity and tolerance 3.38 +/-0.05
@10GHz
loss tangent @ 10GHz 0.002
water absorbtion 0.06%
copper peel strength 4.5
(pli)
coefficient of thermal expansion X=11
(ppm/C) Y=14
l 2=35
" thermal coefficient of permittivity -30
| (pprv/C)

4.1.2 Corporate Feed Network Design

The configuration selected for excitation of the antenna array elements is a
corporate, or parallel, feed network. The excitation of a single element is relatively simple
and was designed with considerations for easy integration into an array. Details on excita-
tion of a single antenna element are included later as part of an element matching section.
The advantages of corporate feeding are: it is possible to achieve a high degree of ampli-
tude and phase control in two-dimensional planar arrays, and for broadside directed arrays

it is easy to minimize frequency scanning in wideband applications with equal electrical
line lengths to all elements.

The corporate feed circuit for this array will consist of a combination of
simple microstrip circuits, specifically 3-way power splitters or T-junction circuits (actu-

ally Y-Shaped in these designs), quarter wave transformers, and radius bends. The power
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splitter circuits to be used will have uniform and non-uniform split ratios. There is a limit
on the physically realizable ratio of power directed to the high power and low power arms
of a T-junction [17]. This limit is based on the line impedance limitations due to fabrica-
tion tolerances. In general the width of high impedance lines must be wider than 100um
(or 0.004™) to be easily realized repeatedly.

The array will be designed as the combination of two linear arrays, one for
the desired azimuth radiation pattern and the other for the elevation pattern. The final
antenna will be a planar array using a combination of these linear arrays. The resulting
array distribution will be a two dimensional Taylor line source distribution for 25 dB side
lobes, using a Taylor side lobe control number of n=4. The required Taylor line source
distribution will be presented later. Once a feed network has been outlined, a fair amount
of design work is required to meet the amplitude and phase requirements for the array in

both the azimuth and elevation planes.

4.2 Single Antenna Element Design
4.2.1 Single Antenna Element Specifications
The design specifications for a single antenna element are:
(a) center operating frequency of 17 GHz
(b) back radiation 15dB down from broadside
(c) linear polarization (vertical)
(d) an operational bandwidth of better than 10% (with [S{;|< -10dB)
(e) the antenna should be matched to a 50 ohm system

The antenna specification that is to be meet is somewhat challenging, a low cost, easily

produced in extremely large volume, microstrip antenna, with a better than 10% operating

bandwidth. The antenna is to have a center frequency of 17GHz and a functioning band-
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width between 16 and 18GHz. There is no specification for cross polarization level but
symmetry will be used wherever possible to minimize this property [37].

4.2.2 Antenna Resonant Frequency

This antenna element design started with the goal of obtaining the desired
center resonant frequency. The first design will be created using simple empirical design
equations [41] to determine the resonant length for a simple microstripline fed antenna
element. The laminate thickness selected is 0.8128mm (or 0.032”) which is the thickest
practical option available in this laminate family. These initial design approximations will
then tested numerically using a commercial fullwave analysis MoM package (Ensemble).
Using an iterative process with this software package the resonant frequency for this

microstrip fed patch will be refined until the desired center frequency is obtained.

4.2.3 Bandwidth Enhancements
The bandwidth of the radiating element will be increased with the addition

of two resonant strips to both non-resonant edges of the main patch element. These strips
will be designed to resonant at a slightly lower frequency than the main patch to create a
double-resonant structure. Both parasitic strips will be made the same length to produce a
symmetric pattern in the H-Plane. The parameters available for optimization at this level
of the design will be the main patch length and width, the parasitic strips length and width,
and the spacing from the main patch. The effects of these parameters on the bandwidth
obtained will be analyzed using the Ensemble software. Once a bandwidth close to the
desired performance is obtained, the feed will be changed to an aperture feed to eliminate

the feed line radiation seen in the microstrip patch broadside radiation pattern.
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4.2.4 Aperture Coupled Microstrip Patch Antenna

With a simulated element resonant frequency and bandwidth close to the
specified values, the antenna design will be changed to an aperture fed configuration to
obtain the additional performance required to meet the design specifications. The aperture
feed is initially started using a simple rectangular slot, following the procedures used in
other published designs [15,16,23]. With an aperture feed configuration, the patch reso-
nant length, aperture size, and open circuit stub lengths will be adjusted to obtain the
desired center frequency. The level of aperture coupling to the patch will be varied by
changing the aperture length. The degree of coupling is noted in a Smith Chart impedance
plot of the antenna by the diameter of a “coupling loop” in the trace. If the antenna is well
designed this loop will be centered and of sufficient size to cover the bandwidth required
[32].

When acceptable coupling levels are obtained with a rectangular slot, the
aperture shape will be changed to a H-Shaped slot using design curves produced by Cohn
in [42] and used by Pozar [32]. The H-Shaped slot has a higher magnetic polarizability
than a simple rectangular slot, and thus the length may be reduced by about a third to
obtain the same coupling level as a rectangular slot. The advantage of using a smaller H-
slot is that the effects of slot resonance and back radiation are reduced [32]. The H-slot is
also preferred in terms of manufacturability as the maximum coupling location, or “sweet
spot”, is wider than that of a rectangular slot as detailed in plots in [32,42].

Aperture fed microstrip antennas have multiple parameters available for
optimization they include, the slot aspect ratio of width to length, slot position relative to
the antenna element, length of the tuning stub, substrate thickness from microstripline to
aperture, substrate thickness from aperture to radiating patch elements. The first three
parameters are adjusted freely but the last two parameters may be adjusted with the appro-
priate adjustment to the microstripline feed and the patch dimensions. Another parameter

that may be varied is the impedance of the microstripline under the aperture, this parame-
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ter has not been studied in published papers and is not investigated here.

The operating bandwidth may be adjusted with changes to the aperture
size, slight adjustment or tweaking of the patch resonant lengths, and changes in the cou-
pling gap between the main and parasitic patches. When the antenna element has the
desired center frequency and bandwidth, the antenna will be matched, using a section of
transmission line to move the impedance on the real axis of the Smith Chart, and a quarter

wave transformer to obtain a 50 ohm system impedance.

4.2.5 Element Impedance Matching

The final design requires a matching circuit on the feedline to obtain the
desired system impedance. Using a Smith Chart plot, this will be accomplished by assum-
ing a reference plane at the plane of the slot, and moving towards the generator along a
constant impedance line until a purely resistive position on the antenna input impedance
plot is observed. At this location a quarter wave transformer is added and an acceptable
antenna input impedance matching obtained (Appendix E). Experimental testing of this
antenna element was performed using a test fixture and a coax to microstrip K-connector
attached at the circuit board edge. The dimensions for a straight feedline antenna element

are given in Figure 4.1.
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Figure 4.1 Diagram of radiating patch element

4.3 Array Design
4.3.1 Array Design Specifications

The design specifications for antenna array are:
(a) center operating frequency of 17 GHz
(b) a radiation pattern requirement of:
HPBW,, of 15-20 degrees
HPBW,, of 20 degrees
Side Lobe Levels (SLL) of 15dB
(c) linear polarization (vertical)
(d) an operational bandwidth of better than 10% (with {S;,|<-10dB)
(e) impedance matched to a 50 ohm system

The first parameters attacked in this array design are the half power beamwidthes and side
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lobe levels which are dependent on the inter-element spacing, amplitude weightings and
phasing. These parameters control the radiation pattern that is required to meet the design
performance specifications. The array is designed as the combination of two linear arrays,
one for the desired azimuth radiation pattern and the other for elevation pattern. The final
array is a direct combination of these linear arrays. The required linear arrays were deter-
mined using the radiation pattern program of Appendix-C and the Taylor distribution of
Appendix-D. Both linear array designs obtained use a Taylor line source distributions for
25 dB side lobes, with a Taylor side lobe control number of n=4. An array feed circuit is
then created based on these weightings and phasing requirements. The desired normalized

amplitude distribution required for this 16-element (4x4) planar array is shown in Figure

4.2.
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o [} : ® e
A B

043 100 - 100 043
e Y o )
C D

0.43 1.00 1.00 043
[ Y Y )
0.185 043 043 0.18
[ ) [ )

Figure 4.2 The desired planar amplitude distribution and symmetry cell

The above figure shows the desired array amplitude distribution. The specified subarray
feed network is to be completely designed, and replicated for the other three subarray
cells. In the complete array there will be four subarrays connected with 3dB power divid-
ers. The desired radiation pattern has a broadside beam so all elements are to be kept in

phase.
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4.3.2 Array Amplitude and Phase Distribution

A feed network design is required to produce the amplitude and phase val-
ues determined in the previous section. The design of this network starts with a large
amount of preliminary design work to determine the amplitude levels required throughout
the feed circuit. The preliminary work begins with a translation of the array amplitude
weightings into the required power levels at each output port. These power levels were
then used to create power splitters with physically realizable split ratios throughout the
corporate feed network.

The empirical calculation of the feed network power splitters was pro-
grammed in the mathematical software package Mathcad (see Appendix-F) for quick iter-
ative solutions when line impedances were changed. The numerical solution obtained for
the power levels to the elements in the subarray denoted in Figure 4.2 as A,B,C and D
were A= -10.44 dB, B= -6.77 dB, C= -6.77 dB and D= -3.1 dB. These values were
referred to as the lossless ideal power levels. The elements A and B will be connected with
one splitter, and elements C and D with another splitter. The input of the AB and CD split-
ters is also to be connected using another splitter referred to as ABCD. Four groupings of
these subarrays are to be connected using 3dB power splitters to realize the entire 16 ele-
ment array. To determine the required power levels in the full array, the lossless ideal
power levels for elements A to D are decreased by another 6 dB and are required to be A=
-16.44 dB, B=-12.77 dB, C=-12.77 dB, and D= -9.1 dB. The subarray configuration is
given in Figure 4.3 while all dimensions are provided in Appendix-H.
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Figure 4.3 4-element subarray with proper amplitude and phasing

4.4 Corporate Feed Design
4.4.1 General

The array feed method selected is a corporate feed for two main reasons.
The first reason is that a corporate feed is able to provide control of the array amplitude
distribution in both elevation and azimuth planes. The second reason is that the electrical
length to each antenna element is required to be identical to prevent frequency scanning,
which is possible with this type of feed network. The final array design is to be a 16-¢le-
ment array using 4-element subarray groupings (see Figure 4.3). These subarrays are to be
connected with three 3dB power splitters, to realize the full array.

To minimize the feed circuit losses, the array feed design uses radius bends
throughout the network [14]. Even the power splitters are designed with swept radius
bends and formed into a Y-Junction instead of the normal T-Junctions usually used. In the

effort to produce a compact feed circuit and adhere to the radius curved design, the ele-
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ment feed line is changed to a swept radius bend as shown in Figure 4.3. To maintain the
same degree of impedance match some minor antenna element modifications are required
that were determined using the Ensemble MoM package. This new swept radius feed
requires that the aperture length be decreased to L,, = 1.85mm and the tuning stub at the
end of the feed line be increased to L_,,, = 2.275mm (see Appendix-H).

4.4.2 Subarray Feed Network Design

The subarray circuit design requires the design of a passive transmission
line network comprised of power dividers, quarter wave transformers and radius bends.
The transmission lines may be routed in any desired fashion as long as they do not come
within a few line widthes of each other. This should reduce the degree of undesirable cou-
pling between parallel lines. The change of line direction will be performed with radius
bends that are of sufficient radius to introduce a minimal effect on the line. In [64] it was
stated that for radius bend of R =>4.0h, the introduced effect will produce a
VSWR<1.05.

Once the arm impedances for the power splitters are determined (see
Appendix-F), the circuits are created using a transmission line model to determine the
required line widthes for a desired arm impedance. The power divider output arms act like

parallel lines and appear at the junction as an equivalent impedance, determined using

1
Zeq = T (3-99)

L
R,E,

where Z,, is the equivalent impedance presented at the junction, R, and R, are the out-
put line impedances. This equivalent junction impedance is then transformed to the

required input impedance with a quarter wave transformer, determined using
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Zry = Z,0 - Z;

eq  “in

(3.100)

where Zpy is the required transformer impedance, and Z;, is the power splitter input
impedance.

Figure 4.4 Details of a power splitter

After an initial paper design all circuits will be analyzed numerically using
the MoM software [E3D to determine power split ratios expected, and refine the arm
impedances as necessary. The MoM analysis is performed on the entire feed network on a
block by block basis to assure proper power split ratios down to each element.

The original amplitude distribution weightings are used to obtain initial tar-
get values for the splitter output arms. The power at each output port is added and the effi-
ciency of the power splitter determined. This efficiency number is both a figure of merit
for a splitter design, and useful later when the ideal lossy power split is required for verifi-
cation of the simulated feed network performance. Using the Y-Junction splitter configu-
ration the simulated power splitters were 95% efficient, or produced about a 0.22dB loss.
The initial lossless target power levels at each arm were adjusted with the efficiency num-
ber, and new lossy power target levels obtained (Appendix-F).

The individual splitters are then connected together to form the complete
subarray and the power at each port compared to the lossy ideal number (Appendix-F).
This was an iterative process until acceptable power levels were obtained at all ports of the

feed circuit.

110



4.4.3 Full Array Feed Network Design

When an acceptable subarray design is obtained, the subarray is then con-
nected to two 3dB power splitters to create the full array feed circuit. This circuit’s power
levels were also compared to the lossy ideal levels for acceptable values. The full array is
shown in Figure 4.4 with all dimensions given in Appendix-H.
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Figure 4.5 A Ku-Band 16-element microstrip array

The array feed circuit is created as a 17-port circuit with all ports termi-

nated in the same impedance. The simulated data obtained for the circuit is then stored as

a 17-port device, an s-parameter file. The antenna element is simulated separately on

Ensemble and the impedance information stored as a 1-port s-parameter file. A linear sim-

ulator is included in the I[E3D package and is used to determine the overall array imped-
ance. The feed circuit obtained with IE3D is shown in Figure 4.5. The simulated results
for the phase and amplitude of the full array feed network obtained from [E3D are
included in Appendix-G.
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4.5 Radome Design
4.5.1 Radome Performance Specifications

The radome for this antenna is required to protect the antenna from damage
in the harsh automotive environment with minimum degradation of antenna performance.
The radome must withstand vibration, extreme high and low temperature cycling, expo-
sure to petroleum based fluids, it must be waterproof, and mechanically strong enough to
withstand bumps and knocks from flying stones and other debris. The radome is required
to have a minimal effect on the antenna impedance matching and have very low radiation

losses.

4.5.2 Radome Configuration

The design of single walled radomes may be divided into two main group-
ings, thin walled radomes and thick walled radomes [64]. The thin walled design requires
a radome protective layer that is usually less than -1% , which for this application is too thin
to provide sufficient protection. By elimination, a thick walled radome is to be used. The

required radome thickness is to be determined using [64],

d=—t @4.1)

2,/(e, ~ 5in(8)%)

Where n is an integer, A the free space wavelength, €, the effective radome material per-
mittivity, and 0 the angle of incidence.

The antenna radome configuration chosen was a half wavelength thick sin-
gle walled ULTEM. ULTEM is a thermoplastic polyethermide from General Electric with
excellent mechanical properties. Its electrical properties are specified as a dielectric con-
stant of roughly €, = 3.5 and a dielectric loss tangent of roughly tand = 0.00S . Using

(4.1), the empricial design for this radome requires the determination of the radome thick-
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ness. An estimate for the ULTEM effective permittivity at 1 7GHz was required as the sup-
plied information stopped at 10GHz. The estimated value used is, €, = 2.85 . Using this
effective permittivity a thickness of 5.2mm (or 0.205”) was desired. The required spacing
between the radome and the antenna surface is of yet unknown but a half wavelength will
be used as an initial spacing. A half wavelength spacing was anticipated to provide the
minimum transmission loss as the reflections off the inner radome surface should add in
phase with the next wave front off the antenna surface. The free space half wavelength
used is 8.81mm (or 0.350™).
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CHAPTER 5: Experimental Results

5.1 Single Element
5.1.1 Physical Dimensions and Laminate Properties

The experimental testing of the antenna array started with a verification of
the element design. These antennas are fabricated on the RO4003 series of laminates. The
core thickness used for the feed circuit is 203.2um (0.008"), and the patch radiators on a
812.8um (0.032”) core. The dielectric constant for RO4003 is stated to be €, = 3.38 and
the dielectric loss tangent, tand = 0.005. These two substrates will be bonded together
with an ARLON 6700 bonding film, 38um (0.0015”) thick, with a dielectric constant of
€, = 2.35, and a dielectric loss tangent of tand = 0.0025. Included below are all rele-

vant patch dimensions, these dimensions are included in Figure 4.1.

The dimensions of the microstrip patch antenna element are as follows:

Main patch width W ; = 7.0mm

Main patch resonant length L; = 3.70mm

Parasitic patch width W, = 0.5mm

Parasitic patch resonant length L, = 4.20mm

H-plane gap between main and parasitic patches S, = 1.04mm
Coupling aperture width W, = 0.2mm

Coupling aperture length L, , = 1.90mm

. L
The vertical arms of the H-slot are %” = 0.95mm

The feed line to the aperture dimensions are as follows:

The 50 ohm feed line was W5, = 0.47mm

The matching stub beyond the slotwas L, , = 1.975mm

The line length from the aperture to the transformer, L, = 1.50mm
The matching transformer was 8.54 ohms and Wgg4 = 0.175mm
The transformer length was Lgs, = 2.60mm

A 50 ohm feedline is connected with a microstrip to coaxial cable tab K-connector at the
edge of the board for test measurements. The final design will have no microwave connec-

tors as the entire transceiver will be located on the feed circuit layer.
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5.1.2 Resonant Frequency

Antenna resonance and impedance measurements are performed on a
Hewlett Packard 8510C vector network analyzer (VNA). Before any measurements are
performed, the VNA is calibrated for one port measurements. The calibration process
involves the measurement of a set of calibration test standards (a 50 ohm matched load, a
short, and an open). The VNA then uses these calibration measurements to numerically set
the reference plane for the measurements at the end of the VNA system coaxial cables.
This effectively removes the effects of all cabling upto this point.

The VNA is able to collect both amplitude and phase information on the
signal reflected back from the device under test (DUT). The magnitude of the reflected
signal is used to determine the DUT return loss. When both the reflected amplitude and
phase information are used, the system is able to produce information on the complex
impedance of the DUT and conveniently plots it using a Smith Chart.

The measurement trace in Figure 5.1 shows the double resonance of the
single antenna element. The main patch being shorter is the resonance seen in the -33.9dB
dip at 17.26GHz. The longer parasitic patch elements are resonant at 16.58GHz as noted
by a -34.5dB dip in the reflection magnitude. The close proximity of these resonances pro-
duces the wide bandwidth desired.
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Log Magnitude Plot of Straight Feed Single Patch Antenna
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Figure 5.1 Return loss log magnitude plot for a single antenna element

The dimensions used for the fabricated experimental element were determined using the
commercial MoM package Ensemble. This designer is quite familiar with the results
obtained using this package and compensated for the 5-7% shift down in frequency from
simulated to realized experimental results. The simulation results are included with the
measured results in Figure 5.1. The simulated data trace shows a double resonance, but
these resonances are at 18.6GHz (with a -29dB dip) for the main patch, and for the para-
sitic patches, at 17.3GHz (referring to the -23dB notch).
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5.1.3 Input Impedance

The input impedance measurement is an important parameter used by most
antenna designers. The complex antenna impedance is usually displayed in polar form as a
Smith Chart plot. The input impedance is used extensively in the design of this antenna
element as the level of coupling is clearly noted on the Smith Chart as a loop [32]. The
antenna is over-coupled when a large coupling loop is noted, and under-coupled when a
small coupling loop (or no loop) is seen. The optimum loop size depends on the bandwidth
and match level desired.

As mentioned, the design verification of this element was performed using
the Ensemble MoM software package. The input impedance obtained with this tool is
shown in Figure 5.2. The plot shows a good sized coupling loop and is well placed for
optimum bandwidth for this design.

Input impedance of Straight Feed Singie Patch Antenna
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Figure 5.2 Smith Chart input impedance plots for a single antenna element

The measured input impedance is also shown in Figure 5.2 and the two traces agree quite
well. There is a small discrepancy between the plotted data which might be attributed to
the bonding film that is not included in the antenna model simulated. Another possible

source of error is the 50um (0.002”) etch resolutions obtained with current processing
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equipment. The required layer to layer registration for this circuit is yet another possible
source of error due to any slight misalignment. The effects of the K-connector used to con-

nect the antenna to VNA coaxial cable is also not accounted for and could contribute to

the discrepancy noticed.

5.1.4 Bandwidth

A very important design specification for this antenna is the operating
bandwidth. The bandwidth, for this antenna is determined using the microstrip patch
impedance bandwidth, including the feed matching circui, and the antennas radiation
properties over the specified frequency range. The useful impedance bandwidth is defined
by the antenna return loss, which is the range where the match was better than -10 dB.
Looking back at Figure 5.1, the acceptable impedance bandwidth extends over the entire
measured range from 16 to 18 GHz. This bandwidth referenced to the center frequency of
17GHz equates to better than a 11.75% bandwidth. This bandwidth was deemed accepta-
ble as the required operating bandwidth is from 16.25GHz to 17.75GHz or 8.8%. The
measurements of the radiation pattern did not show a noticeable variation across this
bandwidth so the impedance was deemed to be the bandwidth limiting factor.

The simulated results for this antenna element showed a bandwidth
considerably wider than the 17 to 19GHz bandwidth simulated as the return loss at these
band edges was -17dB. As mentioned previously, the simulated results are performed over
a slightly higher operating frequency, to compensate for the shift down in measured data,

seen previously by the author on other designs produced with Ensemble.
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5.1.5 Radiation Properties

The antenna radiation pattern measurements were performed in an
anechoic chamber at HE Microwave. The data is collected automatically using an in house
labview data collection program. The far-field region of an antenna is commonly specified
as beginning at 3{31- [6]): this requirement is meet for the following measurements pre-
sented. The proced:n-e used collect this information is to first calibrate the anechoic cham-
ber test measurement equipment using a standard gain horn antenna with known broadside
gain characteristics across the frequency band of interest. The calibration homn is then
replaced with our antennas under test (AUT) and gain measurements performed in the two
principle planes (E-Plane and H-Plane).

The single patch antenna elements were fabricated on 4.45cm x 4.45 cm
(3.57x3.5") circuits. These circuit dimension were dictated by the allocated area for the
antenna in the final product. The small ground plane produced with this board size is
responsible for the edge diffraction effects [61] seen in the E-plane measurements, as
shown in Figure 5.3. The pattern would have been cleaner had a larger ground plane cir-
cuit been used, but the purpose of the element design is to prove that the element did in

fact radiate before creation of an array.
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Figure 5.3 Measured radiation pattern for a patch antenna element

The simulated radiation pattern for this element from Ensemble shows the same form as

the measured data (without the finite ground plane ripple).
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Figure 5.4 Simulated element radiation pattern
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5.1.6 Directivity

The directivity of an antenna is a measure of an antenna’s ability to receive
or transmit energy in a certain direction. This measurement is usually defined as the ratio
of the maximum radiation intensity of the tested antenna divided by the expected radiation
intensity of an isotropic radiator. There is no easy means of determining the directivity so
a closed form empirical approximation is used. The widely used approximation of Balanis

[6] uses the half power beamwidthes (HPBW) of the two principle planes.

_ 32400

Dy = 5p., G.1)

Where the E-Plane half power beamwidthes is 0 ¢, and the H-Plane 6. The ripples in the
measured radiation data makes the determination of the element HPBW difficult but
values were extracted from the measured data as is. The E-Plane HPBW is measured to be
8 = 115.66 and the H-Plane HPBW 0, = 74. The directivity is calculated to be
Dy = 3.79 in linear units or D, = 5.78 dB.

5.1.7 Gain

The gain characteristics of an antenna is a measurable quantity that usually
determines if an antennas performance is acceptable. The standard procedure used is to
calibrate the antenna measurement equipment, by measuring a known gain reference
antenna and referring the AUT measured data to these values. The gain is analytically

expressed as the product of the antenna directivity and the antenna efficiency [6].
G =eD, (5.2)

The efficiency factor is a number less than unity that accounts for the losses present when

compared to the analytic expression for directivity. The measured gain of this antenna had
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a slight discrepancy between the E and H-Plane values. The E-Plane produced a measured
gain of 2.9dB and the H-Plane 3.07dB. The higher of these two values is used for all cal-
culations. Before this gain value is used the reference plane is moved to the feed line
directly below the aperture. This is accomplished by artificially adding back the transmis-
sion line losses. The transmission line losses were determined using the VNA to measure
the insertion loss for various lengths of 50 ohm transmission line. The experimental results
determined the insertion loss to be about 0.295dB/cm (or 0.75dB/inch). The single patch
had roughly 4.45cm (1.75”) of line length from the edge of the board to the desired refer-
ence location under the slot. Using this dimension it is determined that 1.31dB should be
added to account for the losses over this length of transmission line. The gain for the refer-

ence plane adjusted antenna is
G =438dB (5.3)
or in linear units,

G =274 (5.4)

5.1.8 Efficiency

The antenna efficiency is a factor used to account for all losses
experienced. There are three mechanisms for loss in this antenna. The antenna will
experience a mismatch loss e, if the antenna is not well matched to the feed circuit. The
largest source of antenna loss are usually the conductor and dielectric losses e, which are
usually measured together and are presented here as a single term. The total antenna effi-

ciency is the product of these terms [6]:

(5.5)
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The antenna return loss is used to determine the reflection coefficient [6].
S,; = 10log(IT]) (5.6)

The return loss measured at the center frequency is -18.6dB. Using (5.6) the reflection

coefficient is determined as [[| = 0.014. The mismatch efficiency is determined using

[6],
e, = 1-Ir1° (5.7)

For this antenna the mismatch efficiency is e, = 0.9998 which is close enough to unity to
be considered 1. The overall antenna efficiency is then determined using the ratio of real-
ized gain to the expected directivity from the approximating equation (5.1). The antenna

efficiency is
e, = = = z=== = 0.722 (5.8)

This number will be used in the calculation of array efficiency later in the antenna array

section.

5.2 Antenna Array
5.2.1 Physical Dimensions

The single antenna element of the previous section, with slight modifica-
tions (see Appendix-H), is used to create a 16-clement array in a 4x4 configuration. There
are too many array dimensions to list here but all dimensions are included in Appendix-H

in exploded views.
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5.2.2 Resonant Frequency

The antenna array resonant frequency is measured using a VNA and plot-
ted in a log magnitude format. In Figure 5.5 a double resonance may be seen with a lower
resonance at 16.6GHz but the second higher resonance seems to have flattened out and is
less prominent. The measured circuit showed the same downward frequency shift of

around 5-7% when compared to the MoM design results using IE3D.

Log Magnitude Piot of 16 Element Antenna Array
Measured Deta From 18 ©0 18 GHz

Retum Loss In dB
1

N SEE A R P L i i i
16.0 162 16.4 166 168 17.0 172 174 176 17.8 180
Frequency In GHz

Figure 5.5 Measured log magnitude plot of the 16-element array

The simulated results with a coarse frequency sweep are included in Figure

5.6 on the next page.
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Log Magnitude Piot of 16 Element Antenna Array
Simutated Data From 17.510 18.5 GMZ
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Figure 5.6 Simulated log magnitude plot of the 16-element array
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5.2.3 Input Impedance

The measured input impedance is shown in Figure 5.7. The measured data
shows a very good sized coupling loop centered on the chart for near optimum bandwidth

performance.

input impedance of 16 Elemant Antenna Array
Massired Oata From 1610 18 GH2
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Figure 5.7 Measured input impedance of the 16-element array

The simulated results for the full array are included in Figure 5.8. This plot
shows that the design was well matched for simulated frequencies from 17.5 to 18.5 GHz.
More simulated data should have been collected but due to computer resources available

(memory) and time contraints, only this subset of the desired range was simulated.
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Input Impedance of 16 Element Antenna Arrey
Siminied Dats From 17.5 10 18.5 Gz

Figure 5.8 Simulated input impedance of the 16-element array

5.2.4 Bandwidth
The bandwidth of this array may be extracted from Figure 5.5. In this fig-
ure there exists a return loss better than -15dB from 16.2GHZ to better than 18.0GHz. This

measured information corresponds to a better than 9% operating bandwidth.

5.2.5 Radiation Properties

The array is again measured using the same test calibration as the single
element. The measured array radiation pattern of Figure 5.9 does not show any of the dif-
fraction effects seen in the single element measurements. The radiation pattern exhibits
symmetry and meets the design specifications in terms of side lobe level and required azi-
muth (H-Plane) and elevation (E-Plane) half power beamwidths.
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Radiation Pattern for 16-Element Array
Measured at 17GHz Using & 3.5%3.5" Test Circuit

Direciivity in 6B

Qbservation Angie in Degrees From Broadside

Figure 5.9 Radiation pattern measured for 16-element array

The radiation pattern obtained from linear array simulations for the azi-

muth and elevation arrays is shown in Figure 5.10 (see Figure 5.12 and Figure 5.15 for the

array configurations used).

Radiation Pattern for 16-Element Array
Simuisted Data st 17.75GHz From Linsar Arays
o g D . . .. : A

Directivity in d8

Figure 5.10 Simulated radiation pattern using linear array approximations
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5.2.6 Directivity

The directivity for this antenna is again approximated using (5.1), the
HPBW:’s for this antenna is extracted from the raw measured radiation pattern data. The
E-Plane HPBW is 6 = 18.26 and the H-Plane 6, = 19.93. The estimated directivity

for this antenna is
D, = 89.03 (5.9)
or

D, = 19.5dB (5.10)

5.2.7 Gain

The measured gain for this antenna is obtained from the measured radiation
pattern data. There was a slight discrepancy for the gain measured in the two planes. The
measured E-Plane gain was 15.44dB, while the measured H-Plane gain was 15.10dB; the

higher value of the two was assumed to be the gain of this antenna.

G = 1544dB 5.1D)
or in linear units

G =35 (3.12)
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§.2.8 Efficiency

The efficiency for the radiating elements in the array is assumed to be the
same as the value calculated for the single element. Using this assumption the total power
loss of the array feed circuitry could be extracted. This section shows the crude method
used to extract these feed circuitry losses. The antenna efficiency of e, = 0.722 was
changed to a loss of L, = 1.41dB. Assuming that (5.1) is accurate for this antenna the
losses due to the feed circuit L is the difference between the directivity and the antenna

efficiency compensated, measured gain.
Lee = D,—-(G+Ly) (5.13)
The resulting feed circuit losses are estimated to be,

Lp- = 2.65dB (5.14)
The overall antenna efficiency including the feed circuit losses is

35

This efficiency although not ideal was deemed acceptable for use in an automotive radar

system.

5.2.9 Mutual Coupling

The mutual coupling for this array configuration has been analyzed numer-
ically using the Ensemble MoM package. This tool has proven to be extremely accurate
and could easily provide this information. The problem is reduced to first an E-Plane line
array, then as an H-Plane array. The simulated problem had four ports, one for each ele-

ment, with the array amplitude distributions used at each element. The element used for
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the E-Plane simulations is shown in Figure 5.11.
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Figure 5.11 Element used in elevation plane mutual coupling analysis

The configuration used for the E-Plane simulation has elements with

12mm spacing between centers as shown in Figure 5.12.
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Figure 5.12 E-Plane configuration used to determine the mutual coupling
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The mutual coupling between each element across this plane of the array is shown in Fig-
ure 5.13. In general the coupling level between the closest elements was approximately

—17dB with a slight increase as the frequency increases.
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Figure 5.13 E-Plane element mutual coupling levels

The antennas elements used for the azimuth linear array analysis are shown

in Figure 5.14.
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Figure 5.14 Elementcenter used in azimuth plane mutual coupling analysis
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The azimuth linear array used to determine the H-Plane mutual coupling is shown below

in Figure 5.15.
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Figure 5.15 Configuration used to simulate H-Plane mutual coupling

In general the mutual coupling in H-Planes is lower than the level observed
for the E-Plane. The mutual coupling levels obtained from this simulation are shown in
Figure 5.16. This plot shows a lower coupling level than the E-Plane linear array, but it

tends to increase at higher frequencies where the E-Plane coupling levels remain relatively

flat.
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Figure 5.16 H-Plane element mutual coupling levels

This mutual coupling information will be used for the integrated transmit
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and receive antenna to be designed later. This design is required to meet an isolation spec-
ification of 50dB, which may require some modifications to the substrate between the

antenna arrays.

5.3 Radome Covered Antenna Array
5.3.1 Physical Dimensions and Material Properties

As detailed in the chapter on design, the radome was required to cover this
antenna to protect it from the harsh environmental conditions it will experience. The mate-
rial used was a material from General Electric called ULTEM. This material has similar
properties to lexan but is also able to withstand exposure to hydrocarbons. The ULTEM
layer used was a halfwave length which was determined to be about 5.2mm (0.205”). This
protective layer was located roughly a halfwave wavelength above the antenna surface or

8.81mm (0.350™). The radome profile view of the configuration is shown in Figure 5.17.
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Figure 5.17 Profile of radome configuration
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5.3.2 Resonant Frequency

The array resonant frequency was not changed appreciably when used with

the radome configuration of the previous section.

Log Magnitude Piot of 16 Element Antenna Arrey With Radome
Mestured Osta From 18 0 18 Gz

Retumn Loss in 0B

i 20 [ B 7 B R [ i1
16.0 162 164 166 168 170 172 174 176 178 180
l Frequency in GHz

Figure 5.18 Radome covered 16-element antenna return loss
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5.3.3 Input Impedance

The experimental measurements on the radome covered antenna show that

with the spacing used, the radome had little or no effect on antenna input impedance.

Input impedance of 16 Element Antenna Arsy With Radome
Messured Dets From 16 10 18 Gz

Figure 5.19 Radome covered 16-element antenna input impedance

5.3.4 Bandwidth

The radome design used proved to be very successful in terms of minimiz-
ing its loading effects on the antenna as the operating bandwidth was almost identical to
the uncovered array measurements. This radome design might be compromised in the
future as size is a major concern in the automotive market and there is pressure to move to

a thinner radome structure.

136



T TERORCARRRR e e

E
!

5.3.5 Radiation Properties

To determine the radome transmission losses the antenna array radiation
pattern is re-measured with the radome in place, and compared to the uncovered case. The
H-Plane radiation plot with the covered and uncovered results super-imposed is shown in

Figure 5.20.

Figure 5.20 H-Plane radiation pattern of uncovered vs covered antenna array

5.3.6 Transmission Losses

The transmission losses for this radome configuration are determined by
subtracting the gain measured with the radome, from the gain measured without the
radome. The transmission loss was determined to be 1.16dB at the center frequency of
17.0GHz. These losses increased at both the upper and lower band edges. At the lower
edge 16.2GHz the measured losses are 1.67dB and at the upper band edge the measured
transmission loss is 1.42dB. The measured transmission loss minimum is close to the

antenna center frequency; this confirms that the radome thickness used is near optimum.
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CHAPTER 6: Conclusions

6.1 Conclusions
6.1.1 General
To start the concluding remarks a brief summary of the purpose of this

research is provided. The antenna design presented in this thesis is part of the research into
the development of a receive antenna for a potentially large volume automotive collision
avoidance product. The automotive industry is notorious for aggressive pricing policies
and this complex radar system was required to be produced with considerable pressure to
reduce costs. The design created was relatively novel in terms of configuration, but
entered a new realm of microwave engineering with the attempt to design a Ku-Band
product on a commercial grade laminate. Traditional laminate materials are based on poly-
tetraflouroethylene (PTFE) which although superior in electrical performance are consid-
erably more expensive and did not meet the material cost projections for this program.

The design of an aperture fed microstrip patch antenna with parasitic ele-
ments on RO4003 was successful, and a working prototype fabricated, with the desired
performance. This radiating element was then used in the creation of a 16-element array,
in a 4x4 configuration, with a Taylor line source amplitude distribution to reduce side
lobes. There were some concerns during the array development that the RO4003 would be
too lossy to be used at Ku-Band, these concerns were moderated with the curvilinear array
feed network developed. The feed circuit losses were determined to be 2.65dB which is in
the range of array feed circuit losses experienced using much higher performance PTFE
laminates.

The array design was successful as the array performance exceeded the
antenna specifications. The 16-element array configuration was recently changed to a 24-

element array for reduction of ground clutter seen in the elevation plane. The new array
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design will be based on this work, and the same procedure used here, will be followed for
that design.

6.1.2 Multilayer Antenna Analysis

The accurate analysis of a parasitic loaded, aperture fed antenna is critical
for this design configuration to be utilized for any application. The attempt to produce
simplified analysis models for this configurations fell short of providing accurate input
impedance data but did provide substantial insight into the mechanics of this antenna.
There is some work required to improve the accuracy of the aperture representation in the
Transmission Line Model for this analysis to be applied to aperture fed antennas. The
mode matching cavity model develops a rigorous analysis of the aperture feed, but
requires a modified cavity representation to use this analysis method for parasitic loaded
aperture fed antenna.

Fullwave analysis software of the same quality as Ensemble and IE3D are
almost a necessity to obtain a well matched high performance antenna. These tools will
only get more accurate and faster as theoretical engineers and mathematicians develop the
science of numerical analysis of these complex multilayer structures, and the processing

power of computers increases as it has in the last decade.

6.1.3 Microstrip Antenna Element

The aperture coupled patch antenna with coplanar parasitics was a success-
ful design that was realized after many numerical design iterations. The success of this
design is directly attributed to the availability of accurate commercial fullwave analysis
tools like Ensemble and IE3D.

Simulated and experimentally measured results for the design created were

in very good agreement. The measured results obtained for this antenna element met or
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exceeded all element specifications. The impedance bandwidth was better than 16 to
18GHz (or 11.75%) with a center frequency of 17GHz. The minimum acceptable band-
width was 16.25 to 17.75GHz or 8.8%. The radiation patterns measured were symmetrical
for both the E and H-Plane measurements, which eliminated any concerns that the para-
sitic elements degrade the H-Plane radiation pattern. The element efficiency at
n = 0.722 was lower than desired but was deemed acceptable and was a performance
trade-off accepted when the design was committed to a commercial grade laminate. There
is some concern about the element back radiation, although it has not been measured to
date due to the limitations of our current measurement setup. The back radiation was seen
in numeric simulations to be in the order of -15dB for the curved feed element. A new
antenna test chamber is being assembled and these tests will be performed in future radia-
tion pattern measurements.

This antenna element design was aided immensely with the fullwave anal-
ysis tools available at the research facility, and would have been difficult if not impossible
to create without them. The commercial packages, Ensemble and IE3D, have been invalu-
able for this design work and are strongly recommended for microstrip antenna designers

able to afford these pricy commercial tools.

6.1.4 Microstrip Array

The primary goal of this research was to develop a relatively wideband
microstrip array design for a potentially large volume automotive radar program. This
design was successful in that an acceptable array bandwidth was obtained, and the array
radiation pattern met the half power bandwidth specifications of the time. The pattern
measured had an elevation half power beamwidth of 18.26 degrees, and an azimuth beam-
width of 19.93 degrees. The measured antenna gains of 15.44dB were well below the the-
oretical directive gain based on half power beamwidths of 19.5dB. The array efficiency
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determined to be n = 0.393 was lower than desired but was deemed acceptable consider-
ing the laminates used.

The experimental antenna element, and array, designed in this work is a
precursor to future work in the ultra high volume automotive radar applications. Using
microstrip antenna arrays fabricated on commercial grade laminates, at relatively high fre-

quencies like Ku-Band, has been proven to be viable.

6.2 Future Work

This design was determined to have a few weak points, one of which was
the ARLON 6700 bond ply used to laminate the fabricated protoype units. The use of this
bond film is not easily incorporated in large volume processes, so alternative bond tech-
niques will be required before production starts. A study of prepreg materials has already
been started and modified designs should be completed relatively soon.

Another weak point of this design and a topic for future work is the antenna
back radiation due to the aperture and feed circuit. There are plans to attempt to reduce
this negative side-effect by using a stripline antenna feed, instead of the current micros-
trip. This configuration is also attractive as it permits the entire radar unit to manufactured
as a multilayer board with microwave electronics, analogue circuits, and the power supply
circuits separated from the feed network with a ground plane.

Yet another topic for future research is an investigation of a high permittiv-
ity dielectric feed layer. This study will begin if and when high permittivity commercial
grade material become available.

There will be a parallel design created for the final product for ARLON
25N which is a new laminate product intended to compete against RO4003. This new
material has an advantage over RO4003 in that a prepreg bond material is currently avail-

able which Rogers has promised to produce in the first quarter of 1998.
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Appendix A

C++ Computer Programs
for
Microstrip Transmission Line Model

i
!
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A.1 Main Transmission Line Model Program

#include<math.h>
#include<iostream.h>
#include<fstream.h>

#include<stdio.h>

#include <io.h>

#inciude <stdlib.h>

#include "dnm-math.h”

#include "cct-4r1.h"

const double EO=8.854e-12;

const double UO=1.25664e-6;

const double Pl=acos(-1);

const double Ce=0.577216;

const double CO=1/sqrt(EO0*U0);
const double NO=sqrt(UO/EOQ);

const int MAXPATH=128;

{/ Global Variables

SUBSTRATE sub;

PATCH_DIMS patch;

LINE_DIMS line;

double fmin, fmax;

double test_pts;

/ Function Declaration

void get_input_data();

// MAIN PROGRAM

void main()

{get_input_data();

ofstream output_File("mstpfed.dat");
output_File.clear();
output_File.precision(6);

output_File width(8);

PATCH_CCT patchimpedance;
LINE_DATA linef;

fcomplex Z;

fcomplex linegamma;

double freq;

double deita_freq=({fmax-fmin)/test_pts;
for (freq=fmin;freq<(fmax+deita_freq);freq=freq+deita_freq)
{patchimpedance=pcct( sub, patch, freq );
Z=patchimpedance.Z;
line1=linecalc(sub, line, freq );
linegammas=line1.gamma;

cout <<"\n" << freq << "Y' << Zr<< "W
<< Zj << "W << [ine1.Zcf << "tW"

<< linegamma.r << "\t << linegamma.i;
output_File << "\n" <<freq <<"{" << Zr
<<t << 2 << "\" << line1.Zcf

<< "\t" << linegamma.r << "\* << linegamma.i;

}
output_File.close();
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}

/Il GET PATCH INPUT DATA

void get_input_data()

{FILE *input_data;

char file_name[MAXPATH];
printf("\nFile With Patch Data:");
gets(file_name);

if ((input_data=fopen(file_name,"r"))==NULL)
{fprintf(stderr,"Cannot Open File %s\n" file_name);
exit;

}

if (file_name{0]=="0")
{fprintf(stderr,”"No File Name Entered\n");
exit;

}

if (access(file_name,04)==0)
{fscanf(input_data,"%*s%*s%"s%"s");
fscanf(input_data,"%"s%"s");
fscanf(input_data,"%lf",&patch.l);
fscanf(input_data,"%*s%"*s");
fscanf(input_data,"%lf" &patch.w);
fscanf(input_data,"%*s%"s");
fscanf(input_data,"%If" &patch_feedwidth);
fscanf(input_data,"%*s%*s%"s%"s");
fscanf(input_data,"%*s%"*s");
fscanf(input_data,"%If",&fmax);
fscanf(input_data,"%*s%"*s");
fscanf(input_data,"%If",&fmin);
fscanf(input_data,"%"s%"*s");
fscanf(input_data,"%If",&test_pts);
fscanf(input_data,"%*s%"s%*s%"s");
fscanf(input_data,"%*s%"*s");
fscanf(input_data,"%If",&sub.er);
fscanf(input_data,"%*s%"s");
fscanf(input_data,"%lIf",&sub.h);
fscanf(input_data,"%*s%"*s");
fscanf(input_data,"%If",&sub.t);
fscanf(input_data,"%*s%"*s");
fscanf(input_data,"%If",&sub.0s);
fscanf(input_data,"%*s%*s%"s");
fscanf(input_data,"%If",&sub.og);
fscanf(input_data,"%*s%"s");
fscanf(input_data,"%If",&sub.lossTan);
fscanf(input_data,"%*s%"*s%"s");
fscanf{input_data,"%If",&sub.ds);
fscanf(input_data,"%"s%*s%*s%"s");
fscanf(input_data,"%If",&sub.dg);
fscanf(input_data,"%"s%"*s%"s");
fscanf(input_data,"%If",&line.l);
fscanf(input_data,"%*s%"*s");
fscanf(input_data,"%If",&line.w);

}

}
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A.2 Function Routines Called By Main TL-Model Program

#include<iostream.h>
#include <math.h>
#include "dnm-math.h"

const doublePi=acos(-1);

const doubleEO=1e-9/(36°Pl);
const doubieUO=4"PI*1e-7;

const doubleCO=1/sqrt(EO*UO);
const doubleNO=sqrt(UO/EQ);
const doubleCe=0.577216;

typedef struct SUBSTRATE
{double er;double h;

double lossTan;

double os;double og;

double ds;double dg;

double t;

}substrate;

typedef struct PATCH_DIMS
{double I;doubie w;

double feedwidth;

}patch_dims;

typedef struct LINE_DIMS
{double I:double w;

Yine_dims;

typedef struct PATCH_DATA
{double wh;double wt;double fn;
double Er0;double Erf;double WO;
double W¥,doubie lext;double ZcO;
doubie Zcf,double beta;double attn;
Jpatch_data;

typedef struct LINE_DATA
{double Er0;double Erf,double WO;
double W¥,double Zc0;double Zcf:
fcomplex gamma;

Jine_data;

typedef struct PATCH_CCT
{fcomplex Z;fcomplex Ys;
fcomplex Ym;fcomplex gamma;
}patch_cct;

typedef struct STEP_DIMS
{double w1;double w2;

double wif.double w2f:

double Er1f,double Er2f;

double Z1f,double Z2f;

int juncFLAG;

}step_dims;

typedef struct STEP_CCT
{doubie Ls;double Cp;

;step.cct:
pﬂmmm
[[*=+++**** Function List =+
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'/ inniaininininishdaiininiaininiel

PATCH_CCT pcct(SUBSTRATE sub,PATCH_DIMS patch,double freq );

double F_ZC_freq(SUBSTRATE sub,double w,double Er0,double Etf,
double Zc0, doubie freq);

double F_lext(SUBSTRATE sub,PATCH_DIMS patch, PATCH_DATA pdata );

double F_ER_freq(SUBSTRATE sub,double w,double wt,
double fn,double Er0 );

double F_ER_static( SUBSTRATE sub, double w );

double F_W_static{ SUBSTRATE sub, double wt );

double F_W_freq(double Erfdouble h,double Zcf );

fcomplex F_Ys(double n_s,double n_w,SUBSTRATE sub,
PATCH_DATA pdata);

fcomplex F_Ym(double n_|,double n_s,double n_w,fcomplex Ys);

double F_attn( SUBSTRATE sub,double W,double W, double WO,double freq,
double beta, double Zc0, double Er0, double Erf );

fcomplex LINEFEDpatch(PATCH_DIMS patch, PATCH_DATA pdata,
PATCH_CCT admits );

LINE_DATA linecalc(SUBSTRATE sub,LINE_DIMS iine,double freq );

fcomplex F_wstep( SUBSTRATE sub,double W1,double W2 ,double Erf1,
double Erf2,double WF1,double Wr2 double Zc1,
double Z¢2,double Freq, int juncFLAG );

" el hd - i

I/ FUNCTION: STEP IN FEEDLINE WIDTH

[/ ininieiniainishdaiainhd iainiaind inbnindd

fcomplex F_wstep(SUBSTRATE sub,double W1,double W2,doubie Erf1,
double Erf2,double WF1,double WF2,double Zc1,

double Zc2 double Freq, int juncFLAG )

{if( WF1<Wr2 )// NOTICE REQUIRE THAT-Wf1>Wf2

double Wtemp=Wf1;double Ztemp=Zc1;double ERtemp=Erf1;

WFH=Wf2;

Zc1=2c2;

Erf1=Erf2;

WR=Wtemp;

Zc2=2temp;

Erf2=ERtemp;

}

double a=WFf2/WH1;

double D=sqr(4*a/(1-sqr(a)));

int SS=2;

/I NOTICE "juncFLAG" for symmetrical=0 or asymmetricai=1

juncFLAG=0;

if( juncFLAG==1 }{ SS=1;

Jelse{SS=2;}

double lambda1=CO/(Freq*sqrt(Erf1));

double lambda2=CO/(Freq*sqrt(Erf2));

double AAtemp=sqrt(1-sqr(2*WFf1/(SS*lambda1)));

double AA=pow((1+a)/(1-a),2/a)*((1+AAtemp)/(1-AAtemp))
<((1+3*sqr(a))/(1-sqr(a))):
double BBtemp=sqrt(1-sqr(2°Wf2/(SS*lambda2)));
double BB = pow((1+a)/(1-a),a/2)*((1+BBtemp)/(1-BBtemp))
«((3+sqr(a))/(1-sqr(a)));

fcomplex ans;

ans.r = ((Zc1*4*Wf1)/(SS*lambda1*2*PI*Freq))*
(log(((1-sar(a))/(4*a))
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“pow((1+a)/(1-a),(a+(1/a))/2))

+2*((AA+BB+2"D)/(AA*BB-sqr(D)))

+sqr(WF1/(2*SS*lambda1))

*pow((1-a)/(1+a),4%a)

*sqr(((5*sqr(a)-1)/(1-sqr(a)))

+((4°D*sqr(a))(3"AA)));
ans.i=((sqrt(Erf1)/(Zc1*CO))-(EO"sub.er*W1/sub.h))*((W1-W2)/2);
return ans; ’

% .

[}

Il FUNCTION: MICROSTRIP LINE CALCULATOR

[frre—— *

LINE_DATA linecalc(SUBSTRATE sub,LINE_DIMS line,double freq )

{

LINE_DATA idata;

idata.Er0=F_ER_static(sub, line.w);

double wt=line.w+(sub.t/Pl)*(1+log(4/sqrt(pow(sub.t/sub.h,2)
+pow(1/P1,2)/pow((line.w/sub.t)+1.1,2))));

idata. WO=F_W_static(sub, wt);

Idata.Zc0=(sub.h*NO)/(Idata.WO*sqrt(ldata.Er0));

double fn=freq*sub.h*1e-6;

idata.Erf=F_ER_freq(sub line.w,wt,fn,!data.Er0);

idata.Zcf=F_ZC_freq(sub,line.w,!data.Er0,|data.Erf, Idata.Zc0,freq);

idata.Wf=F_W_freq(ldata.Erf sub.h,idata.Zcf);

double ko=2"Pi*freq/CO;

double beta=ko*sqrt(ldata.Erf);

double attn=F_attn(sub,line.w,wt,Idata.W0,freq,beta
Jdata.Zc0,Idata.Er0Q,/data.Erf);

Idata.gamma=Complex(attn beta);

return Idata;

}

V/j sk b

/f FUNCTION: PATCH PARAMETERS

i iniindninininiatelninieinininke "

PATCH_CCT pcct(SUBSTRATE sub,PATCH_DIMS patch,double freq )

{

PATCH_DATA pdata;

PATCH_CCT poutput;

pdata.Er0=F_ER_static(sub,patch.w);

pdata.wt=patch.w+(sub.t/Pl)*(1+log(4/sqrt(pow(sub.tsub.h,2)
+pow(1/P1,2)/pow((patch.w/sub.t)+1.1,2))));

pdata.WO0=F_W_static(sub, pdata.wt);

pdata.Zc0=(sub.h*NO)/(pdata.W0*sqrt(pdata.Er0));

pdata.fn=freq*sub.h*1e-6;

pdata.Erf=F_ER_freq(sub,patch.w, pdata.wt pdata.fn,pdata.Er0);

pdata.lext=F_lext( sub, patch, pdata );

pdata.Zcf=F_ZC_freq(sub,patch.w,pdata. Er0,pdata.Erf,pdata.Zc0, freq);

pdata. Wf=F_W_freq(pdata.Erf,sub.h,pdata.Zcf);

double ko=2*Pi*freq/CO;

double n_s=ko*pdata.lext;

double n_w=ko*pdata. W,

double n_I=ko*(patch.l+pdata.iext);

pdata.beta=ko*sqrt(pdata.Erf);

poutput.Ys=F_Ys(n_s,n_w,sub,pdata);
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poutput. Ym=F_Ym(n_|,n_s,n_w,poutput.Ys),

pdata.attn=F_attn(sub,patch.w,pdata wt,pdata. WO, freq,pdata.beta
,pdata.Zc0,pdata.Er0,pdata.Erf);

poutput.gamma=Complex(pdata.attn,pdata.beta);

poutput.Z=LINEFEDpatch(patch,pdata,poutput);

return poutput;

}

I e .

/1 FUNCTION: LINE FED PATCH

il e -

fcomplex LINEFEDpatch(PATCH_DIMS patch, PATCH_DATA pdata
,PATCH_CCT admits)

{

admits.gamma=Compiex(pdata.aitn,pdata.beta);

double f_ratio=1-patch.feedwidth/pdata.Wf;

fcomplex Yf=(f_ratio-1)*admits.Ys;

fcomplex Yc=Complex(1/pdata.Zcf,0);

fcomplex Yin=(sqr(Yc)+sqr(admits.Ys)-sqr(admits.Ym)
+(2"admits.Ys*Yc"coth(patch.|*admits.gamma))
-(2*admits.Ym*Yc*csch(patch.I"admits.gamma)))

/(admits.Ys+Yc¢*coth(patch.I*admits.gamma));

Yin=Yin+Yf,

fcomplex Zin=1/Yin;

return Zin;

}

fpreveeeses -

// FUNCTION ATTENUATION CONSTAN
/ nnininistaininieiinkinnianisieisiiniriaiinteiniainindink e
double F_attn(SUBSTRATE sub,double W,double Wt,double WO
,doubie freq,double beta,double ZcO
,double Er0,doubie Erf)

{

double attn.alpn;

double Fs=1+2"sub.h/Wt*(1-(1/Pl)+((Wt-W)/sub.t));

double Rss=sqrt(PI*freq*UO/sub.os);

double Rsg=sqrt(Pl*freq*"UO/sub.og);

double Fds=1+(2/Pl)*atan(1.4*sqr(Rss"sub.ds*sub.os));

double Fdg=1+(2/Pl)"atan(1.4*sqr(Rsg*sub.dg*sub.og));

double alpd=0.5"beta*(sub.er/Erf)*((Erf-1)/(sub.er-1))*sub.lossTan;

if WUsub.h < 1)

{alpn=(1/(4"Pl"sub.h*Zc0))*((32-sqr(Wt/sub.h))/(32+sqr(Wt/sub.h)));

Jelse

{alpn=(sqrt(Er0)/(2*"NO*WQ))*(Wt/sub.h+((0.667*“Wt/sub.h)/
(Wtsub.h+1.444)));

}

double alpcs=alpn*Rss*Fds*Fs;

double alpcg=alpn*Rsg*Fdg;

attn=alpd+alpcs+alpcg;

return aftn;

}

I Dt

/I FUNCTION: MUTUAL SLOT ADMITTANCE
”urmmommmcwmmm

fcomplex F_Ym(double n_|,double n_s,double n_w,fcomplex Ys)
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{fcomplex ans;

double Gs=Ys.r;

double Bs=Ys.i;

double Fg=bessjO(n_l)+(sqr(n_s)/(24-sqr(n_s)))*bessj(2,n_l);

double Gm=Gs*Fg;

double Fb=(P1/2)*((bessy0(n_I)+(sqr(n_s)/(24-sqr(n_s)))
*bessy(2,n_l))/(log(n_s/2)+Ce-1.5+((sqr(n_s)/12)
1(24-sqr(n_s)))));

double Kb=1-exp(-0.21*n_w);

double Bm=Bs*Fb"Kb;

return ans=Complex(Gm,Bm);

}

" hinda

/ FUNCTION: SLOT ADMITTANCE

/ intinie

fcomplex F_Ys(double n_s,double n_w,SUBSTRATE sub,PATCH_DATA pdata)

{fcomplex ans;

doubie Bs,Gs,Yc_f;

Yc_f=1/pdata.Zcf;

Bs=Yc_f'tan(pdata.beta*pdata.lext);

Gs=(1/(PI"NO))*((n_w"Si(n_w)+sinc{n_w)+cas(n_w)-2)
*(1-sqr(n_s)/24)+(sqr(n_s)/12)
*(1/3+cos(n_w)/sqr(n_w)-sin(n_w)/pow(n_w,3)));

ans=Complex(Gs,Bs);

return ans;

}

[/ e b

/1 FUNCTION: Weff(f)

I L 22 2 TRETTARAw

double F_W._freq(double Erf,double h,double Zcf)

{double ans;

ans=(h*NO)/(Zcf*sqrt(Erf));

returmn ans;

Il FUNCTION: Zc(f)

i e

double F_2C_freq(SUBSTRATE sub,doubie w,double Er0,double Erf
,double Zc0, double freq)

{double ans,r7,r9;

double wh=w/sub h;

double r1=0.03891*pow(sub.er,1.4);

double r2=0.267"pow(wh,7);

double r3=4.766"exp(-3.228*pow(wh,0.641));

double r4=0.016+pow(0.0514*sub.er,4.524);

double r5=pow(freq*sub.h*1e-6/28.843,12);

double r6=22.20"pow(wh,1.92);

if (r1>50.0)

{r7=1.206;

}
if (r2>50.0)
{r7=1.206-0.3144"exp(-r1);

}
if ((r1<=50.0) && (r2<=50.0))

A-154



{r7=1.206-0.3144"exp(-r1)"(1-exp(-r2));

}

double r8=1+1.275*(1-exp(-0.004625"r3"pow(sub.er,1.674)
*pow(freq*sub.h*1e-6/18.365,2.745)));

if (r6>50.0)

{r9=0.0;

Jelse

{r9=5.086"r4*(r5/(0.3838+0.386"r4))"(exp(-r6)
1(1+1.2992"r5))*(pow(sub.er-1,6)

/(1+10*pow(sub.er-1,6)));

}

double r10=0.00044"pow(sub.er,2.136)+0.0184;

double r11=pow(freq*sub.h*1e-6/19.47,6)
1(1+0.0962"pow(freq*sub.h*1e-6/19.47,6));

double r12=1/(1+0.00245*pow(wh,2));

double r13=0.9408"pow(Erf,r8)-0.9603;

double r14=(0.9408-r9)"pow(Er0,r8)-0.9603;

double r15=0.707*r10"pow(freq*sub.h*1e-6/12.3,1.097);

double r16=1.0+0.0503"sqr(sub.er)*r11*(1-exp(-pow(wh/15,6)));

double r17=r7%(1-1.241*(r12/r16)*exp(-0.026
*pow(freq"sub.h*1e-6,1.15656)-r15));

return ans=Zc0*pow(r13/r14,r17);

}

/ it rhaininiaininininiininininisinisinininiadele

/Il FUNCTION: Effective Line Extension

I Ldad Aod 4 od

double F_lext(SUBSTRATE sub,PATCH_DIMS patch, PATCH_DATA pdata)

{double wh=patch.w/sub.h;

double Ci1=0.434907*((pow(pdata.Erf,0.81)+0.26)
/(pow(pdata.Erf,0.81)-0.189))

*((pow(wh,0.8544)+0.236)/(pow(wh,0.8544)+0.87));

double Ci2=1+(pow(wh,0.371)/(2.358*sub.er+1));

double Ci3=1+((0.5274"atan(0.084*pow(wh,1.9413/Ci2)))
/pow(pdata.Erf,0.9236));

double Ci4=1+0.0377"atan(0.067*pow(wh,1.456))
*(6-5"exp(0.036*(1-sub.er)));

double Ci5=1-0.218"exp(-7.5*wh);

double answer;

return answer=sub.h*Ci1*Ci3*Ci5/Ci4;

} hadod 2 2 2 2.8

/i

{f FUNCTION: Ereff(f)

[[restereee iinishink

double F_ER_freq(SUBSTRATE sub,double w,double wt
,double fn,double Er0)

{double u=(w+((wt-w)/sub.er))/sub.h;

double p4=1+2.751*(1-exp(-pow(sub.er/15.916,8)));

double p3=0.0363"exp(-4.6*u)*(1-exp(-pow(fn/38.7,4.97)));

double p2=0.33622*(1-exp(-1"0.03442*sub.er));

double p1=0.27488+u*(0.6315+(0.525/pow(1+0.0157*fn,20)))
-0.065683"exp(-8.7513*u);

double p=p1*p2*pow(((0.1844+p3*p4)*fn),1.5763);

double answer,

return answer=sub.er-((sub.er-Er0)/(1+p));
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}

"

I/ FUNCTION: Ereff(0)

"

double F_ER_static(SUBSTRATE sub,double w)

{double wh=wfsub.h;

double b=0.564"exp((-0.2)/(sub.er+0.3));

double a=1+(1/49)"log((pow(wh,4)+pow(wh/52 2))/(pow(wh,4)+0.432))
+(1/18.7)"log(1+pow(wh/18.1,3));

double g=pow((1+10/wh),-a*b)-{log(4)/Pl)*(sub.t/sqrt(w*sub.h));

double answer;

return answer=((sub.er+1)/2)+((sub.er-1)/2)*g;

}

/ inininisiniininiainininbins -

/f FUNCTION: Weff{0)

| inniniaiiniiuiniainininiaiety

double F_W_static(SUBSTRATE sub,double wt)

{double f=6+(2*PI-6)*exp((-4*pow(PI,2)/3)*pow((sub.h/iwt),(3/4)));

double answer;

return answer=(2*Pi*sub.h)/log((sub.h*f/wt)
+sqrt(1+pow((2°sub.h/wt),2)));

A-156



A.3 User Supplied TL-Model Parameters File

PATCH ANTENNA DATA BLOCK

Patch Length:
4.064e-3

Patch Width:
6.985e-3

Feed Width:
457e-6

TEST FREQUENCY DATA BLOCK

Maximum Frequency:
20e9

Minimum Frequency:
i 16€9

l Data Points:
40.0

MICROSTRIP SUBSTRATE DATA BLOCK

Dielectric Constant:
3.38

Substrate Thickness:
0.8128e-3

Conductor Thickness:
17.0e-6

Conductor Conductivity:
55.6e6

Ground Plane Conductivity:
55.6e6

Loss Tangent:
0.005

Conductor Surface Roughness:
3.5e-6

Ground Plane Conductor Roughness:
1.7e-6

Microstrip Line Length:
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5.08e-3

Line Width:
0.457e-6

i
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A.4 User Defined Math Functions

#include <math.h>
#include<iostream.h>

#define ACC 40.0

#define BIGNO 1.0e10

#define BIGNI 1.0e-10

Il GLOBAL CONSTANTS

const double Pl=acos(-1.0);

const double pi=PI;

const double TINY=1e-20;

// COMPLEX VARIABLE TYPE CAST
typedef struct FCOMPLEX {double r,i;} fcomplex;
//ICompiexing Two Real Numbers
fcomplex Complex(double re,double im)
{fcomplex c;

c.r=re;

c.i=im;

3 retumn c;

r }

1 I/ Conjugating A Complex Number
fcomplex conjugate(fcomplex z)
{return Complex(z.r,-z.i);

}

/1 Addition Operator Overioading

fcomplex operator+(fcomplex a1, fcomplex a2)
{ return Complex(a1.r+a2.r, at.i+a2.i);

}

fcomplex operator+(fcomplex a1, double a2)
{return Complex(a1.r+a2, a1l.i);

}

fcomplex operator+(double a1, fcomplex a2)

{ return Complex(a2.r+a1, a2.i);

}

I/ Subtraction Operator Overloading
fcomplex operator-(fcompiex a1, fcomplex a2)
{ return Complex(ai.r-a2.r, al.i-a2.i);

}

fcomplex operator-(fcompiex a1, double a2)
{ return Complex(ai.r-a2, a1.i);

}

fcomplex operator-{(double a1, fcomplex a2)
{ return Complex(a1-a2.r, -a2.i);

}

; fcomplex operator-(fcomplex a1)

f { return Complex(-a1.r, -a1.i);

}

I/ Multiplication Operator Overloading

fcomplex operator*(fcomplex a1, fcomplex a2)

{ return Complex(al.r'a2.r-al.i*a2.i, al.i*a2.r+a1.r'a2.i);

}
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fcomplex operator*(fcomplex a1, double a2)
{ return Complex(a1.r'a2, a1.i*a2);

}

fcomplex operator*(double a1, fcomplex a2)
{ return Complex(aZ.r*at, a2.i*a1);

}

/I Division Operator Overioading

fcomplex operator/(fcomplex a1, fcomplex a2)

{ double r.den;

if (fabs(a2.r) >= fabs(a2.i))

{r=al.ia2r,

den=a2.r+r*a2.i;

return Complex((a1.r+r*a1.i)/den,(al.i-r*al.r)/den);
Jelse

{r=a2.rfa2i;

den=a2.i+r*a2.r;

return Complex((a1.r‘r+a1.i)/den (al.i*r-at.r)/den);

}

}
fcomplex operator/(fcomplex a1, double a2)

{ return Complex(a1.r/a2,a1.i/a2);

}

fcomplex operator/(double a1, fcomplex a2)
{ double r,den;

if(fabs(a2.r) >= fabs(a2.i))
{r=a2.ifa2.r,

den=a2.r+r*al.i;

return Complex((a1)/den,(-r*a1)/den);
Jelse

{r=a2.r/a2.j;

den=a2.i+ra2.r;

return Complex((a1*r)/den,(-a1)/den);
}

}

/I Absolute Value Of Complex Numbers
double cabs(fcomplex z)

{ double x,y,ans,temp;
x=fabs(z.r);

y=fabs(z.i);

if (x == 0.0)

ans=y;

eise if (y == 0.0)

ans=x;

elseif (x> y){

temp=y/x;
ans=x"sqrt(1.0+temp*temp);
Jelse
{ temp=xy;
ans=y*sqrt(1.0+temp*temp);
}

return ans;

}
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} else
{r=xy;
w=sqri(y)*sqrt(0.5°(r+sqrt(1.0+r'r)));

}

if (z.r>=0.0)

{cre=w;
cim=z./(2.0"w);

Jeise
{cim=(z.i>=0.0)?w:-w;
cre=z.i/(2.0*cim);

return Complex(cre,cim);

}

}

Il Complex Exponential
fcomplex exp(fcomplex a)

{ double r1,r2,im1;
ri=exp(a.r);

r2=cos(a.i);

im1=sin(a.i);

retumn Complex(r1*r2,r1*im1);

}

// Complex Natural Logarithm
fcomplex log(fcomplex a)

{ double re,im;
re=log(cabs(a));

im=carg(a);

return Complex(re,im);

}

/I Complex Logarithm Base 10
fcomplex log10(fcomplex a)

{ double re,im;
re=log10(cabs(a));
im=log10(exp(carg(a)));

returm Complex(re,im);

}

/I Bessel Function JO

double bessj0(double x)

{ double ax,z;

double xx,y,ans,ans1,ans2;

if ((ax=fabs(x)) < 8.0)

{y=x"x;
ans1=57568490574.0+y*(-13362590354.0+y*(651619640.7
+y*(-11214424.18+y*(77392.33017+y"(-184.9052456))))):
ans2=57568490411.0+y*(1029532985.0+y*(9494680.718
+y*(59272.64853+y*(267.8532712+y*1.0))));
ans=ans1/ans2,

} else

{ z=8.0/ax;

y=2°'z;

xx=ax-0.785398164;
ans1=1.0+y*(-0.1098628627e-2+y*(0.2734510407e-4
+y*(-0.2073370639e-5+y*0.2093887211e-6)));

ans2 = -0.1562499995e-1+y*(0.1430488765e-3
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+y*(-0.6911147651e-5+y*(0.7621095161e-6
-y*0.934935152e-7)));
ans=sqrt(0.636619772/ax)"(cos(xx)"ans1-z"sin(xx)*ans2);
}

retumn ans;

}

/1 Bessel Function J1

double bessj1(double x)

{ double ax,z;

double xx,y,ans,ans1,ans2;

if ((ax=fabs(x)) < 8.0)

{y=xx;
ans1=x*(72362614232.0+y*(-7895059235.0+y*(242396853.1
+y*(-2972611.439+y*(15704.48260+y"*(-30.16036606))))));
ans2=144725228442 0+y*(2300535178.0+y*(18583304.74
+y*(99447.43394+y"(376.9991397+y*1.0))));
ans=ans1i/ans2;

} else

{ z=8.0/ax;

y=2'z;

xx=ax-2.356194491;
ans1=1.0+y*(0.183105e-2+y*(-0.3516396496e4
+y*(0.2457520174e-5+y*(-0.240337019e-6))));
ans2=0.04687499995+y*(-0.2002690873e-3
+y*(0.8449199096e-5+y*(-0.88228987e-6
+y*0.105787412e-6)));
ans=sqrt(0.636619772/ax)"(cos(xx)*ans1-z"sin(xx)*ans2);
if (x < 0.0) ans = -ans;

}

return ans;

// Bessel Function Jn
double bessij(int n,double x)
{int jjsum,m;

double ax,bj,bjm,bjp,sum,tox,ans;
ax=fabs(x);

if (ax == 0.0)

return 0.0;

else if (ax > (double) n)

{ tox=2.0/ax;
bjm=bessj0(ax);
bj=bessj1(ax);

for (j=1;j<n;j++)

{ bjp=j*tox"bj-bjm;

bjm=bj;

bj=bjp;

ans=bj;

} eise

{tox=2.0/ax;

m=2*((n+(int) sqrt(ACC*n))/2);
jsum=0;

bjp=ans=sum=0.0;

bj=1.0;
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for (j=m;j>0;j~)
{bjm=j*tox"bj-bjp;
bjp=bj;

bj=bim;

if (fabs(bj) > BIGNO)
{bj *= BIGNI;

bjp *= BIGNI;

ans “= BIGNI;

sum *= BIGNI;

}

if (jsum) sum += bj;
jsum=ljsum;

if j == n) ans=bjp;

sum=2.0"sum-bj;
ans /= sum;

}
return x <0.0 && n%2 == 1 ? -ans : ans;

}

/I Bessel Function YO

double bessy0(double x)

{double z;

double xx.y,ans,ans1,ans2;

if (x < 8.0)

y=x"x;

ans1 = -2957821389.0+y*(7062834065.0+y*(-512359803.6
+y*(10879881.29+y*(-86327.92757+y*228.4622733))));
ans2=40076544269.0+y*(745249964.8+y*(7189466.438
+y*(47447.26470+y*(226.1030244+y*1.0))))
ans=(ans1/ans2)+0.636619772*bessj0(x)*log(x);

} else

{z=8.0/x;

y=z'2;

0=x-0.785398164;
ans1=1.0+y*(-0.1098628627e-2+y*(0.2734510407e-4
+y*(-0.2073370639e-5+y*0.2093887211e-6)));

ans2 = -0.1562499995e-1+y*(0.1430488765e-3
+y*(-0.6911147651e-5+y*(0.7621095161e-6
+y*(-0.934945152e-7))));
ans=sqrt(0.636619772/x)*(sin(xx)*ans1+2*cos(xx)*ans2);
}

return ans;

}

/1 Bessel Function Y1

double bessy1(double x)

{double z;

double xx,y,ans,ans1,ans2;

if (x < 8.0)

{y=x"x;
ans1=x"*(-0.4900604943e13+y*(0.1275274390e13
+y*(-0.5153438139e11+y*(0.7349264551e9
+y*(-0.4237922726e7+y*0.8511937935e4)))));
ans2=0.2499580570e14+y*(0.4244419664e12
+y*(0.3733650367e10+y*(0.2245904002e8
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+y*(0.1020426050e6+y*(0.3549632885e3+y)))));
ans=(ans1/ans2)+0.636619772*(bessj1(x)"log(x)~1.0/x);
}eise

{ 2=8.0/x;

y=2°'z;

xx=x~2.356194491;
ans1=1.0+y*(0.183105e-2+y*(-0.3516396496e-4
+y*(0.2457520174e-5+y*(-0.240337019e-6))));
ans2=0.04687499995+y*(-0.2002690873e-3
+y*(0.8449199096e-5+y*(-0.88228987e-6
+y*0.105787412¢-6)));
ans=sqrt(0.636619772/x)*(sin(xx)*ans1+z"cos(xx)*ans2),
}

returmn ans;

// Bessel Function Yn

doubie bessy(int n,double x)

{intj;

double by,bym,byp,tox;

tox=2.0/x;

by=bessy1(x);

bym=bessy0(x);

for (j=1;j<n;j++)

{ byp=j*tox“by-bym;

bym=by;

;)v=bvp:

return by;

}

i/l Hankel_0 Function Order 0
fcomplex Hankel_0(double a)

{ retum Complex(bessj0(a),bessy0(a));
}

// Complex Argument Sine Function
fcompliex sin(fcomplex a1t)

{ fcomplex ans;
ans=((exp(Complex(0.0,1.0)*a1)-exp(Complex(0.0,1.0)*-a1))
/Complex(0.0,2.0));

return ans;

}

I/ Complex Argument Cosine Function
fcomplex cos(fcomplex a1)

{ fcomplex ans;

ans=( (exp(Complex(0.0,1.0)*a1)+exp(Complex(0.0,1.0)*-a1))/2.0 );
return ans;

}

/ Complex Argument Tangent Function
fcomplex tan(fcomplex a1)

{ fcomplex ans;

ans=( sin(a1)/cos(al) );

return ans;

}

/I Complex Argument Cotangent Function
double cot(double a1)
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{ double ans;
ans=( cos(al)/sin(at) );
return ans;

}

/I Complex Argument Cotangent Function
fcomplex cot(fcomplex at)

{ fcomplex ans;

ans=(cos(a1)/sin(a1));

return ans;

}

/I Double Argument Cosecant Function
double ¢sc(double a)

{ double ans;

ans=1.0/sin(a);

return ans;

}

// Complex Argument Cosecant Function

fcomplex csc(fcomplex a)

{ fcomplex ans;

ans=1.0/sin(a);

return ans;

}

/I Double Argument Secant Function

double sec(double a)

{ double ans;

ans=1.0/cos(a);

return ans;

}

/I Complex Argument Secant Function

fcomplex sec(fcomplex a)

{ fcomplex ans;

ans=1.0/cos(a);

return ans;

}
/0000600000090 00 000000000000 000066040000004
I/ Complex Argument Inverse Sine Function
/7000000000009 6 06000000 000900000604604¢404
fcomplex asin(fcomplex a)

{ fcomplex ans;
ans=Complex(0.0,-1.0)"log(Complex(0.0,1.0)*a+sqrt(1.0-sqr(a)));
returmn ans;

/I Complex Arqument Inverse Cosine Function

fcomplex acos(fcomplex a)

{ fcomplex ans;
ans=Complex(0.0,-1.0)"log(a+Complex(0.0,1.0)*sqrt(1.0-sqr(a)});
return ans;

}

// Complex Argument Inverse Tangent Function

fcomplex atan(fcomplex a)

{ fcomplex ans;
ans=Complex(0.0,0.5)*log{(Complex(0.0,1.0)+a)/(Complex(0.0,1.0)-a));
return ans;

}
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117 9,0.00.0906000000908 606060600 6000000000900904
/I Double Argument Hyperbolic Sine Function

/

double sinh(double a1)

{ double ans;

ans=( (exp(al)-exp(-a1))/2.0 );

return ans;

}

100,000 000008 0000006000006 0880000000000044
/I Complex Argument Hyperbolic Sine Function

/

fcomplex sinh(fcomplex a1)

{ fcomplex ans;

ans=( (exp(al)-exp(-a1))2.0 );

return ans;

}

0000060000040 00000060666 0400046000644¢4¢44
// Double Argument Hyperbolic Cosine Function
0000060800000 0 0006000800 000046480040000904
double cosh(double a1)

{ double ans;

ans=( (exp(al)+exp(-a1))/2.0 );

return ans;

}

1009000600090 000000000666608000888006000094
{/f Complex Argument Hyperbolic Cosine Function

/

fcomplex caosh(fcomplex a1)

{ fcomplex ans;

ans=( (exp(al)+exp(-a1))/2.0 );

return ans;

}

/7009060000000 000660060600 000000004660¢4904
// Double Argument Hyperbolic Tangent Function

y/

double tanh(double a1)

{ double ans;

ans=( sinh(at)/cosh(at) );

return ans;

}

2000060000000 00000000008 00000800066000044
/I Complex Argument Hyperbolic Tangent Function

/

fcomplex tanh(fcomplex a1)

{ fcomplex ans;

ans=( sinh(a1)/cosh(a1) );

return ans;

}
/7090006000000 000 08008000040 00046000904941
// Double Argument Hyperbolic Cotangent Function

/

double coth(double a1)

{ double ans;

ans=( cosh(a1)/sinh(at) );

A-167



return ans;
}
IPRXOOOOOOOOOOOIOOOOOIOXKXXX
If Complex Argument Hyperbolic Cotangent Function
//
fcomplex coth(fcomplex at)
{ fcomplex ans;
ans=( cosh(a1)/sinh(a1) );
retum ans;
3
IOV IOOOOOOOOIOOOOKKXXXX
I/ Double Argument Hyperbolic Cosecant Function
double csch(double a)
{ double ans;
ans=1.0/sinh(a);
return ans,
}
IPOOOOOOXIOOOOOOOKIOOOOKKK XXX
/f Complex Argument Hyperbolic Cosecant Function
fcomplex csch(fcomplex a)
{ fcomplex ans;
ans=1.0/sinh(a);
return ans;

}

// Double Argument Hyperbolic Secant Function
double sech(double a)

{ double ans;

ans=1.0/cosh(a);

return ans;

}

/I Complex Argument Hyperbolic Secant Function
fcomplex sech(fcomplex a)

{ fcomplex ans;

ans=1.0/cosh(a);

retumn ans;

}

// Double Argument Inverse Hyperbolic Sine Function
double asinh(double a)

{ double ans;

ans=log( a+sqrt( sqr(a)+1.0) );

returm ans;

}

// Double Inverse Hyperbolic Cosine Function
double acosh(double a)

{ double ans;

ans=log( a+sqrt( sqr(a)-1.0) );

returm ans;

}

{// Double Inverse Hyperbolic Tangent Function
double atanh(double a)

{ double ans;

ans=0.5"log( (1.0+a)/(1.0-a) );

return ans;

}
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1/ Double Inverse Hyperbolic Cotangent Function
double acoth(double a)

{ double ans;

ans=0.5"og( (a+1.0)/(a-1.0) );

return ans;

}

{/ Double Inverse Hyperbolic Secant Function
double asech(double a)

{ double ans;

ans=log( (1.0+sqrt(1.0-sqr(a)) Ja );

return ans;

}

// Double Inverse Hyperbolic Cosecant Function
double acsch(double a)

{ double ans;

ans=log( (1.0+sqrt(1.0+sqr(a)) ya );

return ans;

}

// Complex Argument Inverse Hyperbolic Sine Function
fcomplex asinh({fcompiex a)

{ fcomplex ans;

ans=log( a+sqrt( sqr(a)+1.0) ),

retumn ans;

}

I/ Complex Argument Inverse Hyperbolic Cosine Function
fcomplex acosh(fcomplex a)

{ fcomplex ans;

ans=log( a+sqrt( sqr(a)-1.0) );

if (a.r<0.0)

{ ans=log( a-sqri( sqr(a)-1.0) );

Jelse

{ ans=log( a+sqrt( sqr(a)-1.0) );

}

if (ans.r<0.0)
{ans.r=-ans.r;
ans.i=ans.i-Pl;

}

retumn ans;

}

// Complex Arguement Inverse Hyperbolic Tangent Function
fcomplex atanh(fcompiex a)

{ fcomplex ans;

ans=0.5"og( (1.0+a)/(1.0-a) );

retumn ans;

}

// Complex Arguement Inverse Hyperbolic Cotangent Function
fcomplex acoth(fcomplex a)

{ fcomplex ans;

ans=0.5"log( (a+1.0)/(a-1.0) );

return ans;

}

/l Complex Arguement Inverse Hyperbolic Secant Function
fcomplex asech(fcomplex a)

{ fcomplex ans;
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ans=log( (1.0+sqrt(1.0-sqr(a)) )/a );
return ans;

}

Il Complex Arguement Inverse Hyperbolic Cosecant Function
fcomplex acsch(fcomplex a)

{ fcomplex ans;

ans=log( (1.0+sqrt(1.0+sqr(a)) Ya );

return ans;

}

/1 Sinc Function

double sinc{double val)
{ if (fabs(val)<TINY)

{ retumn 1.0;

Jelise

{ retum(sin(val)/val);

}

}
If Gaussian Quadrature Integrating Routine (5 Point)

double qgaus(double (*gaus_func)(double), double a, double b)
{intj;

double xr,xm,dx,s;

static double x{]={0.0,0.1488743389,0.4333953941,
0.6794095682,0.8650633666,0.97390652};

static double w[]={0.0,0.2955242247,0.2692667193,
0.2190863625,0.1494513491,0.06667 134},
xm=0.5*(b+a);

xr=0.5*(b-a);

s=0.0;

for (j=1;j<=5,j++)

{ dx=xr*x(i];

s += wij]*((*gaus_func)(xm+dx)+(*gaus_func)(xm-dx));

return s *= xr;

}

/1 Si Integral Function
double Si(doubie x)

{ double integral,a;
a=0.0;
integral=qgaus(sinc,a,x),
return integral;

}

I/l Factorial Function
double fact(int index)

{ double ans;

if (index<0)
{cout<<"\n\nINVALID Factorial Index";
return -9.999e10;

if (index==0)

{ return ans=1;

Jelse

{ans=1;

for (int i=1; i<=index; i++)
{ans=ans"i;
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}

return ans,

}

}

#undef ACC
#undef BIGNO
#undef BIGNI
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Appendix B

Comparison of Simulation Results
From
Transmission Line Model,
Ensemble MoM,
and IE3D MoM
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B.1 Microstrip Patch Analyzed In The Comparison
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Figure B.1 Microstrip patch parameters used in the comparison
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B.2 Transmission Line Model Results
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Figure B.3 Transmission line model input impedance prediction
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B.3 Ensemble Simulation Results

Figure B.S Ensemble simulated input impedance
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B.4 TE3D Simulation Resuits

Figure B.7 IE3D simulated results for input impedance
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Appendix C

C++ Computer Prograins
for
Radiation Pattern Prediction
of
Microstrip Patch Antenna
and Antenna Arrays
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C.1 Main Program for Radiation Pattern Prediction

/I INCLUDED HEADER FILES
#include<iostream.h>
#include<fstream.h>
#include<math.h>

#include <io.h>

#inciude <stdio.h>

#include <stdlib.h>

#inciude "overload.h”

IRRHHHIGLOBAL CONSTANTSH#####
const double Pl=acos(-1);

const double EO=1e-9/(36*P!);

const double UO=4"Pi*1e-7;

const double CO=1/sqrt(EO*U0Q);
const double NO=sqrt(UO/EQ);
const double Ce=0.577216;

const double TINY=1e-10;

const int MAXPATH=128;

const double pi=PI;

IREHEHIGLOBAL VARIABLES###HE:
double k,w,h.l.freq,Weff,Leff:

double THETAmin, THETAmax;

double PHImax,PHImin;

static double THETAsav,PHIsav;

static double (*nearfunc)(double,double);
double Er=3.38;

IHEHEEFUNCTION BLOCK###HHH

double testfunc(double,double);

double Etheta(double,double);

double Ephi(doubie ,double );

double Etotal(double ,double );

double SlotsAF(double , double );

double ElementPAT(double ,double );

double qgauss(double (*gauss_func)(doubie), double,double);
double quad2d(double (*func)(double,double).double x1, double x2);
double f1(double);

double f2(double);

double yy1(double);

double yy2(double);

double plane(double x,double y);
doubie UniformAF(int N, double x,double y);
double nonUniAF(int N, double x,double y);

Il MAIN PROGRAM

int main()

{ofstream RAD_DATA("Ed-uni.txt");
RAD_DATA clear();
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RAD_DATA precision(6);
RAD_DATA. width(8);
double Prad;
double Dmax=0.0, THETAtest,PHitest,Dtest,Do;
int numTHETA=45,numPHI=4,i j;

=17e9;
k=2*PI*freq/CO;  //sqrt(Er)*
h=203.6e-6;
w=7_0e-3;
(=3.9e-3;
Leff=i+h;
Weff=w+h;
THETAmMIN=0.0;
THETAmax=PI/2.0; // Microstrip Radiates in Upper Half Space
PHImax=2"PI;
PHImin=0.0;
Prad=quad2d(testfunc, THETAmin, THETAmax);
for (j=0; j<=numPHI; j++)
PHitest=j"PHimax/numPHI;
for (i=0; i<=numTHETA,; i++)
{THETAtest=i"THETAmax/numTHETA;
Dtest=4.0*PI*Etotal(THETAtest, PHitest)/Prad;
if(Dtest>=Dmax)
{Dmax=Dtest;

}

RAD_DATA<<THETAtest*180/Pl<<"\t\t"
<<PHltest*180/Pl<<"\t\t"<<fabs(Dtest)<<\n’;

}

}

Do=Dmax;

cout << "\n\nPrad=" << Prad;

cout <<" Dmax=" << Dmax;

cout<<" Do="<<Do;

cout <<" Do(dB)=" << 10"log10(fabs(Do));
RAD_DATA. close();

return O;

}

double testfunc(double b, double c)

{return sin(b)*Etotal(b,c);//sin(b) included spherical integration

}

double Etheta(double x,double y)
{double ans,YY,ZZ,a,b;
YY=0.5"k*"Weff*sin(x)*sin(y);
22=0.5"k*h"cos(x);
a=Weff*sinc(YY);

b=h*sinc(Z2Z);

return ans=cos(y)*a"b;

}

double Ephi{double x,double y)
{double ans,YY ZZ a,b;
YY=0.5"k*"Weff*sin(x)*sin(y);
22=0.5"k*h"cos(x);
a=Weff*sinc(YY);
b=h*sinc(Z2);
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return ans=cos(x)"sin(y)*a’b;

}

IQ

double Etotal(double x,double y)

{double ans;

return ans=ElementPAT(x,y);

}

*f

/.

double Etotal(doubie x,double y)

{double ans;

return ans=ElementPAT(x,y)*sqr(nonUniAF(4,x,y));
}

*f

double Etotal(double x,double y)

{double ans;

return ans=ElementPAT(x,y)*sqr(UniformAF(4,x.y));

}

double SlotsAF(double x,double y)

{double ans;
ans=2"cos(0.5°k"Leff*sin(x)*cos(y));//Along X-axis
return ans;

}
double ElementPAT(double x,double y)
{double ans;
ans=(sqr(Etheta(x.y))+sqr(Ephi(x,y)))*sqr(SlotsAF(x.y));
return ans;
}
,l*
double plane(double x,double y)
{double ans,d;
=12e-3;
ans=k*d*sin(x)*sin(y);// Y-Axis (AZIMUTH)
retumn ans;
}
*/
double plane(double x,doubie y)
{double ans.d;
d=12e-3;
ans=k*d*sin(x)*cos(y);// X-Axis (ELEVATION)
return ans;

}

double UniformAF(int N, double x,double y)
{double NN,ans;

NN=0.5"plane(x,y);

ans=sinc(N*NN);

return ans;

}

IQ

double nonUniAF(int N, double x,double y)
{double AMP[]={0.0,1.0,0.636393,0.388034},
Ifint rem=N%2;

int j;

double NN,ans;
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Ifif (rem==0) /IEVEN number of elements
n

ans=0.0;

for (j=1; j<=N/2; j++)
{NN=((2.0j-1.0)/2.0)*plane(x,y);
ans+=(AMP[j]*cos(NN));

}

return ans;

/D"

}

*/

double nonUniAF(int N, double x,double y)
{double AMP[]={0.0,1.0,0.42678};

lfint rem=N%2;

intj;

double NN,ans;

i1 if (rem==0) //EVEN number of elements
i

ans=0.0;

for (j=1; j<=NI2; j++)
{NN=((2.0"j-1.0)/2.0)*plane(x.y);
ans+=(AMP[j]"cos(NN));

}

return ans;

I}

}

double quad2d(double (*func)(double,double),doubie x1, double x2)
{nearfunc=func;

return qgauss(f1,x1,x2);

}

double fi(double x)
{THETAsav=x;

return qgauss(f2,yy 1(x),yy2(x)):

}
double f2(double y)
{return (*nearfunc)(THETAsav,y);

}

I GAUSSIAN QUADRATURE (20-POINT)

double qgauss(double (*nearfunc)(double), double a, double b)

{intj;

double xr,xm,dx,s;

static float x{}={0.0,0.076526521133497333755,0.227785851141645078080,
0.373706088715419560673,0.510867001950827098004,
0.636053680726515025453,0.746331906460150792614,
0.839116971822218823395,0.912234428251325905868,
0.963971927277913791268,0.993128599185094924786};

static float w{]={0.0,0.152753387130725850698,0.149172986472603746788,
0.142096109318382051329,0.131688638449176626898,
0.118194531961518417312,0.101930119817240435037,
0.083276741576704748725,0.062672048334109063570,
0.040601429800386941331,0.017614007139152118312}),

xm=0.5%(b+a);

xr=0.5*(b-a);

$=0.0;
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for (=1;j<=10;j++)

{d=xr"x{j];

s += wlj]*((*nearfunc){(xm+dx)+(*nearfunc)(xm-dx));
retumn s *= xr;

/1 USER DEFINED INTEGRATION LIMITS

double yy1(double x)

{return PHImin;}

double yy2(double x)

{return PHImax;}
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C++ Computer Programs
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Calculation of Linear Array
Taylor Line Source
Amplitude Weightings
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D.1 Program for Taylor Line Source Amplitude Weightings

// INCLUDED HEADER FILES
#include<iostream.h>
#include<fstream.h>
#include<math.h>

#include <io.h>

#include <stdio.h>

#include <stdlib.h>

#include "overioad.h"

1EEEEGLOBAL CONSTANTSH#NHES
constdouble Pl=acos(-1);
constdouble EO=1e-9/(36*PI);
constdouble UO=4*Pi*1e-7;
constdouble CO=1/sqrt(EO*U0);
constdouble NO=sqrt{UO/EO);

/I MAIN PROGRAM

int main()

{ofstream AMP_DATA("amp_data.txt");

AMP_DATA clear();

AMP_DATA precision(6);

AMP_DATA. width(8);

int n;

double SLL=-25;//SLL in dB

double R=pow(10,(fabs(SLL)/20});// Side Lobe Voltage Ratio

int nTaylor=4;

int numberElem=6;

double dx=12e-3;

double LL=dx*(numberElem-1.0);

double Zorig=-LL/2;

double maxCurrent;

double *loc = new double[numberEiem];

double *current = new double[numberElem];

double *normCurrent = new double[numberElem];

double freq=17e9;

double lambda=COl/freq;

cout<<"\n\t"<<freq<<"\t"<<lambda<<"\n";

double A=acosh(R)/Pl;

double scale=nTaylor/sqrt(sqr(A)+sqr(nTaylor-0.5));

doubie *Un = new double[nTaylor];

double *Vn = new doubie[nTaylor};

double *NULLangles = new doubie[nTaylor];

double HPPbw=2"asin(((scale*lambda)/(LL*Pl))
*sqr(sqr(acosh(R))-sqr(acosh(R/sqrt(2)))));

cout<<"\t"<<R<<"\t"<<§LL<<"t"<<A<<"t"<<gcale<<"\t"<<(180/Pl)*HPPbw<<"\n\n";

for (n=1; n<nTaylor; n++)
{Un[n]=Pl*scale*sqrt(sqr(A)+sqr(n-0.5));

Vn[nj=Un(n}/PI;
cout<<"\t"<<n<<"\t"<<Vn[n]<<"t\t"<<NULLangles[n]<<"n";
}
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double *SF= new double[nTaylor];

double summed;

double front,prod;

int p.m,pts,j;

cout<<"\n\n";

for (p=1; p<=nTaylor-1; p++)
{front=sqr(fact(nTaylor-1))/(fact(nTaylor-1+p)*fact(nTaylor-1-p));
prod=1.0;

for (m=1; m<=nTaylor-1; m++)

§Pf0d=Pr0d'(1-sqr(pNn[mm:

SF[p]=front*prod;
llcout<<"t"<<front<<"t'<<SF[p]<<"\n";

cout<<"\n\n";

for (pts=0;pts<numberElem;pts++)
{loc[pts]=Zorig+pts*dx;

summed=0;

for (j=1. j<=nTaylor-1; j++)
{summed=summed+SF[j]*cos(2*Pi*j*loc{pts)/LL);

current{pts]=1+2*summed;
if (current{pts}>maxCurrent)
{maxCurrent=current{pts];

}
AMP_DATA<<loc[pts]<<"\t\*'<<current{pts]<<"\n";

}

AMP_DATA<<"\n\n\n\n";

for (pts=0;pts<numberElem;pts++)
{normCurrent{pts]=current{pts}/maxCurrent;
AMP_DATA<<loc[pts]<<"f\t'<<normCurrent{pts]<<"\n";
cout<<loc{pts]<<"W\t"<<normCurrent{ptsj<<"n";

}
AMP_DATA close();
return O;

}
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Appendix E

Ensemble Simulation Results
For The

Microstrip Antenna Element

Used In The Microstrip Array

f
!
|
!
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E.1 Ensembie Simulated Antenna Element Results

Figure E.1 Picture of the Ensemble simulated radiating element

Figure E.2 Ensemble simulated element return loss
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Figure E.4 Ensemble simulated element E-Plane radiation pattern
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Far Field Pattern
Freq * 17.9908 GHz. Scan fRngle - 8.003

Figure E.5 Ensemble simulated element H-Plane radiation pattern
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Appendix F

Mathcad Program
Used To Determine
The
Array Feed Network
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F.1 Design of The 4-Element Sub-Array Feed Network

Ku-Band Sub-Array Feed Network Design

index:
i=1.4
Taylor Line Source Amplitude Weightings for 4-Element Sub-Array:

Magnitude -

0.185 |

0.43
0.43
1.0 |

——

Sub-Array Power Distribution:

Total_Power = Z Magnitud

3

Total_Power =2.045

Magnitude
-1

——-100
Total_Power

Percent_Total =

Percent_Tota

| 9.0465 |
21.0269
21.0269
48.8998

AB and CD Splitter:
Input impedance;

Zabed_in = 50
Selected Branch Impedances

Zabced_hp - 35
Calculated Low-Side Impedances

2
Z Percent_Tota]

=
Ratio_ab = -L 100

4
Z Percent__Tola]
i=1
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M=

Percem_'l‘om}

.
]
w

Ratio_cd = -2 100

M s

Percent_Tota}

LT
i

Ratio_ab = 30.0733
Ratio_cd =69.9267

Ratio_a
Ratio_c

Ratio_ab_to_cd:=

Ratio_ab_to_cd =0.4301

Zabed_hp

Zabed_lIp = —
Ratio_ab_to_c

Zabed_lp = 81.3821
Calculated Junction Impedance:

1
[ 1y
\Zabcd_hp Zabed_lp|

Zjunc_ABCD =

\
v

Zjunc_ABCD =24.4743
Transformer Impedance Impedance:

Ztx_ABCD = /(Zjunc_ABCDZabed_in)

Zix_ABCD =34.9817
Power Into AB Arm:

AB_dB - 1o-|og\/5"—;‘%:5—i">

AB_dB =-5.2182
Power Into CD Arm:

CD_dB - lO-log<w\;
100 /

CD_dB =-1.5536
A an 3
Input Impedance;

Zab_in - Zabed_|

Zab_jn=81.3821
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Selected Branch impedances

Zab hp =35
Calculated Low Power Side Impedance
Percent_To
Ratio_a = - 100
2
Z Percent_Tota)
j=1
Percent_To
Ratio_b = =4 100

Percent To

IO

"
—

J
Ratio_a =30.0813
Ratio_b=69.9187

Ratio__

Ratio_a_to_b = —
Ratio_

Ratio_a_to_b =0.4302

hb]p:ﬂ:t‘g,_

~"  Ratio_a to_
Zab_Ip =81.3514
Calculated Junction Iimpedance:
Zjunc_AB - !
R A S U
\Zab_hp Zab_lIp,

Zjunc_AB=24.4715
Transformer Impedance Impedance:

Ztx_AB - /(Zjunc_ABZab_in)

Zix_AB =44.6267
Power Into A Arm:

Ratio_a)

J
/

A_dB = 10-o

A_dB =-5217
Power Into B Arm:

B_dB - 10-log 20
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Output Transformer for A Arm:

Output Transformer for B Arm:

CandD S
Input Impedance;

Selected High-Side impedances

B_dB =-1.5541

ZA_tx = ||(Zab_lp S0)

ZA_tx=63.7775

ZB_ix = {(Zab_hp50)

ZB_tx=41.833

Zcd_in = Zabed_hp

Zcd_in=35

Zcd hp =35

Calculated Low Power Side Impedance

Percent_To!
Ratio_¢ - 2 -100

ISR

Perccnt_’[’ota}

-
]
()

Percent_To
Ratio_d - 24 -100

Pcrcent_Tota}

Anal

[
i
W

Ratio_c = 30.0699
Ratio_d = 69.9301

Ratio_

Ratio_c_to_d = —
Ratio_

Ratio_c_to_d =0.43

Zab _hp

Zed Jp = ————
Ratio_c¢_to_

Zcd_lp =81.3953
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Calculated Junction Impedance:

1
S SN S
\Zed_hp ~ Zed_Ip/

Zjunc CD = 7

Zjunc_CD =24.4755
Transformer Impedance Impedance:

Ztx_CD - |/(Zjunc_CDZed_in)

Ztx_CD =29.2685
Power Into A Arm:

C_dB - 1o~log(5""i‘.’\,
100

/
C_dB =-5.2187
Power Into B Arm:
D_dB - lO-log{ Ratio_d)
\ 100 /
D_dB =-1.5534
Output Transformer for C Arm:
ZC_tx = (Zcd_lp50)
ZC_tx =63.7947
Output Transformer for D Arm:

ZD tx = 4J(Zcd_hp50)

ZD_tx=41.833
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Summary Of Sub-Array Feed Network
Splitter ABCD:
Zabed hp =35
AB_dB =-52182
Zabed_Ip =81.3821
CD_dB =-1.5536
Zix_ABCD = 349817

Zabcd_in =50
Splitter AB:

Zab_hp =35
A_dB =-5217
Zab_lp =81.3514
B_dB =-1.5541
ZA_1x=63.7775
7B tx=41.833
Zix_AB =44.6267

Zab_in=81.3821
Splitter CD:

Zcd_hp =35
C_dB =-52187

Zcd_lp = 81.3953

D_dB = -1.5534
Ztx_CD =29.2685

ZC_tx = 63.7947

ZD_tx=41.833

Zed_in=35
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F.2 Mathcad Predicted Lossless Feed Network Port Power Levels

Expected F rk Port P rLe approximation):

4-Element Sub-Array Power Levels:
j=1-16
Portl = A_dB - AB_d
Por2 =B_dB - AB_d
PortS = C_dB - CD_dB
Port6 - D_dB - CD_dB

Portl =-10.4352

Port2 =-6.7722
Port§ =-6.7722
Port6 =-3.1069

Fuil Array Power Levels:

j=1.16

Port, = A_dB - AB_dB - 6

Port, = B_dB - AB_dB - 6

Port; = C_dB - CD_dB - 6
Port, = D_dB - CD_dB - 6
Porty = C_dB - CD_dB - 6

Port,, = D_dB - CD_dB - 6

DA e a1

Port,, = A_dB - AB_dB - 6

Port,; < B_dB - AB_dB - 6

Port, = B_dB - AB_dB - 6
Port, = A_dB - AB_dB - 6

Port, - D_dB - CD_dB - 6
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Porty = C_dB -CD_dB - 6
Port;, =D _dB - CD_dB - 6
Port,, - C_dB -CD_dB - 6
Port,, -B_dB ~AB dB- 6
Port,, = A_dB - AB_dB - 6
Port, =-16.4352
Port, =-12.7722
Port, = -12.71722
Port, =-16.4352
Port, =-12.7722
Port, =-9.1069
Port, =-9.1069
Portg = -12.7722
Porty =-12.7722
Ponlo =-9.1069
Port, | =-9.1069
Port,, =-12.7722
l’cn'tl3 =-16.4352
Port,, =-12.7722
Port . =-12.7722

Port, = -16.4352
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Port.

-16.4352
127722
12712
-16.4352
“1271722
-9.1069
7-9.1069
C12.7722
127722
7-9.1069 |
. -9.1069 |
1271722
-16.4352
-12.7722]
' 127722

-16.4352|

S T ey seente 0 kel UL ATRILRE Sl AT T T R A T

Verification That Power Level Definitions are Correct:

Port.
—3

10

16
Verify_Total_Power= Z 10
j=1

Verify_Total_Power= 1.0048
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F.3 Mathcad Predicted Lossy Feed Network Port Power Levels
Ex Fi ork Port Power Lev imation):

Power Splitter Efficiency:

eff = 095

Splitter Losses Using Efficiency Approximation:
effd = eff

eff_dB4 = 10-log(cff4)

eff4=0.9025
eff dB4=-0.4455
4-Element Sub-Array Power Levels:
j=1..16

Lossy, = Portl - eff_dB
Lossy, = Port2 - eff_dB
Lossy; = Port5 - eff dB
Lossy, = Pon6 - eff_dB
Lossy, =-10.8807
Lossy, =-7.2178
Lossy, =-7.2178

Lossy, =-3.5525

Splitter Losses Using Efficiency Approximation:
eff16 = eff
eff_dB16 = 10-log(eff16)
eff16=0.8145

eff dBI16=-0.8911
Full Array Power Levels:

LPort, = Port, - eff dBI

LPort, = Port, - eff_dBI
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LPort; = Port, - eff_dBI
LPort, = Port, - eff_dBI
LPort, = Porty - eftf_dBl
LPort,, = Port,, - eff dB1
LPort;, = Port,; - eff dBI
LPort s = Port, . + eff_dBI
LPort, = Port, ~ eff_dBl
LPort, - Port, - eff_dBl
LPort, = Port, - eff_dBI
LPorty = Portg - eff_dBl1
LPort , = Port,, - eff_dBI
LPort,, = Port, - eff_dBI
LPort,, = Port,, - eff_dBI
LPort . - Port,, - eff_dBI
LPort, =-17.3263
LPort, = -13.6633
LPort, =-13.6633
LPort, =-17.3263
LPor(s =-13.6633
LPort; =-9.998
LPort, =-9.998
LPorty =-13.6633

LPorty = -13.6633
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Ll’ortlo =-9.998
LPort, | = -9.998
LPort,, = -13.6633
LPort,, =-17.3263
LPort, , = -13.6633
LPort, . =-13.6633

LPort, =-17.3263
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Appendix G

IE3D Simulation Results
for The
Full 16-Element Array Feed Network
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G.1 IE3D Design of the Full Array Feed Network

Figure G.1 TE3D simulated full 16-clement array feed network
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G.2 IE3D Simulation Input Port Results

Figure G.3 IE3D simulated array feed network input impedance
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G.3 IE3D Simulation Power Levels in Each Feed Network Sub-Array

Figure G.4 IE3D simulated array feed network power at ports 2 to §

Figure G.5 IE3D simulated array feed network power at ports 6 to 9
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Figure G.7 IE3D simulated array feed network power at ports 14 to 17
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G.4 IE3D Simulation Phase Balance in Each Feed Network Sub-Array

Figure G.9 IE3D simulated array feed network phasings at ports 6 to 9
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Figure G.11IE3D simulated array feed network phasings at ports 14 to 17
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Appendix H

Antenna Array Dimensions
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H.1 Antenna Array Dimensions

o = -

N A

SRR |

o AL lA

| ‘ ; —t i

| | B N g F

i | 8 | P ¢ |

Do | |

. 2/ ]

line: Aperture: Patches:
A w=0.47 mm Weo=0.2 mm Weran=7.0 mm

|I=1.975 mm lo=1.85 mm Lran=3.7 mm

0=0.925 mm Weorsie=0.5 mm

B8: w=0.47mm Looosie=4.2 mm

[(=0.9 mm Gap=1.04 mm
C: w=0.47 mm

r=2.0 mm

ang=30
D: w=0.175mm

r=2.0 mm

ang=60

E: w=0.175mm
=1.0mm

F: w=0.175mm
r=2.0mm
ang=60

Figure H.1 Array element dimensions
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w=0.263 mm
1=0.9445 mm

w=0.263 mm
r=1.0mm
ang=90
w=1.237 mm
1=0.25 mm

w=0.974 mm
t=1.0mm
=90

w=0.974 mm
[=1.137 mm

w=0.31 mm
r=2.0mm
ang=30
w=0.31 mm
[=2.25 mm

w=0.195 mm
1=0.2575 mm
w=0.195mm
r=1.0mm
ang=%0
w=0.195 mm
1=1.1027 mm
w=0.195 mm
r=1.0mm
ang=90
w=0.99 mm
1=0.25 mm
w=0.632 mm
[=2.4 mm

f:

w=1.12mm
1=2.4 mm

g w=0.88mm

1=0.63 mm

h: w=0.88 mm

r=1.0mm
ang=90

w=0.47 mm
1=0.405 mm

w=0.47 mm
r=2.0mm
ang=%0

w=0.795 mm
r=1.0mm
ang=9%0
w=0.795 mm
1=0.9028 mm

w=0.795 mm
r=1.0mm
oang=%0
w=0.795 mm
1=0.2236 mm

w=0.62 mm
[=2.26 mm

w=0.62 mm
r=2.0 mm
ang=30

Figure H.2 Dimensions of 4-eclement subarray feed network
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Bb AQ:

Ff:

Cc:

Dd:

Ee:

w=0.47 mm
I=4.1353 mm

: w=0.47 mm

r=3.0 mm
ang=30
w=0..94 mm
I=0.25 mm
w=0.78 mm
I=2.58 mm

w=0.47 mm
[=2.8535 mm

w=0.47 mm
r=3.0mm
ang=90

Gg: w=0.94 mm

i
i |
J%%: Hh: w=0.78 mm

Jj:

I=0.25 mm

1=2.58 mm

w=0.47 mm
[=5.0 mm

Figure H.3 Feed network used to form full array from subarrays
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