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Abstract

The existence of a non-zero neutron electric dipole moment (nEDM) would violate

parity and time-reversal symmetry. Extensions to the Standard Model predict the

nEDM to be 10−26 – 10−28 e·cm. The current best upper limit is 3.0 × 10−26 e·cm.

The nEDM experiment at TRIUMF is aiming to improve the precision of the mea-

surement to the 10−27 e·cm level. The experiment requires a very stable (< pT) and

homogeneous (< nT/m) magnetic field (B0) within the measurement cell.

This thesis concerns the development of active magnetic shielding to stabilize the

external magnetic field by compensation coils using a prototype active magnetic shield

at The University of Winnipeg. Experimental results are compared with simulations

of the behaviour of the active magnetic compensation system. The quasi-static mag-

netic behavior of the system, including the effect of the passive magnetic shields,

is included in this simulation using finite element analysis (FEA). These results are

then used to create a full time-dependent simulation of the multi-dimensional feed-

back system response. A major challenge faced in the development of the system

was a slow current response, even though the magnetic response was rapid. This

is now understood to be due to having too much freedom in assigning the currents

in the system. Reducing the degrees of freedom in the coil system, as an alternate

strategy to Tikhonov regularization, solved this problem in a way that hasn’t been

previously discussed in the literature. Several recommendations are made to improve

the performance in future realizations of the system at TRIUMF.
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Chapter 1

Motivation for a New Precise

Measurement of the nEDM

The existence of a non-zero neutron electric dipole moment (nEDM) would violate

parity and time-reversal symmetry. As a result, experiments that seek to measure the

nEDM, or indeed the permanent electric dipole moment of any particle, have been of

great interest for many decades [1]. This thesis focuses on the need for magnetic field

stability in such experiments and describes the development of an active magnetic

compensation system for such purpose. To begin, this chapter first highlights the

scientific interest in a new precise measurement of the nEDM. The measurement

principle of the nEDM experiment is discussed with the importance of the magnetic

environment for the successfulness of the experiment. Finally, this chapter ends with

describing the TRIUMF Ultra Cold Advanced Neutron (TUCAN) EDM experiment.
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Motivation for a New Precise Measurement of the nEDM

1.1 Baryon Asymmetry and the nEDM

Figure 1.1: Standard model of elementary particles [2]. Three generations of matter

aligned column-wise and classified into two groups : quarks and leptons.

The universe is composed of particles which are governed by the four fundamental

forces (electromagnetic, weak interaction, strong interaction and gravitational force).

The Standard Model (SM) is a theory to describe particle interactions excluding

gravity. Quarks, leptons, gauge bosons, and the higgs bosons are the fundamental

particles. They are shown in Fig. 1.1.

Baryons such as the neutron are formed from three quarks. In the early universe,

there were equal particle numbers of matter and antimatter. But the universe to-

2



Motivation for a New Precise Measurement of the nEDM

day contains mostly baryonic matter. By experimental observations of the cosmic

microwave background radiation (CMBR) the baryon asymmetry can be deduced to

be [3]

η =
nb − n̄b
nγ

' 6.0× 10−10, (1.1)

where nb, n̄b and nγ are the number of baryons, anti-baryons and photons respectively.

Baryogenesis is the process of creation of a baryon asymmetry from an initially

symmetric state. In 1967, A.D. Sakharov described following three conditions on

particle theories aiming to explain baryogenesis [4]:

1. Baryon number (B) violation. Any theory which creates net baryon number

obviously requires B-violating processes.

2. Charge (C) and Charge-Parity (CP) symmetry violation. Particle and

antiparticle reaction rates must also be different otherwise net baryon creation

would be balanced by net anti-baryon creation, hence CP violation is required.

3. Departure from thermal equilibrium. In thermal equilibrium, forward

reaction rates would balance reverse rates and no net baryon number could be

produced, hence a departure from thermal equilibrium is required.

The Big Bang, and subsequent cooling of the universe, offers a way to provide the

departure from thermal equilibrium in many models of baryogenesis [5]. Electroweak

baryogenesis is a scenario which uses SM processes, the electroweak phase transition,

and the expansion and cooling of the universe to explain baryogenesis. One drawback

of the electroweak baryogenesis is that there is not enough CP violation in the SM.

This motivates searches for new sources of CP violation near the weak scale.

3



Motivation for a New Precise Measurement of the nEDM

A fundamental symmetry of quantum field theories is CPT symmetry, which im-

plies that time-reversal (T) violation is equivalent to CP violation. An electric dipole

moment (EDM) is a measure of separation of oppositely charged particles within a

system. To have a nonzero EDM, the system should violate both parity (P) and

time-reversal (T) symmetry [6]. Because of the CPT theorem, a non-zero EDM rep-

resents a search for new physics that violates CP symmetry. The neutron may have

an EDM with its magnitude depending on the nature and origin of T violation [7].

A precise measurement of the nEDM is a very important measurement which could

help solving the baryon asymmetry problem by a discovery of new physics.

1.2 Ultracold Neutrons

Ultracold neutrons (UCN) will be used at TRIUMF to measure the nEDM. They have

small kinetic energies (< 300 neV). They can be confined in a material bottle because

they are reflected at any angle of incidence off suitable material walls [8]. Their

interaction with the neutron optical potential of the walls through the strong force

enables them to trap. This provides a long time frame (the mean lifetime of neutron

is τn = 881.5 s [9]) for observation making them ideal for the nEDM experiment. The

first UCN were produced in 2017 at TRIUMF using superfluid-helium at 0.9 K as the

UCN production medium [10–12].
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Motivation for a New Precise Measurement of the nEDM

1.3 Measurement Principle of nEDM

To initiate the measurement process, UCN are first polarized by passage through a

strong magnetic field and then guided to the nEDM cell. For the extraction of the

nEDM, a form of Ramsey’s method of separated oscillatory fields [13] is used. The

Figure 1.2: Ramsey’s method of separated oscillatory fields, as applied to the mea-

surement of the nEDM. The E0 field is parallel to B0 field on the left, whereas in

the right they are antiparallel.

method of the nEDM measurement is shown in Fig. 1.2. At the beginning and end

of free precession, short π/2 pulses are applied. Polarized neutron detection after the

pulse sequence is used to measure the free spin precession frequency v (the Larmor

frequency). In the first instance (left one in Fig. 1.2), an electric field (E0) parallel

to the magnetic field (B0) will be applied giving a spin-precession frequency as

hv⇑⇑ = 2µnB0 + 2dnE0, (1.2)

5



Motivation for a New Precise Measurement of the nEDM

where µn and dn are the magnetic and electric dipole moments respectively, h is

Planck’s constant and arrows indicate parallel orientation of E0 and B0. Now the

same experiment is repeated with anti-parallel E0 (right one in Fig. 1.2) which gives

the spin-precession frequency

hv⇑⇓ = 2µnB0 − 2dnE0, (1.3)

where the arrows indicate anti-parallel orientation of E0 and B0. The measured

change in the precession frequency (using Eq. (1.2) and Eq. (1.3)) can be used to

deduce the nEDM via

dn =
h(v⇑⇑ − v⇑⇓)

4E0

. (1.4)

Since the nuclear magnetic resonant (NMR) frequency is proportional to the mag-

netic field in the nEDM cell, the requirement is to have a very stable and homogeneous

B0 field within the cell.

1.4 Experimental Efforts

Additional sources of CP violation beyond the standard model predict the nEDM to

be in the range of 10−26 – 10−28 e·cm as compared to 10−31 – 10−33 e·cm predicted

by the standard model [14–16]. There are several experiments aiming at improving

the uncertainty on the nEDM. So far a non-zero nEDM has not been found.

Figure 1.3 summarizes the previous experimental results. Since the first data pub-

lished in 1957 [17], the upper limit set on the nEDM has been reduced by eight orders

of magnitude over the last six decades. In 1980, ultracold neutron (UCN) experiments

overtook neutron beam experiments in precision. The current best upper limit set by
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Figure 1.3: Experimental nEDM upper limit over the years [17–33] along with theoret-

ical predictions [14–16]. The vertical dashed line indicates the introduction of UCN.

The light green region indicates the nEDM limit in SUSY, M-theory and others while

he light red region indicates for SM.

the Sussex-RAL-ILL nEDM experiment is 3.0× 10−26 e·cm (90 % C.L) [34,35]. The

experiment was performed at Institut Laue-Langevin (ILL, Grenoble, France). A new

199Hg EDM measurement constrains the nEDM better than direct nEDM measure-

ments, giving dn < 1.6× 10−26 e·cm [36], although subject to uncertainty from Schiff

screening. The TUCAN nEDM experiment is aiming to measure the nEDM with an

overall uncertainty at the 10−27 e·cm level.

The Paul Scherrer Institut (PSI, Villigen, Switzerland) nEDM experiment used an

improved version of the former Sussex-RAL-ILL apparatus. Several innovations were
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made at PSI, including a new solid deuterium (SD2) spallation-driven UCN source.

The experiment employed several Cs magnetometers outside the EDM cell, and a

199Hg comagnetometer. Active magnetic shielding and other environmental controls

were improved. A new detector that can simultaneously count both spin states of

UCN was also mplemented. The final sensitivity expected is 10−26 e·cm [37] and the

final data are being analyzed.

Some of the chief improvements made at PSI have been in the area of nearby

alkali atom (Cs) magnetometry, Hg comagnetometry, and neutron magnetometry.

An achievement at PSI is the understanding of the Cs magnetometer signals in terms

of magnetic field gradients internal to the magnetic shielding. This has led to a

detailed understanding of the false EDM of the Hg comagnetometer [38]. Another

recent achievement is in using the neutrons themselves to measure gradients [39].

PSI also aims to improve their magnetometry with 3He magnetometers inside the

electrodes of the double EDM measurement cells for their future n2EDM effort. They

are developing Cs magnetometers to sense the free-induction decay signal from 3He,

which resulted in a new high-precision magnetometer possessing excellent long-term

stability [40]. The precision goal for n2EDM is 5× 10−28 e·cm [41,42].

The nEDM collaboration at the Spallation Neutron Source (SNS, Oak Ridge, TN,

USA) plans to measure δdn < 3 × 10−28 e·cm [43], which is a two-order magnitude

improvement [44]. They plan to use a unique experimental technique. A cold neu-

tron (CN) beam from the SNS will impinge upon a volume of superfluid 4He creating

UCN. The nEDM measurement will also be conducted in the superfluid. A small

amount of polarized 3He introduced into the superfluid 4He will act as both a comag-
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netometer and spin analyzer for the UCN. The 3He neutron capture rate is strongly

spin dependent, and will beat at the difference of the Larmor precession frequencies

of the neutrons and 3He. A non-zero EDM would change the beat frequency with

E-reversal. Scintillation light produced in the superfluid will be used to detect the

capture products. The false EDM of the 3He comagnetometer may be reduced by

collisions in the surrounding 4He [45]. The group aims to commission the experiment

at SNS by 2022 [43].

At the Los Alamos National Laboratory (LANL, Los Alamos, NM, USA), an up-

graded UCN source will be used to conduct a new room-temperature nEDM experi-

ment [46]. An upgrade of the source, and an experiment storing UCN in an nEDM-like

bottle has been completed recently [47, 48]. The upgrade enables an nEDM experi-

ment with a statistical sensitivity of 2× 10−27 e·cm. A test nEDM apparatus, similar

in scope to our prototype nEDM apparatus used at RCNP Osaka is assembled by the

LANL collaboration to conduct experiments.

AT ILL, groups from Russia [49] and Munich [50] are pursuing two other room tem-

perature nEDM experiments. In the future, the Russian experiment will be moved

to the Petersburg Nuclear Physics Institute (PNPI) in Gatchina where their own

UCN source is being developed. Internal to the innermost magnetic shield of both

experiments are double measurement cells and Cs magnetometers. The Munich ex-

periment’s 199Hg comagnetometer and their active and passive magnetic shielding

system [51–53] are quite impressive. The groups are at the stage of constructing

major equipment and upgrades.
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1.5 TUCAN nEDM Experiment

Figure 1.4: Conceptual design of the proposed TUCAN source and nEDM Experi-

ment. The major portion of the biological shielding is not shown. Protons strike a

tungsten spallation target. Neutrons are moderated in the LD2 cryostat and become

UCN in a super fluid 4He bottle within, which is cooled by the superfluid 4He cryo-

stat. UCN pass through guides and the superconducting magnet (SCM) to reach the

nEDM experiment located within a magnetically shielded room (MSR). Simultaneous

spin analyzers (SSA’s) detect the UCN at the end of each nEDM experimental cycle.

The proposed TUCAN facility and nEDM experiment is shown in Fig. 1.4. A

proton beam at 480 MeV and 40 µA from the cyclotron impinges upon the tungsten

spallation target liberating fast neutrons. Above the target is a neutron moderator
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system containing liquid deuterium (LD2) which creates a large flux of cold neutrons

(CN). The CN enter a bottle surrounded by the LD2 which contains superfluid 4He

below 1 K. In the superfluid, the CN excite phonon and roton transitions, losing

virtually all their kinetic energy to become ultracold.

Once a sufficient density of UCN has built up, a UCN valve opens. The UCN

are transported out of the source by reflection on the surfaces of UCN guides. A

superconducting magnet (SCM) transmits one neutron spin orientation in the mag-

netic field, giving near-unity UCN polarization and facilitating transmission through

a vacuum-isolation foil at room temperature. The UCN are then transported to the

nEDM experiment by additional guides. At the end of each nEDM experiment cycle,

simultaneous spin analyzers (SSA’s) detect the UCN.

As mentioned above, a major challenge for all nEDM experiments is the genera-

tion of a sufficiently homogeneous and stable magnetic field in which to perform the

Ramsey measurement. The particular magnetic field requirements for the TUCAN

nEDM experiment are presented in Chapter 2, along with a description of the princi-

ples of active magnetic field compensation (AMC), which is the subject of this work.

Chapters 3 and 4 describe the AMC prototype and control methods developed in

the thesis, while Chapter 5 provides a detailed quantification of the systems perfor-

mance. In Chapter 6, I summarize the four key findings of the thesis and provide a

number of recommendations for a final AMC system suitable for the TUCAN nEDM

experiment.
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Chapter 2

Overview of Magnetic Field

Systems

This chapter describes the magnetic field requirements for the TUCAN nEDM

experiment. The magnetic subsystems which are required to achieve the magnetic

field requirement are introduced. I have also briefly reviewed the current status

worldwide of the use of active magnetic shielding for nEDM measurements.

2.1 Magnetic Field Requirements for TUCAN nEDM

Experiment

The magnetic field requirements to achieve 10−27 e·cm sensitivity level for TUCAN

nEDM experiment are the following:

• The experimental magnetic field B0 ∼ 1 µT.
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• The drift in B0 should be less than ∼ 1 pT over one nEDM measurement cycle.

• The inhomogeneity in B0 should be less than ∼ 1 nT/m over the fiducial volume

of the nEDM experiment.

A particularly challenging aspect is that the TUCAN nEDM experiment will be

located in the fringe field of TRIUMF cyclotron. At the location of the experiment,

the fringe could be as large as 7− 8 times the magnetic field of the Earth (∼ 376 µT)

with ∼ 100 µT/m gradients [54]. Furthermore, large changes due to external mag-

netic sources are possible. These sources include nearby beam line magnets or the

movement of large magnetic objects such as the 50-ton crane in Meson Hall. In gen-

eral, the cyclotron field is very stable. During quiet times ∼ 100 nT fluctuations are

observed which are consistent in scale with typical drifts in Earth’s magnetic field

and typical laboratory environments. But the fluctuations during the day could be

as large as ∼ 16 µT due to movement of the 50-ton crane based on measurements

done in 2012. The magnetic field information will be quantified in near future with

new fluxgates which are being set up in the Meson Hall [55].

We need several approaches combining active and passive magnetic shielding in

order to insulate the experimental volume from the extraneous magnetic fields. The

general approach is shown in Fig. 2.1. The nEDM experiment will be placed inside a

magnetically shielded room (MSR). Surrounding the MSR will be a suitably designed

array of electromagnetic coils that will provide active shielding, or compensation,

of the cyclotron and other background fields. Collectively the active compensation

system and MSR will nullify external fields in the region of the experiment. The

internal coil system will generate the magnetic fields for the Ramsey cycle. The

13



Overview of Magnetic Field Systems

Figure 2.1: Schematic diagram for the TUCAN nEDM magnetic field systems. From

outside in: The active compensation system external to the magnetically shielded

room (MSR). Internal to the innermost of the four passive shielding layers of MSR,

there is internal coil system (B0 and B1 coils) followed by the alkaline magnetometers,

UCN, and the comagnetometers.

alkaline magnetometers will measure the presence of vertical magnetic field gradient.

For compensating B0 field fluctuations, 199Hg co-magnetometer will be used.

2.1.1 Active Magnetic Shield

The active magnetic field compensation (AMC) system will control the magnetic field

immediately outside the outermost passive shielding layer. The AMC consists of a

system of fluxgate magnetometers and coils to characterize and control the environ-

ment around the magnetic shields in a feedback loop.

The coils will reduce ∼ 16 µT fluctuations (for example from crane movement) to
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∼ 1 µT−100 nT in the 10 Hz to DC frequency range in all three directions by active

feedback from the array of fluxgate sensors. The fluxgate sensors will be placed near

the compensation coils and the passive shields. The feedback loop goal correction rate

is maximally 6 Hz. The goal correction rate is set by the following considerations:

• The upper limit should be < 8 Hz to reduce potential of inducing spin flips or

shifts on precession frequency where the precession frequencies are ∼ 8 Hz for

199Hg co-magnetometer and ∼ 30 Hz for neutrons in the nEDM experiment in

a 1 µT field [56].

• The lower limit should should be & 1 Hz considering changes due to the sources

in Meson Hall of TRIUMF for example how fast a crane moves, how fast other

large resistive magnets might be ramped as well as change of Earth’s field with

time.

In the ∼ 400 µT fringe field of the cyclotron, saturation of the passive magnetic

shielding system can be a concern, which would seriously impact its effectiveness. The

AMC could be used to reduce this field if necessary. However, its dynamic range would

need to be increased substantially, possibly necessitating two independent magnetic

control systems. Furthermore, when accessing the experiment, the door to the MSR

must be opened. If exposed to a large external field, the inner layers of the passive

shielding system could themselves become magnetized, necessitating degaussing and

additional experimental down time. This could be another reason to reduce the

external field below ∼ 400 µT.

The point of the above discussion is that the requirements are not fully specified

at this time but these are some ideas of what the requirements might be. Section 6.3
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discusses in more detail some ideas about the implementation at TRIUMF.

2.1.2 Passive Magnetic Shield

The task of the passive magnetic shielding system is to provide a magnetically stable

environment to perform the precision low-field NMR spectroscopy on the neutrons.

Generally, the passive magnetic shielding system is composed of a thin multi-layer

shields with materials having high magnetic permeability such as mu-metal. The

outer layers are usually cylindrical [57, 58] but they can also take the same forms as

the MSR [51, 53]. The innermost layer can be designed to include its response to

the B0 coil to achieve required homogeneity of the experimental field [59, 60]. The

TUCAN nEDM experiment will employ a MSR consisting of four nested mu-metal

enclosures as its passive shielding, conceptually similar to Ref. [51].

The MSR will have a quasi-static shielding factor of ∼ 105 to reduce ∼ 100 nT

fluctuations to < pT. The MSR for TUCAN nEDM experiment will have an inner

cubic space of side-length 1.8 m and outer side-length 2.8 m, with mu-metal wall

thicknesses 2 mm, 6 mm, 4 mm, 4 mm (inner to outer), equally spaced to produce

this shielding factor.

2.1.3 Internal Coil System

The internal coil system must generate a highly uniform field of order 1 µT with

gradients less than ∼ 1 nT/m and a drift of less than ∼ 1 pT over the free precession

time of the UCN. This system includes a static B0 coil, static correction coils, and an

oscillating B1-coil.
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B0-coil which produces the 1 µT magnetic field provides the quantization axis

for Larmor precession. Correction coils which carry a relatively small current are

required to null remnant transverse fields and gradients (typically 300 pT/m) over

the nEDM measurement cell. High-precision current supplies (∼1 ppm) will be used

to drive these DC internal coils.

A B1-coil operating at ∼ 30 Hz is used in the Ramsey resonance method for π/2

spin re-orientation. AC coils will apply the π/2 pulses for the UCN and comagne-

tometer species, to initiate free spin precession. The UCN need a second π/2 pulse

to complete the Ramsey sequence. They are then drained and their spins measured

along the quantization axis.

2.1.4 Internal Magnetometry

A comagnetometer is used to measure and correct for B0 field drifts. In the co-

magnetometer, optical pumping is used to polarize a vapor of 199Hg atoms which

are then introduced into the nEDM cell at the same time as the neutrons, and the

spin-precession frequencies of both species are measured simultaneously. It is called

a comagnetometer because both species occupy the same volume at the same time.

A continuous measurement of the precession frequency of the comagnetometer can

be used to normalize the magnetic field drifts. Normally, drifts of 1 − 10 pT in B0

field may be corrected to the ∼ 10 fT level using the comagnetometer technique in a

typical nEDM experiment.

The motion of the comagnetometer atoms and neutrons within the EDM cell in

the presence of a magnetic gradient causes frequency shifts that reverse sign with E
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reversal [45, 61, 62]. Both the comagnetometer and UCN are affected, but comagne-

tometer effects tend to dominate due to the higher (thermal) velocity of the atoms.

A number of alkaline magnetometers are placed just outside the nEDM measure-

ment cell. They are used to characterize magnetic homogeneity and stability. The

chief purpose is to characterize gradients, in order to characterize the leading contri-

butions to false EDMs arising from Hg and UCN motion in the EDM cell.

2.2 Review of the Active Magnetic Compensation

Systems Developed for Other nEDM Experi-

ments

Several active shields have been built since the 1980s for applications like ion beams,

bio-magnetism [63–68], all the way to the nEDM experiments [69, 70]. The first

active magnetic field compensation system used in an nEDM experiment was at PSI

in 2013 [69]. The main application was to stabilize and reduce the effect of the

neighbouring superconducting test facilities, SULTAN and EDIPO, which are roughly

30 m away and can produce ∼ 50 µT fluctuations at the experimental site. Such

external perturbations can influence the magnitude of B0 field as well as change the

magnetization of the mu-metal shielding producing remanent magnetic fields. Due

to this more time is spent on degaussing after such events which reduces the nEDM

measurement time significantly. Moreover, SULTAN and EDIPO can also reverse the

direction of the magnetic field in the horizontal plane at the experimental site.

For active magnetic compensation at PSI, six rectangular coils (6 m × 8 m) were
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used to create three orthogonal sets of Helmholtz-like coils. The currents in these coils

were controlled dynamically via a proportional-integral feedback loop. The algorithm

was a starting point for my work and is described in Chapter 4. Reference [69] has

pointed out the ill-conditioned problem of the matrix in the feedback algorithm and

solved the problem by using matrix regularization.

In 2016, Ref. [70] also discussed a large-scale active shield that was designed, built,

and characterized to compensate and cancel external magnetic fields in real-time for

the Munich nEDM experiment. The design was mainly based on simulations and

optimization processes and the active shield was composed of 24 compensation coils

and 180 field probes. The feedback algorithm was similar to that in Ref. [69]. In

addition to matrix regularization [69] for noise reduction, Ref. [70] also implemented

signal correlations which only affected the proportional (P) term of the feedback

control algorithm. Signal correlations prevented the active compensation system from

adding unnecessary noise to a stable field. The position of the 3-axis sensors and their

quantity were optimized by a Monte Carlo method making use of the field maps of all

24 coils and the combined ambient field. This active magnetic compensation system

reduces the static field surrounding the passive shields by roughly 10 times, while the

dynamic mode improves the stability by more than one order of magnitude.

In 2018, Ref. [71] presented the concept of active magnetic field compensation

system for the n2EDM upgrade at PSI. Reference [71] discussed a new method of

grid-based magnetic field coil design where the predefined grid may be shared be-

tween multiple coils and demonstrated by a small-scale active magnetic shield. Ref-

erence [71] suggested that the n2EDM shield will perform better by tailoring it for
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the particular magnetic environment and by providing coils for high-order variations.

A mobile tower with magnetic sensors was built to map the magnetic environment at

the n2EDM experimental site. The position and orientation of the magnetic sensors

attached to the the mobile tower were continuously measured with string poten-

tiometers while mapping. Reference [71] pointed out the importance of the condition

number and empathized building a well-conditioned system rather than regularizing

an ill-conditioned system.

In 2013, Ref. [9] introduced a prototype active magnetic compensation system.

The system was constructed and tested at the University of Winnipeg for the devel-

opment of active magnetic compensation for the TUCAN nEDM experiment. The

system was based on the measurement of magnetic fields from a 3-axis fluxgate sen-

sor, centered in a 3-axis Helmholtz-like coil set in absence of the passive magnetic

shielding. A proportional-integral-derivative (PID) feedback algorithm was used to

drive the field to zero. A Helmholtz-configuration perturbation coil was built to test

the active shielding ability of the feedback system. The system was capable of reduc-

ing reducing tens of µT magnetic field variations to the level of tens of nT. The RMS

shielding factors were found to be > 1000 for magnetic field perturbation frequencies

≤ 20 mHz, and > 100 for frequencies ≤ 0.5 Hz. Ref. [9] found that the shielding

factors were proportional to the sampling frequency, inversely proportional to the

perturbation frequency, and limited by the broadband noise of the background.
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2.3 Overview of the AMC protoype development

The overall objective of this thesis was the development of a prototype AMC system

for the TUCAN nEDM experiment that offers feedback control of multiple compen-

sation coils based on an array of fluxgate sensors. As mentioned already, an earlier

prototype had been assembled at the University of Winnipeg and successfully tested

in a basic mode of operation [72]. I successfully implemented, commissioned, and

characterized the multi-dimensional control system for the prototype based on the

works of Refs. [69, 70], as described in Chapters 3, 4, and 5. To meet the design

goal of 6 Hz and reduce high frequency noise, I built 4th-order low-pass Butterworth

filters. To understand the prototype performance and solve various problems I en-

countered, I completed a quasi-static magnetic simulation of the system, and made

a time-dependent simulation of the PI feedback and control algorithm. The proto-

type now operates successfully with multi-dimensional control. My key contributions,

along with recommendations for a future AMC system, are summarized further in

Chapter 6.
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Chapter 3

Active Magnetic Compensation

Prototype

A prototype active magnetic compensation system was built and tested at the

University of Winnipeg. This chapter describes the components of the prototype and

their performance. The multi-dimensional feedback algorithm which corrects fluc-

tuations is discussed in the next chapter. The system was designed to compensate

fluctuations on the scale of those of the background field in the laboratory. Cus-

tomization of a future AMC system for the scale and magnetic environment of the

TUCAN nEDM experiment can be done based on the experience gained with the

prototype.

22



Active Magnetic Compensation Prototype

Figure 3.1: AMC Prototype at the University of Winnipeg. The schematic diagram is

shown in (a) and a photograph in (b). Surrounding the outermost mu-metal passive

shielding layer are six coils on six faces of a cubic Al frame. A seventh coil provides

additional perturbations to the field. The magnetic environment is sensed by the 3-

axis fluxgates. The filters remove high-frequency noise. Fluxgate signals are recorded

by an ADC and a computer uses a multi-dimensional feedback algorithm to control

the currents in the coils via DACs and current sinks.

3.1 Overview of AMC Prototype

A schematic diagram of the prototype is displayed in Fig. 3.1(a). A picture of the coils

and magnetic shield is shown in Fig. 3.1(b). The magnetic background fluctuation was

known to be ∼ 100 nT (see Section 3.8) over the course of a day. The prototype has

been designed to compensate that through the six current-carrying single-loop coils

on the six faces of a cubic frame. A cylindrical multi-layer, mu-metal shield sits at the

centre of the coils. This combined system represents a roughly one-third scale model
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of the eventual TUCAN nEDM experiment. An additional coil, located ∼ 1 − 2 m

away from the prototype, serves to generate known magnetic field perturbations for

quantitative characterization. The properties of the mu-metal shields are discussed

further in Section 3.2 and the coil cube in Section 3.3.

Four 3-axis fluxgate sensors were placed at positions near the shield and coil

system to measure the field for compensation. Another 3-axis fluxgate sensor was

placed at the center of the passive shield for quantification of the prototype. Details

of the fluxgate sensor system are discussed in Section 3.4.

It was found that the fluxgate signals were dominated by 60-Hz electrical noise

from the background. A further concern is that if the AMC system itself generates

substantial feedback at ∼ 8 Hz in a 1 µT field, it could induce changes in the 199Hg

free precession. As a result, a number of 4th-order low-pass Butterworth filters with

corner frequency 10 Hz were built to reduce the noise. The filter details are prescribed

in Section 3.7. After filtering, the signals are transmitted to the computer via the

analog to digital converter (ADC) of a LabJack T7 Pro [73]. The required currents

are calculated in a computer (PC) using a proportional-integral (PI) control algo-

rithm. The computer uses digital to analog converters (DACs) to control six voltage

controlled current sinks. The current sinks drive the six compensation coils.

More details of each component are discussed in the following sections.

3.2 Mu-Metal Shields

The passive magnetic shielding is composed of thin multi-layer shields with materials

having high magnetic permeability (mu-metal). In the prototype at UW, there are
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Figure 3.2: Prototype passive shielding at the University of Winnipeg (UW) [74].

four layers of cylindrical shields enclosing a volume of interest as shown in Fig. 3.2.

Each shell is enclosed with end caps as shown in Fig. 3.2(a). Amumetal (Magnifer

7904) of thickness 0.0625 inch has been used for the layers, which is an 80% Nickel-

Iron alloy. The shields were fabricated and annealed by Amuneal Manufacturing

Corp. [75]. There are two end-caps on each cylinder with a hole of 7.5 cm diameter

at the center. To minimize the leakage of the external fields into the progressively

shielded inner volumes, a stove-pipe of length 5.5 cm is placed on each hole (see

Fig. 3.2(a)).

Parameters Innermost Layer 2nd Layer 3rd Layer Outermost Layer Stove Pipe

Radius (cm) 18.5 23.5 30 38 3.7

Length (cm) 37 55 71 90 5.5

Table 3.1: Dimensions of prototype passive shielding layers including stove pipes

radius and length.
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The radii and lengths of the four layers including the stove pipes are shown in

Table 3.1. A combined DC shielding factor ∼ 106 is expected. A discussion about

another prototype of similar design but smaller in size can be found in Ref. [76], where

a shielding factor of ∼ 107 was measured using a very sensitive magnetometer.

3.3 Coil Cube

As discussed in Section 3.1, the prototype has been designed to compensate ∼ 100 nT

magnetic background fluctuations by introducing six current carrying closed loop

coils on six faces of a cube surrounding the outermost mu-metal shield. To achieve

this a single turn coil was wound on each of the six sides (1.5 m × 1.5 m) of an

aluminium frame. The coils, which can be powered independently, are designated as

C±x , C±y and C±z (Fig. 3.3) and are sometimes referred to as compensation coils because

they are responsible for compensating magnetic fluctuations. In addition, there is

a perturbation coil namely P+
z , which is used to apply additional field for testing

purposes. Figure 3.3 also displays the numbers 1-8 indicating possible positions of

the fluxgate sensors, which will be discussed in the next section.

The compensation coils have been chosen to be single turn to have small resistance

(∼ 0.15 Ω) and small inductive reactance. The perturbation electro-magnet coil has

the same dimensions but 77 turns. The perturbation coil was typically placed parallel

to the same face of the C+
z coil, separated by 1.06 m. Coil properties are summarized

in Table 3.2.
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Figure 3.3: Schematic diagram indicating the coil configuration and naming scheme,

as well as the numbered locations of the fluxgate sensors.

Parameters
Compensation Coils

(C±x , C±y and C±z )

Perturbation Coil

(P+
z )

Dimension (m×m) 1.15× 1.15 1.15× 1.15

No. of Turns 1 77

Resistance (Ω) 0.15 11.55

Inductance (mH) 0.32 24.62

Table 3.2: Coil dimensions and electrical properties.
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3.4 Fluxgate Sensors

The fluxgate is a well-known magnetic sensor [77, 78]. For the AMC prototype, four

3-axis fluxgate sensors (2 Bartington Mag-03 and 2 Bartington Mag690) were placed

at different positions within the compensation coils to measure field for compensation.

Beside those, one 3-axis fluxgate sensor (Bartington Mag690) was placed at the center

of the prototype for quantification of its performance. The numbering 1-8 in Fig. 3.3

indicates possible positions of the fluxgates. In addition to those, more positions

were also used which would be discussed in Chapter 5. A breakout box was built to

provide power to each of the four fluxgate units and to separate each of x-, y- and

z-axis readouts, resulting in 12 analog outputs. Figure 3.3 also defines the direction

x, y and z for the fluxgates. The properties of the fluxgate sensors that are used for

the prototype are shown in Table 3.3 and collected from the manufacturer [79].

Parameters Mag-03 Mag690

Measure Range (µT) ±70 ±100

Noise Level

(pTrms /
√

Hz at 1 Hz)

< 6 ≥ 10 to < 20

Bandwidth (kHz) 3 1

Table 3.3: Properties of the fluxgate sensors used for the prototype.

According to the manufacturer, the typical noise levels are from < 6 pTrms /
√

Hz

and ≥ 10 to < 20 pTrms /
√

Hz at 1 Hz for Mag-03 and Mag690 respectively. The noise

level of the fluxgates were measured to be found that they matched the manufacturer’s

specification. For the test, data was taken by placing each fluxgate inside the shield
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and field data recorded. The data was processed in Mathematica [80] to estimate

the power spectral density using a discrete Fourier transform (DFT) [81]. Figure 3.4

shows that the noise level is ∼ 16 pTrms /
√

Hz at 1 Hz for the Mag690. This also

confirms that the ADC (Section 3.5) does not present any substantial noise beyond

the fundamental noise of the fluxgate.

Figure 3.4: Average Spectral Density for Mag690.

3.5 Data Acquisition (DAQ) Module

A LabJack T7 Pro Data Acquisition (DAQ) module [73] was used for analog to

digital conversion of the fluxgate signals. The performance and characterization of

the LabJack’s analog to digital converter (ADC) is presented here. The same unit,

with an additional expansion module, was used a digital to analog converter (DAC)

to control coil currents, as discussed in the next section.
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In addition to the standard 16-bit ADC with range ±10 V, the LabJack T7-Pro

is equipped with a 24-bit sigma-delta ADC. The effective resolution can be varied

from 16 to 19.1 bits when analog conversion occurs on the 16-bit ADC, and from

19.6 to 21.8 bits on the 24-bit ADC with gain 1 [73]. For testing, a short jumper

was used to connect a test channel with ground and 512 successive readings, and the

mean of those readings were stored. The root mean square (RMS) calibrated voltage

differences from the mean was calculated as ∆VRMS. This was converted to bits using

Effective Resolution = log2

(
∆VFSR

∆VRMS

)
, (3.1)

where ∆VFSR = 20 V is the ADC full-scale range for gain = 1 used for this study.

Figure 3.5: Effective resolution for different resolution index for gain 1 and ±10 V

range. A higher resolution index will result in lower noise and higher effective reso-

lution but increases sample times.
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Figure 3.5 compares the manufacturer [73] result (dashed red) with measured

result (solid green) for different resolution indices. Higher resolution index means

lower noise, but it also results in increased averaging times and decreased bandwidth

as shown in Table 3.4. Normally, a gain of 1 was used.

Res. Index

Bandwidth (Hz)

(Gain/Range:

1/± 10V)

Bandwidth (Hz)

(Gain/Range:

10/± 1V)

Bandwidth (Hz)

(Gain/Range:

100/± 0.1V)

Bandwidth (Hz)

(Gain/Range:

1000/± 0.01V)

1 25000.0 4347.8 970.9 198.8

2 25000.0 4347.8 492.6 100.0

3 16666.7 1818.2 198.0 99.0

4 11111.1 1724.1 196.9 99.0

5 6250.0 869.6 194.2 98.0

6 3448.3 438.6 97.3 97.1

7 1785.7 392.2 94.8 94.3

8 917.4 324.7 90.3 90.1

9 285.7 285.7 285.7 285.7

10 74.6 74.6 74.6 74.6

11 15.1 15.1 15.1 15.1

12 6.3 6.3 6.3 6.3

Table 3.4: T7 Pro sample frequency for different resolution index, gain and voltage

range [73].

Table 3.4 also reports sampling rates for each analog input. If more than one input
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Res. Index

Loop bandwidth (Hz)

for 1 channel

(Gain/Range: 1/± 10V)

Loop bandwidth (Hz)

for 14 channels

(Gain/Range: 1/± 10V)

Possible Averages

for 14 channels

to meet design goal

1 3846.2 344.7 50

2 3846.2 328.0 48

3 3448.3 303.2 45

4 2777.8 263.8 39

5 2272.7 209.4 31

6 1694.9 149.4 23

7 1204.8 95.3 15

8 694.4 55.4 9

9 237.5 19.5 3

10 71.6 5.3 -

11 15.0 1.1 -

12 6.3 0.4 -

Table 3.5: T7 Pro loop frequency for different resolution index with gain 1 achieved

in the setup at UW. Possible loop bandwidth for 14 channels and software averaging

to meet design goal is also shown.

is used, the overall sample rate suffers accordingly since the same ADC is used. In

addition, there are delays due to computation time, which results in an overall slower

response which we call the loop sampling frequency (Table 3.5). For resolution index

1, it is found to be 3846.2 Hz, which is smaller than the effective sampling frequency

32



Active Magnetic Compensation Prototype

25000 Hz reported in Table 3.4 because of polling time which is typically 1 ms per

channel read [73]. The polling time includes LJM library overhead, Linux overhead,

USB communication time, and device processing time. Table 3.5 also shows the

possible loop bandwidth for 14 fluxgate axes that have been used for active magnetic

compensation. Possible software averaging is also shown in Table 3.5 to meet the

6 Hz system design goal. Resolution index 1 − 9 are acceptable to meet the design

goal. Software averaging should give roughly the same noise performance which is

discussed later (Chapter 5).

3.6 DAC and the Current Sink

Once the fluxgate signals have been processed in the PI control algorithm within

the computer, currents must be sent to the compensation coils. DACs were used to

provide analog output voltage signals. An 8-channel current sink device was built

to convert those voltage signals into currents for the coils. Both the DAC and the

current sink device will be discussed in this section.

An expansion module from LabJack called the LJTick-DAC provides two 14-bit

analog outputs per module with a range of ±10 V. The LJTick-DAC plugs into any

digital I/O block of T7 Pro. To control the seven coils (including the perturbation

coil), 4 LJTick-DACs were connected to LabJack T7 Pro via the CB15 terminal.

It was found that the field generated by one of the coils at the center of the

cube was ∼ 200 nT, when there was ∼ 200 mA current flowing through the coil.

Since the environmental magnetic fluctuations are ∼ 100 nT, a 200 mA current sink

was considered sufficient. The required gain of the current sink is then such that
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200 mA current shall be generated over a 10 V range. In the current sink design

(Fig. 3.6), it means that the sense resistor must be Rsense = 10 V
0.2 A

= 50 Ω. Of the

eight available channels, six were connected to the six compensation coils and our

first prototype current sink was connected to the perturbation coil. The other two

remaining channels were not used here. The 8-channel device is powered by 24 V at

a limit of ∼ 1.3 A current.

Figure 3.6: Current Sink Device. Circuit diagram of one of the voltage controlled

current sink device shows in (a) and the pictorial topview of all the assembled current

sink circuits shows in (b). The description is given in the text.

In the circuit diagram (Fig. 3.6(a)), the output voltage from LJTick-DAC 1a

(channel a of first LJTick-DAC) is connected to the input of the current sink. The

output of the op-amp is connected to pin 1 (the gate) of a power metal-oxide-

semiconductor field-effect transistor (MOSFET) designed for low voltage, high speed

switching applications. A Schottky diode is connected in parallel with the output
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where the coil C−x is connected for reverse current protection. All the current sink

circuits are assembled in a box and a picture is shown in Fig. 3.6(b). The current

sinks were calibrated and agreement was formed with the gain of 50 Ω set by Rsense.

Although the LJTick-DAC supports −10 to 10 V range, the current sink device

uses the 0 to 10 V range for convenience, at the cost of losing one bit in resolution.

If it is required to utilize the full resolution of the DACs, it’s probably easier to just

modify the LJTick-DACs −10 to 10 V range to a smaller unipolar range which exists

on the chip just prior to the generation of the bipolar. We succesfully modified one

LJTick-DAC in this way, and modified Rsense accordingly in its current sink.

The current resolution was tested using an Agilent 34970A data acquisition device

with an ammeter module in it. Results are shown in Fig. 3.7 and are in agreement

with expectation.

Figure 3.7: Resolution of LJTick-DACs. Currents measured (vertical-axis) with

0.001 mA increment each time for requested current (horizontal axis) from 0 to 1 mA

to find the resolution of the DACs. Resolution of channel b of modified LJTick-DAC

is shown in (a), and resolution of channel b of unmodified LJTick-DAC in (b).
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3.7 Filtering

The raw fluxgate signals have a large amount of 60 Hz noise. In principle, the ADC

can handle this by increasing the amount of averaging. This is done by increasing

the resolution index (Table 3.5) but at the cost of a slower effective sampling rate

(bandwidth). The noise was large enough that resolution index 12 needed to be used

which was unacceptably slow, and insufficient to meet the 6 Hz design goal for the

long correction rate.

To make the ADC response time faster, twelve 4th-order low-pass Butterworth

filters were designed and built. The specifications of the filter are shown in Table 3.6.

The voltage range had chosen to be ±12 V same as the fluxgate sensors. So, the same

power supply can be used for both the filter and the fluxgates. The cutoff frequency

of the filter was selected to be 10 Hz. This is sufficient to reduce 60 Hz noise to

an acceptable level while still enabling the 6 Hz goal correction rate. In addition to

these filters, 3 low-pass filters are available from a Bartington signal conditioning unit

(SCU1) with variable gain and bandwidth.

Voltage Range (V) ±12

Gain (V/V) 1

Passband -3 dB at 10 Hz

Stopband -60 dB at 100 Hz

Table 3.6: 4th-order Low-Pass Butterworth Filter Specification

The circuit diagram of a 4th-order low-pass Butterworth filter is shown in Fig. 3.8(a).

The filter was designed online via Analog Filter Wizard tool [82] to our specifications.
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Two 2nd-order low-pass filters have been cascaded in series to form a 4th-order low-

pass filter. The 2nd-order low-pass filters use Sallen-Key architecture which allows

better passband gain without the use of the inductors. We also made a board to

accommodate 3 filters (one for each axis of a fluxgate). Photographs of the imple-

mentation are shown in Fig. 3.8(b). The front side (left in Fig. 3.8(b)) contains 3

input and output terminals.

Figure 3.8: 4th-order low-pass Butterworth filter (a) circuit diagram of one filter, (b)

photographs of three filter board.

To characterize the filters above, one was connected to a lock-in amplifier and the

frequency varied from 1 Hz− 15 kHz with constant amplitude inputted to the filter.

The output of the filter was connected to the lock-in amplifier for demodulation. The

gain was then determined as

Gain = |Vout/Vin|, and (3.2)
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in decibel (dB) as

Gain (dB) = 20 log10|Vout/Vin|, (3.3)

where Vin is the signal amplitude inputted to the filter, and Vout is the output am-

plitude.

Figure 3.9: Comparison of frequency response of a 4th-order low-pass Butterworth

with simulation. Vertical axis in both represents the gain. The difference between

(a) and (b) is that the gain is converted to dB in (b). The curve with different colors

represent different results as shown by the legends and their description is given in

the text.

The frequency response for gain is shown in Fig. 3.9(a) and is compared with the

simulated design values. The simulation provides an expected nominal, minimum,

and maximum values based on component tolerances. It is seen that the measured

value falls within the region of simulated minimum and maximum and nearly to the

nominal. The same comparison is shown in dB in Fig. 3.9(b). The gain has been

attenuated by ∼ 3 dB at 10 Hz as expected. In Section 5.1, the results with and
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without the filters will be shown.

3.8 Field Fluctuations Surrounding the Prototype

To characterize the magnetic field fluctuations, the field was measured as a function of

time using one fluxgate of the apparatus. For this measurement, the passive magnetic

shields were removed from the coil cube so that they would not distort the result.

The field fluctuation measurement is shown in Fig. 3.10 for one 24-hour period.

The data are compared with data from the nearest space weather station (Brandon,

MB, CA) [83] which is ∼ 215 km away. The direction of x, y and z axis used in

Fig. 3.10 are defined by the space weather station as follows: +x = north, +y = east,

and +z = vertically down. In order to compare field fluctuations more efficiently, an

offset, defined by the first data points in the time series, was subtracted from all other

data. The offsets were 10139 nT, 3048 nT, and 40358 nT for our case and 15108 nT,

1341 nT, and 54712 nT for the Brandon space weather station in x, y and z axis

respectively.

Figure 3.10 shows that the field fluctuations level are ∼ 50− 100 nT for all axes

in both the measurement taken at UofW and that in Brandon. In general, the two

measurements track one another. The UofW data, taken in a busy building in the

middle of a city, obviously suffers additional human-induced magnetic noise. Overall,

the fluctuations of the magnetic field in the lab at UofW are typically ±100 nT, as

was known prior to this measurement.

Magnetic noise at 1 Hz was characterized by making a histogram of differences in
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Figure 3.10: Comparison of fluctuations of the magnetic field measured at the Uni-

versity of Winnipeg (UofW) for 24 hours with that from the Brandon, MB space

weather station. The data was taken from 1pm CST on August 29, 2018 to 1pm CST

on August 30, 2018.

subsequent magnetic field measurements separated by 1 second as

∆B(1s) = B(t + 1s)− B(t). (3.4)

The result is shown in Fig. 3.11. It is seen that the noise width at 1 Hz is ∼ 1.5 nT

for most sensors. This property will be used in Section 4.4.1 for generating random

magnetic fields. The fluxgate sensors used are shown in the legends of the figure for

x, y and z magnetic field direction. For fluxgate sensor positions see Fig. 3.3.
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Figure 3.11: Histogram of the difference in the magnetic field for different sensor

positions and axes over 24 hours starting at 1 pm CST on 29 August, 2018 in the

laboratory at the University of Winnipeg.

41



Chapter 4

AMC Prototype Feedback and

Control Algorithm

This chapter describes how the system works as a unit to provide magnetic field

control. The description includes the algorithm which generates the feedback and

control mechanism and some typical results from operation. It also includes the

methods used in operating the system, such as tuning methods used in the control

algorithm. Finally, metrics are defined that will be used to further quantify the system

performance. These will be applied in Chapter 5 where more results and solutions to

problem encountered in the operation of the system will be presented. Much of the

work presented in Chapter 4 follows the work of others, especially Refs. [69–71]. New

work that builds on these results is presented in Chapter 5.
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4.1 Principle of Operation

The goal of this Section is to introduce the general idea of how the feedback system

works, and to introduce the principles of operation. It also introduces a few of the

key issues faced when operating the system.

Fluxgates measure the magnetic field. Each fluxgate axis has a setpoint. When

the fluxgate signal drifts from the setpoint, the error grows. The fluxgates respond

to changes in the coil currents in a linear fashion and can therefore be described by a

matrix. The inverse matrix describes how to correct the currents based on the errors

from the consecutive fluxgate signals. A Proportional Integral (PI) control algorithm

is used in conjunction with the matrix inverse to correct currents based on the error

signals. The matrix is not square and its inverse has to be defined. A problem arises

that the matrix can be ill-conditioned, and this problem must be dealt with.

In the upcoming Sections, the mathematical definitions required to explain system

operation will be discussed. Issues encountered in ill-conditioning and the mathemat-

ical principles of non-square matrix inversion will be covered and some basic results

of the measurements after tuning the PI parameters will be shown. Metrics of the

system performance are also discussed. Chapter 5 relates to use of these tools to

characterize system performance, focusing on the novel aspects of any work.

4.2 Matrix of Proportionality Factors

As previously discussed in Sections 3.3 and 3.4, there are total 14 sensor axes and 7

coils for the prototype. Among them, 12 sensors and 6 coils are used for compensation
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and others are used for quantification. The magnetic field readings change linearly

with current, represented by a constant matrix M . The matrix is a constant if

we ignore hysteresis. This is generally a good approximation because the magnetic

permeability of the nearby magnetic shields is very large.

Index Range Labels Definition

c 1-6 C±x , C±y and C±z Define specific coil

S 1-14

1x, 1y, 1z or

3x, 3y, 3z or

center-x ... center-z

etc. (see Fig. 3.3)

Define the x, y and z

of a specific position

(Numbering based

on positions).

Control sensors used

on the center

of the prototype

s 1-12 Same as labels of S
Subset of S excluding

the 2 control sensors

n 0< N <∞ 1,2,3,..,N
Define no. of

PI loop iterations

Table 4.1: Definition of different indices used to indicate sensor, coil and iterations in

the feedback loop. Each sensor and coil also has a label which identifies it physically.

The relationship between the relative sensor readings and the coil currents is

Bn
s (coils) =

6∑
c=1

MscI
n
c , (4.1)
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where Msc are the elements of the matrix M and Inc is the current set on the coils

for a particular measurements where n runs from 0 to N for N being total number

of measurements. The sum is over coils c and the sensor index s runs from 1 to 12.

They are defined in Table 4.1. The field Bn
s (coils) refers only to the relative field, in

the sense that it is the field generated at sensor s by the coil set. There could be

other fields from the environment, which are the fields we seek ultimately to correct

as will be discussed in the following Section 4.3.

The matrix defined in this way is easy to measure using the system. Each coil c

is set to a unit current, with all other currents set to zero. The change in the sensor

reading s then gives the matrix element Msc.

The color map of a matrix M measured in this fashion is shown in Fig. 4.1. The

results are reasonable considering the design of the system. The system was designed

to compensate magnetic field of order 100 nT for currents of 200 mA, which would

imply the matrix elements should be of scale 500 nT/A. Generally this agrees with

the color scale seen in Fig. 4.1. Furthermore, the strongest matrix elements are those

where the coil is closest to the sensor in question. For example, 8y is closest to coils

C−y and C+
x . It also makes sense that 8y would have strong matrix elements here

because it is near the corner of the magnetic shield which causes for example the

C+
x coil to be converted into a strong y component. The red and blue colors are a

result of the definitions of positive/negative current in relation to coil in question’s

orientation and the sensor axis definition.
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Figure 4.1: Color map of M measured using the scheme indicated in the text. Hori-

zontal axis indicates the various sensors, which are counted using the index s. Vertical

axis indicates the various coils, which are counted using the index c. The color axis

(z-axis) indicates the value of the matrix element. Red elements indicate positive

values while blue elements indicate negative values. Elements that appear white are

near zero in the matrix element.

4.3 Implementation of PI Control Algorithm

In our algorithm, the magnetic field is measured using the fluxgates and used to define

the setpoints. As will be shown, when the field changes, the error in the field can be

translated into an error in current based on inverting Eq. (4.1). New current values

are then calculated that must be fed to the coils completing the PI control loop.

The typical magnetic field of the surroundings has been measured using a fluxgate

and is reported in Table 4.2. The values are similar in scale to Earth’s magnetic field.

These are the typical scale of the setpoints.
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Axis
Typical B field

(µ T)

x 10

y 42

z -5

Table 4.2: Typical magnetic field values of the environment surrounding the proto-

type obtained from fluxgate measurements when the x, y and z axis represent the

northward, vertical downward, and westward direction respectively.

For PI control, the setpoint is measured using the fluxgate array by applying 100

mA current to the coils. Our current sink (see Section 3.6) can generate 0-200 mA

current. So, the 100 mA current has been chosen to utilize the full capacity of the

current sink to compensate the field fluctuations in either direction. After finding

the setpoint from the first measurement of the fluxgates, the change in the fluxgate

signal is

∆Bn
s = Bs(setpoint)−Bn

s (measure). (4.2)

For iteration n = 1, Eq (4.2) will give zero value as the first measurement is acting

as to be setpoint, as explained earlier. The consecutive measurements are used in the

control algorithm.

Using the relationship between the sensor readings and the coil currents as ex-

plained in Eq. (4.1) and the ∆Bn
s obtained from Eq. (4.2), the error in terms of the
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current will be

∆Inc =
12∑
s=1

M−1
cs ∆Bn

s . (4.3)

Here, M−1
cs are the elements of the inverse of the matrix M . The inversion of the

non-square matrix is a subtle problem and is discussed in Section 4.4. ∆Inc is the error

for nth measurement on the basis of which the new set of currents will be calculated

using a PI control algorithm. That is, the control variables in our case are the currents

in the coils. The errors are also currents, those deduced from matrix inversion and

magnetic sensor deviations from setpoints. In the algorithm, the new current [69] is

Inc = I0
c + kpc∆I

n
c + kic

n∑
j=1

∆Ijc , (4.4)

where I0
c indicates the initial value of current for the set of the coils when the setpoint

has been set (100 mA). ∆Inc is the error found using Eq. (4.3) and the sum is over

iterations n. The term kpc is the proportional gain (P) and kic is the integral reset (I)

for a particular coil. The gains kpc and kic terms need to be tuned properly as will be

explained in Section 4.5. The index c in kpc and kic terms represents that the P and I

value for for each coil could in principle be different. But throughout the thesis, same

values of kpc and kic in all six coils have been used. We found derivative term (D) in

a typical PID scheme was unnecessary because it relates to optimizing fast response

and our chief concern is long-term stability.

Fig. 4.2 shows a simple one-dimensional control example implementing PI control

algorithm. It is seen that the magnetic field change on sensor position 1z has been

compensated successfully due to coil current C−x .
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Figure 4.2: The C−x coil current (left) and magnetic field ∆B (right) for sensor 1z

with kpc = 1.0, and kic = 0.0. Green curve: measured field. Red curve: predicted

uncompensated field (Eq. (4.20)). Vertical dashed lines indicate the time of the

perturbation coil being turned on and off.

4.4 Inversion of Matrix

This Section describes in detail the inversion process of the 12×6 (sensors× coils) non-

square matrix M and issues encountered. It also discusses the solution to inversion

which uses regularization by random fluctuations, a strategy pursued previously by

other groups.

The Moore–Penrose pseudo-inverse can be used for the inversion process. A tu-

torial review of the pseudo-inverse can be found in Ref. [84]. The pseudo-inverse of a

matrix can be computed using singular value decompostion (SVD). SVD is a factor-

ization or diagonalization of a matrix. The matrix can be a real or complex square or

rectangular matrix. The SVD [85–87] of a real rectangular matrix M with dimension
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m× n and m > n is

M = UΣV T , (4.5)

where U and V are matrices with dimensions m×m and n×n respectively and V T

is the transpose of V . U and V T are composed of the left and right singular vectors

representing the orthonormal eigenvectors of MMT and MTM respectively. Σ is a

real non-negative diagonal matrix with the same dimension as M and can be written

as

Σ =



Σ11 0 · · · 0

0 Σ22 · · · 0

...
...

. . .
...

0 0 · · · Σnn

...
...

...
...

0 0 · · · 0


, (4.6)

where Σ11, ..,Σnn are diagonal values of Σ with Σ11 � ... Σnn ≥ 0. The positive

square roots of the non-negative eigenvalues of MTM yield the Σii(i = 1, .., n), and

are called the singular values of M .

The point of SVD is that this is easy to invert because the transpose of an or-

thogonal matrix is equal to its inverse. That is UT = U−1 and V T = V −1 and

Σ−1 =



1
Σ11

0 · · · 0 · · · 0

0 1
Σ22
· · · 0 · · · 0

...
...

. . .
... · · · ...

0 0 · · · 1
Σnn

· · · 0


, (4.7)

The pseudo-inverse of M will be then the inverse of U , Σ and V T and can be written
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as

M−1 = V Σ−1UT . (4.8)

Figure 4.3 shows the diagonal matrix Σ for our measured M . It is a diagonal

with the singular values arranged from Σ11 to Σ66 in a decreasing order, each having

a non-negative value. It is also noticeable that Σ66 is very small compare to Σ11.

Since no. of coils (c) is less than no. of fluxgate sensors (s), it is easily thought

of as the representation modes of the coil set. If Σnn << Σ11 it means that mode

corresponding to Σnn requires a much larger current in order to generate the same

scale of magnetic field as for the Σ11 mode.

Figure 4.3: Color map of Σ for transpose of M shown in Fig. 4.1. Σ is positive

square roots of the non-negative eigenvalues of MTM in sensors×coils dimension

for 12 sensors and 6 coils in nT/A. Red elements indicate positive values while blue

elements indicate negative values. Elements that appear white are near zero in the

matrix element.

In Section 5.7, this effect has been analyzed further in both simulation and ex-
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periment. For now, the strategy of Ref. [69] is presented which was followed initially.

The strategy involves matrix regularization.

Regularization methods help to reduce the dominance of singular vectors corre-

sponding to small singular values. Tikhonov regularization [85,87–89] is a commonly

used regularization method which solves the problem by minimizing

||∆ ~B −M∆~I||22 + α2||∆~I||22, (4.9)

where ||∆ ~B −M∆~I||22 is due to the Moore–Penrose pseudo-inverse. Here, || · ||2

is the Euclidean norm for vector and Frobenius norm for matrix [90, 91]. Tikhonov

regularization tries to make a compromise between ||∆ ~B−M∆~I||22 and ||∆~I||22 so that

both of them are smaller. Tikhonov regularization makes that possible by introducing

a filter α which sets the relative importance of the two terms. The filter α modifies

the diagonal elements of Σ−1 from Eq. (4.8) as

1

Σii

→ Σii

Σ2
ii + α2

. (4.10)

In Ref. [69], Tikhonov regularization has been further modified by defining α =

10r nT/A where r is called the regularization parameter. If r → −∞, Eq. (4.10)

becomes the same as Eq. (4.7) indicating no regularization whereas r → +∞ results

in M−1 → 0 resulting no control (as no changes to currents, and independent of ~B).

Generally, r should be of order log(Σii) in order for regularization to have its desired

effect of making the diagonal values of Σ−1 more equal to one another. For example,

suppose Σ11=100 and Σii=1. The choice α=10 results in

1

Σ11

→ 100

1002 + 102
=

1

101
and

1

Σii

→ 1

12 + 102
=

1

101
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and the singular values thereby become equalized.

The value of r may be selected using several iterative methods. The obtained r

can be directly used in feedback algorithm to determineM−1. BecauseM−1 appears

in the definition of the error in current (Eq. (4.3)), it has also an effect on the PI

parameters. The PI parameters can be tuned in concert with r by observing the effect

on current response and this is studied further in Section 5.5.1.

An iterative method has been discussed in the previous study [69] to find r. This

concept was applied to our system which will be discussed next.

4.4.1 Regularization by Random Fluctuation

The method of a previous study [69] was adapted for the prototype to determine a

value of r by studying its effect on the ability to cancel random field fluctuations

without generating unacceptably large current fluctuations.

For this method, sets of reasonable random magnetic fields (Brand
s ) are generated

according to the normal distribution and standard deviation of 1.5 nT. As in Ref. [69],

the reasonable value for the standard deviation was determined by the scale of the

fluctuations seen from second to second by the sensor array (presented in Fig. 3.11).

The exact value of the standard deviation will turn out to be unimportant in the way

Ref. [69] finally deduces r using normalized field and current fluctuations.

Using the setpoint as zero, according to Eq. (4.2) the change in the sensed field is

∆Bsim
s = 0−Brand

s = −Brand
s . (4.11)

The array of the current errors as function of r due to the change in field ∆Bsim
s is
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then calculated using the regularized pseudo-inverse using Eq. (4.3) as

∆Isim
c (r) =

12∑
s=1

M−1
cs (r)∆Bsim

s =
12∑
s=1

M−1
cs (r)(−Brand

s ). (4.12)

To estimate the overall current response from the array, the root mean square (RMS)

of ∆Isim
c (r) is calculated as

∆Isim
RMS(r) =

√√√√1

6

6∑
c=1

(∆Isim
c (r))2. (4.13)

This is calculated as a function of r for different sets of Brand
s (Fig. 4.4). With the

increase of r, the current fluctuations ∆Isim
RMS vanish as expected.

Figure 4.4: The effect of r on the coil currents for 30 different sets of Brand
s generated

according to the normal distribution with a central value of 0 and standard deviation

1.5 nT.
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The field produced by ∆Isim
c can be calculated using Eq. (4.1). The total field

at each sensor s will be the superposition of Brand
s and the response produced by

∆Isim
c (r) i.e.

Bsim
s (r) =

6∑
c=1

Msc∆I
sim
c (r) +Brand

s . (4.14)

For a perfectly compensated system, the field produced by ∆Isim
c would equal −Brand

s

which in turn would make the Bsim
s (r) in Eq. (4.14) identically zero. In practice, this

is rarely the case. To quantify the effectiveness of the compensation, the ratio of RMS

of Bsim
s (r) to the RMS of Brand

s is calculated as

F (r) =

√
1
12

∑12
s=1(Bsim

s (r))2√
1
12

∑12
s=1(Brand

s (r))2

. (4.15)

The function F (r) would be zero for a perfectly compensated system and unity for

an uncompensated system. In Ref. [69], F (r) is called the “remaining noise”. The

values of F (r) shown in Fig. 4.5 are for the same sets of Brand
s used in Fig. 4.4. It

is seen that with the increase of r, the field produced by ∆Isim
c to compensate Brand

s

increases, resulting in more field fluctuations. It is also noticeable that the system

cannot be fully compensated because F (r) never goes to zero. The lowest F (r) is 0.45,

indicating the system will not be terribly successful at correcting random fluctuations.

We think this is mainly due to the limited coil design used for this prototype, which

was designed instead to focus on issues in multi-dimensional PI control.

It is seen from Figs. 4.4 and 4.5 that with the increase of r, current fluctuations

decrease but field fluctuations increase. Ref. [69] suggested a compromise between

them be struck to determine the value of r, i .e. that reducing current fluctuations

(r → +∞) be traded off against reducing magnetic field fluctuations (r → −∞). To
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Figure 4.5: The effect of r on the effectiveness of field compensation indicated by the

remaining fluctuation F (r). The different curves indicate 30 different sets of Brand
s .

decide the value of r, ∆Isim
RMS(r) and F (r) were normalized to make their range extend

from 0 to 1 using

∆Isim
RMS(r) =

∆Isim
RMS(r)

∆Isim
RMS(r → −∞)

, and (4.16)

F (r) =
F (r)− F (r → −∞)

F (r →∞)− F (r → −∞)
. (4.17)

The effect of r on ∆Isim
RMS and F is shown in Fig. 4.6. With an increase in r, ∆Isim

RMS

decreases and F increases as expected from the discussion earlier. Two values of r

were then found for each Brand
s by alternatively setting r on ∆Isim

RMS(r) and F (r)=0.5.

This is indicated schematically by the horizontal line in Fig. 4.6. The values of r so

determined are averaged over a large number of Brand
s (= 30). The optimized r in the
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Figure 4.6: The normalized ∆Isim
RMS and F for 30 sets of Brand

s . The red line indicates

the 0.5 level.

example of Fig. 4.6 is found to be 2.87.

The calculation to find r gives insight about the effect of regularization on current

and field fluctuations, resulting in a compromise that adequately reduces both. With

r in hand, M−1 and thus the current error may be determined which is used in the

PI algorithm.

4.5 Tuning of PI Parameters

This section describes the tuning of the proportional gain kpc and integral reset kic

terms appearing in Eq. (4.4) to compensate the changes in magnetic fields measured

by the fluxgate sensors.
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The PI parameters can be tuned using various methods [92]. A common tuning

method is Ziegler-Nichols closed tuning method [93]. We usually used this method as

an initial guess for the PI parameters. In the Ziegler-Nichols method, kic is first set to

zero and kpc is increased until the currents in the coils start oscillating. The kpc value

for which the current in the coils start oscillating is denoted the ultimate gain Gu

and the period of the oscillation is denoted the ultimate oscillation period Tu. The

value of kpc and kic are then determined based on the PI row of Table 4.3. Table 4.3

is a modified version of the Table 4 in Ref. [94] where the formula for integral time

Ti = Tu/1.2 has been used and the notation and other factors have been adjusted for

this case.

Controller Gain (kpc ) Reset (kic)

P 0.5 Gu 0

PI 0.45 Gu

(
0.54Gu

Tu

)
∆t

Table 4.3: Ziegler-Nichols tuning method for P and PI controllers.

The quantity ∆t in Table 4.3 is the time to complete one feedback loop iteration.

Figure 4.7 shows the first step in the tuning process. For simplicity, zoomed version

of the current in coil C+
x is shown only. At kpc=1.34 and kic=0, the current in the coils

oscillates allowing us to identify Gu=1.34. The ultimate period is Tu=0.287 s. Now,

according to Table 4.3, the proportional gain and integral reset are

kpc = 0.45× 1.34 = 0.60 and kic =

(
0.54× 1.34

0.287

)
× 0.146 = 0.37. (4.18)

They can be further tuned for the individual coil currents if necessary but we chose

not to study this. In general, we treated them as free parameters and studied the
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Figure 4.7: Zoomed current behaviour in coil C+
x with kpc =1.34 and kic=0. Vertical

axis represent the currents in coil C+
x with initial current being 100 mA. For position

of the coil see Fig. 3.3.

impact of changing them on system response. More about PI tuning will be discussed

in the next chapter with compensation results.

4.6 Quantitative Measures of Magnetic Compen-

sation Performance

Three main metrics were considered, which are based on previous studies of others [69–

71]. They are the following:

1. Condition Number,

2. Reduction of Magnetic Field Fluctuation and PI Behavior upon Stimulus, and

3. Allan Deviations and Shielding Factor

Each will be described. In Chapter 5, these definitions will be used to study them

under various conditions.
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4.6.1 Condition Number

The condition number of the matrix M can be determined from the diagonal matrix

Σ as

cond(M ) =
max(Σii)

min(Σii)
=

Σ11

Σnn

. (4.19)

The condition number of a matrix is ≥1 by definition. Low condition number indi-

cates a well-conditioned matrix while large indicates an ill-conditioned matrix. Sam-

ple diagonal elements Σii were shown in Fig. 4.3. Using Eq. (4.19), cond(M ) =

5448.0/184.0 = 29.61 which indicates an ill-conditioned matrix.

In testing the active compensation system, the goal is to have matrix condition

number as close to 1 as possible. If Σnn is small (for example zero), it means that

the Bs never change no matter what the current for that mode. Consequently, on

inverting, large currents are driven for that mode with practically no change in the

Bs. Tikhonov regularization is one method of reducing the condition number closer to

1 but later we discovered that designing a well-conditioned system is a better method.

A comparison of those methods is discussed in Section 5.7.

4.6.2 Reduction of Magnetic Field Fluctuation and PI Be-

havior upon Stimulus

For active magnetic compensation, the measured field by the fluxgate sensorsBn
s (meas)

is the superposition of the uncompensated field and the field created by the compensa-

tion coils Bn
s (coils) at the sensor positions for n = (1, ..., N) number of measurements.

The uncompensated field is thus estimated to be the magnetic field without the com-
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pensation effect by subtracting the Bn
s (coils) from the Bn

s (meas) i.e.

Bn
s (uncomp) = Bn

s (meas)−Bn
s (coils), (4.20)

where Bn
s (coils) is determined using Eq. (4.1).

Figure 4.8: Magnetic field reduction at some of the sensors closer to the perturbation

coil and the central position. Color curves: measured field change = Bn
s (meas). Red

curves: extracted uncompensated field change Bn
s (uncomp). Vertical dashed lines

indicate the time of the perturbation coil being turned on and off.

The PI feedback and control system can be tested by its response to a step in the

perturbation coil current. This can also be studied by monitoring the central sensors

within the passive magnetic shielding system. An example of this is shown in Fig. 4.8

where both Bn
s (meas) and Bn

s (uncomp) are shown. The active compensation reduces

the effect of the perturbation coil current in the sensors. The response of the central
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sensor is also compensated somewhat. We expect the limitation in the correction is

due to limitations in the coil design.

The RMS current change and RMS field change for both the measurement and in

the uncompensated case can be determined experimentally under application of the

perturbation coil current.

The remaining fluctuations can also be quantified experimentally as

F (exp) =

√
1
12

∑12
s=1(∆Bs(meas))2√

1
12

∑12
s=1(∆Bs(uncomp))2

. (4.21)

where, ∆Bs(meas) and ∆Bs(uncomp) represent step changes in the measured and

uncompensated magnetic fields, respectively, under application of the perturbation

coil current.

Figure 4.9: Experimentally determined effect of r on (left) RMS current change and

(right) remaining field fluctuations F (exp) for kpc = 1.0 and kic = 0.0. Fluxgates were

located at positions 1, 2 and 7 in this study, and 100 mA current was supplied in the

perturbation coil.

An example of the effect of r on the RMS current change and F (exp) for a partic-
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ular perturbation coil current step is shown in Fig. 4.9. It is seen that around 100 mA

RMS of current array is required to compensate the perturbation which eventually

vanishes with r increment as expected (Fig. 4.9(a)). Furthermore, field fluctuations

are reduced to 50% of their uncompensated values (Fig. 4.9(b)).

4.6.3 Allan Deviations and Shielding Factors

The Allan standard deviation [95] is used to test the time stability of clocks, amplifiers

and oscillators. The same concept can be applied to time series of the magnetic field

measurements. In this case, the Allan standard deviation is defined as [69]

σAdev(τ) =

√√√√ 1

2(N − 1)

N−1∑
l=1

(
Bl+1(τ)−Bl(τ)

)2
, (4.22)

where Bl(τ) is the average magnetic field for a subset l over integration time τ and

τ = T
N

with T the total measurement time, and N the total number of subsets.

The Allan standard deviation σAdev depends on τ as follows: σAdev ∝1/
√
τ indicates

the data are statistically distributed with the same mean in the values; σAdev ∝
√
τ

indicates a random walk in the values; and σAdev ∝ τ indicates a linear drift [96,97].

An example of the process of calculating the Allan deviation for magnetic field

data is shown in Fig. 4.10. In this example, the feedback system was switched off.

The top panel in Fig. 4.10 demonstrates the eight divisions in the time series over

τ = 128 s-long subsets. The red line indicate the average of each subset Bτ
l . The

Allan deviation formula (Eq. (4.22)) is applied to these averages to arrive at the data

point at τ = 128 s (red star marker) in the bottom panel’s Allan deviation plot in

Fig. 4.10. It is seen that σAdev rises by about one decade for every two decades in

63



AMC Prototype Feedback and Control Algorithm

Figure 4.10: (top) Field fluctuations ∆B for sensor 8x with the feedback switched

off, (bottom) corresponding Allan standard deviation. Red horizontal lines represent

Bl(τ) for 8 subsets over integration time τ = 128 s separated by the vertical dashed

lines.

τ . This indicates that σAdev ∝
√
τ which refers random walk in the field values when

there is no compensation system is running. The largest integration time over which

σAdev can be determined is τmax = T/2 as can be seen from the horizontal axes of

Fig. 4.10. The total number of subsets for τmax is N = T
τmax

= T
T/2

= 2.

The goal of the active compensation system is to reduce the Allan deviation to

be less than the Allan deviation of the uncompensated magnetic field. This would

indicate that the magnetic field is more stable with compensation than without. The

shielding factor [69] is defined as the ratio of Allan deviations i.e.

sf(τ) =
σuncomp

Adev (τ)

σmeas
Adev(τ)

. (4.23)

The shielding factor sf(τ) > 1 indicates that the magnetic environment was improved.
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σAdev(τmax) will be neglected for calculating the sf(τ). Because σAdev(τmax) is statis-

tically insignificant while comparing the Allan deviation measurements since there

is only one subtraction in Eq. (4.22). The shielding factor is discussed further in

Section 5.8.2.
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Chapter 5

Quantification of Active Magnetic

Compensation Prototype

In Chapter 4, the magnetic control process and the quantitative measures of the

magnetic field compensation performance suggested by the Refs. [69–71] were dis-

cussed. While implementing the magnetic control process, problems occurred in

terms of slow current response in the compensation coils. We did different exper-

iments with different parameters to understand the problem and devise a solution.

The system was made faster by introducing filters which enabled us to change the

sample frequency without adding noise. The effect of the filter is discussed in Sec-

tion 5.1. The results of PI tuning are discussed in Section 5.2, and revealed that

the introduction of the integral term was related to the current drifting problem in

the coils. Additional fluxgates, altering the positions of the fluxgates, and removing

the passive shielding system were found to have little impact on the current drifting

problem. These studies are discussed in Section 5.3. A simulation involving mag-
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netic field calculations done in a finite element analysis code was combined with a

PI algorithm. The simulation correctly reproduced the current drifting problem, as

discussed in Section 5.4. The current drifting problem could be reduced by lowering

the value of r, similar to using it as a tuning parameter, although additional noise

was introduced. This is discussed in Section 5.5. In Section 5.5.2, an alternative

method is proposed to find r based on lowest matrix condition number. A new con-

trol algorithm suggested by Ref. [71] was also implemented and compared with the

existing one suggested by Ref. [69], and the equivalence of the algorithms (which I

found) is discussed in Section 5.6. Eventually it was realized that the matrix for the

prototype was ill conditioned because one of the current modes produces zero net

current. The matrix condition number can be improved significantly by removing the

bad coil mode which in turn eliminates the current drifting problem, as discussed in

Section 5.7. Finally, the system is characterized using a number of standard metrics

in Section 5.8.

New directions for future studies are presented in Chapter 6.

5.1 Sampling Frequency and Filtering

In Chapter 3, low-pass analog Butterworth filters which were built and implemented

into the system were discussed. The filters were designed with 10 Hz corner frequency

with the goal to remove high-frequency noise. This would allow the ADC to operate

with shorter averaging, increasing its effective sampling frequency (denoted by the

“resolution index” in Table 3.5). The filter gives us more freedom in terms of

• using different sampling frequencies of the ADC,
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• reducing magnetic field compensation response time,

• reducing coil current response time, and most importantly

• maintaining our design sample rate with better reduction of noise.

Studies of the effectiveness of the filters in achieving these points are described in this

section.

Without the filters, the noise on the fluxgate signals are dominated by 60 Hz and

higher frequency noise. As a consequence, resolution index 11 or 12 was always used

in order to remove this noise. Resolution index 12 would correspond to averaging over

roughly 10 power line cycles (PLC), as indicated in Table 3.4, and would therefore

significantly reduce the noise. The problem with this solution is that the feedback

and control loop cycle time for all 14 ADC channels would be limited to ∼ 0.5 Hz,

which does not meet the design goal of & 6 Hz.

Figure 5.1 shows an example of the importance of using the filter, comparing

an unfiltered signal to one filtered by Bartington SCU1 10 Hz low pass filter, and

comparing with our filter. For this study the fastest effective sampling rate (resolution

index 1) has been used. The loop sampling frequency is found to be ∼ 220 Hz limited

by the polling time for all 14 channels and additional delays arising from LabJack

communications.

It is seen that the signal is very noisy without any filter. The noise is reduced

by a factor of ten using Bartington SCU1 10 Hz low pass filter. Our filters gave

slightly better performance (lower noise) than the Bartington SCU1 module, likely

due to slight differences in components and design. It is also seen that the outputs

are limited in their time response by the filters, as expected.
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Figure 5.1: Filtering effect on the magnetic field signal measured at the 1x position.

For this measurement, the PI control system was switched off so that it would not af-

fect the noise. Vertical axis represent ∆B (see Eq. (4.2)) found from the measurement

of sensor (a) without filter, (b) with Bartington SCU1 (Signal Conditioning Unit) and

(c) with our filter. Vertical dashed lines indicate the time of the perturbation coil

being turned on and off. The current supplied on perturbation coil was 100 mA and

resolution index 1 was used for the ADC. The loop sampling frequency for (a), (b)

and (c) are shown in Hz and is limited by the polling time for the 14 sensors.

The conclusion is that the filter is capable of reducing high frequency noise and

allows us to go to higher effective sample rate. Given this additional freedom we can

even do additional software averaging within the feedback and control loop in order

to further reduce the noise.
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Figure 5.2: Magnetic field at sensor position 1y using resolution index 1 with 50

software averages per cycle (left) and resolution index 12 (right) when the active

magnetic compensation system is switched on. Blue curves: measured field change

∆B. Red curves: predicted uncompensated field (Eq. (4.20)) change. Vertical dashed

lines indicate the time of the perturbation coil being turned on and off.

Figure 5.2 shows an example of using the filters with the active compensation

system switched on (left). Only one of the 14 sensors being used in the system has

been displayed. In this case, 50 software averages could also be conducted, achieving

a loop cycle rate of 6.57 Hz. This can be compared with the right panel of Fig. 5.2,

where the analog filters were not used, necessitating PLC averaging using the largest

resolution index of the ADC. In this case a loop cycle rate of 0.45 Hz is achieved.

Although both schemes achieve similar noise performance, the analog filtering solution

can increase the loop cycle rate by a factor of 6.57/0.45 ≈ 15. The two panels of
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Fig. 5.2 appear on different time bases because the number of feedback control loops

has been equalized.

Another significant problem that we faced in this experiment was that the current

would drift during compensation although field would not change significantly. This is

discussed further in Sections 5.2, 5.3, and 5.4. For this reason, we were often concerned

with any sources of slow current response. The main point of the remainder of this

section is to study the trade-offs involved in the resolution index, the loop cycle rate,

and the number of software averages, and their effect on changes in the coil currents

driven by the compensation system.

Figure 5.3: The C−x coil current (left) and magnetic field ∆B (right) for sensor 8x

for various resolution indices. The resolution indices are represented by 1, 6, 7, 8

and 9 with the corresponding loop sampling frequencies indicated. In each case, 50

software averages were done in the loop as well. Vertical dashed lines indicate the

perturbation coil state.
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Figure 5.3 shows an active compensation result displaying the current in one of

the 6 coils and the field in one of the 14 fluxgate axes, when the resolution index is

changed. For each case, 50 software averages have always been done in the feedback

loop, further reducing the loop cycle rate. Increasing the resolution index slows the

response of the system, and most notably increases the current response time. For

example, it takes ∼ 7 s for the C−x coil current to settle after the perturbation coil

is switched on when the loop sampling frequency is 6.35 Hz. It is also seen that the

loop cycle rate slows to 1.1 Hz and 0.39 Hz by resolution index 8 and 9 respectively.

The results look similar to resolution index 12 (without filter) but are generally much

less noisy, and smoother over longer periods of time as well.

Another option is to run with fewer averages than 50 and at higher resolution

index, while still achieving the 6 Hz loop rate design goal. Figure 5.4 shows a study

where, as the resolution index is increased, the number of software averages is de-

creased, so as to maintain nearly the same ∼ 6 Hz loop cycle rate. As expected, they

all have a similar effect on the magnetic compensation result. But the coil current

and magnetic field for resolution index 7 is noisier compared to others.

We expect that the advantage of resolution index 1 with larger software averaging

is due to the fact that the 12 channels are sampled more continuously over the entire

course of one loop cycle. This potentially gives a more accurate measurement of the

true magnetic field, averaged over that cycle.
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Figure 5.4: Active magnetic field compensation for resolution indices 1, 3, 5 and 7 and

for 50, 45, 29 and 13 software averages respectively. These settings achieve nearly the

same loop cycle rates (∼ 6 Hz, indicated in parentheses). Only the C−x coil current

(left) and ∆B for fluxgate 8x (right) are shown. Vertical dashed lines indicate the

time of the perturbation coil being turned on and off.

5.2 PI Tuning General Behavior

The tuning method of proportional gain kpc (P) and integral reset kic (I) have been

discussed in Section 4.5, for example in Eq. (4.4). This Section describes the effect of

changing the P and I terms on feedback system performance when they are changed

individually or together.

A problem that became more apparent in the course of these studies was long-term

drifting of the applied currents in the feedback system. A major conclusion of this

section is that adjustments of the PI parameters could not fix this problem, which is

discussed further in later sections.

73



Quantification of AMC Prototype

5.2.1 Effect of changing P term

For these studies, the proportional gain kpc was varied while the integral reset kic was set

to zero. We expected that this would result in a form of multidimensional proportional

droop. Proportional droop occurs because the proportional term contains only the

instantaneous error function. A controller using only P-control therefore requires a

non-zero error in order to function. This results in the error never being fully corrected

and hence “droop”. Raising kpc can decrease the droop but will eventually result in

system oscillation.

The effect of changing kpc is shown in Fig. 5.5. The current supplied to the per-

turbation coil was 10 mA when on. Resolution index 1 with 50 averages per feedback

loop iteration were used. The resultant loop sampling frequency was found to be

∼ 6.5 Hz.

Increasing kpc from 0.25 to 1.25 gives larger correction currents and better reduction

of the changes induced by the perturbation coil. However this comes at the expense

of larger oscillations at higher frequency in both the currents and the fields for the

larger value of kpc . Both effects are as expected based on proportional droop.

The aggregate effect of kpc on the current error and remaining field fluctuations,

in another similar test, is shown in Fig. 5.6. Measurements were conducted using the

system for various kpc . Beyond kpc ≈ 1.3, the system would start to oscillate. This is

reflected in the RMS current error taking a value of 200 mA, which is approximately

the dynamic range of the current sinks used to power the coils.

The “remaining fluctuations” F shown in the right panel of Fig. 5.6 are based on

the reduction of the measured field compared to the predicted uncompensated field.
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Figure 5.5: Currents (left) in all six coils (C±x , C±y and C±z ) and field change ∆B

(right) for 12 fluxgate axes with fluxgate positions 1, 3, 6 and 8. (a) kpc = 0.25, (b)

kpc = 1.25. In both cases kic = 0. Grey curves denote the uncompensated ∆B whereas

colors indicate the compensated values with one color denoting each axis. Vertical

dashed lines indicate the perturbation coil being turned on and off.

When the system is oscillating, both the measured and uncompensated fields are

seen to oscillate, which is inaccurate (the uncompensated field obviously should not

oscillate). As a consequence the system believes it is reducing the field fluctuations

when in fact it is inducing oscillation. This is the reason the fluctuations apparently

decrease in the right panel.
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Figure 5.6: The effect of kpc on (a) current error and (b) remaining field fluctuations

with the system operating on fluxgate positions 1, 2, and 7 (9 axes of control). Here,

100 mA current has been supplied in the perturbation coil.

We also studied the effect of varying the regularization parameter r. As expected,

when r is increased, it decreases the amount of the control. The proportional gain

would therefore have to be increased in order to provide compensation. Further

studies of the adjustment of r are presented in Section 5.5.

The above results confirm that increasing kpc reduces difference between the set-

point and the actual measurements of the magnetic field, at least until the point when

the system starts to oscillate.

5.2.2 Effect of the I term

In using integral reset, the error (the difference between setpoint and actual measure-

ment) is accumulated (integrated) over the series of measurements. The accumulated

error keep tracks of the offsets (proportional droop) that should have been corrected
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previously. The integral reset (I) term multiplies that accumulated error with a con-

stant gain kic.

The value kic also determines how fast the feedback loop will respond to changes in

the error signal. A large value of kic will result in a faster response. If kic is increased

too much, eventually it results in overshoot i.e. exceed the setpoint.

Figure 5.7: Currents (left) in all six coils with field change ∆B (right) at 12 fluxgate

sensors with fluxgate positions 1, 3, 6 and 8 for kic=1.25 with kpc = 0. Grey curves

denote the uncompensated field change while color curves denote the measured field

change. Vertical dashed lines indicate the perturbation coil being turned on and off.

In this study we tried running the system with kpc = 0 and then adjusting kic. The

results are shown in Fig. 5.7. As for Fig. 5.5, the current supplied to the perturbation

coil was 10 mA when it was switched on. Resolution index 1 with 50 averages per

feedback loop iteration were used. The resultant loop sampling frequency was found

to be ∼ 6.5 Hz.

A reasonably good value of kic = 1.25 was used for Fig. 5.7.
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It is seen that coil currents range from 137 mA to 85 mA, which is a large spread

compared to Fig. 5.5. It is also seen that the range of ∆B is smaller indicating better

compensation. In contrast to the right panel of Fig. 5.5, the results in Fig. 5.7 have

reduced high-frequency noise. So clearly this is a system that is operating in a better

state than proportional-only control.

The other observation is that in the left panel of Fig. 5.7, the currents drift for

very long periods of time. This may be contrasted with the right panel of Fig. 5.7,

where it is clear that the fields do not drift with such long timescales. This can also

be compared with Fig. 5.5 where no such long-term drift of the currents can be seen

either.

Eventually we figured out this problem was due to ill conditioning, and it is

discussed further in Section 5.7. But at the stage we decided to characterize the

problem further by adjusting the PI parameters to see what effect that might have.

The above results show that using only the I term provides better compensation,

but then it gives rise to slowly-varying currents that take a long time to settle. We

often refer to this problem as the “current drifting problem” in the remainder of this

thesis.

5.2.3 Effect of adjusting both P and I

In this section, the P and I terms were tuned following the Ziegler-Nichols procedure

(discussed in Section 4.5). The tuned values were found to be kpc = 0.60 and kic = 0.37.

The results of running the system with these parameters is shown in Fig. 5.8(a)

It is seen that the coil currents (left) and ∆B (right) graphs have similar pattern to
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Figure 5.8: Currents (left) in all six coil sides with field measurements ∆B (right)

from 12 sensor axes with fluxgate positions 1, 3, 6 and 8 for kic = 0.37 and adjusting

(a) kpc = 0.6 to (b) kpc = 0. Grey curves denote the uncompensated field change.

only I term pattern which is shown in Fig. 5.8(b) where only kic=0.37 is used.

The conclusion is that the P term has a smaller effect compared to the I term

which is seen from comparing Fig. 5.5 with Fig. 5.7 and Fig. 5.8. It is also clear that

the Ziegler-Nichols tuning does not necessarily give substantially different results

compared to the kpc = 0 case. Figure 5.8(b), in comparison to the Ziegler-Nichols

results in Fig. 5.8(a), looks better in some respects. The recovery time for the ∆B
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is somewhat faster upon application of the perturbation coil current, and the general

high-frequency noise on the ∆B is somewhat reduced. It should also be noted that

there are some lower frequency bumps in the ∆B graphs in Fig. 5.8. These were

caused by a somewhat unstable magnetic environment during the measurement and

are not reflective of the tuning parameters.

Unfortunately, neither applying Ziegler-Nichols nor doing any additional tuning

was able to change the current drifting problem. Although it does not appear when

only the P term is nonzero, this was deemed undesirable because of proportional

droop and the fact that the compensation results for the magnetic field were clearly

better when using the I term or combined PI tuning.

5.2.4 The “Current Drifting Problem”

Because of the current drifting problem, we changed a large number of parameters in

order to try to determine its cause. For example, one suspicion was that it could be

due to malfunctioning power supplies that were themselves drifting, while the feed-

back loop was stabilizing. This was ruled out by careful tests of the power supplies,

and by running the system with a reduced number of axes of control. For example,

when only one axis of control was used, the system performed just like a usual PI loop

with properly adjusted currents and fields. This is one reason the studies presented

in Section 4.4 were done.

Section 5.3 represents other studies that were geared mostly at solving this prob-

lem. In these studies the positioning of the fluxgates were changed and the passive

shield within the coils was removed. As will be shown, neither had an impact on the
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current drifting problem.

In Section 5.4, simulation results are presented and compared with the data. It

was at this point that we started to gain confidence that this was a true problem of

multidimensional control, because, surprisingly the simulations agreed perfectly with

the data and even reproduced the current drifting problem.

By studying the simulation results and the conditioning of the matrix (Sec-

tion 5.5.2), we eventually determined that ill conditioning was the main problem.

The next several sections all follow this theme of developing a better understand-

ing of multidimensional control and ultimately showing that the simulation tools we

developed are the best way to design the control system.

5.3 Fluxgate Placements and Impact of Passive

Shield

An observation of the previous section was that the coil current does not settle prop-

erly although the field seems to be compensated on shorter timescales than the settling

time for the currents. We called this the “current drifting problem” as noted in the

previous Section. We developed hypotheses to try to explain this observation and

then began to test these hypotheses experimentally.

The two hypotheses to explain the current drifting problem that are addressed in

this Section are:

1. The fluxgate positions might be affecting the measurement. To address this,

we adjusted the fluxgate positions to try to reduce the condition number and
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see if this had a positive effect. We tried different positions mainly in corners

and center of each of the coil faces, and at various distances inside and outside

the coil cube. The conclusion of this study was that we could not change the

condition number or the current drifting problem significantly.

2. The slow current response might be due to slow magnetic responses. To address

this, we tried removing the magnetic shielding system from the coil cube and

re-tuning the system. The conclusion of this study was that it also did not fix

the problem.

In this Section, the results of these studies are shown and discussed. As will be shown

in Section 5.7, the problem originates from having too many degrees of freedom in

the coil system itself. Nonetheless these studies are important to show the process by

which we learned this.

5.3.1 Fluxgate Placements

Previous work of others did not fully investigate the principles by which the fluxgate

positions should decided. The strategy of Ref. [69] was to place a larger number

of fluxgates than required at conveniently mounted locations, distributed within the

region of the coils and magnetic shield.

Based on this reference, we started taking data with 4 × 3-axis fluxgate magne-

tometers placed just inside various corners of our coil cube. One hypotheses was that

increasing the number of sensors would eliminate the problem of current drifting. To

test this, we implemented additional fluxgate sensors and build an additional break-

out box (see Section 3.4) so that we could acquire magnetic field data from them.
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This still gave anomalously slow responses in the coil currents.

Another hypothesis was that placing the magnetometers at the center of each of

the faces of the coils could improve the current response, or that more generally a

broader range of positions should be tried. A general finding was that this also had

not much effect on reducing the condition number significantly, nor did it have an

effect on the current drifting problem.

The results for condition number are summarized for a representative subset of

these tests in Table 5.1. Both the condition number of the matrix (equivalent to the

condition number of the unregularized pseudoinverse) and the condition number of the

regularized pseudoinverse are reported. Two very similar regularization parameters

r and r′ are reported. The regularization parameter r′ was determined by a new

method we developed which will be discussed further in Section 5.5.2.

The positions of the fluxgates are defined by the numbers for corner positions (see

Fig. 3.3) and when they are in the center of each of the coil faces they are termed

as Center (C±x , C±y , and C±z ). Center-6cm means all the sensors in the center of the

coil faces have been brought 6 cm towards the origin at the center and Center+6cm

means they are 6 cm farther away from the center.

The matrix can be created for an arbitrary number of sensor positions by moving

the sensors and recording field data for the various coil settings in subsequent runs.

This has been done for example in the lowest row of the table where 14 × 3-axis

fluxgates have been incorporated into the matrix.

The general conclusion of Table 5.1 is that while the fluxgate positions have some

impact on the condition number of both the unregularized and regularized pseudo-
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Fluxgates

Position

M

Condition No.

M−1

Condition No.

r r′

1, 3, 6 and 8 33.25 2.63 2.97 2.95

2, 4, 5 and 7 28.55 1.98 3.04 3.06

Center

(C±x , C±y and C±z )

36.24 1.8 2.47 2.49

Center-6cm

(C±x , C±y and C±z )

98.61 3.05 2.36 2.34

Center+6cm

(C±x , C±y and C±z )

80.74 1.49 2.26 2.02

1, 2, 3, 4,

5, 6, 7 and 8

28.30 1.94 3.17 3.19

1, 2, 3, 4,

5, 6, 7, 8 and

Center (C±x , C±y and C±z )

21.84 1.8 3.23 3.37

Table 5.1: Matrix properties for different numbers of fluxgate sensors at different

positions. The nomenclature for the positions of the fluxgates is explained in Fig. 3.3.

The column r represents the regularization method which is explained in Section 4.4.1

and r′ represents the regularization method which will be explained in Section 5.5.2.
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inverse, they do not solve the problem of ill-conditioning: the matrix must still be

regularized or the current fluctuations driven by the compensation system would

be unacceptably large. Even with significant changes in the fluxgate positions (for

example corners vs. center faces) the condition number changes at most by a factor

of three in the unregularized pseudo-inverse and a factor of < 2 for the regularized

pseudo-inverse. Interestingly, even if a large number of sensors are included (e.g. the

final two rows of the table), this does not necessarily have a positive impact on the

condition number.

Another conclusion is that an over-constrained system (more fluxgate axes than

coils) is not necessarily sufficient in order to have a well-conditioned problem. It is

not even clear whether an over-constrained system is absolutely necessary to generate

good control. For example, at the center face positions, the fluxgates only ever sense

a large magnetic field in one particular direction, because the magnetic field must be

perpendicular to the magnetic shield at this point. It effectively reduces the number

of fluxgate axes to six, which is equal to the number of coils being used for control.

And yet this gives an almost the same ill-conditioned properties for the matrix as any

other row in the Table. We also tried studies where we used only those six axes in

the control system, with very similar results to the corner-placement positions.

In Section 5.4, a simulation will be reported which is successful in reproducing

these results. Although not shown here, the results of PI tuning of the systems

for which we had enough sensors were also acquired. None of the positions gave

particularly better PI control than any of the others and all of them generally suffered

from the same current drifting problem.
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We also tried slight adjustments to the corner positions and this had a similar

small effect. It will be discussed further in Section 5.5.2 that it is also noticeable

that regularization by two different methods (the method of Ref. [69] and our new

method) agree.

5.3.2 Impact of Passive Shield

Fluxgate placements failed to solve the slow coil current response. Another hypothesis

developed around this time was that increasing sampling frequency would solve the

problem. So, besides the advantages discussed in Section 5.1, solving the slow current

response time was also a motivation to build the filters as that would allow us to use

the fastest sampling frequency of the ADC. As can be seen in that Section, using the

filter, we successfully reduced the response time but still suffered from current drifts

over long timescales.

Then we thought the passive shielding layer might have caused some slower re-

sponse of the system, perhaps due to slow changes in the magnetization of the shield.

To test if this affected the feedback and control system, we conducted tests where we

removed the magnetic shield from within the coil cube.

Figure 5.9 compares the response of the system with the outermost magnetic

shield layer inside the coil cube, to the response when no magnetic shields are present

within the coil cube. When the shield is removed, it changes the matrix elements

significantly. The matrix was therefore remeasured and the regularization process

redone. It was possible to get satisfactory results for the inversion of both matrices

(shield and no shield) using r = 2.8. Figure 5.9 demonstrates that removal of the
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Figure 5.9: Magnetic compensation results (a) with shield and (b) without shield

within the coil cube. The fluxgate positions are 1, 3, 6 and 8. The feedback and

regularization parameters are kpc = 0.0, kic = 1.0, and r = 2.8. The current supplied

to the perturbation coil was 25 mA when switch on. Resolution index 1 with 50

averages per cycle were used.

magnetic shield, while having a significant impact on the matrix elements, does not

have much impact on the effectiveness of the system to compensate the field. It also

has no impact on the current drifting problem, although the pattern of currents has

changed somewhat, because of the change in the matrix elements.
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Another difference between Fig. 5.9 and Fig. 5.7 is that the connection of the coils

to current sinks was changed, resulting in a change in the sign of some of the currents.

These kinds of changes were also done often in order to try to address the current

drifting problem and conduct tests of the current sinks.

In the end, neither fluxgate placement nor shielding effect provided a solution of

the current drifting problem. How we really started to determine the source of the

problem was by simulating the full, multidimensional feedback and control system.

5.4 Simulation of Multidimensional Feedback Sys-

tem

We developed a variety of simulation tools in order to understand the behavior of the

multidimensional PI control loop:

1. Three-dimensional finite-element analysis simulations in OPERA. These

were used to simulate

(a) the quasi-static magnetic response of the magnetic shield to Earth’s field

(b) the magnetic response of the magnetic shield to changes in coil-cube cur-

rents (in turn enabling us to determine M ), and

(c) the magnetic response of the magnetic shield to the perturbation coil (in

turn allowing us to simulate the PI system response to this perturbation.

2. Field Map Processing in Python. The OPERA simulations provided full

three-dimensional field maps. Python scripts were written to process and sim-
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plify the information into for example the matrix M , or the changes seen at

each fluxgate position when the perturbation coil was energized.

3. PI Simulation in Python. With this reduced information in hand, the full

PI loop was also simulated in Python in real time. This allowed us to simulate

the full time-dependent response of the feedback and control system to the

perturbation coil.

As will be shown, these simulations were quite successful in describing the system

including: the matrix M and its inverse, and the time-dependent response of the PI

loop to perturbation.

5.4.1 Simulation in OPERA to Generate Field Maps in Coil

Cube

OPERA 3D Finite Element Analysis (FEA) [98] simulation software was used for

simulating the prototype and generating field maps within the coil cube of the pro-

totype. OPERA is a multi-physics software package. We have used the Opera Static

Electromagnetics module which computes magnetostatic and electrostatic fields in

three dimensions. The module solves Maxwell’s equations for the static case in a

discretized model using FEA. For calculating magnetic fields from coils, the module

uses the Biot-Savart integral equation.

Geometry Definition in OPERA

Figure 5.10 shows the geometry as defined in OPERA, both with and without the

magnetic shields. The dimensions of the prototype passive shielding layers and the
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(a) (b)

Figure 5.10: Geometry in OPERA simulation (a) with passive shielding, and (b)

without passive shielding. The square in the back, appearing in both drawings, is the

perturbation coil. The direction of each of the three axes may be seen in (b).

stove pipe were given in Table 3.1. These were implemented using simple cylindrical

and planar shapes available in OPERA. The dimensions of the coils were given in

Table 3.2. These were implemented as wires of square profile 1.24 m × 1.24 cm. The

perturbation coil is 1.68 m away from the origin, which is at the center of the coil

cube.

The material of the magnetic shield was chosen to be linear with relative magnetic

permeability µr = 20, 000. Some air volumes were also drawn near the shields to aid

in meshing near the thin layers. A cubic mother volume with side length 4 times the

side length of the coil cube was used.
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All the information has been written in the comi format file which is the command

language in OPERA. Another comi file was made with no shield (Fig. 5.10(b)) for

simulation of that experiment. The dots in Fig. 5.10(b) represent some fluxgate

positions. But in general both simulations outputted full field maps so that the

fluxgate positions could be adjusted arbitrarily after the simulation was complete.

Figure 5.11: Settings to generate surface mesh in OPERA.

In OPERA, surfaces are first meshed, and then these meshes are extended into

the volume with a subsequent volume meshing step. The settings used to generate

the surface mesh are presented in Fig. 5.11, where a portion of the settings window is

shown. To generate the volume mesh there is one additional setting which is another

absolute tolerance; it was set to 1× 10−8.

Simulation Applying Current in Compensation Coils

In order to simulate the matrix M we need to energize each coil in turn and measure

the magnetic field change at each fluxgate position.

In OPERA, a coil was energized by setting its current density to 1 A/area, where

the area is determined automatically by the OPERA based on the dimensions pro-

vided. To conduct the finite element analysis, the TOSCA magnetostatic module
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of OPERA was used. The numerical solution convergence tolerance was set to be

1× 10−13.

A visualization of the magnetic field calculation in OPERA is shown in Fig. 5.12.

In this example, the upper (C−y ) coil has been energized. The magnitude of the

magnetic field is seen to decrease as the distance from the energized coil increases. In

this particular example, the passive magnetic shield was not present.

Figure 5.12: Map of the magnitude of the magnetic field in the yz-plane when the

C−y coil is supplied with 1 A current.

Once the solution for a single energize coil was completed, the field map was

outputted to a file using the post-processor of OPERA. The unit of the magnetic

field was set to be T, and we used the GRID command which evaluates the fields over

a uniform 3D grid. The grid started from −62 cm in x, y and z coordinates with an

increment of 1 cm and ends at +62 cm which covers the full cube dimensions. The

output of the GRID command gives a text (csv) file with 6 columns, where the first
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3 columns indicate the coordinates of the grid point (x,y,z) and the last 3 columns

indicate the magnetic field (Bx,By,Bz) at that point. In this way 6 field maps are

stored in 6 csv files, one for each of the 6 coils.

The Effect of Earth’s Field and of the Perturbation Coil

The field maps of the previous section were calculated in the absence of Earth’s field.

In general, the fluxgate setpoints were decided by first measuring the field and then

selecting the setpoint based on that measurement. The feedback system would then

try to lock the fields to those setpoints.

The average field measured by fluxgates surrounding the prototype without any

compensation system running were given in Table 4.2. This information was used to

try to simulate the setpoints. This was done for two field maps: one with no current

in any coils and another with current only in the perturbation coil. So, the field

map with no current in any coil will generate the setpoint i.e. Bs(setpoint) and the

field map with current in perturbation coil will generate the actual measurement i.e.

Bs(measure). The difference between Bs(measure) and Bs(setpoint) will generate the

change in field ∆B.

The six field maps generated by the coil-cube simulation of the previous section

can be added to these maps without loss of generality under the assumption of linear

material properties.

We used the same meshing as described earlier. The perturbation coil was ener-

gized, or left unenergized, in a similar fashion as used for the coil-cube. The main

difference compared to the previous coil-cube simulation was that the external mag-
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netic field H on TOSCA analysis module was set according to Table 4.2. Otherwise

the field was solved and outputted to a csv file as in the previous section. Two csv

files (one each for the perturbation coil switched on and off) were created.

When the perturbation coil was switched on, its current density was set to 770 mA/area.

The reason is that, in the experiment, 10 mA current was normally provided to the

perturbation coil which has 77 turns.

5.4.2 Field Map Processing in Python

A set of Python codes are used to generate files containing the matrix M and ∆B

perturbations from the OPERA field maps. The codes accept as input the field maps

and the coordinates for the fluxgate positions, and then output the relevant field

values from OPERA.

For comparison with the experimental M , the simulation M has been made by

choosing coordinates of the points as same as the sensor positions in the experi-

ment. Then the absolute differences between the experimental and simulated matrix

elements are calculated as

∆|Msc| = |M exp
sc | − |M sim

sc | (5.1)

where, |M exp
sc | and |M sim

sc | indicate the absolute values of the Msc elements both in

experiment and simulation respectively. The absolute value is taken to avoid any

potential sign errors in the coil directions in experiment compared to simulation.

The resultant differences ∆|Msc| are presented in Fig. 5.13. These can be com-

pared with the experimental values which were presented in Fig. 4.1.
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Figure 5.13: Differences between absolute experimental and simulated matrix ele-

ments ∆|Msc| (defined in the text). Horizontal axis indicates the various sensors,

which are counted using the index s. Vertical axis indicates the various coils, which

are counted using the index c.

In general, the simulated values are somewhat larger than the experimental values

resulting in Fig. 5.13 having more blue than red numbers. This is particularly true

of fluxgate sensor position 3 (3x, 3y, and 3z). The largest difference seen is in the 3x

sensor in its response to the C+
x coil. On average, the matrix elements agree within

about 30% with the matrix elements in Fig. 4.1, as can be seen from the change in the

color scales on the figures. The mean of the absolute values of the entries in Fig. 5.13

is found to be 168 nT/A, and the root mean square of the values is found to be 291

nT/A. These are indications of the average absolute deviation of the simulation from

the experimental values.

We expect that most of the differences can be attributed to discrepancies in the

sensor placements between the experiment and simulation. Experimentally, the value
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of the field measured and its slope with current are very sensitive to location in this

region between the coils and the shield. For example, the field near the surface of the

magnetic shield can be enhanced by a factor of 2 to 3 over the general background

field far from the shield.

Interestingly, the condition number of the two matrices are very similar. The

experimental M has a condition number of 29.6 and the simulated one is 30.5. Recall

that the condition number is the ratio of the maximum and minimum singular values.

This likely indicates that ratios of the important matrix elements are reproduced

better than the absolute difference would indicate. The singular value decomposition

also tends to correct sensor misalignment. In other simulations, we found that moving

sensors slightly or changing their alignment had little to no effect on the condition

number, even though the matrix elements might change.

In another experimental study, the stability of the matrix elements was measured

over an eight-hour period, continually ramping the currents on each coil and measur-

ing the slope over and over again. We found that the measured matrix elements were

reproducible at the level of 100 nT/A. We also discovered a technical issue that the

C−x coil current had stability issues, which turned out to be due a bad connection,

which was repaired.

Of course, the effect of the perturbation coil on the fluxgate signals was also

compared between experiment and simulation. We discuss these results further in

the case of the PI system operating, in the next section.
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5.4.3 PI Simulation in Python

The matrix M and perturbation coil ∆B simulations can now be implemented into a

dynamic PI simulation. The ∆B perturbation can be turned on at a particular time.

Errors in the coil currents (Eq. (4.3)) are generated using ∆B and the regularized

pseudoinverse of the simulated M . The same values of kpc and kic are used in the

simulation as in the experiment.

We decided to simulate the PI loop in real-time. In Section 4.5, the time difference

between two consecutive feedback loop is found to be 0.146 s. To match the same

time of completing a feedback loop both in simulation and experiment, we added a

time delay of 0.146 s in the PI simulation code. After adding the time delay, The

same process have been repeated for the same time duration as the experiment.

The comparison of the experimental and simulated PI loops is shown in Fig. 5.14.

It is seen that the coil current responses and field changes have similar pattern in the

simulation, when compared to the experiment.

The most amazing aspect of the graph is that the current drifting problem is

reproduced. The currents drift for long periods of time, whereas the field corrections

appear to occur on a much more rapid timescale.

Seeing this anomalous effect reproduced so accurately in the multidimensional PI

gave us confidence that it is a real effect which is somehow due to the algorithm

that we were following. This led to additional simulations and the discovery of new

ways to deal with the current drifting problem, without making large changes to the

apparatus.
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Figure 5.14: Magnetic filed compensation results in (a) experiment and (b) simulation.

The fluxgate positions are 1, 3, 6 and 8. The feedback and regularization parameters

are kpc = 0.0, kic = 1.0, and r = 3.1. The current supplied to the perturbation coil was

10 mA when switched on. Resolution index 1 with 50 averages per cycle were used.

5.5 Studies on the Regularization Parameter r

In Section 4.4, the regularization parameter r was introduced and then regularization

by random field fluctuations was discussed in Section 4.4.1 which is based on the

previous study from Ref. [69].

These studies were expanded in relation to the current drifting problem. We
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found that the current drifting problem can be reduced by adjusting r and the PI

parameters, treating r more-or-less as another free parameter. But this is generally

at the expense of also introducing higher-frequency noise.

Finally, a new method of determining the regularization parameter is proposed

which is unique compared to the Monte Carlo method introduced in Section 4.4.1

and used in Ref. [69]. The method is based on minimizing the condition number of

the regularized matrix, which gives similar results as the Monte Carlo method. The

correspondence between the two methods will be discussed in the following sections.

5.5.1 Effect of r on PI Tuning

The discussion on Section 5.2 suggests that the kic term in the PI feedback algorithm

is necessary for fast system response, and to reduce proportional droop and hence

the error signals. But, in including this term, we found that it also creates problems

in terms of the coil currents which take long periods of time to settle (several tens

of seconds). We called this problem the current drifting problem. Adjusting the PI

feedback parameters changed the problem somewhat but ultimately did not reduce

the current drifting time. Here, we focus on the effect of r on this problem, treating

it on a more equal footing with the PI parameters.

Figure 5.15 shows an example of the impact of changing kic when kpc is held fixed

and the regularization parameter r is set to its best value. Only the current in one coil

and the field measured in one fluxgate axis are shown so that the impact of changing

kic can be observed.

It is seen that there is no current drifting problem if kic = 0.0 is used, but that
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Figure 5.15: The C+
z coil current (left) and magnetic field change ∆B for sensor 8x

(right) with kpc = 0.6, r = 3.04 and different values of kic. In each case, resolution

index 1 with 50 software averages per cycle were used. Vertical dashed lines indicate

the perturbation coil state.

the field error is consequently larger. If kic = 0.8 is used, the field is corrected in a

few seconds to a smaller error, but the current drifts for considerably longer, about

10-20 seconds. This is similar to the observations described in Section 5.2. We have

also seen the effect in Section 5.2 that increasing kic after a point makes the current

unstable resulting in overshoot.

For these studies, we focused on the C+
z coil and the 8x sensor because they are

located closer to the perturbation coil and hence see the effect most.

We then tried changing r while keeping kic and kpc terms fixed. Figure 5.16 shows

the active compensation for same fluxgate positions and same settings as in Fig. 5.15,
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Figure 5.16: The C+
z coil current (left) and magnetic field change ∆B (right) for

sensor 8x with kpc = 0.6, kic = 0.37 and different values of r. In each case, resolution

index 1 with 50 software averages per cycle were used. Vertical dashed lines indicate

the perturbation coil state.

with kic = 0.37, and this time for different values of r. The observation is that

for decreasing r, the current drifting problem disappears, but the feedback system

introduces high frequency noise (the spiky behavior in the currents, which is also seen

at a somewhat reduced level in the ∆B).

It is natural that r should affect the PI control, because the error function involves

M−1 and therefore r (see for example Eqs. (4.3), (4.4), and (4.10)). If r is larger then

M−1 generally gets small. So, it would be reasonable to expect that if r increases

then we need to increase both kpc and kic accordingly (see Eq. (4.4)).

Therefore best that can be done to fix the current drifting problem is that r, kpc ,
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Figure 5.17: Currents (left) in all six coils (C±x , C±y and C±z ) and field change ∆B

(right). The fluxgate positions are 1, 3, 6 and 8. The feedback and regularization

parameters are kpc = 0.6, kic = 0.37, and r = 2.4. The current supplied to the

perturbation coil was 10 mA when switch on. Resolution index 1 with 50 averages

per cycle were used.

and kic be adjusted to reduce the current drifting problem without too much impact

on high-frequency noise. An example of an attempt to make this trade-off is shown

in in Fig. 5.17. Other than changing r to 2.4, this Figure uses the same settings as

Fig. 5.8(a). Indeed reducing r has increased the speed with which the currents settle,

but apparently increased high-frequency noise on the currents. However, this increase

in current noise does not increase the noise on the field measurements noticeably,

which is similar in both cases. In Fig. 5.18, we have retained this value of r = 2.4

and adjusted the PI parameters to attempt to further improve the response time on

the currents.

Eventually, it was discovered that neither of these solutions was truly optimal.
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Figure 5.18: Currents (left) in all six coils (C±x , C±y and C±z ) and field change ∆B

(right). The fluxgate positions are 1, 3, 6 and 8. The feedback and regularization

parameters are kpc = 0.0, kic = 1.0, and r = 2.4. The current supplied to the pertur-

bation coil was 10 mA when switch on. Resolution index 1 with 50 averages per cycle

were used.

We now characterize them as being generally ill-conditioned. The final solution is

discussed further in Section 5.7.

The above results show that if r (or the condition number) is bad (too big) then

no amount of PI tuning will help speed up the current drifting. If r is set too small,

it is expected to have an undesirable impact on the PI parameters. While this might

be acceptable in some situations, such as a case where the field noise is already rather

large, it is not the best general solution.
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5.5.2 Regularization by Matrix Condition Number Method

The condition number ofM and its regularized pseudo-inverse, and the regularization

parameter r were introduced in Section. 4.2 while discussing the inversion of the

matrix M . Moreover, in Section 4.4.1, the method of Ref. [69] of selecting the best

value for r by randomly generated field perturbations was discussed. The purpose of

this section is to report that this method of selecting r is equivalent to minimizing

the condition number of the regularized pseudo-inverse M−1.

Figure 5.19: (a) Condition number of M−1 vs. r, and (b) determination of r using

random field fluctuations. For a more complete description of (b) see Fig. 4.6.

The condition number of M−1 for different values of r is presented in Fig. 5.19(a)

and exhibits a clear minimum at r = 2.90 (indicated by the red diamond in the

Figure). It is seen that for r = 0, the condition number of M−1 ≈ 51 which is by

definition the same as the condition number of M itself. The minimum value of the

condition number is 3.2 which is a factor of 17 reduction. Recall that the ideal value
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of the condition number is unity.

Figure 5.19(b) shows the same matrix being analyzed using the random field

fluctuation method of Section 4.4.1 and Ref. [69], where current fluctuations are

traded off against field control. In this study, the “best” value r = 2.88 is determined,

which can be compared to r = 2.90 which minimizes the condition number of the

regularized pseudoinverse.

We tried this same comparison for a variety of different M and always found the

same level of agreement in the determination of r. A sample of results was shown in

Table 5.1. We think that the method of minimizing the condition number is more

robust because it does not involve random number generation and therefore is free of

any additional statistical error.

We suspect the excellent agreement seen between the two methods results from

the definition of Tikhonov regularization [85,87–89].

Given a vector of field fluctuations ∆ ~B and a vector of correction currents ∆~I, the

Moore-Penrose pseudo-inverse M−1 can be thought of as the matrix which minimizes

|∆~I −M−1∆ ~B|, which is analogous to chi-squared minimization for a system of

linear equations. Tikhonov regularization is used when this problem becomes ill-

conditioned, and introduces another constraint that simultaneously minimized the

modulus of the vector |∆~I| . In a way this is equivalent to the compromise being

made in the selection of the “best” r using the random field fluctuation method.

Current and field fluctuations are being traded off against one another in order to

prevent large current fluctuations from occurring.

We think, it is therefore not surprising that the two methods give good agree-
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ment. We feel the minimization of condition number is a better defined solution, not

requiring random number generation, and that it is a superior and robust method to

determine r.

5.6 “New” feedback algorithm vs. standard PI con-

trol

In Sections 4.5 and 5.2, the PI feedback algorithm and the studies of tuning both the

PI parameters and the regularization parameter r were discussed. The studies were

all based on the work of Ref. [69].

Subsequently, Refs. [71, 99, 100] made the claim that there is no need to use the

standard PI feedback algorithm. This led to a number of studies using the “new”

feedback algorithm, which indeed seemed to give similar results when compared to

the “old” feedback algorithm.

Eventually, we determined this is due to the fact that they are mathematically

equivalent under certain conditions which correspond closely to the typical operating

conditions of my active magnetic compensation apparatus.

The basis of the “new” feedback algorithm is presented in Ref. [71] as providing

an updated version of current ~In+1 which is based on the current determined by

the previous step ~In. The equation to be used to find the next current in the new

algorithm is

~In+1 = ~In +M−1( ~Bsetpoint − ~Bn
measure) = ~In +M−1∆ ~Bn (5.2)

which is taken directly from Eq. (28) in Section 5.5 of Ref. [71]. In this equation,
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∆ ~Bn is a vector of magnetic field values measured in the given feedback step. The

dimension is equal to the number of fluxgate axes being used for control (12 in our

case). The quantity M−1 is the Moore-Penrose pseudo-inverse (a 6× 12 non-square

matrix, in our case). The quantity ~In are a vector of currents (dimension 6, in our

case). The index n refers to the present feedback step. The index n + 1 on the

left-hand-side of the equation is indicating the next vector of currents that will be set

based on this feedback algorithm.

This algorithm can be compared with the standard PI algorithm, which were

presented in Eqs. (4.3), and (4.4). Naively, the main difference between the two

equations appeared to be that the current from the previous step was being used to

determine the next current with the error from the present step also being included.

Eq. (4.4) on the other hand, refers to the next current to the initial current, and

implements two control terms: a proportional term which appears similar to the

error term containing M−1 above, and an integral term containing an sum over the

past history of errors.

The new feedback algorithm was implemented into our code to test it. Experi-

mentally, it was discovered that the new algorithm gave very similar results to the

standard PI algorithm if we set kpc = 0 and used kic = 1.0. The results of such a test

are shown in Fig. 5.20, where the two algorithms are compared in both their current

and field response, and give suspiciously similar results.

In the case of kpc = 0 and kic = 1, the PI feedback algorithm in Eq. (4.4) can be

written as

~In+1 = ~I0 +
n∑
i=0

M−1∆ ~Bi, (5.3)
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Figure 5.20: “Old” ((a) and (b)) and “new” ((c) and (d)) feedback algorithms com-

pared. Panels (a) and (c) compare the currents in coil C+
z , and (b) and (d) the field

change ∆B for sensor position 1x. The feedback parameters used for the “old” PI

algorithm kpc = 0.0, kic = 1.0. The current supplied to the perturbation coil was

10 mA when switched on. Resolution index 1 with 50 averages per cycle were used.

where the same matrix and vector notation is being used as in Eq. (5.2).

Studying Eqs. (5.2) and (5.3) further, we were able to prove that the similar results

actually arise because the two implementations are mathematically equivalent.

Suppose that Eq. (5.3) is true. It will also have been true for the previous step

n→ n− 1

~In = ~I0 +
n−1∑
i=0

M−1∆ ~Bi. (5.4)

Eq. (5.3) can then be rewritten by removing the final term from its sum, then applying
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Eq. (5.4):

~In+1 = ~I0 +
n∑
i=0

M−1∆ ~Bi

= ~I0 +
n−1∑
i=0

M−1∆ ~Bi +M−1∆ ~Bn

= ~In +M−1∆ ~Bn,

(5.5)

which is just Eq. (5.2). This was further confirmed by implementing both algorithms

in the PI simulation of Section 5.4. In this case, the algorithms indeed gave identical

results since there is no experimental noise in the simulation.

Hence, we conclude that the “new” feedback algorithm of Ref. [71] is simply the

usual PI feedback algorithm, with the PI parameters being restricted to the particular

values kpc = 0 and kic = 1. The recommendation would be to keep these as tunable

parameters and allow for the potential of some ability to make adjustments to them

as necessary, rather than restricting them to particular values. It is interesting that

the particular tuning kpc = 0 and kic = 1 (integral control) does seem to be fairly

optimal for this particular system.

Reference [71] further mentions that due to time delays in their active magnetic

compensation system, it was logically more correct to use the current from three steps

prior to making the correction for the n+ 1 step

~In+1 = ~In−2 +M−1∆ ~Bn−2 (5.6)

(which is Eq. (30) in Section 5.5 of Ref. [71]). This could also be considered as another

form of PI tuning where the past history of the system is weighted differently.
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5.7 Coil Configuration

In light of the previous studies, there was now strong evidence to suggest that the cur-

rent drifting problem had more to do with the structure of the non-square matrix than

with other possible problems such as instability of the current sinks or issues with the

PI feedback loop. In consideration of this, we began to focus more on understanding

the matrix, its pseudo-inverse, and the concepts of matrix regularization.

In order to study a broader range of possible coil geometries, another Python

code was written which could perform magnetic field calculations for rectangular coils

wound in the free space. Since, it would not rely on OPERA simulations, the process

of generating matrices then became much faster. Studying such a case was also a

reasonable step, since the current drifting problem had been shown experimentally

not to depend on whether the magnetic shields were present withing the coil cube.

The code generated coil geometries that were highly idealized. They were like the

coil cube displayed in Fig. 3.3, but with the currents exactly on top of one another.

Fluxgate positions were again generally placed in the corners of a slightly smaller

cube, or could alternately be placed in the middles of the faces of cube, much like the

studies presented in Table 5.1.

Figure 5.21 shows an example of a matrixM generated by the code. The magnetic

fields generated by the code were cross-checked in multiple ways, since the code uses

only one formula for the field due to a straight line segment of current.

The interesting result of the code was that it would always give infinity for the

condition number of the matrixM when six coils were used, no matter what positions

for the fluxgates were used nor the number of fluxgate axes used. An example of one
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Figure 5.21: Color map of Msc elements for 24 fluxgate axes and 6 coils. In the

simulation, the six coils are wound on the edges of the six faces of a cube of side-

length 1.24 m, and the fluxgates are placed in the eight corners of a smaller cube of

side-length 1.20 m.

such simulation is shown in Fig. 5.22 where the Σ matrix involved in singular value

decomposition of the matrix M is displayed (see Section 4.4 for the description of the

process of singular value decomposition). The matrix Σ is a diagonal matrix whose

elements are the positive square roots of the singular values of MTM , sorted from

largest to smallest.

The condition number is the ratio of the largest Σ11 component of the Σnn where

n = 6 is limited by the number of coils. The key problem with the matrix Σ was that

the Σnn matrix element was always zero. Changing the geometry (coils or fluxgates)

would alter the other singular values, but would never make the smallest singular

value larger than zero.

We then tried to understand the reason for the minimum diagonal element being
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Figure 5.22: Color map of diagonal matrix Σ found by SVD of simulated M for

24 fluxgate axes and 6 coils. Coil dimensions and fluxgate positions are given in

Fig. 5.21.

Figure 5.23: Color map of orthogonal matrix V T found by SVD of M for 24 fluxgate

axes and 6 coils. Coil dimensions and fluxgate positions are given in Fig. 5.21.
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zero, by studying the right singular vectors, which are represented by the rows of V T .

This matrix is displayed in Fig. 5.23.

The singular values may be analogized to eigenvalues seen in the case of square ma-

trices. The diagonal matrix represented by the eigenvalues express the same matrix,

where an orthogonal similarity transformation to the eigenbasis has been performed.

The rows of the orthogonal transformation are the eigenvectors corresponding to each

eigenvalue. Likewise the right and left singular vectors for a non-square matrix ap-

pears in the rows or columns of the square V T and U , respectively.

The matrix V T corresponds to the right-singular vectors, which in turn correspond

to the coil basis. It is a square, orthogonal matrix. As presented in Fig. 5.23, each

row corresponds to a singular vector. Row 1 corresponds to the singular value Σ11

and row 6 corresponds to the troublesome singular value Σ66 = 0. Examination of

the singular vector reveals why this is the case.

We can imagine the elements of the singular vector as describing eigen-currents.

In row 6, this would describe a set of currents like those depicted in Fig. 5.24. In this

case, if the coils all overlap perfectly, as they do in this simulation, such a mode has

a net current of zero. Hence, no matter what the total current applied to this mode,

it will never generate a magnetic field. Hence the singular value is always zero.

To understand this at a more fundamental level, we can write the field generated by

coil c at the point r as an expansion about the origin in terms of spherical harmonics

Φl,m(r, θ, φ):

Bc(r) = Ic
∑
l,m

χl,mc Ψl,m(r) , (5.7)

where χl,mc is a constant with units nT/A/ml−1 that gives the efficiency of each mode
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(a) Current Direction in C±x (b) Current Direction in C±y

(c) Current Direction in C±z

Figure 5.24: Singular currents corresponding to the singular value Σ66 = 0. The

currents are equal in magnitude but opposed in direction for each of (a) C±x , (b)

C±y and (c) C±z . When added, the net current (and hence field) is always zero, thus

explaining the singular value of zero.
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and Ψl,m(r) = ∇Φl,m(r, θ, φ) gives the spatial dependence of the field components

of the l,m-th mode of B that satisfy magnetostatics in free space (i.e., ∇ · B =

∇×B = ∇2B = 0). The elements of matrix M can now be written as

Msc =
∑
l,m

χl,mc Ψl,m(rs) · ês , (5.8)

where ês is a unit vector along the direction of sensitivity of sensor s. The net field

due to all coils detected by sensor s is therefore

Bs =
∑
c

Msc Ic (5.9)

=
∑
l,m

(∑
c

Ic χ
l,m
c

)
Ψl,m(rs) · ês . (5.10)

In regard to the matrix M in Fig. 5.21 for the six overlapping coils, it is clear from

Eq. (5.9) that all Bs = 0 when |Ic| = I and the appropriate sign of the current in each

coil is that shown in Fig. 5.24. What is more illuminating, however, is that the term

in brackets in Eq. (5.10) must be uniquely zero for every mode l,m in this case. This

insight provides a way forward for understanding and avoiding the ill-conditioned

problem.

For example, for a set of cubic coils that are close to each other, but not perfectly

overlapping, it will be impossible to make
∑

c Ic χ
l,m
c = 0 for all l,m regardless the

choices of Ic. This change in the coil configuration is ultimately reflected in different

Msc values, which subsequently result in a finite – rather than infinite – condition

number, which is a step in the right direction. However, Σ66 will still be small in

this case (due to the similarity of the new χl,mc values with those of the perfectly

overlapping case) and the problem with ill-conditioning would persist. A clear way to

avoid ill-conditioning, however, would be to ensure that each coil generates a unique
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mode, which is to say through the use of orthogonal coils. In this scenario, there are

only as many modes as there are coils, and χl,mc = 0 for all but one of the coils for each

mode. It is clear, then, that except for the trivial case where all Ic = 0, it will not be

possible to generate a zero field mode, which is the signature of ill-conditioning.

In regard to the cubic coils of this study, a natural question becomes, in light

of this analysis, how might one modify the coils or their operation so as to avoid

the zero-field mode. The answer comes from both Fig. 5.24 and Eq. (5.10). From

the current diagram in Fig. 5.24, it is clear that the sum of the currents of any two

drawings is equal and opposite to that of the third. As a result, by not allowing the

latter to exist (e.g. by tying the two coils together with the same current direction,

say) the zero-field mode cannot be excited. This is equivalent to altering the values of

χl,mc through a modified coil configuration, which ultimately eliminates the possibility

of the term in brackets in Eq. (5.10) from being zero for every l,m.

This idea was implemented in the Python code by requiring that the currents in

the C+
z and C−z always be in the same direction and have the same value, i.e. like

the currents in a Helmholtz coil. This means that there are only five independently

controlled currents, which we denote C+
x , C−x , C+

y , C−y , and C±z . More about the coils

that generate spherical harmonics are discussed in Section 6.2.4.

The simulated matrix M for this configuration is shown in Fig. 5.25. Naively, it is

not considerably different in terms of the corresponding matrix for six coils, which was

displayed in Fig. 5.21. However, upon performing the singular value decomposition,

the differences become evident.

Figure 5.26 displays the Σ matrix resulting from singular value decomposition.
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Figure 5.25: Color map of Msc elements for 24 fluxgate axes and 5 coils. Coil dimen-

sions and fluxgate positions are the same as for Fig. 5.21.

Figure 5.26: Color map of diagonal matrix Σ found by SVD of simulated M for 24

fluxgate axes and 5 coils.

This results in five singular values, one for each coil mode. Most importantly, the

singular value which was zero has been removed from the matrix. The remaining

singular values are now also all of similar order of magnitude. The condition number
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of the matrix is 2.01, which is a considerable improvement compared to the infinite

condition number of the six-coil system.

Figure 5.27: Color map of orthogonal matrix V T found by SVD of M 24 fluxgate

axes and 5 coils.

The matrix of right singular vectors V T is displayed in Fig. 5.27. The uniform

field modes are clearly visible in rows 1, 3, and 4, corresponding to Helmholtz-like

singular current modes. Two gradient modes also appear in rows 2 and 5, which

are different combinations of the anti-Helmholtz-like gradients in each of the x and y

directions.

This solution was then implemented into the active magnetic compensation sys-

tem. Rather than physically wire two coils together, a software solution was used

where the currents in one pair of opposing coils were required to be equal and run in

the same direction.

The results of matrix measurement followed by singular value decomposition are
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Coils
Matrix

Condition Number

Inverse Matrix

Condition Number

Regularization

Parameter r

C−x , C+
x , C−y ,

C+
y , C−z and C+

z

26.37 (25.96) 1.71 (1.61) 3.04 (2.96)

C±x , C−y , C+
y ,

C−z and C+
z

2.26 (2.05) 1.08 (1.06) 3.60 (3.57)

C−x , C+
x , C±y ,

C−z and C+
z

2.27 (2.04) 1.09 (1.06) 3.62 (3.54)

C−x , C+
x , C−y ,

C+
y and C±z

2.41 (2.09) 1.10 (1.07) 3.56 (3.50)

Table 5.2: Matrix properties for different 6- and 5-coil configurations for fluxgate

sensors at 1, 3, 6 and 8. The values inside the parentheses indicate the calculation

done with shield present.

shown in Table 5.2. Since 4×3 fluxgate axes could be instrumented, only such matrices

were considered. The measurements shown inside and outside the parentheses were

done with and without the magnetic shield within the coil cube. It is seen that they

are similar as expected from the discussion in Section 5.3.2.

Table 5.2 shows that the condition number of the matrix is reduced by more than

a factor of ten when comparing the six-coil solution to the five-coil solution. Con-

figurations where opposing coils in the x, y, and z directions are alternately selected

for the Helmholtz-like current configuration in the five-coil solution. Table 5.2 shows

that any of these configurations gave essentially the same results for the condition
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number.

Clearly, in the six-coil case, it is an absolute necessity to regularize the matrix.

As discussed earlier, this may be done by adjusting the regularization parameter to

minimize the condition number of the Tikhonov regularized pseudoinverse. Tikhonov

regularization was also studied for the five-coil case, to see if it had any impact on the

PI feedback system. Results of the Tikhonov regularization process are also displayed

in Table 5.2.

Figure 5.28 shows experimental data which demonstrate the success of the five-coil

method compared to the six-coil method. In this case, we have compared the matrices

with our regularization method, determining the best value of r based on its ability

to minimize the condition number of the resultant pseudo-inverse (see Section 5.5.2).

Figs. 5.28(a) and (b) correspond to the settings described in the first two rows of

Table 5.2.

The main success is that in the five-coil algorithm, the currents settle rapidly

after the excitation coil has been switched on, and return rapidly to their initial

values when switched off. This can be contrasted with the six-coil algorithm where

the current drifting problem is quite evident: the coil currents take more than ten

seconds to settle.

Another clear success is that in the five-coil case, the coil C+
z , which is closest to

the perturbation coil, is the one that has the most current driven by the feedback al-

gorithm. Certainly this would be the expected result. In the six-coil case, Fig. 5.28(a)

demonstrates that the initial coil responses are quite similar to the five-coil method

(within the first < 1 s), but then the current drifting problem sets in, and the cur-
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Figure 5.28: (a) 6-coil feedback algorithm compared with (b) 5-coil feedback algo-

rithm, where the only change is that the currents C+
x and C−x are required to be a

common current C±x . Both pseudoinverses have been regularized using the method

described Section 5.5. Coil currents are shown in the left panels while magnetic field

changes are shown in the right panels. In both (a) and (b), the feedback parameters

are kpc = 0.0 and kic = 1.0.

rents grow in coils where one would expect them to be small. The growth of the

problematic mode with singular value zero is also quite evident in the six-coil case:

the currents in opposite coils have opposite changes relative to the initial current and
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are roughly equal in magnitude. This is the mode that in the ideal simulation does

not generate any magnetic field. Because of the smallness of the effect of this mode,

the six-coil algorithm tends to set the current to a somewhat arbitrary value.

In both the five-coil and six-coil cases, the overall results for the reduction in the

magnetic field at the control sensor positions are quite similar. Some small, longer

term drifts in the six-coil case can be seen. We expect that this happens because the

field generated by the problematic mode is small but non-zero, because the coils do

not exactly overlap as they do in the ideal simulation. There is some evidence that

there is additional higher frequency noise in the six-coil case, which could be coming

from the considerably larger and less stable currents generated by the problematic

mode.

So, while the two algorithms give similar results for the generated magnetic fields,

clearly the five-coil algorithm is more desirable because smaller coil currents with

smaller random fluctuations are generated. The five-coil system is clearly responding

to a field in the z-direction that is located near the C+
z coil.

The five-coil algorithm can even be operated without the need for Tikhonov reg-

ularization of the pseudo-inverse. Figure 5.29 compares the six-coil and five-coil

algorithms when no regularization is performed. The five-coil case performs well,

perhaps even better than the results displayed in Fig. 5.28(b) because the field fluc-

tuations are smaller. This might also indicate that the PI feedback parameters are

not fully optimal, since more overshoot is also evident in Fig. 5.29(b) when com-

pared to Fig. 5.28(b). For this study, the feedback parameters were held constant,

and in Section 5.5, a relationship between these parameters was shown. Additional
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Figure 5.29: (a) 6-coil feedback algorithm compared with (b) 5-coil feedback algo-

rithm, where the only change is that the currents C+
x and C−x are required to be a

common current C±x . No regularization of the pseudoinverse has been done in either

case. All other parameters are the same as for Fig. 5.28.

optimization is possible and could affect this conclusion.

In general, we expect that the non-regularized solution is superior. Tikhonov

regularization introduces additional constraints in order attempt to keep a poorly

conditioned feedback system from oscillating. It is a superior principle to design the

system to be well-conditioned rather than relying on Tikhonov regularization to solve
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the problem of ill-conditioning. This is also one of the general conclusions of Ref. [71].

In Figs. 5.21 and 5.25, the ideal simulation results of the matrix M is shown. The

matrix M measured experimentally is similar in its structure to these simulation

results.

Figure 5.30: Color map of diagonal matrix Σ found by SVD of experimentally mea-

sured M for the available 12 fluxgate axes and for (a) 5 coils, where the C±x coils are

required to carry the same current, and (b) 6 coils which, are permitted to carry any

current.

It is interesting to compare the results for the diagonal matrix Σ in simulation and

experiment. The experimental results for Σ are presented in Fig. 5.30, for both the

five-coil and six-coil case. These can be compared with the simulated results which

were presented in Figs. 5.26 and 5.22. It can be seen that, despite having only 12

fluxgate axes available experimentally, the Σ matrices compare favorably with the

simulated counterparts. In general the matrix elements are smaller experimentally,

but this is simply because the fluxgates were located about 8-10 cm inside the corner

positions of the coil cube, whereas in the previously presented simulations, they were

only 2 cm inside and hence were closer to the coils.
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The main similarity is in the trends of the singular values and in the condition

number of the matrix. In the five-coil case, the singular values are all the same order

of magnitude, and the condition number is 2.26 (see also Table 5.2). In the six-coil

case, the first five singular values are of similar orders of magnitude, and the sixth

is significantly smaller. In the simulation (Fig. 5.22), this singular value was exactly

zero. We expect the difference (zero vs. non-zero) is due to the currents not exactly

overlapping in the experimental case.

Figure 5.31: Experimentally determined right singular vectors, represented by the

rows of the matrix V T resulting from SVD of the experimentally measured matrix

M .

Similarities can also be seen in the right singular vectors, described by the rows of

the V T matrix. The experimental results for the right singular vectors are presented

in Fig. 5.31 and can be compared with the simulation results which were presented

in Figs. 5.23 and 5.27. In Fig. 5.31(b), the problematic mode corresponding to the

smallest singular value can indeed be seen to result from opposing currents of nearly

equal magnitude being generated in each of the six coils. In the five-coil experimental
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results shown in Fig. 5.31(a), a similar pattern of singular vectors can be seen as for

the simulated version presented in Fig. 5.27. Row 1 corresponds to the uniform field in

the x-direction. Rows 2 and 5 appear to correspond to admixtures of gradients in the y

and z directions. Row 3, having two red values in C+
y and C−y most closely corresponds

to a uniform field in the y-direction, whereas row 4 corresponds most closely to the

uniform field in the z-direction. There is some admixture of the identities of the

singular vectors which are likely due to some experimental geometrical imperfections.

Figure 5.32: Five-coil feedback algorithm, where the currents C+
z and C−z are re-

quired to be a common current C±z . Tikhonov regularization of the pseudoinverse has

been done, although the results would be very similar even without this. All other

parameters are the same as for Fig. 5.28.

In Fig. 5.28(b), it was shown that the dominant current response to the excitation

coil was in the C+
z coil. The reason for this is that the C+

z coil is located at the closest

position and in the correct direction to cancel the field coming from the excitation

coil. For that study, the C±x coils were required to have a common current. We were
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interested to study the effect on the five-coil feedback algorithm if common current

was required in the C±z coils instead.

The results of this alternate choice are shown in Fig. 5.32. Turning on the excita-

tion coil indeed causes the common C±z current to become more positive with have the

change of the previous result for C+
z in Fig. 5.28(b). The system now must generate

a large gradient in the z-direction. This can now only be achieved by excitation of

the other four coils as shown in Figs. 5.24(a) and (b).

We think an interesting point in this case is that, for this particular positioning

of the perturbation coil, it would clearly be desirable for the system itself to be able

to generate different currents in C+
z and C−z if aiming to have the smallest changes

in the currents.

The tests were also redone with the magnetic shield inside the coil cube. Not

surprisingly, the conclusions were the same.

Figure 5.33: Color map of diagonal matrix Σ with the magnetic shield in place found

by SVD of experimentally measured M for the available 12 fluxgate axes and for (a)

5 coils, where the C±x coils are required to carry the same current, and (b) 6 coils

which, are permitted to carry any current.
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Figure 5.33 shows the results for the Σ matrix when the magnetic shield is in place.

The general trends in the singular values are very similar as in the case without the

magnetic shield. As reported in Table 5.2, the condition number in the five-coil case

is 2.05 and in the six-coil case it is 25.96.

The right singular vectors corresponding to the coil modes also show similar trends.

For the six-coil case, the same problematic mode is present. For the five-coil case,

the same general mode structure is apparent, consisting of three uniform field modes

and two gradient modes in the same pattern.

Figure 5.34: Five-coil feedback algorithm with the magnetic shield placed inside the

coil cube. The currents C+
y and C−y are required to be a common current C±y . All

other parameters are the same as for Fig. 5.28.

The improvement in the general feedback system operation for the five-coil feed-

back algorithm is also very clear when the magnetic shield is within the coil cube.

Results of the usual test with the excitation coil are shown in Fig. 5.34, where the

non-regularized pseudo-inverse has been used. For Fig. 5.34, the C+
y and C−y coils
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have been required to carry a common current C±y while the other five coils may be

adjusted freely. Even with the magnetic shield present, the results are very similar to

Fig. 5.29(b) where no shield was present. The results were also compared with redid

in PI simulations and a similar behaviour was observed as expected.

5.8 Other metrics of feedback system performance

In Section 4.6, some additional quantitative measures of the magnetic compensation

performance were introduced. These metrics had been used in the previous studies

of Refs. [69–71]. The two metrics that will be discussed further in this section are

• the readings of central internal sensors when the compensation system is used,

and

• the Allan standard deviation, which is used to gauge the effectiveness of correc-

tions over long timescales.

The general conclusion of these studies is that they are in qualitative agreement

with the previous works of others. We also believe that one of the main limiting

factors relates to the need for more advanced coil design, which is discussed further

in Chapter 6.

5.8.1 Internal Sensor Perturbations

Most of the results that was showed so far are related to the magnetic field measured

by 12 fluxgate sensors positioned within the coil cube just outside the region of in-

terest. Normally when these data were taken, we simultaneously acquired data for
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two additional fluxgate axes placed centrally within the coil cube. These sensors were

not used in the feedback algorithm. The idea was to use these as a way to estimate

average feedback system performance within the region of interest.

Figure 5.35: Central magnetic field in the z (blue) and x (red) directions. The 6-

coil feedback algorithm was used. The left graphs show the case when the magnetic

shield (the outermost layer of the 4-shell system) is present. The right graphs show

the case when no magnetic shield is present. A current of 10 mA was applied to the

perturbation coil.

Figure 5.35 shows the magnetic fluctuation reduction on the central sensors in z,

and x axis for the 6-coil feedback algorithm discussed in the previous Section. Results

are compared when the outermost magnetic shield of the four-shell magnetic shielding

system is present. The presence of the magnetic shield reduces the perturbation of the

central field by a factor of 25. Otherwise the results are quite comparable, showing a

similar fractional reduction of the effect of the perturbation, which is dominantly in

the z direction. The central field in the z direction is reduced by a factor ∼ 2/3.

The results are virtually identical if the 5-coil feedback algorithm is used (Fig. 5.36).
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Figure 5.36: Central magnetic field in the z (blue) and x (red) directions. The 5-coil

feedback algorithm was used, with the currents C±x being constrained to be equal.

The outermost layer of the magnetic shielding system was placed around the sensors

and within the coil cube.

This is not surprising because generally the magnetic field results were often quite

similar for the 5- and 6-coil algorithms when properly tuned, despite the currents in

the 6-coil algorithm experiencing the current drifting problem.

We also did various other trials varying the feedback system parameters, and

adjusting the current applied to the perturbation coil, both with and without the

magnetic shield present. In general the reduction in the central z field was similar.

While it is not a large reduction, the result is relatively consistent with our results

for the general reduction in the field at the external sensor sites when the feedback

system is used to correct the effect of the perturbation coil (see the previous Section).

In that case also, the general reduction in the field at the external sensor sites was by
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a factor of roughly 1/2 to 2/3 on average. We expect that in order to provide better

overall compensation results, the chief improvement will be in coil design, which was

beyond the scope of this thesis.

5.8.2 Allan Deviation Results

The definition of the Allan standard deviation and the “shielding factor” were dis-

cussed in Section 4.6. Recall that the shielding factor is the ratio of the estimated

uncompensated Allan deviation to the Allan deviation of the measured external flux-

gate sensors.

This Section presents our results for Allan deviation measurements under two

conditions:

• “Natural” fluctuations with feedback on. In this case we tried to compensate

typical environmental changes in the magnetic field in the laboratory at U. Win-

nipeg.

• Simulated drift, where the current in the perturbation coil was ramped slowly

over a long time, to see how well the feedback system could correct a linear

drift.

In each case, the feedback system provided a shielding factor (ratio of uncorrected

to feedback-corrected Allan deviations) larger than one.

Figure 5.37 shows a measurement of fluxgate readings over a 24-hour period with

the feedback system switched off. This gives an impression of the overall scale of the

fluctuations that the feedback algorithm must correct. It was based on measurements
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Figure 5.37: (a) Field change ∆B in 12 fluxgate sensors placed within the coil cube

for 24 hrs with feedback algorithm switched off. (b) Corresponding Allan deviation.

like this that feedback system was designed with a dynamic range capable of correcting

a few hundred nT in the fluxgate readings. The Allan deviation shown in Fig. 5.37(b)

typically rises with a τ 1/2-τ 1/3 dependence, which is similar to a 1D random walk.

In order to ensure that the feedback system will not induce noise at higher fre-

quencies, the PI parameters were re-tuned, resulting in reasonable values of kpc = 0.1

and kic = 0.37. The response of the system to a step perturbation with this re-tuning

is shown in Fig. 5.38. The main feature to be observed is the coil currents do not

experience and overshoot and appear more like a critically damped solution than in

the previous sections. This does not have much effect on the long-time behavior of the

system, and keeps the noise at higher frequencies (near the loop correction frequency
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(a)

(b)

Figure 5.38: (a) 5-coil feedback algorithm with the currents C+
x and C−x required to

be a common current C±x . Coil currents are shown in the left panel while magnetic

field changes are shown in the right panel, (b) zoomed coil currents near the time

when the perturbation coil is engaged. The feedback parameters are kpc = 0.1 and

kic = 0.37.
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of 6 Hz) suppressed. In this way the shielding factor (ratio of Allan deviations) at 1 s

is always & 1.

The feedback algorithm corrects the natural field fluctuations well. Figure 5.39

shows the results of a run over a 4096 s period (just over an hour). In Fig. 5.39(a),

it can be seen that in general the fluctuations in the fluxgate readings are reduced

compared to their expected values. This is also seen in the Allan deviations shown in

Fig. 5.39(b), where the uncorrected readings (shown in grey) are seen generally to have

a larger Allan deviation than the corrected readings (shown by the colored curves).

In Fig. 5.39(c), the ratio of Allan deviations (uncorrected/corrected), which is defined

as the shielding factor, is shown. In general the shielding factor is larger than one

and less than about 2. For longer averaging times, x- and y-axis shielding factors of

some of the sensors drop below one, indicating that the system failed to stabilize the

magnetic fluctuations in these directions. However, on average the feedback system

improved the fluxgate reading stability over time. For the longest times τ & 100 s,

there is also some increased statistical fluctuation in the data.

Figure 5.40 shows the behavior of the coil currents for this run over time. It can

be seen that the currents are indeed responding to changes seen in the magnetic field,

for example the step feature near t = 3500 s.

In these particular hour-long runs, a common feature was that the variations in

field were smaller than over a typical 24 h period. It is just a coincidence that the

environment happened to be quieter during these runs.

The results of another similar hour-long sample run are shown in Figs. 5.41

and 5.42. The general observations are similar. This run had some increased noise
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Figure 5.39: 5-coil feedback algorithm for “natural” fluctuations. (a) Magnetic field

changes ∆B over time (b) Allan deviation, and (c) shielding factor. Grey curves show

the results for the estimated uncorrected field values. The feedback parameters are

kpc = 0.1 and kic = 0.37.

Figure 5.40: Coil currents for the run shown in Fig. 5.39.
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Figure 5.41: Second example run of 5-coil feedback algorithm for “natural” fluctua-

tions. (a) Magnetic field changes ∆B over time (b) Allan deviation, and (c) shielding

factor. Grey curves show the results for the estimated uncorrected field values. The

feedback parameters are kpc = 0.1 and kic = 0.37.

Figure 5.42: Coil currents for the run shown in Fig. 5.41.
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which begins at about t = 2500 s. Nonetheless the feedback algorithm keeps the

shielding factor generally above one.

In order to induce a long-term drift in the fluxgate signals, we also conducted

runs where we slowly ramped the current in the perturbation coil over the 4096 s

measurement period. The results of one such run are shown in Figs. 5.43 and 5.44.

In Fig. 5.43, it can be seen that all the fluxgate signals ramp slowly over time, in

addition to experiencing the usual smaller environmental changes. Otherwise, in

terms of the Allan deviation, the feedback system performs similarly to before. The

different form of the long-term drift in the perturbation manifests itself as a linear

dependence of the Allan deviation at long times, as can be seen in Fig. 5.43(b). But

the shielding factor (Fig. 5.43(c)) is generally still with the range of 1 to 3. Figure 5.44

shows that the perturbation coil generally affects the current C+
z in the coil closest

to the perturbation coil, as seen previously when a step in current is applied to the

perturbation coil and when using this 5-coil feedback system configuration.

Figs. 5.45 and 5.46 show another example run where the current in the perturba-

tion coil was ramped. This run is somewhat unique in that it experienced very little

environmental noise over the course of the run. This is seen through the Allan devi-

ation in Fig. 5.45(b) which rises more slowly than usual, smoothly transitioning to a

linear dependence at long times because of the drift induced by the ramping of the

perturbation coil. Otherwise the behavior is quite similar to the previous example.
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Figure 5.43: Correcting a slowly ramped current in the perturbation coil. (a) Mag-

netic field changes ∆B over time (b) Allan deviation, and (c) shielding factor. Grey

curves show the results for the estimated uncorrected field values.

Figure 5.44: Coil currents for the run shown in Fig. 5.43.
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Figure 5.45: Second example run correcting a slowly ramped current in the pertur-

bation coil. (a) Magnetic field changes ∆B over time (b) Allan deviation, and (c)

shielding factor.

Figure 5.46: Coil currents for the run shown in Fig. 5.45.
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Chapter 6

Conclusion

6.1 Key Findings

The goal of my MSc thesis work was to develop a working AMC prototype using multi-

dimensional PID control to compensate magnetic field fluctuations, based on the work

of Refs. [69, 70]. This primary goal was successfully achieved and the work went

beyond well beyond that in several respects. In the process of developing the system,

I discovered a host of new challenges, to which I found innovative solutions. Below I

list the key improvements made to the system and the results of those improvements.

They are the following:

1. 4th order low pass Butterworth filter

I designed active filters which are excellent in reducing high frequency noise,

even slightly better than the low pass filter (LPF) of Bartington’s SCU1. The

filters will be important for future studies facing high frequency (> 10 Hz) noise

issues. The filters could be improved further by designing them with variable
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gain and offset, which is an advantage of the SCU1. This would make it easier to

adjust the range of values passed to the DAQ module, without much additional

noise. An important example would be to amplify and acquire signals from

fluxgates located inside the passive shielding where all magnetic fields are very

small. In such cases, I used the SCU1 with gain 100 so that it can easily be

read by the ADC. This is one reason that in my case, to acquire the fluxgate

signals placed inside the shield within the coil cube. In such cases, I used the

SCU1 with gain 100 so that it can easily be read by the ADC.

2. Finite Element Analysis and Multi-dimensional PI control simulation

The simulation of the prototype AMC system was vital to demonstrate a full

understanding of the experimental results. Finite element analysis (FEA) was

used to generate both the matrixM and the field change ∆B due to the pertur-

bation coil for any number of the sensors placed within the coil cube. The FEA

results were then used in a time-dependent PI feedback algorithm implemented

in Python. This resulted in a real time PI control simulation which gave agree-

ment with experiment. Problems observed in the data, for example the current

drifting problem, were correctly reproduced by the simulation. Even a simu-

lation conducted in free space based on analytical magnetic field calculations

(not requiring OPERA) showed many of the same issues. The strong message

for future work is to use this kind of simulation as a tool for testing the entire

system before it is built.

3. Better understanding of matrix inversion, PI parameters, and tuning
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The author of Ref. [69] proposed matrix inversion with Tikhonov regularization,

which I followed initially. I realized later, however, that there was more to the

story. I noticed there a relationship between the regularization parameter r and

the PI parameters. I came to the conclusion that no amount of PI tuning could

reduce the current drifting problem even though r was optimized according to

Ref. [69]. However, I found that the current drifting problem could be reduced

by treating r more-or-less as another free parameter at the cost of introducing

high frequency noise. Moreover, I proposed a new method to find r based

on the condition number of the matrix which I argue is more robust than the

method of Ref. [69]. Eventually, I realized that regularized matrix inversion was

nonoptimal. It can be avoided by carefully designing a well-conditioned system.

This conclusion is consistent with Ref. [100].

References [71,100], further proposed a new feedback algorithm. I showed that

this was equivalent to a PI system restricted to one particular choice of tuning

parameters. It is clearly better not to use a restricted set of tuning parameters.

4. Coil current modes based on coil configuration

Solving the current drifting problem was one breakthrough of this thesis. After

many experimental tests, I found that the simulation in free space was very

effective in improving the understanding of the problem. I discovered that the

6-coil feedback algorithm always had one mode which generated zero field no

matter what the current. This resulted in one singular value that was always

near zero. Tikhonov regularization tries to force this mode to be treated on

an equal footing with the others. I found a superior solution which connects

143



Conclusion

two coils in series (a 5-coil feedback algorithm) thus preventing the undesirable

mode from occurring. It was then I realized that I did not need to regularize the

system if the system is well conditioned in the first place. In the end, I agreed

with Ref. [71] that a low condition number (near unity) is a measure of good

system design. As further coil design was beyond the scope of this thesis, it

suggests future work studying coil design in the context of the condition number

to study the ill-conditioning problem.

6.2 Recommendations on the Active Magnetic Com-

pensation System Design Process for TUCAN

In this Section, I make a few general recommendations on how I would proceed if

designing the ultimate active magnetic compensation system for the TUCAN nEDM

experiment.

6.2.1 Test designs based on known perturbations

One of the key observations that suggested my system was finally working properly

was that when the perturbation coil was turned on, the system would respond domi-

nantly by turning on only the nearest coil that generates a field in the same axis as

that coil (in the 5-coil system). In the 6-coil system, this was not the case. All 6

coils would eventually engage. Eventually I determined that this was simply an error

induced by inappropriate constraints being placed on the system, which were covered

up by the process of matrix regularization. What I wish I had done early would have
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been to recognized that this is a sign of a failing treatment of the matrix. This would

have helped me to focus in on the real problem and solve it faster.

Another recommendation related to this one is to carefully measure the perturba-

tions expected, or to simulate the planned perturbations if driven by a perturbation

coil. A plan to measure background field fluctuations at TRIUMF is ongoing at this

time [55], and a perturbation coil for testing has already been built there [101, 102].

These should be used, in simulation, to test any planned multi-dimensional PI system.

Based on the discussion above, if I had conducted such analysis in simulation first, I

would have discovered the solution to the current drifting problem much earlier.

6.2.2 To regularize or not to regularize

My recommendation is to develop a system with sufficient degrees of freedom and

with condition number as close to unity as possible.

In my case, the matrix regularization tended to stabilize the magnetic fields prop-

erly, but gave a very slow response in the currents. Eventually this was found to

be due to a poorly constrained system with too many degrees of freedom. Tikhonov

regularization made the system work, after a fashion, but could not solve the current-

drifting problem. The reason is that Tikhonov regularization forced the “zero field”

mode (singular value zero) to contain some current. There is no real purpose to have

this mode exist at all.

My expectation is that this problem can be solved in an alternate way. In my case

of a 6-coil system, it was easy. I simply reduced the number of degrees of freedom

of the system without loss of generality, so that there were only five independent
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currents (5-coil system). I expect this solution can be generalized to any arbitrary

number of coils, and I suggest a few possible methods to do this in Section 6.2.4

below.

It is important to consider the condition number of the matrix when designing

the coil system. If the condition number is reduced near unity, it could be a step in

the right direction. It is also important to consider the right singular vectors (i.e.

coil modes), which could reveal why a certain singular value is small.

6.2.3 Condition number is not everything

One clear way to reduce the condition number is to simply use Helmholtz coils for

everything (three independent sets with three independent currents). In fact such a

solution was pursued in the prototype system of Ref. [71] constructed at ETH Zürich.

However, this is clearly a bad strategy because such a system will not have as many

degrees of freedom as six independent coils. For example, it would never be able to

compensate magnetic gradients. What is not trivial is why five independent coils is

sufficient. But if thinking in terms of spherical harmonics applied to the magnetic

scalar potential, and the kinds of fields that can be generated by Helmholtz coils, this

becomes more obvious. This leads to my next recommendation.

6.2.4 What to do instead of regularizing

If I have to begin designing coils tomorrow, I would try the following two general

strategies: (i) use orthogonal coils that generate spherical harmonics, and (ii) elimi-

nate the possibility of generating a zero-field mode.
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Coils that generate spherical harmonics

A decomposition of the magnetic field into a desired order of spherical harmonics can

be conducted. The order could be constrained by the potential sources (discussed in

Section 6.2.1) that are desired to be compensated. Decomposing the magnetic scalar

potential in this way allows one to design coils, each of which generates a spherical

harmonic. Alternately, patch coils could be used to generate each spherical harmonic.

Both strategies were discussed in Refs. [71, 103]. Since this method will prevent the

zero-field mode from occurring, this should result in a properly conditioned system.

This can easily be tested in a coil simulation.

Eliminating the zero-field mode

Another alternate solution could be to wind patch coils on a convenient square frame

and initially to allow all possible modes to be excited in the coil system. One of

these modes will then correspond to the zero-field mode. Fortunately, this mode

can easily be identified because it will have a singular value that is zero, or at least

considerably smaller than the other modes. Once this mode has been identified, it

can be removed from the singular matrix and the dimension of the matrix reduced

by one. The remaining right singular vectors (coil modes) can then be used as the

degrees of freedom of the system.

If any other modes should appear with singular values that are small, they too

could be removed in a similar fashion until the condition number is small enough. This

would prevent the need for matrix regularization, since it provides another method

to limit the number of degrees of freedom.
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Both methods could easily be implemented in a coil simulation. I would even

recommend that the calculation be done in free space initially so that FEA need not

be used. Then the system could be designed much more quickly and a reduced set of

simulation be done in FEA once the appropriate number of degrees of freedom has

been decided.

6.2.5 Develop a full FEA plus feedback system simulation

A key achievement of my thesis was the application of FEA results to the PI sim-

ulation. It was the simulation of the current-drifting problem in my 6-coil system

that eventually convinced me that this must be a problem inherent to the multi-

dimensional control system.

If either free-space and/or FEA calculations are available for both the perturba-

tions and for the coil system, it is easy to implement these into a single time-dependent

PI simulation. This kind of simulation generally reproduces all the experimental re-

sults as I have shown in my thesis. If I had done this simulation first, I might even

have been able to discover the current-drifting problem in advance of every conducting

the experiments.

6.3 Implementation in the TUCAN nEDM Exper-

iment

In the previous section, I discussed a few specific ideas on how I would proceed to

design an active compensation system. Most of these relate to the development of
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simulation tools which can guide the design. Aside from this, there are a large number

of other factors that must be considered when designing such a system for TUCAN.

The first and foremost question is to be answered is whether the nEDM experiment

needs an active compensation system or not.

Historically, such systems were not used in the Sussex-RAL-ILL nEDM experi-

ments. The PSI group was the first to implement such an active compensation system

in an nEDM experiment [56]. The system was developed mainly to improve experi-

ment up-time. With the PSI experiment being located closer to facilities generating

strong magnetic fields, the experiment would have to spend longer periods of time

degaussing without an active compensation system.

Their upgraded experiment n2EDM will be located in the same area. One of

the main improvements will be to use a magnetically shielded room (MSR). Even

in this situation, it is unclear whether any active magnetic compensation system is

necessary. In Ref. [71], drawings of a potential system were shown. In a recent

conference proceeding [42], it was indicated an active compensation system was being

developed as an additional shielding layer and that it “might be installed after initial

characterization measurements.”

To decide on the active compensation strategy for the TUCAN nEDM experiment

(Fig. 6.1), I recommend to consider the following factors:

1. Which fields the active compensation system should correct, and why

The MSR is likely to be designed with shielding factor 105 on the basis that

external 100 nT fluctuations be reduced to the pT level. At this level they

are within the typical level of magnetic noise and drift arising from changes
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Figure 6.1: Schematic diagram of TUCAN nEDM magnetic field subsystems. From

inside out: UCN and the comagnetometer, followed by the internal coil system (B0

and B1 coils), four layers of passive shielding comprising the magnetically shielded

room (MSR), and the active compensation system which needs to be designed.

in the remnant magnetization of the innermost shield layer after degaussing

(idealization).

The active compensation system might be able to correct 1000 nT fluctuations

to the 100 nT level as an aggressive but potentially realistic goal. This might

make it possible to run the system with worse exterior fluctuations. The ques-

tion at this point is whether there are any such 1000 nT fluctuations present in

Meson Hall, which is relatively unknown.

It is known that crane motion can amount to a 10000 nT or larger perturbation.

It is unlikely a compensation system could be design that could compensate this
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level of fluctuations. The best we could then hope for is that the system would

be used more as its design goal at PSI, i.e. to reduce downtime by minimizing

the amount of degaussing required after such an excursion.

2. Trade-offs of active vs. passive shielding and the decision on the di-

viding line between the two

The main question here might be about possible 1000 nT fluctuations in Meson

Hall. If they are continuous and negate running the experiment, the budget,

personnel, and schedule question would be whether it is superior to develop an

active compensation system or to add one layer of passive magnetic shielding.

Clearly, the MSR is designed to handle 100 nT fluctuations, and crane motion

is likely rare during nEDM running. So, the real question is if there are any un-

naturally large fluctuations 1000 nT. There is presently insufficient information

on magnetic fields in Meson Hall to say whether this is worthwhile to consider

or not.

3. Saturation of the outermost layer of the MSR

At large DC fields such as the 400,000 nT scale experienced in Meson Hall,

saturation of the passive magnetic shielding system comprising the MSR can

be a concern, which would seriously impact its effectiveness. As long as the

outermost magnetic shield layer does not saturate, and the exterior fluctuations

to be compensated by the MSR are at the 100 nT scale, then this is no longer

a concern, i.e. the MSR will certainly perform adequately without any active

magnetic compensation system. The question becomes if it is worthwhile to con-
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sider compensating for changes in the cyclotron field which drives the magnetic

environment of the area, or if saturation has any realistic chance of occurring.

The active compensation system could be used to counter such effects.

4. Magnetically shielded access to the MSR

When accessing the experiment, the door to the MSR must be opened. If pre-

sented with a large external field, the inner layers of the passive shielding system

could themselves become magnetized, necessitating degaussing and additional

experimental down-time. Furthermore, it is also useful to have an area just out-

side the door with a somewhat smaller magnetic field where components can be

prepared for installation. An active compensation could provide such a region

as a side goal.

5. Engineering, space, and access requirements

The compensation system would need to fit into the experimental area and

not limit access to important parts of the experiment. The interfaces to other

subsystems needs to be taken into account.

I expect that based on these factors, an active magnetic compensation system will

eventually be implemented into the TUCAN nEDM experiment. My work serves as

a useful study of a prototype system. Several new challenges were uncovered and

solved along the way, which should help guide the design of the system at TRIUMF.
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Appendix A

Analytic solutions to a spherical

mu-metal shell in multi-pole field

The TUCAN nEDM experiment will be carried out inside the large magnetically

shielded room that is roughly 3 m in diameter. The magnetic environment around

the experiment will be challenging because of the closeness of the experiment to the

TRIUMF cyclotron, which generates a background field of ∼ 350 − 400 µT. As a

result, it is important to gain an understanding of the magnitude and distribution of

the field inside the bulk of a large mu-metal shield located in such an external field.

For the purpose of studying this, we derive here analytic solutions of the magnetic

field inside the bulk of a spherical mu-metal shield that serves as a model of our

MSR in the TRIUMF cyclotron field. For simplicity, we assume a linear magnetic

permeability for the shield.
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A.1 General solution for an applied zonal field

The boundary conditions between two regions satisfying B = µH with µ being

magnetic permeability are

B⊥2 = B⊥1

or

H⊥2 = µ1
µ2
H⊥1


(A.1)

where, B⊥1 and B⊥2 are the normal components of magnetic flux density B immedi-

ately inside region 1 and region 2 respectively and

H
‖
2 = H

‖
1

or

1
µ2
B
‖
2 = 1

µ1
B
‖
1


(A.2)

where, H
‖
1 and H

‖
2 are the tangential components of magnetic field H immediately

inside region 1 and region 2 respectively in absence of surface current.

In the limit µ1/µ2 →∞, the magnetic field will be vanished in the cavity of region

1 and such a reduction in field is known as magnetic shielding due to high permeable

material. The MSR for TUCAN nEDM experiment will be built using this concept

of magnetic shielding.

For a magnetic shielding system with n number of shielding layers, there are 2n

number of distinct surface currents contributing to the net magnetic field in each

regions as presented by Ref. [104] whereas the net magnetic field is determined by 4n

simultaneous equations while using the magnetic scalar potential which is presented

by Ref. [105].
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Analytic solutions to a spherical mu-metal shell in multi-pole field

In this section, we present those two different methods for solving the magnetic

field inside the bulk of a spherical mu-metal shield in the presence of an applied zonal

field.

A.1.1 Using Equivalent Bound Surface Currents

The spherical harmonics of order l and degree m can be used to represent any surface

current bound to a sphere and the resulting field due to the surface current [104,

106]. The magnetic field calculation using zonal surface current due to presence of a

spherical mu-metal shield in a multi-pole field has been discussed in Ref. [104]. We

have shown the intermediate steps of the derivation to find out the magnetic field

inside the bulk of a spherical mu-metal shield.

Figure A.1: Spherical shell of inner radius “a” and outer radius “b” with a thickness

“t” in the presence of uniform magnetic field (i.e. l = 1).

155



Analytic solutions to a spherical mu-metal shell in multi-pole field

We consider a spherical mu-metal shield of inner radius r1 = a and outer radius

r2 = b, and permeability µ centered on the origin and exposed to the general zonal

field (i.e. m = 0) of order l as shown in Fig. A.1. The general external magnetic field

can be written as [104]

B0 = Glr
l−1(l + 1)[lPl(u)r̂ − P 1

l (u)θ̂], (A.3)

where the magnitude Gl is in units of T/ml−1, P 1
l (u) is the associated Legendre

function of order 1 and degree l, and u = cos θ. The response of the permeable sphere

results in bound surface currents K1 and K1 on radius a and b, respectively, that give

rise to the following contributions to the net magnetic field:

BK1 = K1

 rl−1(l + 1)[lPl(u)r̂ − P 1
l (u)θ̂] r < a

a2l+1

rl+2 l[(l + 1)Pl(u)r̂ + P 1
l (u)θ̂] r > a

(A.4)

BK2 = K2

 rl−1(l + 1)[lPl(u)r̂ − P 1
l (u)θ̂] r < b

b2l+1

rl+2 l[(l + 1)Pl(u)r̂ + P 1
l (u)θ̂] r > b

(A.5)

where, K1 = µ0K1/(2l + 1)al−1, and K∈2 = µ0K/(2l + 1)bl−1 are the modified surface

currents of K1 and K2 respectively.

The net field in different regions superposing bound surface currents and external

fields are
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Analytic solutions to a spherical mu-metal shell in multi-pole field

B1 = (K1 +K2 +Gl) (l + 1) rl−1 [lPl(u) r̂ − P 1
l (u) θ̂] for r < a, (A.6)

B2 = K1 l
a2l+1

rl+2
[(l + 1)Pl(u) r̂ + P 1

l (u) θ̂]

+ (K2 +Gl) (l + 1) rl−1 [lPl(u) r̂ − P 1
l (u) θ̂] for a < r < b, and (A.7)

B3 =
K1a

2l+1 +K2b
2l+1

rl+2
n[(l + 1)Pl(u)r̂ + P 1

l (u)θ̂]

+Gl(l + 1)rl−1[nPl(u)r̂ − P 1
l (u)θ̂] for r > b. (A.8)

The boundary condition of Eq. (A.2) has been applied to the tangential compenet-

nents Bθ of different regions to find K1 and K2 i.e. The boundary condition for r = a

with region 1 and region 2 is

1

µ0

B1θ =
1

µ
B2θ. (A.9)

Using Eqs. (A.6), and (A.7) in (A.9),

[µ+ µ0

l

l + 1
]K1 + (µ− µ0)K2 = −(µ− µ0)Gl (A.10)

K2 = −Gl −
µ(l + 1) + µ0l

(µ− µ0)(l + 1)
K1 (A.11)

Similarly, the boundary condition for r = b with region 2 and region 3 is

1

µ
B2θ =

1

µ0

B3θ. (A.12)

Using Eqs. (A.7), and (A.8) in Eq. (A.12),

(µ− µ0)
l

l + 1

(a
b

)2l+1

K1 + [µ
l

l + 1
+ µ0]K2 = (µ− µ0)Gl (A.13)
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Adding Eqs. (A.10), and (A.13) and using the value of K2 from Eq. (A.11),

K1 = − µ(µ− µ0)(l + 1)(2l + 1)Gl

[µ(l + 1) + µ0l)][µl + µ0(l + 1)]− (µ− µ0)2l(l + 1)
(a
b

)2l+1
(A.14)

For µ� µ0, Eqs. (A.11), and (A.14) reduced to

K1 ≈ −
µ2(l + 1)(2l + 1)Gl

µ2l(l + 1)− µ2l(l + 1)
(a
b

)2l+1

≈ − (2l + 1)Gl

l − l
(a
b

)2l+1
, and

(A.15)

K2 ≈ −Gl −
µ(l + 1)

µ(n+ 1
K1

≈ −Gl −K1.

(A.16)

The net field within the bulk of the shield (i.e., a < r < b) (see Eq. (A.7)) for

µ� µ0 is

B2 = (l + 1)(2l + 1)rl−1Gl
1−

(a
r

)2l+1

1−
(a
b

)2l+1

Pl(u)r̂ − 1

l

1 + l
l+1

(a
r

)2l+1

1−
(a
b

)2l+1

P 1
l (u)θ̂

 . (A.17)

A.1.2 Using Scalar Potential

The magnetic field calculation using scalar potential due to presence of a spherical

mu-metal shield in a uniform magnetic field has been discussed in Section 5.12 of

Ref. [105]. We have extended the derivation of that Section to find out the magnetic

field inside the bulk of a spherical mu-metal shield in a multi-pole field B0 = µ0H0 of
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order l and compared with the bound surface current method discussed in previous

Section considering the same mu-metal as shown in Fig. A.1.

Ampere’s law relates the magnetic fieldH to the current density J as ∇×H = J .

As there is no free currents presents i .e. Jf = Kf = 0 , so ∇×H = 0 everywhere. It

implies that there exists a magnetic scalar potential Φ that is continuous everywhere

and the magnetic field H is derivable as

H = −∇Φ. (A.18)

According to Maxwell’s equation, the magnetic field B has divergence equal to

zero i .e. ∇ ·B = 0. Since B = µH , magnetic field H also has divergence equal to

zero i .e.

∇ ·H = 0. (A.19)

Using Eq. (A.18) in Eq. (A.19),

∇ ·H = ∇2Φ = 0. (A.20)

So, Φ satisfies the Laplace equation. In spherical co-ordinates (r, θ, φ), it is

∇2Φ =
1

r2

[
∂

∂r

(
r2∂Φ

∂r

)]
+

1

r2 sin θ

[
∂

∂θ

(
sin θ

∂Φ

∂θ

)]
+

1

r2 sin2 θ

∂2Φ

∂φ2
. (A.21)

The general solution is

Φ(r, θ, φ) =
∞∑
l=0

l∑
m=−l

[Almr
l +Blmr

−(l+1)]Ylm(θ, φ). (A.22)

The problem has complete rotational symmetry about the z-axis i .e. azimuthal

symmetry. So, the general solution Φ is independent of φ i .e. m = 0 is reduced to

Φ(r, θ) =
∞∑
l=0

[Alr
l +Blr

−(l+1)]Pl(cos θ). (A.23)
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The scalar potential at different regions are then

Φ1 = δrlPl(cos θ) for r < a, (A.24)

Φ2 =
(
βrl +

γ

rl+1

)
Pl(cos θ) for a < r < b, and (A.25)

Φ3 = −H0r
lPl(cos θ) +

α

rl+1
Pl(cos θ) for r > b. (A.26)

The co-coefficients δ, β, γ and α for different regions are determined by boundary

conditions (Eqs. (A.1) and (A.2)) at r = a, and r = b.

Using Eq. (A.18) and the boundary condition from Eq. (A.1),

∂Φ2

∂θ

∣∣∣
r=a

=
∂Φ1

∂θ

∣∣∣
r=a

.

Using the values from Eqs. (A.24), and (A.25),

βal +
γ

al+1
= δal. (A.27)

∂Φ3

∂θ

∣∣∣
r=b

=
∂Φ2

∂θ

∣∣∣
r=b
.

Using the values from Eqs. (A.25), and (A.26),

−H0b
l +

α

bl+1
= βbl +

γ

bl+1
. (A.28)

Using Eq. (A.18) and the boundary condition from Eq. (A.2),

µ
∂Φ2

∂r

∣∣∣
r=a

= µ0

∂Φ1

∂r

∣∣∣
r=a

.
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Using the values from Eqs. (A.24), and (A.25), and µ′ = µ/µ0,

δlal−1 = µ′
[
βlal−1 − (l + 1)γ

al+2

]
. (A.29)

µ0

∂Φ3

∂r

∣∣∣
r=b

= µ
∂Φ2

∂r

∣∣∣
r=b
.

Using the values from Eqs. (A.25), and (A.26),

−H0lb
l−1 − (l + 1)α

bl+2
= µ′

[
βlbl−1 − (l + 1)γ

bl+2

]
. (A.30)

Eqs. (A.27), (A.28), (A.29), and (A.30) can be reduced to

α− b2l+1β − γ = b2l+1H0, (A.31)

a2l+1β + γ − a2l+1δ = 0, (A.32)

(l + 1)α + µ′lb2l+1β − µ′(l + 1)γ = −lb2l+1H0, and (A.33)

µ′la2l+1β − µ′(l + 1)γ − la2l+1δ = 0. (A.34)

Subtracting Eq. (A.32) from Eq.(A.34)/l,

γ = β

[
a2l+1(µ′ − 1)(
l+1
l

)
µ′ + 1

]
. (A.35)

Subtracting Eq. (A.31)∗(l+ 1) from Eq. (A.33) and using the value of Eq.(A.35),

β = −

[
(2l + 1)

((
l+1
l

)
µ′ + 1

)
(µ′l + l + 1)

[(
l+1
l

)
µ′ + 1

]
− (l + 1)

(
a
b

)2l+1
(µ′ − 1)2

]
H0. (A.36)

Putting the value of Eq. (A.36) in Eq. (A.35),

γ = −

[
(2l + 1)a2l+1(µ′ − 1)

(µ′l + l + 1)
[(

l+1
l

)
µ′ + 1

]
− (l + 1)

(
a
b

)2l+1
(µ′ − 1)2

]
H0. (A.37)
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Putting the value of Eqs. (A.36), and (A.37) in Eq. (A.32),

δ = −

[
(2l+1)2

l
µ′

(µ′l + l + 1)
[(

l+1
l

)
µ′ + 1

]
− (l + 1)

(
a
b

)2l+1
(µ′ − 1)2

]
H. (A.38)

For µ′ � 1, Eqs. (A.36), and (A.37) reduced to

β ≈ −

 2l + 1

µ′l
[
1−

(
a
b

)2l+1
]
H0, and (A.39)

γ ≈ −

 (2l + 1)a2l+1

µ′(l + 1)
(

1−
(
a
b

)2l+1
)
H0. (A.40)

Using the values from Eqs. (A.39), and (A.40), and u = cos θ in Eq. (A.25),

Φ2 = −(2l + 1)B0r
lPl(u)

µl

[
1 + l

l+1

(
a
r

)2l+1

1−
(
a
b

)2l+1

]
. (A.41)

Using the value from Eq. (A.41),

Hr = −∂Φ2

∂r

=
(2l + 1)

µ
rl−1B0Pl(u)

[
1−

(
a
r

)2l+1

1−
(
a
b

)2l+1

]
and

(A.42)

Br = (2l + 1)rl−1B0Pl(u)

[
1−

(
a
r

)2l+1

1−
(
a
b

)2l+1

]
, (A.43)

Hθ = −1

r

∂Φ2

∂θ

= −(2l + 1)

µl
B0r

l−1P 1
l (u)

[
1 + l

l+1

(
a
r

)2l+1

1−
(
a
b

)2l+1

]
and

(A.44)

Bθ = −(2l + 1)

l
B0r

l−1P 1
l (u)

[
1 + l

l+1

(
a
r

)2l+1

1−
(
a
b

)2l+1

]
. (A.45)

Finally, the magnetic field inside the bulk of a spherical mu-metal shield is

B2 = (2l + 1)rl−1B0[[
1−

(
a
r

)2l+1

1−
(
a
b

)2l+1

]
Pl(u)r̂ − 1

l

[
1 + l

l+1

(
a
r

)2l+1

1−
(
a
b

)2l+1

]
P 1
l (u)θ̂

]
. (A.46)
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A.1.3 Comparison of two methods

For comparing two methods discussed in previous Sections, the surface current flowing

at the interface of two magnetic materials has to be taken into consideration. Under

such consideration, the boundary condition will be

µ2H
‖
2 − µ1H

‖
1 = µ0K. (A.47)

Using Eq. (A.18) and the boundary condition from Eq. (A.47) at r = a,

−µ1

r

∂Φ2

∂θ

∣∣∣
r=a

+ µ0

1

r

∂Φ1

∂θ

∣∣∣
r=a

= µ0K1

1

r

∂Φ1

∂θ

∣∣∣
r=a
− µ′1

r

∂Φ2

∂θ

∣∣∣
r=a

= K1

Using Eqs. (A.24), and (A.25),

1

a

[
δal − µ′

(
βal +

γ

al+1

)] ∂
∂θ

(Pl(cos θ)) = K1

1

a

[
δal − µ′

(
βal +

γ

al+1

)]
[−P 1

l (u)] = K1P
1
l (u)

aK1 = µ′
(
βal +

γ

al+1

)
− δal

(2l + 1)al−1+1K1

µ0

= µ′
(
βal +

γ

al+1

)
− δal

(2l + 1)alK1

µ0

= al
[
µ′
(
β +

γ

a2l+1

)
− δ
]

Using the values from Eqs. (A.36), (A.37), and (A.38),

K1 = −µ0H

l

[
(2l + 1)(µ′ − 1)µ′

(µ′l + l + 1)
[(

l+1
l

)
µ′ + 1

]
− (l + 1)

(
a
b

)2l+1
(µ′ − 1)2

]
. (A.48)

Eq. (A.14) can be written as

K1 = −Gl(l + 1)

l

[
(2l + 1)(µ′ − 1)µ′

(µ′l + l + 1)
[(

l+1
l

)
µ′ + 1

]
− (l + 1)

(
a
b

)2l+1
(µ′ − 1)2

]
. (A.49)
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Comparing Eqs. (A.48), and (A.49)

Gl(l + 1) = µ0H. (A.50)

So, if Eq. (A.50) is correct, then we are getting same result using scalar potential

as we got from bound surface current method for K1. Similar approach can be taken

for K2.

A.2 Magnetic field with uniform background (l=1)

Figure A.2: Shielding effect of spherical shell in a uniform magnetic field.

In this Section, we will calculate the magnetic field inside the bulk of a spherical

mu-metal shield in a uniform magnetic field (l=1). Figure A.2 shows the shielding

effect of spherical shell in a uniform magnetic field (l=1).
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For µ� µ0 in Eq.(A.15),

K1 ≈ −
µ2(l + 1)(2l + 1)Gl

µ2l(l + 1)− µ2l(l + 1)
(a
b

)2l+1

≈ − 3G1

1−
(a
b

)3 .

(A.51)

For µ� µ0 in Eq.(A.16),

K2 ≈ −G1 −K1. (A.52)

Using Eqs. (A.51), and (A.52) in Eq. (A.17), the magnetic field inside the bulk of

a spherical mu-metal shield in a uniform magnetic field (l=1) is

B2 = 6G1

1−
(
a
r

)3

1−
(
a
b

)3 cos θ r̂ − 3G1

2 +
(
a
r

)3

1−
(
a
b

)3 sin θ θ̂. (A.53)

At poles and equator the field is

B2

∣∣∣
θ=0

=3 B0

1−
(
a
r

)3

1−
(
a
b

)3 ẑ at poles, and (A.54)

B2

∣∣∣
θ=π/2

=
3

2
B0

2 +
(
a
r

)3

1−
(
a
b

)3 ẑ ≈
3

2
B0
a

t
ẑ at equator. (A.55)

A.2.1 Comparison with simulation

In this Section, the values obtained for uniform field in Section A.2 will be compared

with simulated values. The simulation was performed in OPERA using the param-

eters of the mu-metal shield as shown in Table A.1 for a 400 µT applied field in

y-direction.
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Parameters Sphere

Inner Radius, a (m) 1.296

Outer Radius, b (m) 1.3

Thickness, t (mm) 4

µ 20,000

Table A.1: Properties of the spherical mu-metal shield in OPERA.

Figure A.3: Color map of the spherical mu-metal shield in OPERA.

Figure A.3 shows the color map of the spherical mu-metal shield in OPERA for

the parameters in Table A.1 for the uniform applied field.
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Positions (m) Simulated B (µT) Analytical B (µT)

x = 1.298, y = 0.0, and z = 0.0 192,000 195,000

x = 0.0, y = 1.298, and z = 0.0 537 602

x = 0.0, y = 0.0, and z = 1.298 192,000 195,000

x = 0.0, y = 1.3, and z = 0.0 1,120 1,200

Table A.2: Comparison of simulated B field with analytical one for a 400 µT applied

field in y-direction.

Table A.2 shows the comparison of simulated B field with analytical one for a 400

µT applied field in y-direction. It is seen that the analytical values are in agreement

with the simulated values.
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