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This thesis expìores the nature of the theoretical foundations

which would be required to establish a formal observational science of

urban ana'lysis which is closely related to the conventional urban

planning process. The central hypothesis is that the various forms of

structure defined by families of mathematical set can, conforming to

the methods of a'lgebraic topo'logy, be used to correlate intuitive

notions of the urban experience to experimental data derived from any

urban neighborhood.

The development of this thesis assesses the value of formal science

in relation to the deficiencies of current planning theory, examines the

nature of the scale criteria which can provide the ability to impose the

maximal degree of structure upon the individual experience of an observer

under his particular circumstances of observation, and discusses the

epistemoìogical consideratjons that govern the comparison of data to

ideas heìd by different observers. Consequentìy, a generaì evaluation

of the anticipated requirements for a formal theory of urban observation

is provided. Subsequently, based on the understanding of the observa-

tional basis of pìanning, it is possible to consider the approach to a

formal design science closely related to conventionai urban planning.

Particular mathematical structures considered in thjs study are the

s jmpl icial complex, partia'l'ly ordered sets, and famil ies of cover sets

including compatibility clasSeS, equivalence classes, and cliques. The

study also considers the structural analysis of the simplicial comp'lex

ì
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developed by R. H. Atkin, including the face ordering of simp'lices,

q-connectivity, Q-analysis, the a'lgebraic structure of patterns of
chojce, and the shomotopy concept.

Numerous pìanning concepts are discussed and related to mathematical

structures, including land use zones, siting concepts, the mutual

influence of actÍvities in a neighborhood, compatibility of activities,
convenience in a structure, and many others.

Particular forms of urban problems studied in some detail are the

probìem of social choíce, the siting problem, measurement of urban

influences in a neighborhood, and the land use zoning prob'lem which has

appìication to the determinatíon of the largest sets of activities which

may be located Ín each area of a spec'ific neighborhood to provide the

maximum freedom of choice among activities that is compatible with the

preferences of the residents.
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I. The 0bjecti ves of the Study

i. Purpose

A signifjcant improvement to the city planning process is possíble,

if changes are made to the currently accepted epistemology of pìanning.

These changes wi'lì pìace the experimental process of urban plann'ing on

a similar basis to that which prevails in the conventional observational

sciences such as physics. In current c'ity planning it is frequentìy

found that the particular configurat'ion of objectives adopted'in a plan

bear little relation to the ends wh'ich may be implemented by feasible

urban po'licy; and conversely, there are unintended side-effects to even

the most we'll-conceived plan that are detrimental to many interests.

Clear'ly, the theory and pract'ice of c'ity planning are not sufficient'ly

welj integrated to prevent this dichotomy; whereas the epistemology of

experimenta'l sciences contains an observational system that facilitates

the effective description of their observations in terms of commonìy held

rational concepts about expected behavior.l As a result the problems

CHAPTER ONE

INTRODUCTION

lEinstein noted, "The Belief in an external world independent of the
percipient observer is the foundation of all science." Albert Einstein,
"Maxwell's Influence on the Evolution of the ldea of Physical Reality,"
193i. Only the idea of a rational standard of behavior is required to
measure the deviatjon of actual behavior through description of differ-
ences on'ly, rather than the totality of particulars in any situation.
To catch the underlying rationale review both Gerald and Wigner's An
Introduction to Genôral System Thinking, (New York: l{i'ley, !975), ãnd also

n of Sense Data to PhYsics," Con-
tained in A Free Man's Worihip, (London: Unwin Books, i976), pp. L4l-172.
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that are recognized are situations structured by experimental means, and

therefore the attention of the science is focused upon problems which

are more immediateìy capab'le of solution by the science.2 Whereas a

city planner may believe that the solution to urban problems is immediate

and obvious, an experimenta'l science demonstrates which particular prob-

lems have these desirable characteristics.

The purpose of this study is to explore the theoretical option to

use mathematical structure for the effective description of urban obser-

vations, and to discuss the solubility of planning problems in such terms.

In particular, this study empìoys the combinatorial and ordering

properties of the simp'licial complex to represent and ana'lyze various

aspects of urban land use phenomena. By introducing a particular concept

of the orderìy development of land use in an urban neighborhood, simplic-

ial complexes representing the varying preferences of the residents will

be compared to those representing the jnfluences between activities

actually present jn the urban neighborhood; thereby facilitating decisions

representative of the actual concerns of City Planners. Although the

s'implicial complex is a particular type of mathematical structure typicaì

of algebraic topo'logy, use is made on'ly of the combinatorial and ordering

properties of the complex in undertaking simple demonstrations for this

study. However, there is reason to anticipate that further research in

this area will fjnd use for other properties of the simplicjal compìex.

ZProblems come in two classes: soluble or insoluble. In a soluble
prob'lem the solution is impìicit in its statement. The proper kjnd of
problem statement requires a consensus among many observers. It may be
that what confronts us in City P'lanning are not problems, but sítuations
that cannot be resolved without some means of achieving consensus upon
their essential structure.



2. Hypothesis

The central hypothesis of this study is that mathematical sets have

the capab'i1ity to represent some forms of data obtained by observation

in an urban neighborhood, and the simplicial complexes constructed from

these sets can represent significant aspects of the urban processeS

occurring 'in the neighborhood. Some urban problems defined in thjs

structural urban analysis are soluble, and their solutions may supplement

the intuition and judgement of the city planner in dealing with the urban

problems that he perceives directly.

3.

In the broadest sense the probìem that concerns this study is the

rationalization of the theoretical basis of City P'lanning to make it more

like conventional sciences. The main objectìve of th'is study js to out-

line a methodology for the proper conduct of all stages of planning using

concepts of algebra'ic topoìogy. This requires two partially incompatibìe

objectives to be achieved: (1) The statement of a conceptual framework

for the urban 'interpretation of mathematical structures to reveal the

uses and the value of the approach; and (2) determination of means to

implement the methodology by computation on a computer. The strategy of

the study is to emphasize conceptual development at the expense of compu-

tational techniques.

A solution to the general problem can be obtained by resolv'ing it

into the following components:

a. Discuss the functional description of an urban neighborhood

leadjng by mathematical representation satisfying criteria

Components of the problem



cons'istent wi th some i ntui t'ive precondi ti ons for observati on

of urban phenomena.

b. Djscuss the characteristics of the rational plann'ing process

using the functional type of descriptjon to prov'ide complete'

consjstent, and independent modes of desc¡iption compatib'le

wjth the general experience of urban pìanners, wjth the

epistemoìogical constraints on the formation of explanations,

and with the intuitive notions of pìanning.

c. Determine the general form of an urban problem that can employ

functional explanat'ions to solve problems in urban ne'ighborhoods.

4. Particular 0biectives of tle Sl!!y

Since it is not possible to deal with thjs topic in complete

generality, the discussjon has been ljmited to the context of urban

land use phenomena. Resolution of the hypothesis will satisfy the

fol lowing obiectives:

a. To determjne how urban land use structures are to be represented

by mathematical structures consistent with the physical con-

straints and the individual preferences that occur jn an urban

nei ghborhood.

b. To relate the p'lann'ing process to mathematical processes that

are su'itable for the ana'lysis of such representatjons, and to

distjngu'ish those forms determ'ined by such analysis which are

signjficant to the explanation of urban land use structure.

c. To determine the form of mathematical probìem that represents

the kind of problem which a planner wishes to solve in deaìing

with urban land use.



d. To discuss how such a prob'lem can be solved and relate the

solution of the problem to the orderly deve'looment of land uses'

5. Assumpt'ions

The fol'lowing assumptions are necessary to facilitate the deve'lop-

ment of this studY.

a. Every individual has the capability to descrjbe his own prefer-

ence system, howeverincompleteìy, although the basjc factors

may be stated implicitly rather than explicitly.

b. Every individual's preference system expresses h'is assessment

of his best jnterests at the time in question, and should be

assumed (by definition) to be intrinsically ratìonal. To judge

a particular system as irrational is to expose one's ignorance

of the factors that the subiect used, perhaps imp'licjtly' 'in

hi s assessment.

c. An explanation is a model which sums up many particular

ind1vidual preference systems relative to a common reference

standard of behaviour, expressing the best that can be achieved

without violating these indivjdual preference systems. The

idea of an absolute rational standard of behaviour is required

only to provide a gauge aga'inst which actual behaviour can be

compared permitt'ing the apparent distortjons to be assessed as

the cost of individual irrat'iona'lity.



6.

The following delimitations are imposed upon the scope of the study

in order to keep the prob'lem withjn manageable limits.

a. Although this thesis considers only urban land use planning, it
recognizes that city p'lanning has far wider interests.

Del Ími tati ons

b. Consistent with the intent to explore this approach from the

most genera'l viewpoint, significant epistemological and mathe-

matical concepts w'i11 be compared to p'lanning concepts to

provide the necessary basis for evaluating and understanding

the application of mathematical techniques in city pìanning.

Consistent with the strategy to develop an outline of the

methodology as a whole, particular techniques will be introduced

in general terms, but onìy limjted app'lications will be made

suffic'ient to facilitate the understanding of concepts.

c.



I I . Descri pti on of the Prob'le¡q

1. General

The central problem of planning is the problem of social choice

first studjed by Kenneth J. Arrow. This prob'lem may be simply understood.

Suppose a society consist'ing of two or more individuals is to construct a

preference orderjng over three or more alternatives belonging to the

different preference systems of the jndividuals. what is wanted is a

social welfare function to transform every possible pattern of preferences

for the jndjviduals into a single order of preference for the society.

The permissible range of transformations which acceptably compose indi-

vjdual preference patterns 'into more g'lobal preference systems are limited

by constraints'imposed to insure fair, unbiassed treatment of the indi-

vidual during construction of the social preference. Having defined a

set of sujtable constraints, Arrow rigorously proved the impossìbi'lity

of forming a social welfare function.3

The 1mpossibility of a welfare function is often interpreted as

indjcatjng the unsujtability of rational mathematical treatment of any

human-oriented socjal science (tfrat js, because suitable assumpt'ions on

the compositjon of human preferences cannot define a consistent welfare

funct'ion, human preferences are uniqueìy indescrjbable by rat'ionaì

methods). 0n the contrary, descript'ions of human preferences have the

same shortcomjngs as any logìca] value system. For example' the

3Kenneth

Wily, 1961).
Books, Inc. ,

J. Arrow, Social Choice and Individual Values (New York:
See also U k: Basjc

1970) pp 191-i92.
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limitatjve theorems of logic (Church's Thesis, Goedel's Incompleteness

Theorem, etc.) show that formal first order quantitative 'logic necess-

ari'ly provides an incomplete description of a logìcal system (genera'liy

considered to be consistent) such as arithmetic. This deve'lopment,

while not welcome, has not occasioned any despaìr about the value of

rational injury in 1og'ic, mathematics, or physics; jnstead a healthy

awareness of the fundamental limitations to any human's ability to

describe and to expìaìn systems in general.

There is no reason why rational inquiry cannot search for the best

possible descriptions of urban phenomena consistent with the ljmitations

imposed by existing urban knowledge.

Frjedmann has pointed out that the major consequence of Arrow'S

socìal welfare theorem is that'it discredits for all time the sujtabt"l'ity

of abstract value systems for the determination of priority for concrete

act'ion i n urban p'lanni ng poì i cy. The pl anner must repì ace abstract

concepts such as the "public good" wjth a realjst'ic apprajsal of the

confl'ict'ing preference systems of different communities of interest that

are actjve wjth respect to any planning issue, and mediate these differ-

ences in accordance wÍth the decision processes actually found to occur

4in urban areas.* In other words urban pìanning has the same concern for

observatjon of indjvjdual species of obiects in a system and their

characterìstic attributes as does phys'ics.

Thus rational planning has the objective of finding the priorities

which are the most realistic and rational for the d'ifferent interests

4John Friedmann and
to Plannìng Theory" JAIP

Barclay Hudson, "Knowìedge and Action: A Guide
(January, 1974)" p. 7



existing in any set of issues found in an urban situation. This

objective is most readily achievable by reconstructing city planning

theory as a formal observational scjence wherein rational concepts are

described and constructed in terms confirmable by experiment. This will

requ'ire a means of detect'ing and describing the significant communities

of interest relative to an issue (resolution of social structure) and a

means of mediatìng the conflicts in terms of the different jnterests of

these communíties using decisìon processes known to exist'in urban areas

(description of urban processes describing compatibility in terms of

propagation of influences and trade-off toìerances).

Knowledge of those aspects of urban process and of individual

preference systems enables the designer to consider dífferent configura-

tions of structures satisfy'ing different preferences in different places

while adequately separating conflicting aspects of the d'ifferent interests.

Clearly a know'ledge of the structure of preferences that ranks them in

terms of their generality wilì greatly facilitate the attempt by the

designer to distribute benefjts or exclude conflicts over the widest

possible areas of an urban neighborhood.



2.

It is central to the development of this study that p'lanning be

regarded as a ècisjon process, for it'is through this view that mathe-

matical ana'lysis can be related to the act of decision-making in the

city. Kaplan describes planning as the facilitation of decisions in

the following r"nr.,5

"The appl i cati on of behavi oral sci ence to po] i.y_ i s most s9'lf-
consciòus, deliberate, and expìicit by way of p'lanning, which
may be deiined as the enterprise of facilitating decisions and

*a"king them more realistic and rational. Decisions are facili-
tated as the choices are made more clear cut, and alternatives
are more concretely and specifical]y demarcated. Decisions
become more realisiic as the values they involve are confronted
with facts, and ideals are translated into concrete objectives.
They become more rational as values are confronted with other
val'ues, and what Reichenbach calls 'entajled decisjons' are
taken into account."

planning has evolved to meet particular needs that are not satisfied

by the other decision processes, such as politjcal dialogue, a'lso occurr-

ing in the city. Therefore the requirement for plann'ing is best under-

stood .in comparison to the act of normal decision-making.

Normal decjsion-mak'ing requires an act of self-deception concerning

one,s ability to make any decision at all. Suspension of doubt forecloses

consideration of the feasibjljty and consequences of a decision outside

except for a narrow range of circumstances.6 This deception is fostered

by abstract concepts such as "the pubìic good" or "the general welfare"

that 'implicitly assume an unfounded epistemological criterja, ie., there

Definition of Rational Pf¡¡¡j¡S-

10

5Abraham Kapìan, The Conduct of Inquiry (Scranton: Chandler
Publishing Company' 1964), p. 403.

6Gib.on þJinters, Elements for a Socj¡l-I!Us- (New York: MacMillan,
1968).-iñã'ãaningórdimmedj9!elyrelevant
io und..ttanding tñe role ôf planning and its fundamental limitations.
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always exjsts some simple and immediate decision leading to an equitable

and unbiassed distribution of both the social benefits and burdens con-

tajned in a social system. blhjle Arrow's Welfare Theorem exposes this

fallacy, pìans continue to be conceived having goals unrelated to

practical means and often screenjng ulterior motives that accompf ish

the contrary ends by favouring some privi'leged group at the general

expense.

Costs attrjbutable to simple decision-making are usualìy known as

externalities or opportunity costs. For example, isolated decision-making

may mistakenly assume that a g'iven solution provides great benefits to

one area of the system, whjle overlooking even greater costs imposed upon

some other area as a consequence; eg. polluting industry providing

empìoyment whiìe degrading the environment. Extreme simplificat'ion may

introduce bias by improperly reducing a number of alternatives to some

favoured approach. 0pportunity costs are incurred when an option that

offers short-term benefits is selected desp'ite great potential future

costs. l¡lhile it is true that there is no such thing as a free lunch,

many decision-makers have found they need not be the ones who pay the

b'ill. Emphasis upon a new concept of ind'iv'idual relative rationality

can expose these areas of significant social costs.



3.

Despite the existence of cognitive limitations to any person's

abjlity to descrjbe and exp'lain social preference systems, the approach

taken by mathematical logic and physics would seem to demonstrate the

importance of structural considerations for inquiry into limited areas

of truth concerning urban process. Logic is normative and limitative

in the sense that it can definitely identify among a'l'l patterns of

behaviour those which are unacceptable modes of behaviour' even though

it does not always facilitate the description of acceptable ones.

Planning has evolved in society to rectify the costs of s'imple-

decjsion making, insofar as this is possjble at a'I1, by taking into

account the greater interests of the whole society. If planning is to

become a rational observational science, the ultimate source of knowledge

must be the different preference systems that each individual is assumed

to be capable of expressing (the grounds of description or of observatjon).

The existence of some capability to make preferences definite'is necessary'

but no assumption as to their all-encompassing completeness is requ'ired.

Knowledge gradual'ly expands as empirical techniques are refined by new

generations of researchers. However, the ultimate rationality of these

'ind'ividual expressions of self-interest must be assumed, whereas all

standards of behaviour abstractly constructed from them must have their

rationalìty demonstrated in an acceptab'le fashion. In any event, the

rational'ity of an individual or a social group is a distinct character-

jstic of that group, expressing independently of any other such group or

individual its own best interests. Rationality is assumed to be valid

for a given group on'ly under some range of circumstances cons'istent with

Rational ity in Pìanning

t2
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the existence of the group as a distinct entity. Call this relative

ratjonality and accept as part of the problem of a formal science of

urban analysis the exploration of the conditions for existence of a

distinct rationality as a property correlated to an identifiable social

group.

Clearìy a group wiì'l exist in the context of some issues or problems

requiring a coherent organization of indivjduals havjng some common

interests. Obvìous'ly the stability of a gÍven group wi'lì determine the

extent to which the interests of the group must be recognized in the

medjation process, however, ljke any ent'ity, groups are like'ly to have

evolutionary stages in their development, and even very transitory social

structures may have some significance in an urban area (signalling future

development). This structure can be described in terms of mathematical

sets.

Given any mathematical structure the significant questjon concerns

the sub-structures it contains, together wjth the means of combining

them to generate new structures. Two poss'ibilities are open; either the

composite structure will be a sub-structure again' or the composite

structure is a new form having describable properties that contain the

former structure as a special case. One should expect the corresponding

behaviour to be exhibjted by the group's characteristic rationa'lity.

The required science should be able to identify the most genera'l

class of organization which may conceivab'ly be considered urban. Various

more or less arbitrary combinatjons of individual preferences systems can

be combinational'ly generated, but an observational system must focus on

those that exist (or could exist under some circumstances).
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The acid test for the significance of a given group is that the

rationality it expresses be relevant to some issue, and that the problem

is sufficiently pressing for the'individuals to reach some compromise of

thelr own total interests in a greater common interest. It should not

be surprising that individuaìs enter into such organizations in their

own interests, and these may be distinct from those of other communities

jn which the individuals have not found it worthwhile to participate.

In the broadest sense the rationality of indivjduals or groups simply

expresses the quality of the conditions under which it will continue to

exist in the social environment. The relevancy of ratjonality is

immediately apparent.

In princ'iple thjs system of abstraction should provide a "pìace" jn

its category system for different points of view with the relation of

compati bi I j ty and i ncompati b'i f i ty between each readi 1y accessi bl e.

Mediation usually considers optimization of the common interests within.

a co-operatjve domain; hence, it should be viewed aS a process of gener-

ating new forms of social organization. To say the process of mediation

is rational assumes that some rules (insuring realism) are in practice.

Conceiving these groups to be sets will facil'itate the use of normal

mathematical concepts of set, structure, order, and relation to determine

the rational best jnterests of the whole social group.

Moreover, continuing levels of abstraction to larger aggregates of

individuals will tend to describe what is most generally in the interest

of the'larger groups, enabling an efficient distribution of urban infra-

structure to satisfy these interests using economical siting configura-

t'ions .
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Some of the difficulty inherent in the formalizat'ion of urban

anaìysis can be side-stepped by first considering urban analysis as a

natural science describing urban phenomena, then introducing the

additional compf ications of the design orientation of p'lanning. The

component problems to establish urban analysjs are the folìowing:

a. Establish criteria for detectìng the existence of significant

social structures jncluding;

(1) An urban observational protocoì describing the greatest

detectable degree of structure to be found in the contents

of any observational structure, or of the domain of view-

points on which the observatíon is resolved.

(?) A framework for the descríption of the signa'l'ling of

compatibi'lity and incompatibility of the different

observational structures.

b. Establish criteria governing acceptable forms of explanations

in urban planning which constructive'ly establish newer more

abstract social structures having their own rat'ionaìity.

c. tstabljsh a central organizing princ'iple to describe some

tendency of orderly deve'lopment whjch descrjbes decisjon

process in a changing urban environment.

d. Develop techniques constitut'ing a pìanning technology enab'ling

these tendencies to be grasped by calculation and presented as

a p'lan .

Ignorance of the exact parameters of the limitations to human

observatjonal and intellectual ability need not obstruct the study of

the form which theories must take to account for the existence of these
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limitations. In genera'l any scientific method reflects an assessment

(possibiy implicit) of the procedures required to construct concepts

that respect these limítations. The absence of a scientific method

(which reflects some degree of epistemo'logical sophístication) usually

invokes the requirement for an omniscient, and perhaps omnipotent,

observer. The required forms must reflect an awareness of the social

process of formal reasoning ìncorporated in the epistemic correlation

between concepts and data. Rational logic in a science s'imply constrains

the acceptable forms of reasoning by which concepts are constructed from

observations to those which have some basis in experience. Rationa'lity

as a social value will emerge from a sense of the orderly development of

urban areas as a consequence of the ljmited possibility of formal'ly

describing urban events.

The criteria incorporated in the defin'ition of an urban observational

protocol define a structure whjch in princip'le lists every possible mode

of behaviour which may be considered urban-lÍke in any way; but it does

not assert that such modes of behaviour actually exÍst. Two forms of

limjtations are described by a protoco'l:

a. All perceptions from the environment that are definiteìy not

urban-like (and therefore not of interest) are filtered out of

cons i derati on .

b. 0bservational criteria based on the current'ly available means

of detecting urban behaviour distinguish between dynamic urban

and describable urban phenomena.

Two distinct types of data wíll be observed in the urban envíronment:
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a. Individual preferences descrjbing those modes of organization

which each person considers to be the best.

b. Actual data describing those modes of organization that

actually exist in an urban neighborhood.

It will be found convenient to adopt an observational system using

an abstract med'ium of descript'ion (sets). These data are then considered

as being defined in a functional sub-space of the protocol describing

the social relations and a physical backcloth sub-space of the observa-

tional domain consisting of the constraining relations. Obvíous'ly

concepts wil'l be constructed in the functional space, but their experi-

mental confirmation requires their comparison to the phys'ical space.

The question of the use of a suitable medium of description is a funda-

mental cons'ideratjon in the discussion of epistemic correlation, since

concepts and perceptions are not in themselves directiy comparable

enti ti es .

Having established the basis of an observational system, the

question of a suitable framework of descript'ion for the definition of

an urban process will be considered. Clear'ly the concept of plan

describes a standard of behaviour which is to govern urban processes;

hence planning as such can only be introduced in terms of the geometry

of a descriptive framework for urban processes.

This interpretation of rational p'lann'ing is most significant when

one grapples with the requirements of a formal foundation for describing

the planning process. Th'is thesis contends that city plann'ing can
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establjsh such a foundation independently of the grounds of any other

scjence, and that significant advantages would accrue from do'ing ,0.7

Rationality applied to social choice must describe some central

organi zi ng pri nci pl e 'incorporati ng the pl anner' s 'intui t j ve noti on of

orderly development (include "good development" and exclude "bad deve'lop'

ment" to defjne an ordering of social structures). The best example is

available in physical thermodynamics (entropy). The larcof thermody-

namics organize the descript'ion of physical process as follows:

a. First Law (conservation of energy) defines the prerequisites

that an organization must satisfy to be considered "phys'ica1-

like."

b. The Second Law (tendency of processes) imposes a strong sense

of the order'ly development of physical process.

c. The Third Law essentially defines a zero of temperature.

d. The Zero (an addendum to the classical set) Law defines a

necessary conditjon for an equivalence relation in terms of

concept of temperature.

The First Law amounts to a condition on the process of communication

between phys'ica'l events which can also be 'imposed upon urban phenomena

by considering the compatibility c'lasses defined by urban s'ignalling in

the urban observatjonal protocol (to be discussed in thjs thesis).

The Second Law is an invitation to examine the concept of strategic

p'lann'ing to see what tendencies can be defined that formalize urban

development decisions under uncertainty. Decision procedures inherently

7w. 
Ross Ashby, Cybernetics (London: Chapman and

pp. 7-2. In his intrõãuctîon llhby recounts the idea
of independent foundations very explicit'ly.

Hall, Ltd., 1956)
and the advantages
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require the assessment of the impact (costs) of alternative development

po'licies, and the organizing principle must assess these cleariy. It
seems lÍkely that Caratheodory's famous Accessibility Theorem re-expresses

the problem of social choice in a form where the difficulties of Arrow's

l,Jelfare Theorem can be c'ircumvented.S To do this requires formaljzatjon

of the processes which occur a'long some path'in a nejghborhood (linking

the different places where events occur) by rules which show the changing

influences (acceptable at each stage of the process). It is interesting

to note that the concept of a process is defined by Caratheodory's

Theorem (which simpìy formalizes the Second Law) permitt'ing the transition

from static descriptions to non-constant (quasi-static) changes in des-

cribed states. Inaccessible events in the neighborhood of any state are

the necessary prerequ'isites to the Accessibility Theorem, and Arrow's

Theorem imp'lies these must exist.

The relevance of ttris to r:rban design is to state tlre obvious: prefer-

ences incompatible in the same place may become tolerable when removed

to different places. The notion of place imp'lies a geometrical system

permitting different observers to agree as to what process occurs at

some place despite the different perspective each has; and conversely,

agree to what is different about the processes from their viewpoint.

Notions such as tolerance, influence, trade-off, signalling,

physica'l backcloth, and functional space provide the framework for this

organizing princip1e. Atkins' a'lgebra of patterns provides a means of

describing forces (possib]y work), their impact (sociaì costs), and the

SMark I^l. Zemansky, Heat and Thermodynamics (t'lew York¡ tlcGraw-Hill,
1957) p. 17I-L72



different processes presented by patterns of choice. I'luch more

development is required to firmly establish how the concept of order'ly

development can be formulated to describe the structural'ly stabìe

institutions of society as those having the greatest signifi.un...9

The use of an algebra w'ill facilitate assessment of costs and benefits.

This will be done within the outline of plannìng as decision-facilitat-

ing that was promoted by Kaplan.lo

4.

The fundamental requirement for a formal observational system in

urban ana'lysis is to identjfy naturally occurring phenomena that may be

described in terms of mathematical structures. Without such criteria

mathematical structure would remain an abstract concept unattached to

any urban reality. The form of epistemic correlation to be adopted for

this association must be selected with care. In view of the Arrow

Impossibility Theorem one may anticipate that there wjll exist pure'ly

accjdental forms of urban organization that cannot at this tjme be

explaíned by mathematical structure; and conversely, there will exist

concepts that are not associated to any concrete urban reaìity. However,

adequate principìes for orderly development wi1'l identify significant

correspondences (those which are rational), employ criteria to effective'ly

categorize urban phenomena into those wh'ich can be described by current

Urban Structure
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9R.n. Thom, Structural Stability and Morphogenesis (New York:
Benjamin, 1975), ppJ5FT52. -

10n. Kaplan, The Conduct of Inqui'ry, p. 403. His definition of
planning was previ@e 10.
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means (making them worthy of inrmediate attentíon); and re]egate those

which are too "dynamic" to later generations of research.

Ind j vi dual s deal rout'ine'ly wi th questions of structure. Every

problem which involves the allocation (distribution) of attention to

different aspects of a situation by assignment of priority reflects a

structural concern. The p'lanner may d'istinguish various parts of the

whole to which he attaches degrees of significance. For example, any

community contaìns a large number of jnterest groups, different patterns

of which are active in different issues. Each have their characteristic

rationality, that is internally consistent; but as a whoìe socjety their

interests are inconsistent with each other. Planning should identify

areas of common interest to mediate a trade-off acceptable to all. This

is clearly a structural consideration. As expressed by Friedmann, the

importance of structural ana'lysis jn the problem of social choice is that,

henceforth, it will be impossible for policy-makers to turn to some

abstract ideal of "the public interest" for the priorit'ies determining

the allocations of social policy; rather these priorities will have to

be sought where they were aìways found, in the various decision processes

11of the city.--
The central concepts of land use planning arise by abstraction from

the ideal'ization of the behavior of real property owners and closely

para'llel mathematical abstraction. The planner is familiar with the

concept of fee simple ownership of land. By experìence it has been

found that conflicts between adjacent sovereign 'land-owners arise where

1lJohn Friedmann and Barclay Hudson, "Knowledge and Action: A Guide
to Planning Theory," JAIP (January 1974), p. 12. They express_Arrow's
Impossi bi'l i ty Theorem i n terms of i ts s j gn'ifi cance to poì icy pl anners
very concisely in this reference.
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the interest of one leads to conflict with the absolute right of use by

the other. l^ljth the density of land-owners found in a city jt is obvious

this sìmp'le concept is inadequate; therefore the absolute right to use

land.is structured into a bundle of distinct rights (development rights'

eg.). Moreover,'it would be jnappropriate to assign all of these rights

to part.icular individuals so new groups of individuals are distjnguished

and each is g'iven, in jts own right, the exercise of some property

right(s) appropriate to it. The new groups are actually composite

entities that are more than the aggregate of the participants (sjnce

they have in their ou,n rìght particular rights not assigned to constit-

uents). Unfortunate'ly, these rights, their benefits, and their costs'

are usual'ly lumpy rather than distributed equalìy. Therefore an jmmediate

conflict arises with respect to distribution because of the abstract

nature of the 'larger communitY.

The planner must deal fairly and in an unbiased fashion with the

djstributjon of benefits and burdens that have an inappropriate gra'ininess.

It is hardly surprising that distortions and stresses arise' Since the

larger communitjes have some rights of their own, they may also have their

own rationality which can be described and may also be in conflict. Hence,

the dilemma facing the planner is the fo'l'lowing: does he pìan using the

same prìncip'les when his own jnterests are in conflict? These "abstract"

standards of behav.ior are real insofar as they concern the properties of

a community which the composite group controls in its own right; hence'

urban theory should be able to account for their effects upon po]icy.

The idea of structure is prevalent throughout city planning if we

can but recognize'it; and p'lanners can also profit greatly from its use'
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The mathematician will recognize the similarity of the discussion of

property rights to the generation of new structures by generaljzation

from existing ones. The immediate problem is to establish the condjtions

for existence of the abstractions (in theìr own right), the means of

generating and combining them, and their satisfactory representations'

The cost associated with distorted djstribut'ions of the rights of the

rvhole to'its constituents is more readily exposed from a structured

vi ewpoi nt.

5.

A mathernat'icat structure involves three inseparable ideas necessary

to the expìanat'ion of urban development. These are order, relation' and

structure. The fundamental unit of mathematical structure is the set'

The structure specifies the distrìbution of different propert'ies of the

sets to particular subsets as described by the famjly of subsets found

to be contained'in the set. The presence or absence of different subsets

in the fam.iìy is determined by the relation wh'ich incorporates the rules

of distribution (allocation). The order describ'ing the precedence among

subsets js determined by the way that they belong to each other specify-

ing their development and their subservience to some greatest subset(s)

of the fam'ilY.

Topologyisasc'ience'asopposedtologic'inthatithasa

particular domain of interest which it attempts to descrjbe' This domain

encompasses the properties and the orqanizations derived from mathematical

sets by the application of the general rules of logic. In a sense, which

can be made very precise, topo'logy is the science which exp'lores the

Mathematical Structure
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different ways in which any organization can be described. InterestinglY,

not every aspect of mathematical sets can be described; but those descrip-

tions which are possible, by virtue of the ability of the set to encompass

any logical properties, are also the best one can do in describing any-

thing at all. The existence of any set ìmp'lies the idea of a particular

consensus aS to the circumstances under which the structures are accepted

as observab'le, aìthough the existence theorems proven by the mathematician

may be very remote from real'ity. It is the duty of the person who would

emp'loy these structures to show how the connection to reality may be made'

Furthermore ìt is of interest that the mathematician habitually attempts

to transform any problem into algebraic systems; be th'is a problem in

geometry or some other abstract organization. It is onìy by means of

algebraic systems that it is possible to actually compute results; and

therefore the sense of representìng urban structures by a'lgebraic struc-

tures become comPrehensible.

The epistemologica'l importance of mathematical structure in urban

analysjs js to make the complexjty of urban systems manageable by focus-

ing attent.ion upon the limits in which description of behavior is possible

at all. By use of structured descriptions, Points-of-view which reduce

the burden on our ljmited cognit'ive capabì1ity are achieved. Mathematjcal

structures cope with the description of unfamjliar, comp'lex situations

by providing:

a. A complete v'iew broad enough to encompass all phenomena

( preventi ng surPri ses ) .

b. A mjnimal view lumping together states unnecessarily

di scri mi nated.



c. An independent view that decomposes observed

non-interacting qualities reducing the mental

The distjnct activities leading to preparatjon of a plan that solves

some problem jn an urban area are called the p'lanning process. To meet

the conditjons of ratjonality heretofore discussed, the planning process

must offer an explanation for behavior by representing urban neighborhood

in terms of functional standards of behavior governing each piece of land

in the ne'ighborhood, where these are mutually compatible and consistent

with the individual preferences of residents in each land area.

Essentially this 'involves a transformation from indjvidual preferences

to new global standards of behav'ior, but the transformatjon must not

over'ly distort the individual preferences; ie. it should be fa'ir and

unbiased in composing them while seeking their greatest conmon preferences

to serve as standards.

The p'lanning process must deal with the limited resolving capability

of the instruments used to discrjminate the structure of observations,

and the limìted cognitive abi'lity of any planner to reduce these observa-

tjons into manageable forms of description. To systematical'ly compose

these standards into configurations of objectives serving as a plan the

stages of the planning process are assumed to be as outlined in Figure 1.

The Planninq Process
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states into

effort required.



PURPOSE

THE STAGES OF THE PLANNING PROCESS

1

A. FUNCTIONAL DESCRIPTION OF

OBJECT IVES

TABLE 1

Prepl ann'inq
-f---'--#-.(proDlem oeT'lnl-
tion and analysis
of factors). To
use actual
observations and
experi ence i ncor-
porated by
Deìphi techniques
into mathematical
relations repre-
senti ng si gn'i f i -
cant 'informati on
about the urban
area in a form
suitable for
further analysis.

i. To define the limit
of significant obser-
vations as tyPes of
urban choice (the
protocol of observa-
tion).
To determi ne the
significant modes of
interaction between
chojces (the signal
relation).
To define quantitative
signal levels of the
rel ati on.
To describe actual
observations of choice
existing in a ne'ighbor-
hood.
To describe the social
relations as the
preferences of indi-
viduals with respect
to activities.
To describe the
hierchial structure
f rom si gna'l rel atj ons.
To describe the back-
cl oth precedence
between i ndi v'idual s .

URBAN SYSTEMS

2.
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3.

ACTIVITIES

1

4.

Determi ne act'i vi ty
and I and protoco'l
sets.
To determÍne
si gnal sets .

Assign signaì
levels suitable
for weighting
s'i gnal rel ati ons .

Describe simplexes
correl ated wi th
individual areas
spec'ifyi ng prefer-
ences or existing
structures.
Describe Delphi
results as a weighted
preference relation
between activities.
Determi ne hierarch'i al
cover sets and thei r
rel at'ions .

2.

5.

3.

6.

7.

Ã

6.



PURPOSE

THE STAGES OF THE PLANNING PROCESS

TABLE 1 (CONT.)

2. Pl anni nq
(synthesis of
al ternati ves ) .
To systematical ìY
transform prefer-
ences relations
i nto cover
families us'ing
some relation
depicting simí-'larity between
preference
systems to deter-
m'ine al ternate
standards of
behavior. The
transformati on
is a "summing
up" of individual
experience bY

similarities to
find the
"greatest" common
denominators" of
that experience.

Measurement
TrvaTGTion of
Al ternati ves ) .
Compari son of
actual structures
to standards to
determine the
conform'ity w'ith
standards and
assess the "costs
of deviation. "

B. FUNCTIONAL EXPLANATION

OBJECTIVES

1. To resolve the maximal
complete families of
cover sets at different
levels of consistencY.
To take account of the
orderliness of the
standards of behavior
at different si gna'l
I evel s.
To take account of
the orderly nature of
their ability to make
actual behavior con-
form.

2.
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ACTIVITIES

1.

3.

To discriminate
standards of be-
havÍor using the
face ordering,
compatibiljty
classes, equival-
ence classes and
cì 'iques .

To compare these
classes at differ-
ent signal levels.
To use di fferent
means of examin'ing
compatibil ity be-
tween preferences
such as Q-analysís,
or ordinary linear
graphs to circum-
scribe di fferent
ci rcumstances of
observati on.

2

3.

i. To transform repre-
sentations of existing
structure i nto the
same form as the
standards.
To compare and assess
similarities and differ-
ences between standards
and actual structures.

2.

a. To transform simPlic-
'ial comp'lexes i nto
covers of the same
form as the structure
reflecting the effect
of the backcloth
relation on the
pattern of influences.
To use techniques
such as Q-analysis to
make d'ifferences be-
tween standard and
actual structures
expì'icit.

b.
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THE STAGES OF THE PLANNING PROCESS

TABLE 1 (CONT. )

4. Design. Determina- To systematical'ly Use a combinatorial
tion of all alterna- generate the largest design technique in
natives consistent variety of land use coniunction with the
with all constraints. activities to be sited algorithm for anaìy-

in each area of the sis of interconnect-
neighborhood without ed decisjon areas.
vj ol ati ng any (A. I .D.4. )
standards.

5. Regulation To determine the Use linear
Determi nat j on of opt'imaì ass'i gnment programmi ng.
the alternate of capacities
capacities reflect- (eg. parking areas)
ed in various to a structure.
nurneri cal i ndi ca-
tors attached to
sets of choice.

C. IMPLEMENTATION

OBJECTIVES

28

ACTIVITIES



7. The Plan

The plan js usually a document which attempts to impose order upon

the changes occurring spontaneous'ly jn the urban envjronment' It does

this by specifying a particular configuration of obiectjves together with

action sequences leading to their attainment. The p'lan reduces uncer-

tainty as to how ìts obiectives are to be achieved by social actjon'

The study w.iìl elaborate the obvjous capability of a mathematical

order to express the elementary characteristics of a plan'in terms of

urban land use structures using combinatorial and ordering techniques.

Specifically the following characteristics of a plan w'i'11 be dealt

with mathematicaì1Y:

a. The goal(s) of a p'lan are described by the concept of a limitjng

'independent confjguration of maximal elements of the orderjng

using the compatibil'ity re]ations contained naturalìy in urban

structures.

b. An objective is a maximal element of the urban structure under

studY.

c. The elements of action in the p'lan are the changes to the sets

descrjb.ing ex1sting urban structure for which spec'ific formal

operations will be defined.

d. Development concerns actjon which changes the content of the

sets themselves; growth concerns some change in the quantity of

the elements of the sets without qualitative'ly chang'ing their

contents.

29

e. 0rderly development describes any tendency

sets towards their maximal elements, such

consistent with at least one standard'

of changes in the

that each area is
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f. Uncertainty descrjbes the range of possible chains of sets

representing poss'ible sequences of development consistent with

orderly development; or the uncertainty under a given standard

of behavior as to which of its subsets will be found to occur.

g. Using the idea of standards of behavjor, different strategies

for development can be dealt with by mathematical explanation.

As the study elaborates the principle of orderly development in the

following chapters, its close relation to the concept of statistical

entropy used in communications theory or in physical thermodynamics will

be evident. Consequently, the concepts of strategic plann'ing wil'l

c'lose'ly resemble some of the concepts used to describe physical process.



III. The Value of Structural Analysis in Planning

1.

Although considerable debate is found in the p'lann'ing'literature

concerning the shortfalls and limitations of rational analysis for the

study of urban phenomena, and'indeed any area concerned with human

psychology, it js less common to find a careful examination of the

I im.itati ons of contemporary pl anni ng i n deal 'ing w'ith these phenomena.

The mathematician can right'ly clajm that within the iurisdiction of

their profess'ionai jnterest they have thoroughly explored the lim'its and

nature of mathematical processes; in contrast the planner finds it diffi-

cult to formulate a definition of the city, let alone the interesting

processes which occur there'in. One of the major concerns which preceded

this study was the feeling that urban p'lanning could not define its own

area of interest and its intrinsic limitations. In such conditions

actions that subordinate the generaì interest to that of particular

privi'leged groups can fIourish undetected.

The current methods of city planning are essential'ly intuitjve and

eclectic jn nature, and are perceived to have the following major defic-

iencjes that are essentiaì'ly attributable to inadequate investigation

of the grounds of P'lannìng.

a . An i nabi 'l 'i ty to di scri mi nate whi ch prob'l ems are sol ubl e . The

existence of such criterja would conserve effort cuffently

wasted on prob'lems whose solution js socially desirable, but

which are not soluble withjn exist'ing technical means.

The Limitations of Planning
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A lack of consensus on the significant aspects of urban process;

and hence an inabi'lity to distinguish urban problems from those

whjch merely occur in the city, and are the proper concern of

other professions. Therefore planners often fail to grasp the

social mandate which limits their scope of action.

The lack of consensus upon acceptable methods of ana'lysis

preventing the development of abstract concepts necessary to

a general urban theory that would grasp the essentials of

urban behavior.

Lack of jnterest in the phìlosophical investigation of many

planning concepts leads to the continued presence of undetected

fallacies in plann'ing thought.

The lack of formal methods making pìann'ing difficult to teach.

Present methods rely upon exposure and examp'le.

Current intuitive methods of determining alternative courses

of actjon are capabìe of reso'lving no more than a small portion

of the total range of possìble alternatives. Consensus upon

solutions is difficult to achieve when so many unsurveyed

possìbilities exist as counter-exampìes.

Lack of standardization in the pianning process and in plans

makes direct experimenta'l confirmation of theory difficult.

Consequent'ly experimental data, often obtained at great expense'

cannot be generalized to other situations.

Lack of objectivity in the p'lanning process makes it diffjcult

to survey the steps by which the decisjon-maker arrived at a

particular decisjon. Consequently decision-makers are not

b.

c.

d.

ê

f

g.

h.
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accountable to the public and many ulterior transactions escape

the notice of those most greatly affected.

i. Current planning cannot take individual preference systems into

account in deriving the g1obal standards to be 'imposed on the

neighborhood as a whole. Therefore such concepts as partic'ipa-

tive planning have no operative meaning, to the detriment of

individual welfare.

The structural approach to planning can rect'ify these deficiencies.

2. The Potential of Mathematics in Planning

The problems of the planning process and the prob'lems that are

found in the planning process must be dist'inguished. Problems of the

planning process are to be dealt with in the epistemology of the p'lanning

process. Part'icuiar problems in planning wili be resolved by the use of

mathematical processes wh'ich transform representations of individual

preference systems into g'lobaì standards of behavior useful for regu'la-

tion and design.

The fundamental epistemological requirement to rationalize the

planning process is to assume the rationaljty of individual behavior;

notwithstanding that the nature of this rationality may not be well
t/

understood." In this way the construction of a formal planning process

is firmìy grounded in indivjdual behavior, as it is not'in current

p'lanning theory. By construct'ing the g'lobal standards of behavior from

individual systems of preference it is certain that the latter bear some

1ZR.n. Thom, Structural Stability and Morphogenesis, PP. 751'152.
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relation to actual behavior in contrast to many goa'ls of current planning.

In the present approach we are interested in the detection of structur-

ally stable institutions of the land use in urban neighborhoods. Their

functions must be explained by the models constructed from the various

systems of preference introduced into the urban ne'ighborhood by the

residents. The fact that one may not understand the under'lying psychology

that gives rjse to these preference systems will not prevent their des-

cription in a suitable form for jnclusion in the planning process.

Some insight into the ability of the structural approach to provide

new concepts to urban p'lanning by introducing structural considerations

may be obtained by examining the development of geometry. Two millennia

ago geometry was a spec'ial case of the forms which were found in nature;

ordinary space dominated geometry. In our era geometry dominates

ordinary space in the sense that the forms which actually exist are a

special case of geometry. Modern geometry prov'ides a framework of con-

cepts upon which objects can find thejr proper place with their inter-

relationsh'ips readìly apprecjated. Geometry is thus able to suggest new

forms of relationship which have a poss'ible pìace in reality' although

they have not yet been experienced. Much of modern physics is a search

for empirical confirmation of such forms suggested by structural

consjderations. The algebraicization of geometry p'layed a strategic

role in this develop*.nt.13

Using a simi'lar approach various urban institutions can be conceived

as structura'lly stable forms of behavior because they are consistent to

some degree which is sufficient to encompass the underlying preference

13W. Ross Ashby, An Introduction to Cybernetics (London: Meuthen
and Co., 1968), pp. I-2.



35

system of the participants in the instÍtution. The use of structural

concepts wilì introduce a quaìity of urban intuitjon ín the capabi'lity

to suggest the possible existence of new modes of organization under

circumstances not yet experienced by the urban planner.

The planning process promoted in this study has the fo]lowing

general characteristics which redress the defjciencies of planninq

previously noted.

a. it provides a standard of behavior for the conduct of planning

representative of a consensus of the participants.

b" It is concerned onìy with rational and describabre urban

phenomena and directs research into problems that can be

sol ved by current means.

c. Its form of reasoning is objectiveìy surveyable and effectively
determines the outcome of the decision process.

d. It is systematic and grounded jn the facts with its acceptable

modes of ana'lysis consistent with epistemological criteria.
e. It is usual'ly self-conscious and constantly re-examines its

basis of description for the validity of implicit assumptions

and entailed decisions that it contains.



PREPLANNIIIG: THE FUNCTIONAL DESCRiPTION OF URBAN NEIGHBORHOODS

I. The Functional Description of an Urban Neighborhood

1.

CHAPTER Tl,lO

The Concept of Functional Description

a.

Preplanning is the 'initial phase of the p'lanning process; concerned

w'ith the functional description of processes occurring in an urban

neighborhood, and subject to the requirement that these descriptÍons be

sujtable for the functional expìanation and the implementation phases

of pìanning.

Modern system theory holds that any system of descriptjon 'is

arbitrary, but recogn'izes that some systems are better than others for

specific purposes. Preplanning must contain crjteria that will determine

the best possible functjonal description under any specific cjrcumstances

of observation. Such criteria ground the explanations of urban behavior

in what can be described by available instruments and the prevailing

group concepts. The conceptual basis for description w'ill be determined

by observational criteria which highlight particular aspects of observa-

tion as describable. Epjstemologica'lìy it js jnsignifìcant that all

aspects of behavior cannot be described by the criteria, but it is vital

that criteria exist to permit some aspects to be described. Moreover,

while it'is necessary that the elements of the observational basjs be

JO

The Role of an Observational System in P'la¡qi¡g
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describable, it is not necessary that they be capabìe of explanation.

txp'lanations are to be constructed from the elements of the basjs set.

More elaboration of the under'ly'ing concepts of an observational

system can be found in Eugene Wignerls Introduction to General Systems

1

Thinking,'R. H. Atkin's essay, "The Cohomology of Physics" in Quantum

Theory and Beyond (in addition to his papers on Q-analysis), Sir Bertrand

Russel's essay, "The Relation of Sense Data to Phys'ics" found jn A Free

Man 's Worshi p, and Herbert S'imon 's functi onal des'ign concept contai ned

in the Sciences of the Artific'ial .2

The concept of an observational system provides a device to impose

an order on his raw percept'ions, which is consistent with his own exper-

ience, and further must conform to the inescapable limits of observa-

tional and cogn'itive ability of any observer belonging to the larger

scient'ifjc commun'ity. The order which is imposed by this system on the

raw perception of events in an urban ne'ighborhood is undeniably related

to the objectives of planning.

Specifically the observational structure facilitates the preparation

of a good pìan that can minimize the costs incurred by normal decision-

maki ng 'in the fol I owi ng ways :

a. The observational structure provides a compìete framework of

description to simplify probìems, derived from a shared protocol

tErg.n. t,Jìgner, An Introduction to General Systems Thinking,
(New York: Wi1ey, 1976), pp. 87-94.

2
'The specific references to the works cited above are as follows:

R. H. Atkin, "Cohomology in Physics," Quantum Theory and Beyond,
(Cambrjdge:Unjversjty-Þress,ig7t)'pusse1,
'iThe Relãtion of Sense Data to Physics'," A Free Man's Worship, (London:
Unwin Books, 1976) pp. 140-157; and HerUe
Artjficial, (Cambridge: MIT Press, 1971) pp. 6-13. 

-
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of events (events which may possib'ly be observed), preventing

any surprises from occurring during observations, and thereby

reducing the effort to remember observations.

The framework provjdes the possibility of distinguishing

between the preferences as to what shoul d occur and the

desc¡iptions of what did occur or js occurring. Preferences

and actual events are distinct types of data, and for each

su.itable concepts may be generaljzed using thejr ordering

among themselves (as to consistency). clearly signifjcance

should be attached to observed structures that are consistent

with concepts derived from preferences-

The framework as a whole permits independent concepts and

observational structures to find their own place, .but the forms

of relationshjp between them may be readi'ly appraised to reduce

transfer and opportun'itY costs.

b.

c.

d. Soluble problems may be distinguìshed from the insoluble

s i tuati ons .

b.

The essential features of any observational system evolve from the

epistemoìogical concepts discussed by Russeì. Russel asserts that every

individual lives in a private world conta'ining a1l the different percep-

tjons of the world accessible to the observer. The notion of "the place

at which a perception is" must be construed as a place in the private

perspect'ive of an indjvidual. In addition to the private spaces of

every indjvidual there js an overall space of perspectives in which every

such space constjtutes a single point. These private spaces must be

Elements of the Epistemology of an Observational System
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ordered into a sing'le space by means of testimony between indivíduals.

Hence the concept of "the place from which a thing is observed" is also

important. (Although no two spaces contain the same perceptions, it is

clear that percept'ions pertaining to the same obiect must have features

in common to which definite representatjon is given by means of a

protocol set.) The sets representing the common features of different

individua'ls' experience obviously approx'imate the nebulous classes of

experience found in the distinct spaces. Particular attention will be

paid to the criteria making these sets definite.

The elements of a set descrjbing a perception represent those

aspects of experience called to attention by an observer made definite

by the observational criteria. Although a perception is a form of

experience, not every form of experience is a perception. Experience

must be a cover set to generaìize jndividual perception to the case

where perception at different instances, d'ifferent circumstances' or

even those taken from the testimony of other observers may be considered.

The concept of experience emphasizes the requirement to consider the

social mechan'isms that compose the experience of a whole group from that

of its membership. While the experiences of different individuals are

independent, when two or more are considered together they can no ìonger

be arbitrary. The constraint is determ'ined by the communications pro-

cesses in the group and by its "pecking order."

The constraint is governed by the tradjtional assertjon that

physicaì factors cannot determine social relations; and conversely,

social relations cannot determine the physical. The problem is to find

an area of matching between the social and physical aspects to determine
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the choice at each jnstance of the neighborhood. Intrinsical'ly, those

qua'lities matching two ìndependent aspects of the structure are called

phase. If we are to view planning as the process of mediating conflict,

then a knowledge of the representation of such social mechanisms is

germane to the process of medjation. Modern mathemat'ics studies the

concept of connect'ions whjch one may thjnk of as the study of how a

perspective of "the place at whjch a thing" is changes as the place from

whjch it is viewed alters. Thjs is the basis of the modern physical

concept of field, but it would seem to be a concept equa'lly appljcable

in city planning.

An urban field is generated by the mutual interaction of a

confjguration of groups or jndividuals, each of which have the'ir own

systems of preference, and as a whole accept some global standard of

behavior. This gìobal standard in turn acts to constrain individual

behavior. If a system js to be a stable organization, then ìn some

sense the g'loba'l form must match the i ndi vi dual ' s preference . Stab'i 'l i ty

assumes the consent of the governed to abide by standards imposed from

above.

c. The Basic Requirements of an Observational System

To elaborate the mathematical concept, consider an inner environment

defined by a space of functjonal social relations, and an outer environ-

ment desc¡ib'ing different patterns of actual behavior. The images that

these environments cast upon each other const'itute their functjonal

description. Where a suitable match between these images occurs' a

stable barrier then exists to govern the transmjssion of sjgnals between
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the inner and outer environment. The notion of phase is relevant to

this barrier. Essentially the problem is to cast the physica'l patterns

into a form comparable to the functional standards of behavior for every

different set of circumstances in the neighborhood and to find the

largest sets of choice compatible with all the constraints found in the

whole neighborhood.

The s'implicial complex can be used, much as a co-ordinate system is

used, to map the observatjons which are the ìmage of some particular

elements of the set on which observations are resolved. The observations

are assumed to be made in terms of definite sets, and particular observa-

tional criteria are required to establish a general consensus on what is

to be observed. (This effect'ive'ly limits the observational capability of

the protocol and makes functional description heavily dependent upon

observational data).

The effect of the phase property govern'ing the changes in urban

structures as it extends through the system or through time w'i11 be

illustrated in terms of the siting probìem. This chapter will specific=

aìly consider the following topics:

a. Use of Delphi techniques to determine the empirica'l input to

prepl ann i ng ;

b. Use of hard data for the description of the circumstances in

a backcloth;

c. The introduction of standards of behavior; and

d. Interpretation of the mathematical representation of a

nei ghborhood.

e. The sit'ing problem as an examp'le of a phase structure.
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The complex barrier that exjsts in an urban neighborhood can be

intuitive'ly decomposed into a set of signal relations, each of which

leads to an anaìyzable set of simplicial compìexes having an internal

order discriminating standards of behavior for urban structure apparent

at that s'ignaì level. An imposed external order represents the effect

of the backcloth relations upon the structure as it extends through the

system and through time.

Whjle the signal images have among themselves a sense of being

important which determines their order, the s'ing'leton sets of the back-

cloth on which they are resolved have no such necessary order. The

compos'ition of sets to reflect changes of viewpoint will be accomplished

by using a calculus of simplicial complexes to form the union and inter-

section of whole relations; thereby studying the effect upon the available

choice after a certain sequence of development. The imposed order

represents social constrajnts in the backcloth. The genera'l structure

of a barrier will require elaboration of the concepts of phase, signal

level, and connection before complete iustíce is given to the treatment

of the complex signals in an urban neighborhood.

Qbviously considerable, though straightforward, work must be done

to make certain this calculus of complexes carries through the sense of

orderliness from the lower level, and reflects the impact upon the extent

to whjch activities can be sited in pieces of urban land. This of course

is the implication behind Atkin's assertion that planning wi1'l study

hierarchial arrangements of cover sets with the significance of a set at

one level intuitively appreciated at the next higher or lower level.3

Global Structure and the Hierarch.y of Cover Sets

?'R. H. Atkin, Mathematical Structure in Human Affairs, (Hieneman
Educational Books , 1975), p. 118.
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3.

Any science is concerned with certain phenomena and has the

capabil'ity to recognize whether a given set of observations'lay within

its area of interest or not.4 This is not to'imply that an all-inclusive

defjnition can specify, in every instance, the precise nature of subject

phenomena; since the further clarification and extension of definition

is a very active area of research in a science.5 Nevertheless, it is

usualìy possible to point out certain observations as being part of the

central concern of a science.

Criteria, often ìrçlicitlyassumed by researchers, are used to test

specÍfic circumstances for relevance to urban planning as they are

encountered in observations. For example, to be considered a physica'l

process, observations must conform to at least the laws of thermodynamics.

Notwithstanding that current plann'ing cannot claim to understand

urban behavior to this formal extent, it is possible to specify the form

whìch such general criteria would take in a land use study.

There are three criterja generally used to establish the existence

of sign'ificant observatjons in any area. These are public observability,

repeatabil ity, and persistence. Publ ic observabil ity is the requirement

that a consensus of Land Use Planners recognize the phenomena as being

essentjal'ly urban in nature; repeatability is one of the conditions

necessary for such a consensus since it requires that the phenomena to

happen often enough to be observed by a consensus of Planners.

The Nature of Urban Land Use Phenomena

44

4c. F. von weirrä.k.r,
Quantum Theory and Beyond,

5Ibid, p. zzg.

"The Unity of Physics," essay contained in
(Cambridge: University Press, 197L), p. 229.
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Persistence requíres that when it happens, it lasts long enough to

register using the cument empirícal means of land use planning.

Phenomena are usually recognized by their effect upon the environment

and therefore functional descriptions are the norm. Sjnce the most

generaì characteristic of an urban function is the variety of choice,

of servjces and of activities available to the resident of the city; it
seems appropriate to recognize the sign'ificant characteristics of urban

phenomena as being functionalìy identified with the variety of choices

available to an urban resident.

This focus upon the choice available is in keeping with the spirit

of the modern mathematical concept of information; discounting the

importance of the actual nature of activities except that they must occur

in urban ìando but emphasiz'ing the extent of chojce available to residents

on the land.

Recognition of urban phenomena can change over time as the toler-

ances determined by empirical means of observation are refined. The

tolerance criteria structure observations into the categories - urban or

non-urban - and place emphasis upon the distinct urban-like choices which

are the most common and the most long-lasting relative to exist'ing

instrumentation. In Atkin's terms, they define the scale which is to
be incorporated in a set of observations.6 The set of observations con-

sidered to be urban, and also sign'ificant in any problemris to be denoted

the observational protocol. By means of the protoco'l jt is possible to

6R. H. Atkin,
Quantum Theor.y and

"The Cohomology of 0bservations," essay contained in
Beyond, p. i93.
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study the general forms which functionaìly describe urban phenomena such

as land using mathematical structure.

4. The Relation of Sets to Urban Phenomena

The mathematical set is a concept which denotes any collection of

objects hav'ing any properties at all. It is the fundamental unit of

mathematical structure, which is to be correlated initially w'ith individ-

ual perceptions and with composjte experiences.

The logical interpretation of sets allows their elements to

represent equally well, either actual informatíon or abstract properties.

Sets providing a common medium for the representation of choice are a

basis in terms of which both logical properties and actual information

can be compared to establish an epistemic correlation between concepts

and actual behavior.T

Sets and patterns of subsets can represent patterns of

information accorÔing to the following definitions:

a. Defi ni tion

If S is a set of objects of any kind, then every conceivable

property, which some of these objects may have and others not,

can be fuìly characterized by specifying the subset of S whose

elements have this property; therefore jf two properties

correspond in this sense to the same set, they are logically

equi val ent.

75ìr Bertrand Russe'l, "The Relation Between Sense Data and Physics,"
essay contained in a Free Man's Worship, (London: Unwin Books, L976),
pp. L40-144. Russell outlines here the requirements of an epistemology
that rigorous'ly organizes concepts in one's actual experience. The use
of sets provides a medium for corre'lating one's preferences with what
actual ly exists.



Instead of correlating the subsets of S to properties of

elements, we may equa'l1y we'll correlate them with all possible

bodies of information concerning an otherwise undetermined

element of S. Any such information asserts that this unknown

element has a certain specified property.

0bserve that in particular, logical disjunction of sets corresponds

to their sum or union, conjunction to intersection, and negation to the

compìementation of a set. The empty set corresponds to absurd information,

while subsets represent actual information.

Sets can represent equa'l1y weìl the hard data that may be obtained,

for example by counting urban residents; or the preferences that are

desired in an urban area. Dealing with the subset structure will permit

one to order these preferences, arrange for them to dominate actual

behavior in an urban neighborhood in a specific area, and thus correlate

the patterns of choice with areas of urban land. The mutual relationsh'ips

between land areas determine acceptable patterns of land use influences

among the areas.

l^lhen patterns of choice are correlated with pieces of urban 1and,

rational urban land use can be defined. Some concepts, essentiaìly

preferences, can be defined in theory but are found to describe no

choÍces that actually exist; similarly some actual configurations of

urban choice conform to no standards. An orderly approach to plann'ing

seeks to eliminate non-conforming chojces, and reduce the conflict be-

tween different standards.

b. Definition

47
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In empirical planning the basic instrument is the ability of an

individual to determjne the structure of his perceptions and experience.

This'instrument is greatly facilitated by means of the Delphi techniques

which have been developed in social sciences in recent years. Mathemati-

caì analysis makes available the ability to bring to explicit awareness

the maximum amount of information that was implicitly known to the Delphi

participants. Consequent'ly the validity of the conclus'ions about

phenomena depends upon the familiarity of those who initial'ly define

the problem for subsequent mathematical analysis.

The study must therefore touch briefly upon the ability of the Delphi

methods to defjne significant sets and relat'ions for analysis before

discussing the presentatjon of Delphi informat'ion.

Defi ni ti on

Detection of Relations in Urban Experience

A Delphi technique has the objective of facilitating the effort

of an individual to impose the maximum degree of structure upon

hi s 'indi vi dual experi ence, by prov'i di ng a common protocoì i n terms

of which he can describe his experience for comparison to that of

otherind j vi dual s , and whi ch may then be transformed i nto sui tabl e

expressions of the group's experi.n...8

The Delphi is a structured methodology that limits the group's

interest to possible observations us'ing the observational protocoì to

focus upon some area of human experience. Individuals express their

48

SThomas F. Saärinen, Environmental Planning: Pergept'ion and
Behavior, (Atlanta: Hought The
dãfîñi-tion extends Saarinen's discussion of structuring individual
experience to the terms which seem to represent the function of the
Delphi in preplanning.
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experience in terms of relations between elements of the protocol, which

are "summed up" intO new SetS expressing a consensus as to the total

group experience.

It is difficult to see how the Delphi could be regarded otherwise

than the means by which a consensus is derived from individual experience

concerning the scale relations defining significant sets of observations

that jncorporate criteria such as those discussed in the last section'

Some ins.ight ìn thìs area can be obtained from the material discussed by

Russel in the reference at footnote .

The De]phi is capab'le of providing the soft data describing

individual preference systems which is necessary in addition to actual

observatjons for solving iand use prob'lems. Thus, one of the most popular

techniques 'in city planning 'is the goal s-means evaluation mat.ix.9 The

technique attempts to establish the relation between goals and concrete

means of atta'ining them.

6. The Stud.v Design: Representation Using Delphi

In th.is section a study design is described which is representative

of the outcome of a Delphi exercise undertaken to define an urban land

use structure. The form of the product of such an exercise is illustrated

to provide a basis to study further the mathematjcal analysis that'is

poss i bl e.

Note that the study design must conta'in both hard and soft data'

Hard data for urban structures consists of sets determined by signaì

9yorri s Hi 1 
'l , ,'The Goal s Achi evement Matri x for Eval uati ng Al ternati ve

plans: , JAIP, ( 1968) , PP. L9'29 -
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relations which define the choice associated with urban land, while soft

data is concerned with structures that describe a resjdent's preferred

tjmitat.ion upon chojces correlated with zones covering urban land-

The term backcloth has been used, and will be extensively used, to

describe any structure representing the circumstances of observat'ions.

A backcloth can be understood as providing a basjs which resolves the

significant parts of observations (the streets) to focus on their

particular differences (their assocjated choice) between them. P'ictur-

esquely, the backcloth acts like colored spectacles to vary the parts

of a color pattern emphasized or melting into the background as the

vìewpoint is changed. This term is entirely relative to the context of

its use: thus the study will speak of the backcloth of streets on which

urban land use activ'ities are d'iscussed; but this framework as a whole

is a backcloth for the discussion of urban standards shall govern

acti vi ty 'in the whol e nei ghborhood.

The analysis'is focused on a specific area of winnipeg, a portion

of the Fort Rouge Community surrounding Osborne Street, that js shown on

the map at Figure 2.

As shown in Figure 3, the map was reduced to a backcloth structure

of streets defining what this study holds to be the significant areas

of urban land on which activity occurs. In any study the extensive

formal (1ega'l) institution of land ownership ensures that there js no

difficulty defining a backcloth of urban land areas. The relation of

adjacency was used to defjne the relation between backcloth areas shown

ìn Table 2. In fact this sìmp'le relation is necessary to jntroduce the

idea of influences between urban land that ultimately gives rise to the
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whole problem of conflicting land uses.10

relation on the backcloth of streets represents accessib'i1ity, and

determjnes the propagation of the influence of activities through the

neighborhood. To provide a basjs for defining 'levels of the access-

jbility signals, the idea of adjacency was extended to n-adjacency 0n

the graph of the backcloth relation. The relation of n-adiacency incor-

porates the basjs of the idea of signal levels, determining the possible

extent of influence between backcloth areas, that propagate a'long the

paths contained in the backcloth. Note that this in no way presupposes

what influences shall be found to propagate, only that they shall be

necessarily graded by their influence at the different levels' The

signal levels of a backcloth can be efficìently computed by the methods

noted in referen..ll us1ng only the adjacency relatjon initial'ly defjned.

The representation of a portion of the whole weighted relation shown in

Table 3 should be typical of any backcloth signa'l level relation deter-

mined for a study design. signal levels wil'l always be represented by

a weighted incidence matrix. The accessibility signa'ì property, whether

expressing transit time or distance between pairs of areas, is a funda-

mental feature of any study design.

The observational protocol is the set denoting urban land use

activit.ies that may occur in urban areas. The protocol for this sjmple

53

In this study the adiacency

10R"f.. to the example of the prob'lem of fee simp1. lull ownership

discussed.in chapiãr One for backgrôund to the problems of distribution.

11R. l. Berztiss, Data Structures: Theory and Practice, (New York:

Academìc Press, rõzsi, ,- "The

k-Shortest paths in-á'eiãp¡r,i Trañiportation Research Quarterly 2, (1968)

pp. r-ri. sotn uúlr'ð"i pióúid t can

6ã pioõrummed to àetermiile the wäighted relätion representing the signal
rel äti ón g'iven any backcl oth rel at'ion .
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urban functional space was defined, forestalling the need for any Delphi'

by fisting those activities actually occuming in the study area as

contained in Henderson's City Directory for 1967 and 1976. The resulting

protoco'l is I jsted in Table 4. Various sub-protocols reflect'ing a crude

breakdown of actjvitjes into major urban functions are also d'istinguished

in Table 4.

For completeness the 'illustration of a study design wiìì introduce

some concepts, necessari]y determined in any study at this stage, which

wjll not be explained until the discussion of the simplicial comp'lex.

The relation of the protocol to the backcloth of urban land is funda-

mentally important. The basic relation used is the incidence of activi-

ties from the protocol onto urban land areas. This concept is illustrated

by Tabìe 6 and Figure 5 contajned in this chapter. To determine the

patterns of influence present in each area as a result of the siting of

actjvities for each accessibi'lity 'level , multiply the 'incidence matrix

of the complex Kr(A) times the incidence matrix Kr(L,R,n) for each level

n. Table 5 shows an example of the simpìex which would be found in such

a compos i te comP'l ex.

hlhile Table 5 is concerned with the effect of the s'iting of

activities, the study js also concerned with the relations between

activities themselves 'independent of what the backcloth relation actuaì1y

produces. The determination of standards of behavior is a funct'ion of

analysis to be carried on in the planning stage, but the preferences and

theories about the desirable relations between activities to be used as

a basis for plann'ing must be determjned in the preplann'ing design of the

s tudy.
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presumably, each jndividual will provide for each signal relation'

a relation with an incidence matrix like that in Figure 4 below. Assuming

.ideas like co-operation or competition between activities, land use com-

patibiìity re]ations can be determined and later composed jnto standards

like those shown in Table 4. Thus, the initial preference systems are a

relation RcAXA between activit'ies, but the standards are a relation

R^cFXA where F denotes a functional zone such as residentjal, commercjal,
L

or the like.

Figure 4

Example of a Preference Relation

Individual A Signal Relation:

Act j v'i ty set = (41 
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Compatibil ity between activities
Uasä¿ on des'irable maximum separation'

There is a gap in what must actually be accomplished in a study

design: ie. the discussion of the hierarchial arrangement of sets of

data that reflect levels of concern jn the study. For example, the

pì anne|i s concerned wi th i ndi vi dual s , bui l d'ings, streets , nei ghborhoods '

djstricts, communities and then whole citjes each havìng'its

AccessibilitY levels
n=0ton=5

Note - 0 obvious'lY denotes
activities that must
be co-located

Note - the matrix is
obvi ouslY
symmetrical in
nature.



characteristic structures and signaìs that must somehow mesh

Atkin d'iscusses the hierarchial arrangements at great length

I iterature of Q-analysis.12
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12R. H. Atkin, "A Approach
Design: Illustrative Examples,"
pp. 2l-57.

to Structure in Architectural and Urban
Environment and Planning B 2, (1975),



L1 = (L2, 15, L6)

L2 = (11, L2, 13, 15, L6)

L3 = (L2, 13, L4" L23)

L4 = (13, 14, 15, 18, LLs, 123)

L5 = (11, L2,14, 15, 16, 18, 115)

L6 = (11, L2, 15, 16, L7)

L7 = (16 , L7, 18, L9)

LB = (14, 15, 17, 18, 19, 115)

L9 = (17, 18,L9,L1.2, 116)

110 = (Lg, 110, 111, L12, 113)

111 = (110, 111, 113, 114, L28, L29)

L!2 = (19, 110, LLz, 115, 116, L22)

113 = (110, 111, 113, 116, L!7, L22, 143)

114 = (111, 114, 117, 118, L26, L28, L29)

115 = (t4, t5, 18, 112, 115, 116, L22)

116 = (ttz, 113, 115, 116 , L!7, L20, L22)

LL7 = (113, 114, 116 , L!7, 118, LzO, L26)

L1g = (tt4, 117, 118, 119, L24, L26)

L1g = (119, L1g, 120, L?l, L24)

120 = (113, 116, 117, 119, LlO, 121)

LZL = (119, L20, LzL, L22, 123)

L22 = (LLz, 115, 116, LzI, L22, 123)

L23 -- (13, 14, Lzl, L22, L23)

L24 = (11g, L7g, L24, L25, 136)

L25 = (L24, L25, L26, L27, L32, 133, 134, 136)

L26 = (114, 117, 118 , L22, L23, L25, L?6, L27)

L27 = (125, L26, L27, L28, 130, 131 , L32, 133)

LZg = (111, L!4, L27, L28, L29, 130)

LZg = (111, LI4, L28, 129, 130)

ADJACENCY STRUCTURE IN THE BACKCLOTH*I

TABLE 2
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130 =
131 =

L32 =
133 =
134 =

135 =

136 =
L37 =

138 =
139 =

140 =

141 =

L42 =

143 =

L44 =

145 =
146 =

L47 =

148 =

149 =

(L li , L1,4, L27 , L28, L29 ,

(L27, LZB, L3o, 131 , L32,
(125, Lz6, Lz7, Lzg, 131.,

(13, 14, Lz3, 133, 141)

(125, 133, 134, 135, 137)

(121, L22, L25, L?7, L28,
(L24, 125, 135, 136)

(131, 132, 134, 135, 137,

(tgt, L3z, 135, L37, 138)

(12, L3, Lzo, L3g, 141)

(Lse, L¡g)
(133,141,145)
(Lzg, L3o, L42, 148, L4g)

(113, 116, 117, 119, L27,
(L44, L46, L47, 149)

(Lzt, Lzz, Lz3, L4r, 145)

(t7, tg, 19, 144, 146)

(19, Llo, L44, L47, 149)

(110, Lll, L4z, 148, 149)

(L42, L44, L47, 148, 149)

TABLE 2 (Con't)

130,131)
133, 134,

132,133,
135, 137, 138)

135,138)

131, 132,

Ls8)

L34, 135,
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Note 1.

136, 137, 138)

143 )

The adjacency between designated areas

is shown in structure form. L, = (Lr,
LZ, LS, LU are each adjacent to Lr.

of land (eg. L!, LZ, etc.)
LS, L6) means that areas



The folìowing table shows the extension

the study area for the representative set of

the accessibility relation determined by the

in Table 2. The notation Li = (. . . - , Lnj'''

accessible to Lj along some path at level n

EXTENSION OF SERVICE

TABLE 3

L1

L2

AREAS(n=1ton=3)

(tzt, Lrz, L23, L24, L15, L16,

(t11, L1z, 113 , L24, Lls, L16,

tzzs)

(LZr, Llz, 113, 114 , L25' \26,'t3tg, 
1319, L3zo , Lzz1, l12g)

(tZt, LZz, L!3, 114, -L1b , \26,'t1ts 
, L2r6, 1317, 1318, 1319,

(t11, Llz, L23, L14, L15, L16,

L3zr, L3zz, l3zg)

(tlt, Ll2, L23, L24, Lls, L16,

r-3rs )

(t21, ,22, L33, L24, Lzs, 116,'ttri 
, L2!6, 13i7, L3zo , L3zz,

J|zt. Lzz, L23, 114, 115 , L26,'tttu 
, L2!6, 1319, L3zo , L22!,

(121. L32, L33 , L24, Lzs, L26,'tztz, 
1314, 121s, 1116 , L2!7,

Lzz7, LZIB, tz+z)

(13+, 135, 136 , L27, LZB, 119,'t2ß, 
Lzr7, L3lB, 1319 , L?zo,

Lzzg, 1230, 1331, Jqz)

L3

L4

of the service areas through

sites (ti, i = 1, L0 with

adjacencies of areas shown

) indicates that Lj is first
(accessible in n stePs or less)

L5
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L6

L27 , tzg, 139,

L27 , LzB, 139,

L7

L8

L37, LzB, L39 , L3!2, 1315 , L2L6,

L31s , t-3zs )

L315, L3zr, L3zz,

L27, LrB, Lzg, L31o , L2!2, 1313,

L3zo, Lzz:-, Lzzz, l-1zs)

t27, LrB, LZg, L3rz, L115, 1316,

L77, LZg, Lzg, L3lz, 1316 , L323,

L17, 118, 119, L31o , L2!2, L313,

r-32¡)

L17, LlB, L19, L311 , LzLz, 1314,

rzzz)

L17, 118, L1g , Lzro, L311, LL1'2,

itrá, ,-3ig, Lzzo, L3zr, Lzz?,1323,
L9

110 =

111
L'10, L'11, L'r?,
a2?

Luzr, L-22, L"23,

1)2
L'13, L-14, L-15,
2?2

Lu?-4, L"27, L'28,



TABLE 4

COVER SETS FOR URBAN ACTIVITIES

AND ASSIGNMENT TO ZONE

1. Cover A1 - Residential Activities

a. High rise aPartment

b. ìrla'l k-uP aPartment

c. Mul ti Pl e fami'lY dwe'l f ing

d. Sing'le fam'i1Y dwel'ling

e. Residence over commercial
acti vi tY

f. Vacant lot (1) *(See note
at end of table)

q. Vacant lot (2) *

IN THE FORT ROUGE AREA

STANDARDS

2. Cover A2 - Local Commercial Act'ivity

Zone Ass'!gnment Structure*

(R4, ca, cz)

(R3, R+, c1,

(R2, R3, R4,

(Rl, R2, R3,

(R3, C2)

(ALL ZONts)

(ALL ZONES)
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a. Gas station

b. GrocerY

c. Drugstore

d. Restaurant/Lunch

e. Laundromat/laundry service

f. Del i catessen

c2, c3, M1)

cr, c2, c3,

R4, C1 , C2,

Note: The table indicates the different

is considered to be consistent'

M1)

c3, Ml)

(c2,

(c1 ,

(

f

(

(c3 ,

c3, ML,

c2, Ml,

M2)

M2)

)

\I

)

M2)

tl

tl

c2, M1,

zones with which the activitY



TABLE 4 (Con't)

Cover A3 - District Commercia'l Activity3.

a. Supermarket

b. Fruit dealer

c. Magazine/Tobacco

d. Florist

e. Dry Cleaner

f. Hotel

g. Bì I I iard parì or

h. Shoe repai r

i. Tailor/Seamstress

j . L'iquor Control /beer retai I

k. Car wash

l. Ice cream parìor

Zone Assignment Structure

(c3, cz, Ml, M2)

(úl\/
(")

(")

(")

(c3, R3, R4, cz, M1 , ll2)

(c3, cz, Ml, M2)

(")

(c3, c2, Ml, M2)

(")

(c3, cz, M1, M2)

(")
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4. Cover A4 - Reqional Retail

a. Fashion shop

b. Furni sh'ing/uphol stery repai r
and retail

c. Retail distributors -
various goods

d. Surgical/Optjcal supply

e. Pet store

f. Electronic/stereo/music store

g. Car Sales

(ca, c2,

I

I

I\

I,

(

(

M1, M2)

I

.')

lt\
t

,, 
)

,, 
)

,t)



TABLE 4 (Con't)

Cover A4 - Reqional Retail (Con't)

h. Furriers

i . Tax'i off i ce

j. Printjng/stationery

k. Wine store

l. Textiles

m. Photo studio

n. Auto part retail

o. Art gallery/retail

p. l^lig store/specialtY

q . Spec'ia'l bouti ques

r. Book store

s. Antìque store

t. Mus'ical instruments

u. Health food

v. Hobby store

Zone Assiqnment Structure

(c3, cz, M1, M2)

lrl\,
(")

(")

(.')

(")
(r'ì\/
(")
(rl\/
(")

(")

('')
(rì\/
(")

(")
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5. Cover A5 - Liqht Industrial Service and ManqËçluri¡g

a. Equ'ipment rental s

b. Foundry

c. Pìpe distributors

d. L'ight manufacture and
di stri buti on

e. Pl umbi ng/Heati ng

(M1, M2)

(M2)

(Ml, M2)

(")

(l¡t , l,lz )



TABLE 4 (Con't)

Cover A5 - Light Industrial Service and
Manufacturing - Con't

f. Electrjcal supply/service

g. Safety supply

h. Industrial supply and service

i. Paint supp'ly and service

j. Contractors - genera'l and
s peci al

k. Engineering Consultants

I . Bui'lding supply

m. l^le'ld'ing

n. Architectural consul tant

Zone Alsignment Structure

(c2, c3, Ml, M2)

(")

(Nr, Nz)

(cz, c3, M1, Mz)

6. Cover A6 - Personal and Government Service
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a. Dentist

b. Doctor/Medical cl inic

c. Barber

d. Hai rdresser

e. Rehabilitation center - varÍous

f. Manitoba hydro - facility
g. Bank/Trust company

h. School

j. interior design

k. Firehalì - engine company

l. Real estate agent

(¡'lZ, ytZ)

(cz, cz, M1, M2)

(Mi, M2)

( ")
(cz, c3, Ml, M2)

(R3,

(

(c1,

(

(R3 ,

(R1 ,

(c1 ,

(R1 ,

(cz,

(R1 ,

(c2 
"

c2, c3)

")

,r, ,t,,,

c2, c3)

R2, R3,

c2, c3,

R2, R3)

c3, M1,

R2, R3,

c3, Ml,

M1, M2)

I

cr, c2,

M1, M2)

c3, ML , 142)

t42)

CT, C2, C3,

M2)

Mi, M2)



Cover A6 - Personal
Servi ce

TABLE 4 (Con't)

and Government
- Con't

m. Insurance agent

n. Post office

o. Accounting/Advertising service

p. Federal buiìding

q. Consulate

r. Hospi tal

s . El derly hous'ing

t. Parki ng 'lot

w. Rentaì agents/Management
servi ces

Zone As s i gnmen!-!!r!ç!trrg

7 . Cover A7 - Cultural/Organj zation/Inst'itutions/

(c2,

(c1,

(c2,

(

(c2,

(R2 ,

(R2 ,

(

(R1 ,

c3, Ml, M2)

c2, c3, Ml, M2)

c3, M1, M2)

,, 
)
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a. Tennis club

b. Associations - various

c. Churches

d. Meeting ha1 I s

e. Union affairs

f. Ballet school

g. Park

h. Recreation center

i. Research institute

j. Day school/Nursery

Recreati onal

c3)

c2, c3)

R3, R4, C1,

R2, R3, C!, C?)

c2, c3)

)

(R1, R2,

(R3, C1,

(R1, R2,

(R3, C1,

(c1, c2,

(R3, R4)

(Rl, R2,

(Rt, R2,

(c2, ca)

(R2, R3,

R3, C1,

19 r'? \

R3, R4,

c2, c3,

c3, ML,

c2, c3)

c1,, c2, Ca)

R4)

M2)

R3, R4,

R3, R4)

er, c2, c3)

R4, Cl, C2)



Cover A7 - Cultural/Organization/ Institutions
Recreational - Con't

k. Resource center/varjous

I . 
Tåîl'iil!tìö1,r,, 

(4), (s),

TABLE 4 (Con't)

Note: Use of numbered vacancies was to distinguish areas having

different numbers of vacant areas.

Zone Assiqnment Structure

(R3, R4, c1, cz, c3)

(A1l )
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Suppose activity A1 was located in L1 and L6. Then at each

accessibility level the influence of A'is present in both Ll and 17.

The s'imp'lex representing the'influence of A1 would be defined by

41 = (11, L7). Denote Ai = ( , Lnj,...) as showing that Li 'is first

accessible to A, along some path at level n. Then for the influence

zones in Table 3 and activity A present as above, the simp'lex showing

its accessibility for level 0, !,2, and 3 js as follows:

EXTINSION OF ACTIVITY INFLUENCES

TABLE 5

A1 = (10t, Lrz, L23, L24, 115, 106, L!7, 118, Llg, 1310, L2!2, 1313

1215, Lzr6,1317, 1320, L3zz, r-32¡)

It is clear that any such simplex, at each accessib'iìity leve'l , is
formed by the union of the simplexes representing the influence area for

L, and L, at that level n. 0veralì, form the union for the weighted

relation illustrated above by assigning the lowest accessjbility index

found in either L, or L, to the area related to 41. This relation is

further di scussed 'in secti on 2. d. foì'l owi ng.
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II. Structuring the Study Desiqn

i. Introducti on

a.

Each individual contributes to planning his own viewpoint of the

urban function as perceived from the area in which he resides, but this

viewpoint is also dependent on external conditions and the influences

from other pìaces in the neighborhood. The structural viewpoint strives

to integrate all of these individual perspectives into a coherent whole

in which the individual preferences, at the place where they are found,

are nowhere vjolated by other influences in the neighborhood. Thus all
the individual viewpoints are ordered in the various places where they

have an jnfluence: in other words what occurs at one place is determined

by the neighborhood as a whole and every ne'ighborhood influences some

others by virtue of its content.13

These individual isolated viewpoints are ordered into their p'laces

by the backcloth patterns of communications between their areas. By

taking account of the propagation of signa'ls, the points where incom-

patible jnfjuences of the standards of different individuals occur can

be identified and then systematically eliminated at their source. By

analyzing the extension of influence through an area, one can determine

which areas benefit from some siting decision, and which suffer by virtue

of their location.

The Problem
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1?--Sir Bertrand Russel , "The Relat'ion of Sense Data to physics,,'
pp.152-155.
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The use of individual social preferences requires the existence of

a functional Space of social relations that is independent of, but

capable of comparison to, the backcloth. A'lthough physical relations

do not determine the social relations, the social relations cannot

actually ex'ist unless they match some existing patterns. The initial

problem is to identify a structural representation for the data deter-

mined by Delphi techniques in which this mode of analysis occurs. The

preplanning study design as structurally represented by the s'imp'l'icial

complex fulfills this requirement.

The rationale for functional description and explanation is prov'ided

by system theory. Simon gives a good account of the general nature of

functional description/explanation.14 Divide the neighborhood into an

internal system that regulates its behavior through some relation to the

external environment. The individual preferences with respect to a set

of distinguishable signal relat'ions acting through the backcloth describe

the internal organizatjon and constitute the bamier in functjonal des-

criptions of phenomena.

By enriching the complexity of the relations, which jn various

degrees represent the penetration of various signals through the barrier'

very subtle aspects of the land use organization of an area can be

revealed. The signaìs to be discriminated and their individual expres-

sions are given by the prep'lanning Delphi exercise. Exampìes of signals

are numerous; ie. accessibiljty, the retailer's domination of a market

area for Some Specìfic product or Service' access to recreat'ional

activitjes, noise or other nuisance effects of land use, and the ljke'

1A
'-Herbert Sjmon,

MIT Press , I97I), pp.
The Sciences of the Artificial, (Cambridge: The

6- 10.
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The simplexes of the simplicial complex correlate the effect of

signals from the external environment upon individuals belonging to the

domain of observation. Every simp'lex denoting an area is initially

assumed to be independent, but the extension of the influences caused

by the contents of any simp'lex propagating through the whole neighborhood

can be studied by using signa'l levels attached to a backcloth ordering

of the simplices. The resultant simplicial comp'lexes showing the

influences in each area can be ordered relative to each other and to

standards. In the same way development of the neighborhood in time can

be studied. In either case the effect of the whole neighborhood on each

individual is immediateìy apparent and conflicts can be traced to their

source and el'iminated at each level. By correlating areas with influences

on them or alternately the influence they produce on others, the simplic-

ial compìex prov'ides a framework for functional description of urban

phenomena.

The barrier concept emphasizes the importance of a limited number of

signals in the system; to limit the complexity of the problem. The

jnternal social organization of the neighborhood compiles individual

preferences into standards of behavior according to their relation to

the signal levels.

The study wiìl focus first upon functional desc¡iption of any

signa'l relation using the orderliness in the comp'lex to take account of

the stable matchjng of the internal and external structure regulating

s'i gnal s .

Generally the concept of orderliness of development and of land

use p'lan can be identified using only the simplicial complex.



2. The Urban Sense of Mathematical Relations

a. General

For the urban planner not familiar with the formal properties of a

mathematical relation, a synopsis of the basic elements together with

some excelìent references is provided in Annex B. Henceforth the nota-

tjon and operations defined in that Annex will be assumed in this study.

It has been established that well-defined relations exist in the urban

land and activities. For each signal re1ation considered significant

each jndividual defines a different relation; but before consjdering

the multiple relations involved in the barrier, the urban structures

described by a sing'le signal should be introduced-

The backcloth relation is taken to describe poss'ible channels of

communication, and signa'l level indicators must be defined on it for the

effective use of the signal relation. For urban land, accessibifity is

one of the most significant; and various techniques can define the

accessibility a'long a path between each pair of urban land areas.

Distance or transit time are the most common measures, but others are

sure'ly possible for special purposes.

The signa'l level indicates the extent of the effort requ'ired to make

some chojce avajlable to a resident of an area. By convention all

choices above the zero level of direct incidence requ'ire some effort.

Therefore a pattern of influences must be viewed as a possjble choice

requiring some action prior to its full realization as an actual choice,

unlike the 0-level co-incidence of activitÍes with the resident.
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The fol'lowing are basic types of urban choice situations that are

conveniently represented by the mathematical concept of simp'lex. There

are other types of basjc urban structure reflecting a more coherent

clustering of activities; but fjrst consider the general appìication of

the following which have sufficient unity to defjne an urban phenomenon.

By'imposing some limitation, either on the content of the choice set or

upon'its signal levels, standards are created. Sjnce it is clear that a

standard and an urban phenomenon, the former defined by Delphi and the

latter by observation, are the same type of structure; they can be com-

pared and the standard tested for jts dominance of observed phenomena.

b. Types of Relations

Generally in this djscussion A = (nt); i = 1, N denotes a subset of

the urban activjty protocoì containing N activitiesn while L = (lr);

j = 1, M denotes a subset of the urban land protoco'l containing M areas

of land. The types of signal relatjons (denoted by R (S)) are all of

the following type: n(St) c LxL, R(SZ) c LxA, or R(Sr) c AxA.

c.

A vivid and potent desc¡iption of the function of a site jn a

neighborhood is provided by describing the areas jt services (to which

ìt provides access) in terms of the accessibility relatjon R(Sr) describ-

ing the whole neighborhood. Thus, t-r(n) = (...1j....1m....) where

Li Rn (Si) Lj for n-adjacency level = n). Obviously the areas of land

'in the related set are servfced by the sjte because they are accessible

aìong some path in n or'less steps. The complex of simp'lices derived

Type R(S1) c LxL
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from the weighted accessibility relation Rn (see Table 3 for an examp'le

simplex) can be sliced to obtain this description and is used to describe

the function of each site as its influence spreads through a neighborhood

for each level of accessibility. Using thjs information one can study

the suitability of sites to service a neighborhood as a whole for various

activities. This simplex structure has application to zoning, market

studies, or siting of public facilities. It is certainly one of the most

basic and vivid structures direct'ly 'interpretable by the structural

anaìysis.

d.

The influence of the whole neighborhood on a given area can be

characterized as concisely as one would wish by a símp'lex. Us'ing the

convention that the presence of an activity at accessibility level n

implies jts presence contjnues at level n + 1, ñ * 2......N where N is

the maximum level recogn'ized. Thus, Li (N) denotes the 'influences on area

Li for all accessibility levels to N.

Li (N) = (. . . ,Ai (K),. . . ..) K5N meaning that each A- (K) cannot be

accessed in less than K steps along some path (not specified), but once

it enters the choice simpìex it remains in thereafter. The reader will

realize that this is a very gross characterization of choice since it

highl'ights the closest instances of activity while ignoring the detajled

structure such as instances of the same activity or the path used to

access the activ'ity. This structure is basic in monitoring the deveìop-

ment of choice as a consequence of the extension of influence of a given

site. (See Table 5.)

Type R(S2) c LxA



e. Type R(S3) c AxA

One can also recognize a functional relation between activities.

Thís simplex js extremely important in defin'ing standards since it js in

terms of the relatjon between activities that non-spat'ial ideas like

compatib'iìity, convenience, compet'itiveness, or co-operativeness can

define urban functions.

A s'implex A.(N) = (...4r(n) )nstt¡ defines the idea that all activi-

ties in the sìmp'lex are related (accessib'le to 4., in less than n steps)-

This could embody the idea that these activities do not compete with Ai

jn defining a function of the neighborhood, or that they co-operate with

A., to form a function of the system, or simply that they are compatible

with Ar, or even that it is convenient for a user of A- to have the other

activities that close. Many of the significant ideas of social relations

have the form R(Sr) c AxA. (The preference relation Figure 4 for example.)

f. Standards Defined on Simplices

73

When usjng the mathematical binary relation to represent signa'ls

only related pairs of points are considered. Therefore the simplex

represents the set of second elements of ordered pairs of the relation

having a common first element. For actual De'lphi techniques it ìs

easiest to defjne ihe relation in terms of ordered pairs since ind'ividuals

can easily re'late this information, and then generate the possible

ternary or higher order relations by suitable methods, if necessary.

Therefore the simplex does not 'imply any necessary re'lation between

elements of the set of second elements. Other structures that consider

this jnternal relation are discussed later for part'icular probìems.
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The folìowing are types of standards which can be introduced usìng

the simplex structures defined:

a. Market or Servi ce Area at Accessi bi I i ty Leve l-N :

By restricting the max'imum accessibility parameter the

largest set of areas serviced by a sjte can be constructed.

Influence Standard:

By fixing e.ither the accessjbil'ity standard or the content

of the simpìex, (eg.Li = (Ai) ) tne greatest degree of

clustering, or the least degree of cìustering permitted among

urban activjt'ies at some accessjbility 1eve1 can be defined.

Functional Standard:

b.

By fixing e'ither accessibility or content of the functional

relation between activitjes, a standard defining the greatest

or least degree of clustering around some activ'ity for reasons

of convenience or compatibility can be defined. (eg. A-' =

(..".A....)
J

Thus, for example, clustering of activities that are equivalent to

shopping complexes, manufacturing complexes, or recreational complexes

can be distinguished from among the total influences of an area without

regard to the specific area of the city where they happen to be found.

It shoul d be cl ear that havi ng i denti f i ed the sjmp'l j ces that

represent the function of individual areas or activjties in terms of

their perspective within the whole neighborhood, the next step is to

define the totality of perspectives w'ithin any neighborhood as a collec-

tion of simplices.

c.



In this regard it is

of the sìmplicial complex

theoretical framework.

3. The S'impl'icial ComPlex

a. Introduction

worthwhile to

i nterpret'ing

perspectives of all elements of the backcloth within a whole ne'ighborhood

relative to some signal relation. It can, for exampìe facilitate the

comparison of an individual preference system to the other related indi-

vjdual preference systems that refer to the same relation and the same

protocol. In this sectjon the formal properties of the simplicial comp'lex

are brjef1y summarized. A more elaborate d'iscussion of these properties

js found in the literature of the Q-analysis l'isted in the bibliography.

The simpìicjal complex naturally represents the structure of
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introduce the formal ProPerties

them as urban concePts within the

b. The simplex

The simplex which was previous'ly discussed has the idea of grouping

together a'l'l of the ordered pairs of a binary relatjon having the same

first element. It is formally defined for a relation R c YxX in the

fol lowìng way:

Def i ni ti on

If there exists at least one Yt

X is R - related to it, call that (P

s'imp'lex or p- sìmplex. Denote it' Yj

and cal I 'its name Y., (possibly among

e Y such that a (P +

+ 1) - subset of X a

- lv Y Y ì- t^1, nZ.. . . r^O¡1 /

many such names).

1) - subset of

p- dimensional

or as Y., = 60,
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Any subset of this (p+i) - subset of X is also R - related to Yt

and is therefore another simp'lex, say a q-dimensional face simplex of€FO.

This q-s'implex is said to be a face of6' writtendq f6:p'

Thus each Y., e R identifies a p - simplex for some p together with

all of its faces. This collection of simpljces defined by a relation is

called a complex of simpìices or simplicial comp'lex K.

c. The Si mpl i ci al ComP'lex

A simp'licial complex is denoted by Ky(X;R) and the coniugate complex

associated with'it by the converse relation R-f is denoted K*(Y;R-1).

Thjs notation may be remembered by the fol'lowing device suggested by

R. H. Atkin.15

Relation R

domain Y

Kr(X;R)

Relation R

it is usual'lY

by the el ements of

domain X

15R. H. Atkin, "An Approach to
Design. Part 1: Introduction and
and Plannjng B, (1s24), p. 59.

vertex or range set X

r*(v;n-1)

incidence matrix (rrr)

assumed that

the range set

vertex or range set Y

the vertices of the comPlex

X of the relation YxX (ie.

incidence matrix of R'

Structure in Architecture and Urban
Mathematica'l Theory." Environment

are

its

def i ned

protocol )
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while the names of s'implices are the elements of the domain Y. This is

reversed for the conjugate complex. The vertices define the 0-sìmp'lices

or points of the comPlex.

The complex is naturally described by its incidence matrix hav'ing

the elements of the range along the top and the elements of the domain

along the side. Thusrany pìanning matrix is a simplicial complex' The

simp'l'ices Y, of the complexes defined in the incidence matrix of a

relation form in the preceding section can be read off by not'ing in

which columns i the x, in row i are equal to 1. The incidence matrjx
1

of the conjugate complex of fr(X;n) denoted K*(Y;R-') is found by taking

the transpose of the incidence matrix, AT, of the complex'

A compìex can be given an orientation if for some reason it were

necessary to'introduce a positive sense in which the comp'lex is to be

transversed. Since the vertices' Say X, are g'iven the ordering of the

natural numbers we say that the p-simplex

6 .,, = (X 1, X Z'..., X0..1)
P r L Y'L

possesses a positive orientation if the sequence

r\\ 1, 2,.-., P+1/
.is an even permutat'ion of the same numbers with their natural ordering,

and that ìt possesses a negative orientatjon when that permutation is

odd. In the first place we denote the s'implex by6p, ot +6i0, and in

the second case by -%. In this way every simplexfp, P 10, possesses

an orientation which is naturally induced and when this js done we say

that the complex K possesses an orientat'ion.
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The dimension of a complex K is the greatest djmens'ion of any

simp'lex which belongs to it, ie- djm K = maxo ( 
O)'tU

Anysubsetnofaparticu]arp-sìmplexisalsoasimplexofthe

compìex K called the face of p. This relation js also denoted n f p'

To fix the jdea of the face relation consider the following example of

a two dìmensional s'imp'lex w'ith vertices a,b,t'17

For any slmplex6n, f6n = uåÄ-, åÅ-t = (xt'xz""Îi""xn) where i.'

denotes the omission of vertex X, from6n

Since the empty set is a subset of every set it seems reasonable

to include it as a face of every simp'lex in KY(X). When this js done we

denote the empty set by the (-1) -simplex,6-tm and say that the complex

K is thereby augmented; we write it as K+ or as K -1'

AB

b*G

6c
1

6,"

. 6,b
G*a '

f 6 z= [6.,u,6rb,6',t)

16tuid, p.59.
17rnid, p.59.



d. Face Ordering

complex is complete in the sense that it contains every one of its subsets.

For a general complex, the ordering is onìy partial. When the ordering

is partial some of the possible subsets of the range of the comp'lex are

missing, and also some faces belong to more than one simplex. This is

the essence of the abi'lity of the complex to be a framework for descrip-

tion. A science normally describes what exists by organizing a framework

of observations that could possibìy exist, and then using this framework

to describe the states which are actually present or absent. Therefore

the general concept of part'ial order should be discussed.

grdering re]ations are particular types of relationships which may

be used to impose a sense of precedence between different structures

contained in the whole relation by the way in which they are or are not

conta'ined in each other. Different orderings can be classified by the

reflexjve, symmetric, and transitive properties. In this thesis the

study wiì1 be primari'ly concerned with the followjng typq of order-

A set A together with a spec'ifjc ordering reìation R defined in A

is called an ordered set denoted by (A;R). Types of ordering relations

used are designated by the following schemes.

a < b means a S b and a I b: read is strict'ly dominated by b.

a s b means b : a: llead b dominates a.

b > a means a < b: read b strict'ly dominates a.

a = b means a s b and b 5 a: read a equals b'

a//b means neither a 5 b nor b S a: read a is not comparable to b'

f, f, I are self expìanatorY.

Generally, the face ordering of a single simp'lex regarded as a
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These symbols denote the general concept of ordering between

mathematjcal objects, of which the orderings of numbers is a partjcular

exampìe of mathematical obiects that have such an ordering.

A particular order which is of concern in this study is the partial

order. A partia'l order may be recognized by the following properties

which its relation Possesses.

P01 xRx for everv x of S. (reflexive)

P02

A simply ordered set has the following addit'ional property: if x' y

are elements of S, then ejther xRy or yRx. A simply ordered set is called

a chain in the partially ordered set. In general a partial order may

contajn sjmply ordered chains, but not every subset is jncluded in a

chajn since some pairs of elements are incomparable (x//y). In a complete

order every pair of elements is comparable to each other, hence the tri-

chotomy property holds. This property states that one of x < Y, X = Y,

or x > y must hold for every pair of elements.

The relat.ion of strict predecessors (S,.) holds when x 5 y but never

x = y. This amounts to the assertion that transitiv'ity does not hold.

If the relation x < y holds and in addition there exist no elements z

such that x < z < y, then x is said to be the direct predecessor of y'

One says that element y covers x in the chain.

The graph of an immediate predecessor relation is often of interest.

It is called the Hasse diagram. The relat'ion between a particular

incjdence matrjx and its Hasse d'iagram is shown in the following example.

P03 if xRy and yRz, then xRz. (transitivity)
if xRy and yRx, then necessarily x = y. (ant'isymmetry)



A

AO
BO
CO
DO
EO
FO

HASSE DIAGRAM AND

B

1

0

0

0

0

0

0

U

1

0

0

0

0

0

0

D

0

I

0

0

0

0

0

E

0

1

1

0

0

0

0

INCIDENCE MATRIX

G

0

0

0

1

1

0

0

F

0

0

0

1

0

0

U

The incidence matrix of the strict predecessor relatjon can be

derjved from that of the par.tiaì order by notìng that it must be an irre-

flexive and a transjtjve relatjon. Thus by eliminating entries along the

diagonal of the jncidence relation of the partial order, (S,S) and by

forming the composite of the relation with jtself (mult'ip'lying the matrix

by itse'lf) and eljminating every entry in the jncidence matrìx which has

a corresponding entry in the composite matrix, then one obtains the

matrix of the strict predecessor relation-

In terms of the dìagram and the'incidence matrix given above, the

concept of maximal or m'inimal elements can be introduced.

The maximal element in an ordered set is an element which is not

dom'inated by any other element in the set. In other words if aeA is a

maximal element, then a S X impf ies that a = x. In the diagram above

F, G are max'imal elements, wh'ile A is minimal .

A chain is a particular order relatjon on subsets of the full set

such that every set in the chajn'is simply ordered. In the d'iagram above
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a sequenÇe such as (c,b,d,f) or (a,b,e,g) constitute chains within the

partiaì order.

The above order relation can be extended to the subsets of the

complex in the folìowing way:

a. If6qscp, thentq="p: Every element belonging to6O also

belongs toCp, but 6O may contain elements not belonging to6O.

b. If 6qs6p and 6Of6O, then6p = 6qt Every element that belongs

to6:q also belongs to 60, and converse'ly.

c. If6qs6p and6'l6iq then 6O<60: Every element belonging to

R also belongs to 5:^, but6^ necessari'ly contains some elementsq-pp
not belonging to 60.

d. If neither6;ps% no. 6r//Or: Each simplex contains some elements

not contained in the others.

The partial order carries jnto the comp'lex representing the simp'licial

comp'lex the following ideas usually contained in a land use p'lan.

a. The existing simp'lices represent the constraints 'imposed by

observations describing current development; and therefore the

observational ordering reflects the degree of development in

d'ifferent areas.

b. If the maximal elements of the order are standards, they repre-

sent possible objectives to be imposed limiting the choice

available in each area.

c. The existence of more than one incomparable objective reflects

the incompatibility of competing obiectives, if the maximal

elements are regarded as mutual'ly exclusjve.



d. The s'imply ordered chains in the partia'l

paths of development that are consìstent

object'ive.

e. The Face Operatjon

It is clear that every simplex defìned under the order relation is

a simplex of the complex, therefore K(X;R) is closed under the order

relation. This will be exp'loited to defjne the face operation on sim-

p'lices of the complex. Hhile the face operations will be mentioned at

a later stage of the study, we introduce its definition here for

comp'leteness

The face operator fQ = uã[-rrõto-, = (x1x2 ""xi ""xo+i)
P.i

denotes union over all indjces simp'lices with indices i' Xi denotes the

omission of a particular vertex ì to generate the (p - 1) - simplex

6','i p-r
The co-face operator 

^ 
i s the dual operator to the face operator i n

that, given a p-simpìex, it associates the p-simpìex with all the (p+l)

- simpiices of which it is a p-face. It shall be defined lut"''19

The face and co-face operatjons reflect the action that any plan'is

concerned with; since a plan is concerned with actions consistent with

objectives, these actions must be representable by operators like the

above.
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order reflect Partia'l

with at least one

18R. H. Atkjn,,,An Approach to Structure in Architectural and Urban

Des i gn . Párt Z:. 'Xgebraì ä Representati on and Local Structure ' "
Env'iionment and Plq¡:¡S--E-l-, (1974) , PP. 774-776'

19toid, pp. 176-179.
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The maximal simpìices of the complex provide the most elementary

notion of d.iscrimination in a complex. Atkin shows that the set of
o

maximal simplices, denoted Y, provide a canonical set defining every

s.implex of the compl.*.20 They are also distinct'in that they sat'isfy

ones normal conception of discrimination of obiects; that is, for all
o

y., e Ku(X;n), V., , Í onìy if Yi f Yj. Thus the elements of Y are ejther
Jrr

equal or djstinct, and they completeiy characterjze the choice in a

símplex (as Atkins proves using the princip'le of inclusion-exclusion).21
o

The maximal ti, tj e Y elements of the structure are d'iscrimjnated

against the background structure by virtue of this property: either

y. = y. or y+//y,. No other elements of the structure have this property.
lJIJ

Thus locating the set Y amounts to the identificatjon of the possìb'le

object'ives in the complex consistent with current development'

The Canonical Set of SìmPljçgq

g.

84

Having defjned the face order as a partial ordering, the various

combinatorial theorems proven about partial orderings on sets can be

ìnvoked. In part'icular, some sign'ificance can be attached to the sub-
o22

sets of the canonical set Y which saÈ'isfy Dilworth's theorem'--
o

Dilworth's theorem defines the minimal set of elements of Y which are

independent (incomparable to every other element of the set) and whjch

together contain every element of the whole protocoì. Needless to say

Di lworth's Theorem

2oroid, p. 176.

21lni¿. p.176.
22Marshall Hall, Jr.,

Publ ishing ComPanY , 1967) 
"

Combi natort el- JhgrJ'
@

(New York: Blaisdell
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Dilworth's theorem defines a basis for the structure as an independent

set of s'implices capable of describing every possible choice in the

complex as the union of elements from the basis. The different goals

are a configurat'ion of objectives determined by a combinatorical proced-

ure consistent with Dilworth's theorem.

4. The Interpretation of the Sjmplicial Complex

a. Introducti on

describe particuìar perspectives of a neighborhood from different points

of view has a'lready been discussed. The abil ity of the simp'licial com-

plex to describe aspects of the whole neighborhood that are of interest

to the pl anner wi'11 now be rel ated. Usi ng the minimal di scrimi nation

capabjfity of the face orderjng of the complex, the central ideas of a

land use plan can be identifjed in relation to urban structures. While

some of the discussions of this section are rather Vague, they are

'intended to'indicate the potential of the deeper applications of the

theory.

The jnterpretation of urban structures using the simplex to

b. Functions of the

(1) Framework for Description

The simplicial complex provides a means of representing c'lustering

among activjties contained in an urban protoco'l assuming different

signals between the activ'ities which are resolved over a backcloth set-

An examp'le of a protocoì is g'iven in Table 4 and also in lvlathematical

lex: Representation of a Land Use Plan
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structure in Human Affairs.23 The choices found in the complex for a

given signaì relation are correlated with definite urban areas. The

jdea of a cluster of activities being the result of signalling between

activities leads to the idea that changes in choice flow through the

structure of the compìex, and this requires a means of discussing the

dynamics of that flow. Evidence that some of these clusters arise from

the partjcular compatibility or competition of urban activit'ies makes

the'idea of an urban sìgnal more comprehensible. As a framework, the

protocol defines every logical possible combination of choices which can

be resolved against the background and correlated to urban land by the

signals. The signa'l relation is a subset of the power set P(S) of the

tA
protocol.¿+ The missing sets must be explained as the action of the

standards of behavjor on the chojce or as the action of the signal

relation. The missing sets imply that the relative ordering of the

choices will be partjal. The choices assigned to urban land lead to a

relative part'ia'l ordering of the sites reflecting their importance under

the signal relation via their functional descriptions.

(2) The Relation of the Idea of a Land
Use Plan to the Simplicial Co¡p-le¡-

The orde¡ing and combinatorial properties of a simplicial complex

are sufficient to represent the jdea of a land use pìan which is to be

imposed upon urban areas, although more comp'lex structures are required

to elaborate this idea jnto useful presentatjon of information' This

23R.H.Atkin'MathematicalStructu@,(London:
Hejneman Educatjonál

24Th" concept of a power set as a set and together with all of its
subsets describes a compìete relation.
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shall be demonstrated by discussing the p'lanning concepts that can be

associated via Delphi techniques w'ith the structures aìready introduced.

Simplices can describe urban perspectives in two distinct ways:

a description of the choice actually available from a given viewpoint;

and a description of the preferences that impose some limiting constraint

(maximal or minimal) upon the choice that should be available at the

vi ewpoi nt.

The partia'l order of the existing structures will reflect the

current state of development, and provide a sense of precedence for

areas relative to each other. The partial order of the standards imposed

on each area reflect the extent to which the areas may deve'lop. Hence,

the simpìy ordered chains of a partial order represent possible paths

of development. The current state of development has as many distinct

paths leading to jt as there are s'imp'ly ordered chains ìn its families

of subsets, while there are as many chains leading from it to some

standard serving as an objectjve for the area. Unl'ike the abstract

number system there is no un'ique successor or predecessor relation

spec'ifying a path of development as a sjmpiy ordered chain from a present

state of development. From this one can see that there is consjderable

uncertainty in the course of development reflecting the real uncertainty

a pìanner faces. Nevertheless, the simplicial complex provides the

following elements of a Pian:

a. Representation of the current state of development, and

possib'ly specifjcatjon of preferences as constraints;

b. Two operations, ie. the face and co-face operators, for deter-

mining preceding and succeeding development in an area.



c. The maxjmal elements representing the idea of an obiective

for the area.

d. A combinatorial means of determin'ing a goa'l as a minimal set

of obiectives lead'ing to solution of problems in an area.

The courses of development represent the different sequences of

action that reach a goa1, and the action elements of the p'lan are those

changes in available choice determined by the operations on simpl'ices

of the complex. A goaì reflects the Orderly development of an urban

area. Development may either be orderìy in time or orderly in extension'

If it.is orderly in extension, then at every signal level examined it

will be found that each area is consistent with at least one standard

of behavior determined for that signal level. If it is orderly in time'

then jt wjll be found by comparjson to standards of behavior applicable

to each t'ime interval that every area is consistent with at least one

standard of behavior. 0rderly development covered by the n-simplicial

compìexes for the n signal levels of the signal relatjon must be ordered

'into chains from level to level .

The standards of behavior are themselves orderable and their simply

ordered chains can be made to dep'ict the notions of convenience and

compatibility that are imposed on the'influences of an area as it extends

its horizon through the neighborhood or through time' The order reveals

the sense or the function of the simplexes in the neighborhood as a

whole, and ìf one can systematical]y regulate the actual contents of the

s.imp'lices the incompatiblities at any'level may be detected and elimin-

ated, as in the zoning prob]em to be developed in the following chapter'
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cìearìy, the significant use of the order is to match actual states

of development to standards for future devetopment eliminating non-

conforming areas; and conversely, 'identifying for more careful study

those standards which are rarely found to exist jn urban area' The

imposition of standards on an area creates a tendency to develop on'ly

lines consistent with the standard. Relative to any standard a definite

idea of bejng more developed or less developed is defined' The concept

of a force having both an intensity and a direction indicates any

distortion of ideal patterns of development and should permit us to

define costs exPlicitlY.

(3) Operations, Forces and Orderl.v Development

Cons.istent with the idea that plans are concerned with changes to

the development of urban areas, the simplicial complex contains the face

and co-face operations to represent the possible changes' Qbviously

the changes 'in choice flowing through the structure must represent

changes jn the way that areas s'igna] each other- In this section,

mention js made of some of the conclusions drawn by Atkin during his

more detailed study of the subiect'

The co-face operation ¡ acts on a simp'lex' say 6O and associates

with it all of the6.o*r-simplices of which it is a face' It is conven-

ient to consider the particular simp]ices of a complex as representing

directions whjch may carry a numerical jndicator' Thus SOf might mean

that the d.istinct choicecl ìs selected 5 times in the

definesanumer.ica]patternofinformatjonthatAtkin

25Not. 15 refers to the paper which describes the algebra of patterns

of choice that can be used to'cômpute choice in a structure'

structure. Th'is

discusses thoroughìY.
25
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That the algebra permÌts choice to be computed by assigning numerica]

.indicators to the elements of the algebra is important when the regula-

tjon of an existing structure js being considered. The co-face operation

n symbolizes possible development choices. How these choices are con-

strained so as to remain orderìy is of great interest to the planner.

The co-face operatjon involves the idea of a flow constra'int on

the choice that is determined by the whole structure on wh'ich it is

defined. Thus given'

Thus (fq*t, ,,r') = (Q+r, f-l,rt)
fY urt, nt) = r.,(oi, ',,t) (6ri,n

since by definition f6t*r - uEt

( 6¡+t, f- lnt) = (Q+t, ¡r,t)

since f-1nt = 
^nt 

by definition

(1*r,¡nt) = rr(oi, nt)

The constra.int on choice inherent in the definition of 
^Trt 

is clear

in that it can only be defjned jf %*t exjsts with oj as a face. The

values flow up through the structure as well and are contained by the

flow constraints.2T

The significance of these changes to patterns is discussed in some

detail by Atkin. He notes that changes in patterns which are consistent

t) denotes the 'inner Product

between simplices at level

t and the pattern at t.26
-1f-' denotes ¿a1 

which

conta'in the t as a face.

The notat. nt d.notes the val ue

assìgned to P-dimensional

simpljces.

265.. R. H. Atkin, Mathematical Strqç-lg'^g-in Human Affairs,
He discusses the flow constiaints
acceleration and velocity concepts.

27A. H. Atkin, Mathematìcq] Structure in Human Affairs, p.

discusses the fli*'. Y to
tion and velocitY concePts.

p.133.
to

133. He

accel era-
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wjth the structure are free to occur; 'ie. if these changes are consistent

with a standard of behavior, the "forces" involved jn a free change are

v.irtual. Those changes not consjstent with the structure are determ'ined

by other factors experienced as a forceful change by the residents'

This is analogous to the relation between velocity and accelerat'ion in

28
pnysr cs .

The idea of force as changes in a pattern of choice whjch are either

free or abstracted is defined by Atk'in.29 These forces are not important

in the current study, but therir presence in the theory of simp'licial

comp'lexes may he]p us to analyze the costs of jrrationality in plannjng

even as the concept of force measures the cost of effort in physics'

The simila¡ity of the formal properties of the face and co-face operations

to the calculus of finite differences may point to a happy marrìage be-

tween the theo¡ies of the two as a calculus for development jn an urban

area.

This possibility is'inherent jn the very idea of orderly development

which, by'imposing a set of standards on the choice in the area' creates

a closed, ordered structure defining operators for development in the

same way as they are defined'in any algebra. The rule is that a par-

ticular pattern of choice plus a change to the choice must be consistent

with at least one standard of behavior active in the area' In prìncip'le'

one could define an addit'ion table for every pa'ir of elements describing

28Iuid, p.133, for further d'iscuss'ion of the flow of cho'ice on a

compì ex.

29Eu.l Glen Whitehead, Jr., Combinatorial Algorithms, (New York:

Courant Institute, 1973), pp. 53-55'
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choice that depicts whether a given development is allowed or not. The

order, by establishing some patterns of choice as maxjmal, defines a

tendency of development that is somewhat analogous to entropy in physics.

Therefore, there is at least the possibil'ity of a geometric/algebraic

representation of significant ideas of urban development in the simplic-

ial representation of urban structure.

c. The Representation of an Urban Area: An Example

Although the data presented in the beginning of this chapter

describes a simp'licial complex existìng in an actual urban area, for

the purposes of illustration a s'impler exampìe is provided in this

section. Suppose the follow'ing complex was defined jn some area. The

possib'ility of a graphical representatÍon of any relation is discussed

'in Appendix A while Atkin discusses the simpf icial representation

theorem that states that any compìex dim K=N can be represented in an

Euclidean space of at most 2N+1 dimensions.

The urban structure can be represented both algebraica'l'ly and

geometrica'lìy. Suppose the follow'ing compìex was found to occur in

some study area.



Decision areas (streetsl = (Ll, L2, L3, 14, 15, L6)

Activities = (Drugstore, Florist, Bakery, Delicatessen'

Restaurant, Laundromat, Hobby Store)

Drugs Bakery Florist Del j Grocery Restaurant

Ll 1 1 1 1 0 0

L2001110
13000010
14000001
15001000
16000101

INCIDENCE MATRIX OF A COMPLEX

TABLE 6

L1 js â o.3: being defined as the pattern of choice (drugstore,

bakery, f'lorist, delicatessen). In terms of the relation to the concept

of serv.ice areas whjch will be defined shortly, this complex defined to

be the 0-level pattern of chojce; that is every activity jn the choice

set may be selected directly by v'irtue of its presence in the area'

The manner in which the incidence pattern of activjties can be used to

describe compìex urban land use structures should be clear from th'is

exampl e.

The relation contained in the above complex can be represented

graphi ca'l I y as 'in Fi gure 5 .
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Grocery

Laundry

0

0

0

1

1

0

Store,

Hobby Store

1

0

0

0

0

0



GTOMETRIC REPRESENTATION OF A COMPLEX

FIGURE 5

bake ry

K,- (A; R)

drugs

It should be noted that pojnts are ioined whenever the relatjon

establishes that they are present in some area together' By tak'ing the

transpose of the above matrix, the inverse relat'ion defining the streets

whjch are related to each activity can be obtained, and this may also be

given a graphical representatjon.

I au n dr'y

del i catessen
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gfo ce ry

restaur ant



GEOMETRIC REPRESENTATION OF A CONJUGATE COMPLEX

Drugs

Bakery

Fl ori st

Del i

Grocery

Restarant

Laundry

Hobby Store

FIGURE 6

ro(u; n-1)

L1

0

0

n
U

0

1

1

1

1

L2

0

0

n

1

1

1

0

0

L3

i
0

0

1

0

0

0

U

L4

1

1

1

0

0

0

0

0
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L5

0

I

0

0

0

1

n

0

L6

1

0

1

0

1

0

0

0
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The usefulness of the graphical relation is to permit the reader to

visualize what is meant by compressing a functional space of relations

into a physicaì space. Assume that every activity is initially described

by a line graph wherein activities are joined only when those activities

may occur together. This introduces the notion of compatibility relation

between distinct types of urban activities. Since the compatibi'lity

relation permits some distinct sets to occur simultaneously, the jnitial

l'inear graph can be compressed into a multip'le graph defined on particu-

'lar physical decision areas. The following example illustrates the

compression poss'ible in matching the functional space (Figure 6) to a

physi ca'l space of deci sion areas .

FiGURE 7

COLLAPSE OF THT FUNCTIONAL RELATION

(bakery;drugs)

del icatessen la und¿ ry

grocery

(restaurant; hobby)



III. Definition of Significant
in the Simplicial Complex

1.

The partial ordering of urban structures is easily defined in terms

of ideas like the following; the sign'ificance of which is obvious.

a. Consider the ordering of sites. The accessibi'lity relation

between sites has the form R c LXL where|- = (Li) i = 1, n are

the sites of the neighborhood. In terms of this relation, for

any pair of sites Lt, L-eL;

Li _. Lj implies that every s'ite LO to which L., prov'ides access

is also accessible from Lr' but L, may provide access to some

site not accessible from 1.,. We say that L, is dominated by Lj.

L: -. Lj and Lr : L., impf ies L.' = Lj. The sites are equiva'lent

in that each provjdes access to the same sites accessible from

the other.

Li 5 L- and Li I Lj; L. provides access to the same sites as

are accessible from Lr, but L- necessari'ly provides access to

some not serviced by Lr. We say L.' is strictìy dominated by Lj

and denote it Lt ' Lj.

Li//Lj. Neither L. 5 L- nor Lj 
= 

Li. Each site services at

least one site not serviced by the other. They are incomparable.

The canonical set L0 describing the maximal elements discriminated

in terms of the accessjbility relation describes those sites which are

the uníque sites providing d'istinct service areas. In a very real sense,

when one is looking for the best site for some actjvity in an area, it

would be best to select among the s'ites in L0 only.

The Ordering of Sites

Urban Structures

97
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But the combinatorial properties of the partial order can be used

to solve an even more significant problem. This problem is, given a

canonical set 10, select and identify the minimum number of sites that

must be serviced at some specified level of service to completely cover

an area so that every street is within a certain distance of at least

one source of service. The ordering of streets plays a fundamental role

in the determination of solutions to this siting prob'lem.

In addition to the ordering of sites among themselves for any

specified service level, there is also a partial ordering of sites from

accessibí'lity level to accessibility level which provides a view of the

orderliness of the service areas for each street as their horizons extend

through the area. Natura'lly enough, th'is property is dependent on the

backcloth relation of the streets reflecting their relative dominance

under different conditions. It 'is through this ordering that the effects

of signal levels on the propagation of phenomena through a neighborhood

is perceived. It can be stated quite generally that the analysis of a

given signal relation requires a knowledge, not on'ly of the partiaì

ordering of the simplices obtained by slicing any signal relation at some

level, but also of the ordering of these signa'l levels relative to each

other, to provide a view of their orderìy development. It should be kept

clear'ly in mind that the signa'l levels could equa'l'ly we'll represent the

widening of horizons through the hckground network of connections in

the backcloth, or the changes to the area which occur over a period of

time.



2. Introduction to the Sitinq Problem

The Siting problem is a simple combinatoríal covering probìem.

Accessibi'lity is the necessary condition for the sjting of urban activi-

ties on urban land. A'lthough accessibility is not the onìy criteria

upon which sjte selection is made, it may be argued that every suitable

set of sites must first satisfy some accessibility requirements and then

be evaluated by the app'lication of further criteria to the set of sites

wh'ich have the necessary access jbii ity. In this fashion accessib'il ity

criteria may be used to reduce the ljst of sites from which a selection

is to be made for sjting different types of urban activities. This, in

itself, is of considerable advantage to the planner when evaluating a

very large number of potentia'l sjtes.

This problem is an example of sub-optimization'in that the optimal

sites for a single activ'ity or group of activities ignores the constraints

among the totality of act'ivities. However, later discussion of the zoning

problem will show that it is possible to determine the permissible con-

figurations of activities in each area. If it should be found that none

of the sites possible in the zoning problem correspond to these acceptab'le

configurations, then an example of the cost of a conflict between indi-

vidual and global rationality would have been found.
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3. Application of the Problem

The sit'ing problem is used to examine the servjce areas of different

sites, ie. those sites which have strategic accessibility properties in

order to service a study area. Us'ing the set of areas which are distinct

(max'ima'l ), the different possible minimal covering configurations
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sites necessary to uniformly service the area is found. This may be

each accessj bi 1 i ty ì evel .

of

for

This sìmp'le app'lication of the siting problem does not take into

account any constra'ints upon the extent of overlap between the servjce

areas of the sites; and hence ignores the possible impact of mutual com-

petition. There is no requirement when examin'ing the service areas to

consjder those which have no app'l'ication to servÍcing the given activity.

Therefore the geographic backcloth can be sliced to eliminate any areas

which do not contain activities of interest.

The latter feature would be of significance in study'ing areas which

serve as a suitable site in a market study. The demographic character-

istics of each street could be noted, and if any street does not contain

a significant market, it may be eliminated from further confìgurat'ions.

In this way, site configurat'ions may be chosen to reflect the actual

distribution of a market or the geographìc backcloth.

An jndicat'ion of the convenience of any accessibility structure for

servic'ing a population may be obtained by using the siting problem. By

generating the pattern from level to level one can determine at what

level the structure starts to assume the characteristic of a uniform

comp'lex; je. it takes on the structure of a simp'lex. The level is a

s'ign'ifjcant structural property of the whole area determining the mìnimum

level of accessibility to unify the whole structure; ie. if the activ'ity

distribut'ion fails to place significant activities in the strategic sites,

then more access'ibility leve'ls must be used to generate a uniform level

of service. The level of uniform service can be 'interpreted as the

accessibility level where every area is serviced by at least one instance

of each specified choice.
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The siting problem Ís of interest whenever the pìanner wishes to

select sites so as to minimize investment in facilities in an area while

retaining a uniform level of service to specified areas of the neighbor-

hood, and also co-locating as many activities as possible on the main

sites.

Final selection from among a large number of site configurations

whjch cover the area may be based upon factors such as land cost, mini-

mizatjon of overlapping service areas, availabil'ity of sites, or compat-

ibility between several different activities. Applications of this

probìem are the following:

a. For a particular map of streets upon which it is desired to

site different neighborhood actívitjes, the sites which are

not distinct and dominant, may tentative'ly be assigned a resi-

dential function. (Since 'it is desirable that residences be

servjced. )

b. if one desired to site playgrounds or bus-stops'in which some

definite maximum accessib'ility criteria is identified, one

might select one of the suitable site confiqurations at the

proper signa'l level .

c. consolidate activities which may have some necessary inter-

relationship by se'lecting combinations of site configuratíons

suitable to each activity and satisfy'ing the mutual accessibil-

ity of activjties.

d. Reduced competition between the service areas of given sites

can be assured by selecting a configuration of sites with the

smallest overlap in their service areas.
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The significance of the problem to the city planner is that the

approach reduces the number of alternatives which must be examined by

the planner in selectìng sites having the necessary accessibiìity and

nei ghborhood coverage.

The technique forces the examination of all possible alternatives

prior to site selection. The pìanner is assured that each possible con-

figuration is feasib'le by covering the entire area to some specified

standard.

In an intuitive analysis there is no guarantee that al1 possible

feasible configurations are considered ín the ana'lysis prior to the

reduction of the choice set. In practice this means that a technique

which is based upon experience cannot be guaranteed to bring into play

all possible alternatives; and very 'likely alternatives with which the

planner is not acquainted with by virtue of previous experience will not

be considered. The potential of the mathematical approach to reveal

al ternati ves imp'l 'ici t i n the def i ni ti on of pre-condi ti ons of the prob'lem,

but not previously known, is a major asset. This systematic approach to

the siting problem uses the geometry of a given area to objectively

define possible solutions. Such objective solutions may be later surveyed

when the consequences of the decision made on the basis of the analysis

are available for comparison. In this way the design cycle is closed and

feedback from actual experience may be used to improve the solution tech-

niques. Usually conventional techniques based upon the experience of the

analyst are not so easi'ly amenable to inspection and correction by feed-

back data.

Siqnificance of the Problem

702
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Currently a number of techniques exist for siting activities. Such

techniques include the use of popuìation maps to estimate the market

population that might be tapped and permit the selectÍon of a sjte some-

what near the center of mass of the population map. Usually potential

sites determined in this way are then examined for their practical

accessjbi'l'ity to the assumed market area. Other techniques depend upon

s'ite visits and an evaluation based upon the characteristics of the site

and its neighborhood as assessed by the experjence of the s'iting analyst.

In any of these techniques, there is no guarantee that the sites

selected will together provide a minimum standard of service to an area,

or that all poss'ible sites have been examined. There is, on the other

hand, no reason at al1 why these intuitive conventional techniques cannot

be app'lied to the candjdates which are determined from the mathematicaì

analysis to further reduce the potential range of choice.

Conventional market surveys can not prov'ide this type of information

to facíljtate planníng. Hence, the siting problem is a novel approach

to a type of prob'lem having s'ignificance in urban planning.

5. Solution of the Sitinq Problem

A computer program using a backtrack routine to test every different

combinatjon of areas can determine the min'imal combinations of simpl ices

whose union is the whole range of the relation. Such an approach'is

combinatorial.

The back track routine is a system which systematically generates

all possible combinations from a gìven set, testing each configuration

to ensure jt does not violate a stated condition, and outputtìng alì
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configurations that comp'lete'ly satisfy the condition of pairwise

incomparabiì'ity. The covering problem is solved by testing for the

smallest subsets of maximal areas which are pairwise incomparable.

If L; //L, and Lrl/L,., then for pairwise incomparabi'lity it isrJtK

required that 1., be chosen such that Lr//L,.. This may be done by.JJK

choosjng any pair Lr//L- initially, forming their union, and elimínating

from consideration any LO of the maximal subsets which do not satisfy

L,.//(L.UL*). Choose successive'ly the candidates from the smaller range
KIJ

of sets until no choice remains. At this point the sets selected in

this way must be pairwise incomparable, although not necessarily the

largest paimise incomparable set.

The combinatorial approach may be the most efficient means of

soiving the siting problem. In fact, the example configurat'ions in the

demonstration fol'lowing were derived by inspection because of the very

significant reduction of initial candidates that occurred using only the
n

maximal set L".

However, it is of interest to d'iscuss the linear programming formu-

lation of this problem because of the poss'ible usefulness of l'inear

programming for the solution of the more complex generaì siting program.

This examp'le illustrates how a partial ordering can be represented in a

format suitable for the simp'lex algorithm used ín linear programming

which has some s'ignificance for the regulation of urban structure that

i nvol ves I i near programm'ing.
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FIGURI 8

A PARTIAL ORDER

A s'impl ex tabl eau i s def i ned as fol I ows :

bottom

top 0

06
11
20
30
41
50
61
7o
80
90

3,5,9 are obviously

maximal; 1, 6 are

minimal.

SIMPLEX TABLEAU FOR DILWORTH'S PROBLEM
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FIGURT 9

1

0

0

0

0

0

n

0

0

0

0

2

0

1

0

0

0

0

0

0

0

0

3

1

0

I

0

0

0

0

0

0

0

Row 0, contains a 1 in each column which represents the top of a

chain. column 0 conta'ins a 1 jn each row representjng the bottom of a

chain. The entry in cell (9,0) makes the row 0 sum = column o sum = 9

(the number of elements in the order.)

456789
010001
i00000
010000
000000
010010
000000
000100
000010
000001
000000
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Other elements are assigned such that

cell (j, j) = 1 jf i f j jn the order and i is the immediate

predecessor of j in some chain where i I 0

andjl0
= o otherwi se

cell (Í,0) = i if i is the top of a chain

= 0 other'wise

cell (0, j) = i if i is the bottom of a chain

= 0 otherwise.

For the definition of the objective function on this order proceed

as fol I ows:

define variable X,i,i for each position in the tableau

maxf=9 9 (Cii)(xi¡)
tt
i=0 j=0

subject to Xi j > 0 for all i,i, (0,1,2,3,4,5 ,6,7 ,8,9)

9 u.r* - 9

; xui=; xjO=e

j=o j=0
o9 xoi = í xjo = l for or(0, r,2,3,4,5,6,2,8,9)î"

j=0 j=0

C00=1

COj=g j e {1' 9}
Cjo=0

cij=(0ifij
(-N otherwise where N is a very ìarge integer.
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When this tableau is solved it will find the tops of disjoint chains

which together are minimal'ly sufficient to cover the whole area' The

conditions of the problem make'it necessary that a chain be regarded as

a particular nested sequence of areas included in each distinct top

element. Obviousìy the solution is not necessari]y unique, but the

mjnimal set of areas distinguished in this way will provide a particular

solutìon to the Probìem.

6. Analvsis of the Geographic Bacþ-lo'!h

Us.ing the adjacency re'lation defined in Table 3 the s'igna1 structure

from accessibility'leveì 1 to level 7 was computed by successive multipfi-

cation of the jnc'idence matrix for adiacency, and not'ing at what level

pairs of areas first became connected. The result'ing simplic'ial complex

was then sliced from 1 to 7 to yield seven simplicial complexes describ-

ing the service areas of each possible site jn the backcloth' Various

means may be used to determine the partial ordering of the sites among

themselves in the different complexes' but jn the case of this study

the Q-analysis compute program discussed in Chapter Three, Section 3'c

and 3.d was used to establish the ordering.

The purpose of the analysis of the backcloth is to illustrate how

the structures defined in this way clearly express the intuitjve concept

of a sjte servjcing different areas, and how the ordering of the complex

can be used to determine both the "best" sites and also the minimal

number of such sites that must be used to complete'ly serv'ice (cover)

an area for some specified level of service.
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Furthermore, the analysis also demonstrates that a site which is

dominant at one level may or may not remain dominant at a higher level

of accessibility; but no site which was not dominant at a lower level

can be dom.inant at a higher 'level . The set of maxjmal areas at higher

levels is always equal or less than those at lower levels; thus illustrat-

ing the ex.istence of a partial ordering between the service areas from

signal level to signaì level.

Because the size of the simplicial complexes precludes their present-

ation, this anaìysis foreshadows the use of Q-analysis by employing the

Q-structure vectors for the different complexes that were derjved from

the Q-analysis. These structure vectors reflect the extent to which the

simplicial complex is fragmented, requiring more than one maximal simp]ex

to cover it. It obvíous1y reflects the degree of uniformity of the

influences present in all of the areas'in very compact form' Therefore

Table 7 shows the globa'l structure vectors at every level of accessibi'lity

from 1 to 7. it should be noted that in this small structure, the exten-

sjon of influences as they'interpenetrate very rap'idly unifies the struc-

ture by level = 5. There are very few differences of influence in the

comp'lex. Hence, if everyone is willing to move up to 5 blocks for each

choice, at least one instance of almost all activities can be found

startjng from almost every s'ite. Although this may strike the reader

as a very crude indicat'ion of service, it is remarkable in itself that

ana'lysis of mathematical structure can generate such indications. Much

better reflections of the choice available to residents can be defined.

Table I shows the maxjmal sjtes in terms of the areas they service.

Since the sets of dominant sites are relatively small, at least around
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levels three, four and fíve, the different minimal configurations of

sites to service the areas were determ'ined by inspection by testing the

unions of maximal areas for compìeteness of coverage.

Table 9 gives an indication of the relative ordering of the maximal

sites among themselves from level to level. This shows that a site

dominant at one level can fail to be dominant at the next, but no non-

dominant site at one level can become dominant at the next.

TABLT 7

STRUCTURE VECTORS

Accessibility
Level (o)

I

2

Di mens i on
(dim K)

11

26

+

Ã

6

STRUCTURE VECTOR

11

Analys'is: Sjnce only 47 areas were actually assigned on the complex, the

maximum dimension possible is 47. The O-level was not included since it

would s'imp1y constitute a completely disconnected complex' Even though

the component analysis is not included the reader can appreciate the

effect of higher leve'l adiacency jn extending the serv'ice areas and

rap.id]y welding an initial ìy d'isconnected series of streets into a

36

(r J ,?. ,2 ,5 ,g ,1, ,7 ,3,3 , 1 ,9 ,4 ,3 , 1)
26

( 1,1, !,2,3,4,4,3,6,6,6,7,6,7,7,6,7,
60

5,?,3,1,..1)
¡é ¡s 30 25 77

(L, 2, ...2, 5, 4,3,3,2,2,r,2,L,
0
1l

45390
(1,1,r,r,2,3,1, .. ..1)
46400

(1,1,r,!,2,2,r, .. ..1)
47410

(1,1,1,1.,1,2,r, . ...1)

45

46

47



connected whole.

servi ce areas i s

organizatìon is a

management.
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Evenat0=4,thedjstinctjonbetweendjfferentmaxjma]

very small, smaller still at 0=5, or 0=6' The backcloth

resource of an urban area to be exploited by proper

Access'ibi f itY Level

1

TABLE 8: MAXiMAL SIMPLICES OF THE BACKCLOTH

(0) Maximal Simpl i ces (Dom'inant Si tes )

L35,L32,L27,L31,L25,L20,L43,L19,121

L22,Lr},L!7,LIz,113,114,L15,1 16,117

L5,L6,L8,19,111,L45,L46,L36,L33

L23,L24,17 ,L9,110,13 ,L44 'L47 
,L48

L49,L39 ,L42,L40,L41 ,L3o ,L34 'L26

L26,L27,135,L25, 117,L16'L 14,L15,L30

L34,L13,L3!,L22,139,L10,11 1,1 12,129

145,L23 ,L47 ,L48,L46,L42,L33 ,149 ,140

141

L25 ,L26 ,L27 ,Llg ,L42 ,L!6,L39 ,L40 ,L1l'

145 ,L48,147,110,L33 ,146 ,L41

L42,L?5,L27 ,L45

L42,L45

L42,L45

4

5

6

Analysis: For example, one pairwise independent set at accessibil'ity

0=3 was found to be (L26,L39,L45,L48). A good first chojce for a site

would be L45, followed by L42. Thjs would lead to another following

solution at accessibility 0=3, (14S,t42,139,148) as another possible

solution at 0=3, part of which remained dom'inant at h'igher levels' The

continued domìnance of sites at h'igher levels is a desirable character-

'i sti c of a Preferabl e sol uti on '
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Foranaccessib.il.ity]eveloffour,thefo]lowingso]utionwas

obtajned by 'inspection: (142,145). This is the onty so]ution at higher

levels of accessibility to prov'ide complete coverage' In essence" the

relative sparsity of solutions is due to the jnfluence of the arbitrary

extension of the study area several blocks down Pemb'ina Highway and down

0sborn. Thus solutions are very sensitive to the geometry of the back-

cl oth.

TABLE 9

PARTIAL REPRESENTATION
OF

8= 6

t
6= Ð

OF THE

MAXIMAL

o=4

INTTR LEVEL
ELEMENTS

L42

l
L42

Table 9 tabulates some of the partial orderings between accessibil-

.ity levels to show the ordering which exists between the maximal sites

from level to level. Since any site at a specified level is transformed

to the next level by forming ìts union with adjacent sites' more areas

cannot be added to a non-dominant site than a dominant one' Therefore

non-dominant sites cannot become dominant. However' it iS poss'ible that

a previously dominant site will be'included in another dominant site at

the next I evel .

L42

-/,r
(42 16 11 4A47 10 46)

BACKCLOTH ORDERING

t'
I

(2s 2627 29 39

L45

I
145

125 = L27

Ir
40 41 33 1)

t\126 Lls/+
eg) (16 39(26 29 33)
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Thenestedchainofdominantsitesextendingfromthelowesttothe

highestaccessibilityleve]definesazonjngstructure.Toru]eout
.incompatìbi]it.iesanywhereinthestructure,itisimportanttoknowhow

the extens'ion of a standard of behavior is ordered over the whole struc-

ture. Ideas ì'ike compatibil'ity and conven'ience become very clear in this

way.

The ordering can provide a dec'ision procedure for selectjng sites'

Knowing that (142,L45) remain dom'inant, one can select other patterns at

lower desired levels of accessibility. Thus one knows that (L42,L45)

which are sites at the lower level may attract additional loads or rema'in

compet.itive at the higher leve'ls because of their relative advantage over

theothers.ites.Foracommercialout]etL42.,L4Sshouldcertain]ybe

thefirsts.itesoccupiedusingpurelygeometricalconsjderations.

7.

Inaddjt.iontothepurelygeographicadvantagesofthebackc]oth

functional aspects such as different levels of service in different areas

canbecapturedquitesimplyonthecomplex.Thefollowingdjscussion

defjnestheseaspectsasexamplestoclarifyandstimulatefurther

thought.Atk.inprovidessomefurtherexamplesinreference30.

Ifoneconceivesofshoppingcomplexesingeneralterms'thena

relationship would be described between a'largest and/or smallest set of

act.ivities having particular degrees of access'ib'i1ìty' The equivalence

ofmodernshoppingcenterstonaturalformsinvarjousshoppingdistricts

3on. H. Atkjñ, v.Mancin'i
TopologY to Urban Structure,"

, J. Johnson '
Urban Studi es '

"An Application of Algebraic
(1e7i), pp. 22t-242.
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may be studied in this way. since the difference between the maximal

and minimal standards may provìde a degree of freedom in the mutual

influence of actjvities, shopping complexes can occur in a wide range of

equìvaìent configurat'ions. Hence one can study the relative advantages

of naturaìiy occurying shopping districts which may take many forms in

a neighborhood.

The reason why thj s compari son j s so general j s that a preference

should jdentify the least and greatest tolerances on the mutual access-

ibility parameters. Graphica]1y, it is something like the foìlowing:

FIGURE 10

A FUNCTI0NAL RELATI0N BETW!!I-4qII-VII!!

Activity Set (Ai, AZ, 43, 44, A5)

In such a graph the focus is on mutual relationships between pairs

of activities. The absence of a bar would imply that the activities are

i nd.i fferent. Desi gnati on (O ,O ) i ndi cates that for compati bi'l i ty the

activities could be co-located, but should not be more than 6 units apart.

Designation -(O,O) indicates 'incompatibility unless the activity is less

than 0 (impossible) or greater than 6. Few would argue that such

(3,7)



information js not available, but most would question how it

applied to structural ana'lysis. The discussion of planning

chapter wilì examine methods to analyze preferences of this

71.4

is to be

in the next

form.



I. Functional ExPlanation

1.

ANALYSIS OF LAND USE STRUCTURE

CHAPTER THREE

The study has now established that the simplicial comp'lex js a

suitable means of describing the functions of an urban neighborhood in

terms of the elements of the observational protocol' This form of

descriptìon facilitates the explanation of the behavior, using mathe-

mat'ical analys'is. Functional descriptions organize the input data to

a study under the control of the planner: the observatjonal protocoì

determines the scope of the study to have a range of possible observa-

tions which is as complete as possìble (thus preventing any surprjses)'

while limitjng the scope of data to that which has significant impact

on neighborhood functions.

Planning and measurement are accomplished by using techniques

obtained from the literature of Q-analysis, the standard mathematical

literature, and the literature of computer sci.n...1 Together these

technìques extract the max'imum amount of useable 'information from the

total information put into the study by the Delphi techniques' The usual

objection that mathematical analysis cannot reveal any 'information not

Introduct'ion

lR. ll. Atkin, Combjnatorìaì Connect'ivitjes in Social S ,

(Basel : Bi rkhauserl- much

of Atki n's work in Q-analysi s.
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originally present ín the definition of the problem is valid; however,

more organized, hence more useable information, is produced by the struc-

tural analysis. A'lthough the study does not dwell upon the epistemo-

ìogical aspects of the functional explanation Ín the form presented,

the interested reader can verify their acceptability by referring to the

essay by Si r Bertrand Russel .2

Functional explanation is to be understood as a means of using the

jnternal consistency inherent in the ordered structures to discriminate

on'ly the most significant states.3 By use of the concept of covers for

observation the comp'lexity of describing the function of a system is

greatiy reduced; with luck the reduction achieved in this way will make

an otherwise impractical combinatorial prob'lem manageable; jt js easier

to grasp and manipulate cover sets (interpreted as standards of behavior)

than the raw sets described by prep'lann'ing. Using the internal consist-

ency of different observational states, cover sets that are similar to

each other in some respect are aggregated. The consequence of aggrega-

tion is uncertainty when controll'ing or predicting the outcome of

different circumstances. Predictjons can be made only to the extent

that observations are consistent with some standard covering them.

Since an urban planner rarely controls all the variable factors in any

urban neighborhood, some uncertainty is to be expected in any measurement

process.

2'Sir Bertrand Russel, "The Relation of Sense Data to Physics,"
contained in A Free Man's Worshio.

3Gerald M. We'inberq, An Introduction to General System's Thinkìng,
(New York: Wiley, 1975)l p
manner in which the metaphors of science bring the compìexity of natural
systems within our cognitive abilities.
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Measurement is developed as a technique to test the consistency of

the observed structures with the various standards of behavior. From

this concept of measurement, the costs of irratjonality may be assessed.

Irrationality is held to exist whenever one standard is imposed upon an

area to the exclusion of another. To properly assess the costs, Atkin's

concept of force in an urban structure'is required. Forceful changes to

urban structure can be described in terms of the algebra of patterns in

-4a comp rex.

Structura'l analysis has the virtue of being a practical methodo'logy

that employs many standard algorithms from computer science. The way in

which these algorìthms generate new forms of structure is analagous to

the way in which an jnstrument is capable of resolving the finer struc-

tures of an observational phenomenon. The 'idea of relative ratjona'lity

frees us from the problem of attempting to find numerical or algebraic

preference systems which completeiy order phenomena by substituting the

generation of cover familjes which are as consistent and comp'lete as

possible. These distinct domains of preference will be pieced together

into new wholes that are adapted to the particular circumstances of an

urban neighborhood.

In the course of this chapter a state space concept wi'|1 be intro-

duced using the converse (to each other) notions of convenience and

compatibi'lìty to bracket different observatjonal phenomena into categories

that provide a fineìy djscriminating system of measurement for assess'ing

the trade-off of d'ifferent individual preference systems.

tl-R. H. Atkin, "Cohomology of Observations," essay contained in
Quantum Theory and Beyond. Pp. 207-208 contain a discussjon of the

aìgebraic structure into the observations
which are defined upon some observational backcloth.
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Following a brief presentation of the theory of explanation in terms

of mathematical structure pìanning and measurement concepts are presented

under the following topics:

â

b.

Discrimination by the face ordering of the complex.

Discrimination by the Q-analysis.

Illustration of the techniques and concepts using a state

structure jn an urban neighborhood.

The Clique Analysis.

The Zoníng Problem (Application of the State Structure to

Urban Zoning).

d.

e.

?

Plannjng and measurement together determine functional expìanations

of land use phenomena in an urban neighborhood. Atkin argues that the

scale property which determine the membership of a set of observations

represents the consensus of observers upon what is being observed.5

Signaìs in the set of observations decompose the protocol into different

families of subsets describing the experience of observers under differ-

ent circumstances. The s'ignal 'is represented by a fami'ly of cover sets

which is consistent w'ith the protocol.6 The structural description is

intrinsically hierarchial in nature so that the significance of any set

is intuitively appreciated at a higher or lower hierarchial level.T

Families of Cover Sets

5I 
b'i d , p. 193.

6Iui¿, pp. 205-206.

7R. H. Atkin, Mathematical Structure in Human Affairs.
Heineman Educationa

( London :
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In the referenceS RtL'in shows how reasonable assumptions pertainÍng to

the description of observations by a set lead to a cover of the observa-

tions that naturally define a s'impìicial compìex. The following diagram

shows how the protoco'l 'is normally resolved into a structure of obser-

vations on a backcloth using the simp'licial complex. For the purposes

of this chapter only certain conclusions from Atkin's discussion are of

immediate interest.

FIGURE 11

Backcloth set S, *Sr=(Yr, ....Yr)

THE STRUCTURE OF AN OBSERVATION

resol uti on

ru(xrn,n)

A full barrier djstinguishing N s'ignaì relation on a backcloth of M

individuals in generaì requires MXN such structures.

It js clear that the protocol describes a compìete framework for

the description of observations'in the given situation. The fam'i1y of

sets that is the power set of the protoco'l provides a cover in whjch

every possible element of the family is also a possible mode of behavior.

The structure of observations distinguished by the signal relation is a

sub-famiìy or sub-cover of the protocol. Since one is interested in

Protocol

S=(Xr
of

x2.

incidence matrix of the signal

relation (weighted by integars n)

scal es

"'xn)

8R. H. Atkin, "Cohomology in Physics," pp . 207-208.
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describing behavior in the simplest possible fashion, the maximal complete

cover families determined by the s'ignal relatíon are favored for the

description of norms. They represent the largest sets of simplices that

violate none of the restrictions of the signal. Every observed state is

a sub-cover of at least one of them. (The greatest common denominator

of the jojnt experience.)

Formalìy a covering Ís defined when X is a set at the N level whose

djstrjbution under a covering family of sets (ttl+t level ) is to be exp'la'ined,

then supposing A is an N+1 level set corresponding to X, the elements of

A (subsets) are subsets of X and if A = (At, AZ. 43, An), X = (X1, XZ,

. .. .xr) then

(i) A=c P(X) for i=1, ...n'l

(ii) X = UAi
i

If in addition A.,UA, = Ø (the empty set), then A 'is a partition of

X. The elements of A are quite distinct.

Each element of a cover family is'interpreted as a part'icular

standard of behav'ior. The essence of a standard of behavioris to

classify and regulate: by classifying it identifies experiences which

conform wjth some characterist'ic similarity; by reguìating jt rules out

aspects of behavior that do not conform. A standard of behavior must be

maximal. The emphasis of this chapter upon complete maximal cover

families facilitates description of the most general consistent mode

of behavior to ensure that the status of observed behavior can be

unequivacally estabf ished. The use of the concept of standard imp'lies

some uncertainty in the pred'iction of actual outcomes under any given

circumstances since any subset of the standard is acceptable as a mode
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of behavior. This manipulation of cover sets may make the combinatorial

approach to planning feasible in a practica'l sense.

The s'implification introduced by this approach must take account of

two separate circumstances in tbe simplicial compìex. The use of con-

sistency relations such as the face order of the complex to aggregate

the observational states into standards of behavior is the most direct

means of reducing the degree of d'iscrimination necessary in an observa-

tional scheme. Moreover, the backcloth used to resolve observations

relates observation to singleton sets which have no intrinsic ordering.

One must take account of the backcloth ordering must be taken jnto account

to describe the dífferent circumstances for observation and generate the

different patterns of influence in the observatjonal structure. The use

of signal levels defined in terms of weighted relations on the backcloth,

both physical and functional, will permit a matching of preference to

the physcial circumstances. Thus, this matching may eventually lead to

quant'ification of urban phenomena.

There is a particular theory of explanation that must be recognized

for the use of structura'l anaìysis in urban planning. Theories are

mapped onto standards of behavjor to transform them into a more suitable

form for direct comparison with structures representing direct observa-

t'ions. Using these mappings it is possible to understand how theory is

used to classify behavior and how theory is to be confirmed by actual

observati on .

To provide empirjcal confjrmatjon for a given theory a maxÍmal

cover fami'ly prov'ides a biject'ion between the set of all possible signa'l

relations and the set of all maximal cover families. We generate a
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maximal cover famí'ly from a theory relation since it is more convenient

to compare sets to sets, but the standard contains the same information

jn a more useful form. The cover family shows the largest sets having

some degree of internal consistency, a common denominator to their

experience; and, hence, magnifies their significant differences. Now

if one were to take the actual relation describing reaì behavior and

generate the cover of it in the same way and if the covers were identical

the theory would be confirmed complete'ly. Since one does not normalìy

experience a relation as a whole, the complete cover famiìy is not

usual'ly observed during actua'l observation; thus a cover family may con-

tain a range of poss'ible observations.

The considerat'ions of this chapter deal with two problems:

a. How to generate comp'lete cover famil'ies by transforming

individual relations into covering standards that reflect

s'ignificant kinds of sjmilarity between urban experiences;

and

b. How to generate and compare

of urban activities so that

standards assumed.

Figure 12 shows the process that must be followed to achieve a

functional explanation of exjsting urban structure. Figure 13 shows the

form of relatjonship assumed between theory relations, the complete cover

fam'i 'ly, and actual structures bei ng expl a'ined. Thi s shows that expì ana-

tion is intrjnsically a comparison between levels of structure, reinforc-

ing Atkin's assertion as to where the significance of a structure should

be appreciated. (ie. The role of a structure or social group is apprec-

iated at the next level of structure.)

sets representing the influences

they are of the same form as the
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FIGURE 12: RTLATION BETWEEN COVER AND EXPLANATION
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THE BASIS OF EXPLANATION IN STRUCTURAL ANALYSIS

1. Urban Protocol -,+ subset
2. SYstem of indiv-=3*

idua'l rel ati on-
Preplanning: ships for each

s'i gna'l property
of the urban
protoco'l deter-
mined by Delphi

FiGURE 13

Uncertain structure i ffreory Defining Standards

The prob,em 3lo:li.ä'lffi5, I 53i,îåi: flñ:li:l,i'll'¿:l-'
properties and the i structed using some compìete
backcl oth soci al i fami'ly of sets bi jecti veìynetwork elanniþå?li:::,'t'ollli[i]'lÅlî;,]1'

-------------i properties can be compared by
Standards of For each distinct ¡ determining the fine structure
Behavior pattern of cover sets j of the cover sets relative to
Uncertainty consider it as a ¡ each other in some order.
enters ìn system of classjfica-
thís step tion containìng Ois- {-ltínct standards of l-

defining interest
scale - hierarchy

It is a function of a
particular problem to
s'i qnal

1.24

Define backcloth
Generate signal complexes
ordered by leveìs

Pred'i cti on
with uncer-
tainty of
observati on

behavi or.

of observation

Measurement to
confirm standard
of behavior



3.

Discrimination denotes the existence of a significant difference

between any pair of sets making them distingu'ishable when being compared;

this difference is usual'ly asserted in the form ejther structure A =

structure B (they cannot be discriminated), or Structure A I structure

B (they can be discriminated), but t' or = may be replaced by any ordering

relatjon. In fact both (S,5) and (S,=) will be used to djscrimjnate

different levels of structure with respect to both the simplex and the

cìique. There are two significantly different processes that lead to

djscrimination of the observational protocol with comparisons performed

via the backcloth ordering.

The structure relative to which a comparison is made is called the

modulus;'ie" structure 1 is compared (modulo) structure 2. As a simple

examp'le of the structure of an observation (figure 10), resolution of an

observational protoco'l provides a comparison of a compìete framework of

possib]y observable states (S) to a structure describing the circum-

stances of observatjon (v'iewpoints S1). For any arbitrary signal relation

the protocol may be resolved into an associated fami'ly of cover sets.

This cover fami'ly has between its elements a partial order that permits

discrim'ination to occur. Since the elements of 51 are viewed as single-

tons, they impose no constraint on the d'iscrim'ination operation.

Magnification is a process whjch reveals the similarities and differences

of the different v'iewpoints 51 by constructing an equivalence relation

from the partial orderjng by discrimination. The Q-ana'lys'is is there-

fore one possibìe magnification process on the simplicial complex.9

Di s cri mi nati on

r25

9Ibid, p. zog.
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When all the observable states on a scale S (ie. every subset of

the class of observations) are manifest as singletons on a scale 51, we

shall say that s1 is a resolution of S.10 Resolutjon describes the con-

ceptua'l l'imits to observation. For examp'le, a simplicial complex in

which every face of the compìex is covered by a distinct element of the

backcloth would be a resolution of the scale.

The sjgnificant levels of discrimination in structural anaìysis are

the compatibjlity classes and the equ'iva'lence classes. The compatibility

classes organize the cover sets describing observation into a partial

order of distinct categories or modes of behavior, while the equiva'lence

classes comp'lete'ly part'ition the elements of the structure. Since the

overlapping sets characterize the structure of a partial order, it is

natural to characterize equivalence classes as focused structures (ana'l-

agous to physical magn'ification). Types. of structure are distinguished

by demanding different degrees of internal consjstency (uniformity)

among the elements.

In the methodology of Q-analysis, one has an effective instrument

for extracting a sign'ificant amount of information from the Delphi pro-

cesses. This information permits an examjnation of the trans'ition from

local to global forms of structure. The obiectíve of the structural

ana'lysis is to systematicai'ly analyze the degree of uniformity on the

under'lyíng structure leading to the concept of a social standard of

behavi or.

The cl'ique as a mathematical structure embodies the'idea of a social

standard of behavior in two respects.

loluid, p. zog.



a. Every constituent of the c'lique is compatible with every

other consti tuent i n the c'l i que .

b. As a cover set, the c'lique imp'lies compìete uniformity of

chojce wherever it effectìvely dominates behavior.

Thus, the clique ís the limit of resolution in an observational

protocol relative to some s'ignal relation. whereas the protocol is a

set describing every logical'ly possible mode of behavior, the clique

shows the largest complete sets of elements which are simultaneously

observabl e. The methodol ogy of Q-ana'lysi s systemati ca] ìy approaches

this level of uniformity. Figure 14 shows the levels of discrimination

contained in Atkin's methodo'logy.

With reference to the literature of Q-ana'lysis, Atkin enters into

an extensive discussion of the concepts of local structure.ll The social

meaníng of concepts such as q-adjacent chains, the shomotopy structure of

the q-components, and the concept of q-hoie is unclear unless understood

that the local structure reveals the degree of uniformity between chains

of q-connection that is imposed by soc'ial standards. The application

of the concept of clique to urban zoning wi'lì be discussed in this chapter

where it will provide a great deal of jnsight into the conflicts between

standards of behavior.

727

pp.

11R. u. Atkin,
64-68.

Combinatorial Connectivitjes in Social Systems,
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II. Planninq and Measurement Usinq Global Analysis

1. I ntroduct'ion

a. Objectjves

In this section the magnifjcation of urban structure using the face

order and the Q-analysis of the simplicial comp'lex will be considered.

An urban structure ís defined by the pattern of choice available to

neighborhood residents by virtue of their location in the neighborhood

and a part'icular s'igna1 relation. The simplex correlates a particular

pattern of choice with a particular area of the neighborhood; thereby

specifying the variety of choice available to a resident.

b. Computational Alqorithms for Structural Anaìysis

One of the characteristics wh'ich Atkin demanded of any structural

analysis suitable for city plann'ing or architecture was that it be

capable of implementation wíth a computer to simp'lify the processing of

data concerning 'large and compìex relationships that the designer must

deal wjth.Iz In this sectìon the study presents a brief resume of the

algorithms necessary to implement, at least partia'l1y, the mathematica'l

theory which has been hitherto discussed.

To write a basic Q-analys'is program such as'is contained in Annex C

does not requÍre great programming skill, although a suitable programming

package to convenìent'ly perform the necessary ana'lysis under the control

129

i2R. 
H.

Urban Design.
Planning B I

Atk'in, "An Introduction to Structure in Architectural and
1. Introduction and Mathematicaì Theory." Environment and

(rgzq), p. s3.



of the planner in an interactive mode would obviously be much more

compl ex.

One Fortran program was written to carry out the necessary analysis;

but a second more efficient Fortran program was obtained from

Pennsyìvania State University. More effective algorithms than those

perta'ining to Annex C have been found, but these were not used in the

present study. In most cases the reader can obtain the necessary

informatjon direct'ly from the reference literature to prepare his own

package. Annex C contains a complete Fortran program for the global

analysis of a simp'licial compìex, but improvements to this program are

discussed in the various sections.

2. Compatibility Classes of the Simplicial Complex

a.

The face ordering of the simp'licial comp'lex is one of its most

obvious features. The use of this face ordering for the resolution of

the preferable sites in the geographic backcloth has aìready been dis-

cussed. (Chapter Two) The face order has a potent capability to

represent the significant functional characteristics of any site in an

urban ne'i ghborhood.

The face order is a means of discriminating the sjgnificant elements

of the cover by determining the elements of the canonical set V. By

defjnition the elements of i are defined by discrimination since a

partìcular simplex Y., of a compìex K'(S;R) be'longs to i onìy if Yil tj,
for all j 'in the comp'lex.

Interpretatjon of the Compatibilit.y Class

130



Obviously the compatibility c'lasses of Kr(X;R) are defíned

c. = (Y. lY.sY., and Y-rÍ).13J ]' 'I- J J

The face ordering of the cover fami'ly could be used to expose

observations as subtle as the poss'ible confusion between individuals and

the roles which they occupy in a social organization, or as the conflict

between authority and responsibility in the control structure of a group.

Instances of confusion as to which functional categories govern specific

areas are described by the face ordering of the different areas in a

neighborhood. The authority-responsibility conflict of a social group

will be put'into an urban context by discussing the conflict between

convenience and compatibìlity in an urban neighborhood (the phase space

analys'is of urban structure) .

The compatìbility class consists of all the greatest sets of indi-

viduals which are compatible with at least one other indiv'idual in the

set. A compat'ibility relation is s'imply a relation which ìs reflexjve

and s¡rmmetric, but not necessari'ly transitive. An examp'le of a social

group having such classes will contajn a number of languages. Individual

A must be able to communicate with himself (thus the relation is reflex-

ive); indivjdual A must be able to communicate with any other with whom

he shares a common 'language (thus symmetry). Communication occurs

between pa'irs of individuals, but it is possible for two individuals to

communicate with a third by an jntermediary. These are chains of communi-

cation. The chains of communicat'ion are revealed by the dìfferent chains

of nested sets in the partial order. The cover fami'ly determined by the

compatibiì ity classes is comp'lete, but on'ly partial'ly ordered.
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b. Derivinq the Shared-Face Matrix

The representation of a simp'licial complex using the incidence matrix

of the defjning relation was fully discussed in the last chapter. Thus

a simplic'ial comp'lex describing the'influence of a signa'l relation R on

an observationaì protocol X=(X.), i=l, m that is resolved relat'ive to a.J

backcloth of viewpoints Y=(Yi), i=1, n is represented aìgebraica'lly by

a matrix R=(r..) where r..=1 íf Y.RX.; =0 othen¡lise.' ]J- ]J 1 J

The shared face matrix S represents the intersection of the reiatjon

R with its conjugate R-1. Annex B defines the intersection of the rela-

tions. In the incidence matrix, S=RRT, where RRT denotes the matrix

multip'lication of the incidence matrix R and its transpose RT, and

S=(S,.), S.. denotes the cardinality of the common face of Y-. and Y..1J'- 'rJ ' I J

For completeness the matrix of q-connectivities is q=5-1 (1 is the

'identity matrix). The elements qij of Q denote the level of q-connection

between the simp'lices of the complex. An example is discussed in section

II.3.c.
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c. Determjnation of the 0rder Relation of the Complex

Discrimination of the structure based upon the order relatjons in

the comp'lex can be quickly accomplished using the informatìon contained

in the matrix of q-connectivjties. For each order relation in the complex,

define a matrjx of the same size as the matrix of q-connectivities. For

each pair of s'implices enter a "one" in the corresponding cell if the

pair satisfies the given order relation and a "zero" otherwise. For a

visual survey of ordered structures it is preferable that these relations
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are expressed in structure form (for each símplex list the set of other

simplices that are in the given order relation).

Perform the following tests upon each pair of simplices in the

comp'lex to determine if the desjgnated ordering relation is satisfied.

Let Q.- denote the entry in the q-connectivities matrix correspond-
rJ

ing to L* and 1..rJ

If Qr. = Q*. = Q.,", then L, = L='rrJJ "rJ- r J

If 0.. = Q.. < Q.., then L. s L.'1r "rJ - 'JJ- 'r - J

If 0.. = Q.. < Q.., then L. < L."r1 "rJ 'JJ 1 J

If 0.. = 0.. < 0... then L. < L.'JJ "rJ - '1r- J - 1

If 0.. = Q.. < 0... then L. < L.'JJ "rJ 'r'r- J l

If nejther Qr.i = Qjj nor Qjj = Qij then L- //t..

The ordering described in structure form is denoted as follows:

Lr(=) = the set of simplices which are all equa'l to L.,

t-r(s) = the set of simplices for which L., is in the relation 5

L.(.) = the set of simplices for which L. is jn the relation <'t' 
1

Li(/ / ) = the set of simpl i ces wi th whi ch L., i s 'incomparabl e.

One is also interested in the s'implices which are direct predecessors of

each other. This relation is irreflexive and atransitive. Using the

matrix derived in the first step of the order ana'lysis for the relation

s, first remove all diagonal elements from the matrjx, mu'ltiply the

resulting matrix by itself, and then compare the product to the original

matrix on which the product was taken. If a "one" occurs in the product

matrix and also in the original matrix, then remove this element from

the matrix of (S,s). The resulting matrix will be the a transitive and
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irreflexive incidence matrix of the direct predecessor relation.

To fjnd the canonical set i, if Ky(X;n) define the incidence relation

between the Y, such that Y,RY., for alì Y. such that Y. s Y*. The inci-llJJlJ
dence matrix 0(s) = (0,.) is defined as follows:

rJ

rl'ij = 1 if Yi 
= 

tj

= 0 othenvise.

The maximal elements belonging to i .un be recognized as those whose

row entries are null in the order matrix 0 (expect for the diagonal and

possibly any equal simplices).

d. The Phase Space Structure of an Urban Neighborhood

In physical thermodynamics, one of the most sign'ificant observations

is the existence of states in a phase space which are inaccessible to the

process from various starting points. Different physica'l processes are

found to be equivalent to each other in the phase space representation.

By employing the phase space representation of urban structure, different

standards can be compared to each other and to representations of actual

structure, and a very fine classification of modes of behavior in an

urban neighborhood can be prepared.

Planners introduce the idea of order'ly development in an urban area

by decree'ing that there exists some maximal degree of development which

is tolerable to the residents of the area. This is done by imposing

part'icular standards limìting the urban structure in an area to enforce

gaps in the choice available to residents. The least one can expect

when such maximal structures are imposed on a structure is that every

urban area is consistent with at least one possible standard, if not more.
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This jdea of orderly development is quite analogous to the idea of an

orderly transition between physical states in a physica'l process.

Qne can define an order upon the patterns of choice at each access-

ibility level us'ing compìexes such as Kr(A,Rn). This ordering describes

the variety of chojce offered to the resjdents by the activities sited

'in specific areas. Dominant patterns that remain dominant from accessi-

bility level to accessibility ìevel indicate areas that are accessibìe

to the greatest variety of choice as a consequence of the sitìng patterns

of urban activity.

The ordering is readily defined at each accessibiìity'level of a

backcloth order relation, as it is for the signal levels of any preference

relation. Each simplex Lr(n) belonging to the set of areas in the back-

cloth denotes the maximum set of actjvities, each of which could be

individuaìly chosen by traversing some path of ìength K S n. One must

carefully observe the convention that the simpìex can guarantee choice

of no more than one activity in any single act of choice along any specific

path from the area L., to the area on which the desired activ'ity is sited.

0n1y by considering cliques can the simultaneous relations of choice

(cìiques) be detected. However, the s'implex relation does not rule out

possible multiple choices.

A standard imposed upon an urban area introduces gaps in the avail-

able choice. This w'ill be illustrated using the assignment of activities

to land use zones for the Fort 0sborne area. These assignments were

derived by direct application of the zoning criteria used by the l,linnipeg

Planning Department. It is hardìy surprising that the zones should be

partially ordered. The partial order is a direct consequence of the
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exclusion of some possible choices by particular zoning criteria. The

designations have the usual meaning. (R denotes a class of residential

land use, C commercial uses, and M is light industrÍal.)

The analysis to determine Figure 13 was performed durjng the computer

analysis of the study area to be discussed in the following sect'ion.

The partìal ordering into zones constitutes a set of mutual]y

exclusive functional standards of behavior which cover the distribution

of activities on urban land areas. The ultimate aim of the analysis is

to reduce conflicts caused by the joint occurance of incomparable stand-

ards on overlapping areas of urban land.

The partia'l order in Figure 13 also illustrates the distinct chains

of development that are cons'istent with the standards. An area which is

currentìy zoned Rl under this order can develop into R3 and contain no

nonconforming land uses. Simiìar'ly C3 can become either C2 or Ml. The

assignment of Rl, R2, c1, or c3 zones to an area means there is an option

for further development in the future. This option leaves an uncertainty

about the ultimate idea of development that bears a strong relation to

the concept of strategic development.

FIGURE

/'

ORDERING OF ZONES IN TI-IE STUDY AREA

RJ

R4

"/\/

c2 M1 M2
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An interesting application of the concept of partiaì order as a

phase space is to use it for comparison of sites or standards to each

other. The phase space structure arises from the intersection of differ-

ent order relations describ'ing the partial ordering of areas relative to

each other, as represented by matrices of the type O = (0i¡) Rreviously

def i ned.

Consider a protocol which categorizes the individual activitÍes

accordjng to some scheme. This scheme might be as simp'le as to take a

protocol describing all of the influences in an urban neighborhood

(ie.presence of playground within 2 blocks, etc.) and divide them into

positive, negative, and indifferent categories. Those which are indÍffer-

ent are 'ignored. Separately order the areas (S) within each category

according to the folìowing scheme.

a. Use the partja] order described by (S,¿) for the "good

i nfl uences. "

b. Use the partiaì order described by (S,s) for the "bad

i nfl uences . "

c. Set up an incidence matrix describing 0 = (Oir) tor each area,

those other areas in the order relation.

d. Intersect the relations according to the scheme discussed in

Annex B.

The information can be analyzed in two forms, one of which is similar

to the q-anaìysis technique that will shortly be discussed. In the first
case one can consider the elements of the protoco'l in the jntersection

of each pair of simplices. Particular significance is attached to those

areas jn the intersections for which i=j. The strucure in the jntersection
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L.*L.- tells one that area i has more positive aspects (is greater than)
ll

and less negative aspects ('¡s less than) retative to the areas contained

in its intersection set. However, the trade-off inherent in the other

pairs are also sign'ificant, since they describe how, for exampl. Li*

compares to 1.,-. Taking the relatjon itself to describe a new order,
J

"is better than," treat the whole new order as a sinrpljcial complex and

obtajn a comparison among the trade-offs that are present in the neighbor-

hood. The result is a relation that gives very detailed informatjon

concerning the relative merits of each neighborhood in the area.

The use of the phase space for the classificatjon of observed modes

of behavior resuìts in the imposition of a kind of "spectral ana'lysis"

in the urban neighborhood with the concept of signa'l level serving as the

"energy Ievel. "

In urban planning particular significance 'is attached to changes of

the structure eitherin time or as the service neighborhood of a site

extends through the whole structure. These changes are orderly onìy if
the structure at one level is contained in (or contains) the structure

at the next hjgher (lower) level.

Thus the static classification of different s'impìices discussed

above can be put in a dynamic context by exam'ining the transition between

different accessibility levels. The ordering tendencies providing a

basis for the dynamics of the urban neighborhood are the ideas of com-

patibiì ity and convenience.

Intuitively, compatibjlity implies the exclusion of some actjvjties

at some accessibility level as being incompatible 'influences on other

activities in the set. However, compatib'iìity is obviousìy sensitive to
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the levels of the signal relations such that as level n increases, the

compatible sets will become ìarger. A compatible chain of deveìopment

is one in which a simplex 1.,(n) of Kr(A;R,n) is a subset of L-(n+1);

ie. t-r(n) s Li(n+1) for 0 s n s max N in the signal relation R.

Obvìously the effect of the compatibi'lity relation is to disperse the

elements of the protocol wÍth the degree of dispersìon increasing as n

i ncreases .

Convenience is a notion of a tendency based on the logica'l converse

of the relatior, s, ie. l. It tends to make the configurations of

activities less dispersed (more compact) as n decreases. Therefore chains

of transitjon of the form t-r(n) : Lr(n+1) must be defined. 0bviously the

central tendency descrjbing convenience is that more elements are con-

tained in the sets of activ'itjes at lower levels, than those at higher

I evel s.

The intersection of these two converse orderìng re'lations obtajned

from ìndiv'idual preference relations can describe the act'ivities at each

accessibility level that are both compatible and convenient. One would

expect that orderly development would focus on transitions between

signa'l levels which are consistent with standards embodying ideas of

compat'ibility and convenience at each signal level.

Hence, Co(n, describing a family of simp'lices that are compatibility

standards at level n and Cv(n) describing a family of convenience stand-

ards, compatible development describes a chain of observations

L,(n) s Li(n+1) where both cl(n) 5 L,(n) 
= 

t|(n) and c](n+r): Li(n+1)

= 
cl(n+1), ana cf(n) I cl(n+l) ana cf(n+1) s cl(n+r).
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Note that since only those Lr(n) s c{(n) r'ì C:(n) satisfy both

convenience and compatibitity for level n, one has the possibi'lity of

trade-offs inherent in ideas such that Lr(n) s C{(n) rì C:(n+1) indicating

that to provide convenience at level n, the degree of compatibility

appropriate to level n+1 has been accepted by the residents.

It is clear that these ideas permit a very sophisticated system of

measurement to be empìoyed in an urban neighborhood. This measurement

can be quantitative as well as qualitatjve since there is no obstacle

to examining a sufficiently large samp'le of neighborhoods for determina-

tion of the occupancy frequencies and transition frequencies of all

ìogica1ly possible states.

Aìthough the phase space lvas conceived by examination of the

measurement and planning ramificatjons of the partial order of the

s'imp'licial complex, it shall soon become clear that its signìficant

appl'ication is to the clique structure of the nejghborhood.

3. Equivalence Structures of an Urban Neighborhood

a.

One can understand the s'ignificance of Q-analysis with reference to

the preced'ing discussion of the phase space structure. The intersection

of two relations can be completely characterized by forming a new

simplicial comp'lex conta'ining both the convenience and compatibility

relations and then jntersectjng the resulting complex with 'itself. This

generates a very deta'iled view of the comparison using the contents of

the intersection sets of order relatjons, or one can focus upon the

I ntroduct'i on
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cardinality of the shared set (face) of two compìexes. This latter view

ignores the precise contents of shared-faces and considers a q-connection

to be defined by equivalence between pairs of simplices having the same

cardina'lity. The result'ing structure covers the more detaiìed comparison

of structures of the phase space.

It should be clear that there is no difficulty comparing simpìices

at this level, whether they represent standards or actual observation.

The Q-anaìysis compares every simp'lex to every other simplex without

regard to the precise contents of the shared face. The grading provides

a very prec'ise view of the covers of simi'larity that arise because, for

exampìe, a convenience and a compatibif ity structure overlap (intersect)

without being compìete1y identical .

b. The q-Connectivity and q-Components of Structure

The behav'ioral context of the Q-ana'lysis has a'lready been described.

The basic order relation apparent in the simp'licial complex is the face

order, a partial order on sub-sets. This partjal order is taken as

indicative of an underlying compatibil'ity relation as the basis of

communication. Communicatjon is poss'ible jn terms of a shared area of
.14experience.'- The common faces of the simplices of activities are

apparently a d'isturbance in the structure causing an influence of some

form to propagate throughout the structure. The systematic process

generates q-components as the equivalence classes using the graded

q-connect'ivity between the simplices providing a means of exp'loring

patterns of communication based on the cardinality of a shared face.

14R. H. Atkin, Mathematical Structure in Human Affairs, PP. ?6-33.
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If two simplices ol, o!, share a common face which contains at least

Q+l vertices, the pajr of simp'lices are said to be q-connected to each

other. Thus,ls ol ruo! = o]-., (the shared face of the connection)'
Ptq*t

G'iven two simplices oO, o, in a comp'lex K'(X;R) they are said to be

joined by a cha'in of q-connection if there exists a finite sequence of

s'implices o¿r, od.Z,..,oah such that (i) o¿, 5 oO ('ii) oun 5 o,

(iii) ou. and

b. > q+l for't-

1 ength h-1 .

A q-component is an equivalence class for the relation of being

q-connected at some level q of the grading.l6 It is defined to be a

oui*1 share a common face say obi, =1,...,h-1 and

all 1 s i: h-1. The chain of connection is said to be of

maxjmal cha'in of q-connection. In other terms it is a set of s'impìices,

each simplex of which, is q-connected to at least one other simplex in

the set. The simplices jn the q-component constitute a cover set in the

complete fami'ly of q-components and are in fact a partition since the

q-connectivìty is an equivalence relation. Assoc'iated with each

q-component is the representative simp'lex of the component. Any activity

which is present in the range of the relation and belongs to at least one

simplex of the component also belongs to the representative simpìex of

the component. The representative simplex constitutes the union of every

simplex in the component.

The representative s'implex illustrates a simple standard of behavior

i n whi ch the cover set prohi bi ts behavi or wi thout regu'l atjng i t. Every

1Ãt"R. H. Atkin, Combinatorial Connectivities in Spgjel-ly$9rnl' p- 17 -

'lR'"Ibid, pp. 18-22
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face of the representative s'imp'lex might be found somewhere in the

component as the face of Some Simplex, but not necessarily. This repre-

sents the fact that the sequence of simpìices is a sequence of successive

choices, each of which is to be regarded as an alternative to the others,

and which together yieìd some total chojce. However, there are gaps in

the possible chains of simplices prec'luding some choice of sequences

entirely, while the total chojce made poss'ib'le by the combination of

simpiices cannot be realized in a single act of choice.

The representative simplex describes the pattern of choice in the

sense that if a certain choice is not possible in the pattern it is not

present in the representative of the component, but the fact that it is

contained in the representative does not make it certain that it actually

exists as a pattern in the component.

The q-component indicates the presence of a certain degree of

simjlarity in the patterns of choice, a kind of clustering in urban

structure. Consider the compatibi'l'ity and convenience standards.

Obviousìy the trade-off between C] and Cl, is represented in a q-connection.
OV

However, the q-connection considers three standards which have the same

q-connectivity, but not the same common face to be equivaìent; thus

g'lossing over some of the finer details of theír relationship. Q-analysis

has the capability to rule out similarjties of the ordering which do not

exist in the structure.



c. The Q-anal.vsis17

The Q-anaìysis is a procedure for systematically determining al'l

the families of q-components of the complex for every level of q-connec-

tion from the O-connected level up to the dimension of the complex.

In this section a manual procedure for performing the Q-analysis

is described. In the next section a suitable computer program for larger

data sets will be described.

The computation of the matrix of q-connectivities from the shared

face matrix of the comp'lex is the first step in the analysis. The shared

face matrix X denotes a matrix whose entries in the cells m..¡r âFê
rJ

integers describing the cardinaìity of the shared face between simplex i

and simplex j. The matrix of q-connectivities is derived from the shared

face matrix by subtracting 1 from each element. Thus

M = (m..) the shared face matrix,
rJ

U = (1..,) the matrix whose on'ly entry in each ce'|l is 1,
rJ

s = (S..) the matrix which denotes the q-connection between
¡J

simp'lices i and j,
K = (K**) the incidence matrix of a compìex,

lJ
T

K' is the transpose of the incidence matrix K,

I

M=KK'

S = M - [J = r rT - u.

For the conjugate comp'lex of a given complex the shared face matrix

is derived using the relatjon
T

S = K'K - U.

144

17-'Ibid, pp. 18-22.
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Normal matrix multipl'ication is denoted in the relations above.

Because the effect of the aìgorithm yields the matrix of q-connections

which is a symmetrical relation, the matrix S is also symmetrical and

can be represented using only the upper triangular form. The foìlowing

example illustrates the derivation of the matrix of q-connectivities

from a simp'le comp'lex.
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The following procedure may then be appìíed manual'ly to the matrix of

q-connectivities in order to perform the Q-analysis which is the following:

FIGURE 18: 0-ANALYSIS 0F A C0MPLEX

q=4
q=3

9=2
q=1

q=0

(zz)

(zr) Qz) Gq)

(7f 72, 23, 7q) (7A)

(7r 22, 73, 7+) (7A)

(zt 7z 7s 7+ 75 76)

The following procedure was used to determine the Q-analysis;

1. Select an entry of maximum degree; ie. 
^LZ=A.

2. Follow up the column and across the row to determine any other

entries equaì or greater than 4.

3. For each such entry found'in step two, the corresponding s'implex

is equivalent and should be entered in the set for that class.

4. For each such entry check each row and column to determine

entrjes equivalent to these.

Q4=1

Q3=3

Qz= 2

Ql =2

Qo=1

tr

6.

Repeat until no new entiTes are found.

Select another entry not jncluded in the previous class and

repeat the process to define a new set.

Repeat until no neu, entires can be found which are not jn some

equi va'lance cl ass.

Select an entry of the next lower degree; ie. 3 and repeat until

all equivalent sets have been identified for q=3.

Continue process until .sets for q=9 have been identified.

7.

8.

o



d.

The Q-finder routine can be visualized in the followíng manner.

Regard the matrix of q-connectivities as a weighted relation. For each

level of q-connection from 0 to the dimension of K, the appropriate

incidence matrix of the relatíon may be found by slicing the weighted

rel at j on accord'i ng to the rul e,

for some q-'level Q, Mj j = 1 'f qi j : Q

= 0 otherwise.

The resulting inc'idence matrix M = (*lj) may be treated as the

incjdence matrix of a linear graph for all jntents and purposes. There-

fore any computer aìgorithm designed to determine the components of an

undirected (symmetrical) linear graph can be used to find the q-components

for each level of q-connection in the Q-analys'is.

In the program presented in Figure 17 the q-finder routine is a

sub-routine. The main program calls the component finder each time the

q-connectivities matrix is sliced to a new level of q connectjon.

The steps in the process are the fo1'lowing:

1. Defìne a list T* with dimension Z cardinality Y, the number of

sì mp'l i ces i n the compì ex.

2. Define the shared face matrix QFACE(1,J) containing the

appropriate entry for each pair of s'impljces in the complex.

3. Define variable Q designating the level of the Q-connection

be'i ng anal yzed.

4. Define a program flag, either F=0 or F=1.

5. Initialize all components of T* = 0, F=0, and variable K=1,

Q=0' COUNT=1.

The Q-finder Routine

147
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6. For each K check for diagonal values (ie. J ¿ K) of QFACE

(K,J) ¿ Q to determine the sìmpìices which are to be assigned

to the same component as K.

7. Assign the first diagonaì element QFACE (K,K) in which QFACE z Q

to the kth element of T (TO) by setting TO=COUNT.

8. Check each entry 1 of QFACE (K,1) in the kth row and assign to

Tr, for those 1 which are: Q, the value of C0UNT according to

the following tests

if T, = 0 then T, = COUNT

if Ti = C0UNT then T, = COUNT

if T1: C0UNT then COUNT = T1 and set all further

T, = C0UNT to T* and set F=l

if T1 5 COUNT COUNT = TO Set a'lì T, = C0UNT to

T, and F=1.

9. Test if F is greater than 0. If noo set CQUNT to the maximum

value of 00UNT which has occurred jn the current cycle plus one.

If yes, proceed to the next value of K using current value of

COUNT.

10. Iterate for all K and then output components.

11. Repeat for each 0 s Q s dim K.
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Refer to the flow diac¡ram at Fiqure 19 for the structure of the

program.

The standard computer program described here performs adequately,

but it is possible to do sjgnificantly better. In part'icular, when

further analysis of the complex is desired, the K-tree formalism is an

excel'lent representation of ljnear graphs which may be used to find both

components and cycles of the complex very rapidly once it has been pro-

grammed. The K-tree formalism together with the component-finder

algorithm and the cycìe-finder algorithm that can be applied to the

analysis of a complex'is described in the r.f...r,...18 It is recommended

that this approach be used to write new programs for the Q-analysis in

lieu of the program offered at the end of this study.

e. Some Structural Indications in the Q-Analysis

There are three important indicators derived from the Q-analysis
19initially.-" These are the eccentricity of the simplices, denoted ecc

(o), the global structure vector denoted Q (the obstruction vector is

derived from the structure vector), and the critical q-vaìue, Qq. These

indjcators are extensiveiy discussed and used in the various sources.

Eccentricity as the name suggests is an indicator of how well

connected a particular s'imp'lex is to the g'lobal structure. For example,

we would expect that a high rise apartment bui'lding in a single fami'ly

i8R. t. Berztiss, Data Structures: Theory and Practice, (New York:
Academic Press, 1975), ése sections
describe the K-tree formalism which is an excellent alqorithm for some
parts of structural analys'is.

and 107-116.

19R. H. Atkin, Mathematical Structure in Human Affairs, pp. 2L-22
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residential neighborhood would be rather eccentric. Such a situation

would arise in the case where the incidence vector of the high rise

apartment building over the streets of the neighborhood was compared to

the incidence vector for other common types of housing. It follows that,

for the dimension of the simplex describing high-rise incidence on areas,

the dimension at which this vector was connected to other simplices would

be very small. Atkin has suggested the measure ecc (o) = (ô - q¡71q + 1)

to describe this condition. i denotes the dimension of the sjmplex,

while q denotes the maximum value of q for which this simplex is connected

to any other simp'lex in the comp'lex.

q^ is the greatest value of q for which all simpìices of the complex
'c

merge into one connected component. This is an indicatíon of how well

the whole structure is connected together. One can see Íntuitively that

in a shopping example, it is desirable that the various s'implices des-

cribing commerciaì activity be as well connected with each other as

possible to provide a wide range of choice to the shopper jn a small area.

This gives us a sense of the compactness of a commercial area.

We have previously defined the structure vector as the number of

equivalence classes at each q-1eveì. This structure vector, when redefjned

as the obstruction vector by subtracting unity from each component of the

vector which'is less than the dimension of the comp'lex, defines the

obstruction vector

0=(0.-1 n -1 n-1.0-1).{ \-n_1 -t *n_2 ¿t.."Y1 -' \O -,

Atkin has shown how this vector may be taken as an indication of

the obstruction to the flow of patterns in the comp'lex. tssentia'l'ly each

djstinct component at some q-1eve1 indicates freedom wjthin the component



to make some choices of activity, but no

in the component can be chosen free'ly at

discuss the concept of patterns upon the

obstruction vector.

was:

In the preceding exampìe of Q-ana'lysis the gìoba'l structure vector

40
Q = (I3 z Z I)

The obstruction vector was Q =

Eccentricities were as follows:
¿- \ 3'2 1ecc (¿1l = O=,

L52

simp'lex which is not contained

that q-'level . We shal'l shortly

complex and the use of the

ecc (7r)

ecc (Zr)

-2
3

=Q

A

The fol'lowing ana'lysis il lustrates some of the ideas prev'iously

discussed using the study design set up in Chapter Two. Its s'ignificance

'is apparent in that it clearly demonstrates the exjstence of a partiaì

ordering'in the neighborhood structure, the existence of the idea of

standard in the zoning imposed on the neighborhood, and the idea of

measurement/classification of urban structure. The demonstrations are

very crude, but the poss'ibi'lity of extensjon to more complex forms of

structure is obvious.

Table 10 shows the Q-anaìysis of a joint structure of standards and

land use. Measurement requires that the standards, defined by the assign-

ment of activities to zones, be jnserted into the simpìic'ial complex

K,_(A;R) as dummy streets. From the resulting Q-analysis the degree of

Anal.ysis of a Nejqhborhood Structure

2

(2
0

110)

ecc (ZO)

ecc (Zu)

ecc (Zu)

1

3

o=n
1"
2
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consistency of different streets and different zones can be read. The

clearest conclusion evident in the Q-analysis is that there is a partia'l

order resulting from the dominance of the standards or areas of land.

Moreover, those areas of land that do not conform to any zoning standard

can be read ímmedÍate'ly from the Q-analysis. These are shown in Table 12.

In the current anaìysis little use is made of the detailed fine

structure contained in the equivalence classes. However, jt will be

noted that at different levels of q-connectivity various land areas are

consjstent with more than one structural standard. One possible inter-

pretation is that at some earlier stage of development the land area was

consistent with more than one standard leaving open a significant choice

concerning the future path of development. When an area is developed so

as to reduce the number of zones to which jt is consistent an opportunity

cost is incurred. It also illustrates the sense in whjch, prior to full

development, zones can be sajd to float over the area. What the structure

illustrates clearly is the normal and intuitive concept of development

control in city planning. These concepts are significant and more fully

discussed in the zoning prob'lem.

The zoning structures jn the Q-analysis dominate the resu'lting

complex to a great extent. The zone which is the most tolerant is the

CZ classification. However, it is apparent from the structure vector

that the overall structure is rea'lìy rather uniform throughout all Q-levels.

Thus, the introduction of the standards does not produce as great a

fragmentation of the structure as one would expect'if truìy discriminat-

ìng standards were used. This result js generaìly indicat'ive of the fact

that the 'lega'l zoning tool is not capabìe of making the f ine
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discriminatjons which one would desire of an urban design tooì, a'lthough

it is a step in the right direction.

Table 11 shows the consistency relation of development areas and

zones. This information was extracted from the face ordering of the

comp'lex. Figure 20 shows the part'ial ordering of the standards among

themselves as a result of the consistency relation of the standards.

It is clear that they overlap to some extent.

FIGURE 20

R3

/\/\
/\rR2

HASST DIAGRAM OF ZONES

R4

The concept of zoning app'lied in this section shows that there exist

common subsets to different zones. These common subsets are the basis of

the possibi'lity of mediating conflicting land use conforming to different

standards. If more than one standard governs the same area, then the

ìargest permitted choice of urban actjvìty is the common subset of the

governing standards.

In the comparison of actual observed structures, for example the

simplices of a complex Kr(A;R) to standards defining zones in the neighbor-

hood, there are some standards wholly contained in others. There may

occur orderings of the form S, : Lr: SO. This describes the concept of

intensification of land use resulting'in an area that is in transition

from one zone to another.

M

I

M2
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The detailed classification of urban land areas in Table 12 was

derived using the ordering of the structures among themselves in compari-

son to the ordering of the zones among themselves. It is a simplified

example of the potentia'lly rich and complex phase structure of a neighbor-

hood. The following definitions were used to derive the ordering of

Table 11.

Given streets L., (i=1, 49) and standards S. (i=t, 9).

Ciassification using zoning can differ according to whether the

overall scheme of development is orderly (has a strict strategy governing

the whole area) or natural. Areas subiect to standards are either

definitely governed by one or subject to a future option. The following

cases can be recognized:

a. 0rderly with an opt'iont Si s Li s S, and also S- s Li S Sn

with S*//Sn; or

0rderly and definite: Si s Li s S* (Li is not dominated by

any other standards)

b.

c. Natural with an optionr Li = S*, Li s Sn, Sm//Sn, with

Si 5 Sr, S- < Sn but Lil/Sj or

d. Natural and definite: Si S Sr, Li S Sr, but St //L¡.

Clearly a finely discriminating standard is required for orderly

development, although natural standards can provide some degree of classi-

fication as shown in Table 12. The orderly pattern of deve'lopment can

occur where a development strategy ìs imposed upon the neighborhood by

planners. The existence of optìons in orderly development indicates

areas of strateg'ic choice, but no such pattern need be found in the

absence of a strategy.
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The high proportion of transitional areas indicated in Table 12

shows that the zoning jn the study area is not orderly. This could be

caused by incomplete development of the areas, by inconsistent uses in

the zones as a result of previous devòlopment, or by the fact that the

area is in transition.from one type of neighborhood to the other.

Intuitiveìy the area has such a varjety of uses that ìt js undoubtedly

undergo'ing a transition. The probìem is caused by zoning standards that

do not effectiveìy discrjminate the significant variet'ies of structure

found in the area. Nevertheless, the capabi'lity of the tool and the

suitability of the concept are borne out by this demonstration.



TABLE 10

Q-Anaiysis (O-Accessibi'lity Level ) Complex K,_(A)

Fort Osborne Study Area

Zones (R1, R2, R3, R4, cl, C2, c3, Ml, M2)

Areas (Li to 149)

Dimension of Complex = 87

87 79 75 7t 32 25 23 12
Structure vector = (1 . ...2,3,3,3 1312,2,2,L...2,2,2rL...2,I ...3,3 ,7,2, 1

0
2rL1212rL11r1,)

Q- I evel

87-80

79

78-75

74-7r

71-33

32

3t-29

28-27

26-?3

L57

Components

(c2)

(c2,c3) (M1)

(c2,c3) (Nz)(Nr)

(uz,Nt) (c2,c3)

(Mz,Ml,c2,c3)

(M2,M1,c2,c3,c1)

2T

20-t7

i6- 14

13- 12

11

10

(M2,M1,c2,c3,c1) (R3)

(tul2 , Rg ,cl ,Cz, c3 ,M1)

(Llb ,Mz , R3,c 1 ,c2 ,c3 ,M1 )

(11b,M2,R3,c1,c2,c3,M1.) (R4)

( 115,M2,R3,c1,c2,c3,M1, R4)

( L1s,L26,l4z,Rz,R3,R4,cr,c2,c3,M1)

(115,126,M1,M2,R1,R2,R3,R4,c1,c2,c3)

( L15,117,126,Ml ,M2,R1 oR2,R3, R4,C1 ,C2,C3 )

(Lg) (115,117,L22,L26,M2,M1,R1,R2,R3,R4)

(116) (LB) (Lls,Li7 
"L22 "L26,Ml,M2,c!,c2"

c3,R1,R2,R3,R4)



Q-Level

9

I

TABLE

6

10 (Con't)

Component

( 19,115,116,117,L22,L26,M2,M1,R1, R2,

R3,R4,C1 ,C2,C3 )

4

(13,18,115,116,L17,L22,L?6, ALL Z0NES)

(114) (13,14,16,18,113,114,115,116,

L17,L22,L26,L37, ALL ZONES)

(13,14,16,18,11.3,L14,115,116,L!7,L22,

L26,L37,L47, ALL Z0NES) (118)

( t9,t4,116,113,114,115,116,117,118,

L22,L26,L33,135 ,L37 ,L46 ,L47 ,L48,

ALL Z0NES)

i58

( 13 ,14 ,15 ,16 ,18 ,1 13 ,1 14 ,1 15 ,1 16 ,1 17 ,

Lr9 
"L22,126,133,135,L37,143 ,146 uL47 u

148, ALL ZONES) (140)

( 13 ,12 ,14 ,15 ,16 ,18 ,1 1 3 ,1 14 ,1 15 ,1 16 ,

L 17,L18,L19,L?2,L23,L24,L26,L27,128, 133

L35,136,137,140,143,144,145,146,L47,

148, ALL ZONES) (125)

(L2,L3,14,15,16,18,19,110,112,113,114,

L 15, 116,117, 118,L19,L22,L23,L24,L25,

L26,L27,L28,130,133,135,136,137,138,

139,140,141,143,144,145,L46,L47,148,

ALL ZONES)



Q-l evel Component

1 (12,13,14,15,16,18,19,110,112,113,114,

L 15 ,116 , L 17 , L 18 ,LLg ,L22 ,L23 ,L24 ,L25 ,

L26 ,L27 ,128, L3o,133 ,135 ,136 ,137 ,138,

139,140,141 ,L43 ,L44 ,L45 ,L46,L47 ,L48,

ALL ZONES)

0 (ALL except L7,L21,131.,142,149 which

are not in the complex)

TABLE 10 (Con't)
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Consistency Structures (S,s) and (S,.) are both descrjbed in the follow-

ì ng tabl e.

L1 = (1T,13,16,18,113,115,117,119,12õ ,Lzz,Lz6,L30,L33,L3s,L37 ,L47,L4g,

TABLE

L2

L3

L4

L5

L6

L7

L8

L9

110

111

Lt2

R1,R2,R3,R4,C7,C2,C3,M1)

(t7. ,tzz ,tEs,146 ,147 , R 4 ,cz ,c3)

(tã,cz,cg )

(cz,l4)

(lts,cz,l5)

(c2,16)

(not in comp'lex)

(dominant maximal )

(c2, c3,Ml , L0 )

(14, Ls ,L 1õ,t ts ,119,146, c 1 , c2 ,M1)

(Lr7,111, 150,C2, C3,ML )

CONSISTENCY STRUCTURES

160

= (Lz,Lrz,L4, 18, L 18,L!4,Lzz,Lz3,Lz4, L 33, 143, 145, 146.-L47,L48, R3, R4,

113

114

115

116

LT7

118

119

L20

c2,c3,Ml)

(¡,lt ,l i3 )

f. = jndicates equality'l

of simpl ices

L. = indicates the
-l

simplex is

predecessor of

the indicated

s'imp'l ex

Legend

(114) (dominant maxima'l )

(c2,115)

(116) (dominant maximal )

/aa r ri\
\v¿rLIt )

(11ã) (dominant maximal )

(c1,c2,110)

26,Lzz,Lz6,L3o,L33,L3s,L37,L47,l4B,

R1,R2,R3,R4,CL,C2,C3,M1 )



TABLE 11 (Con't)

Consistency Structure (S,s) and (S,<)

LZI = (not in complex)

LZZ = (CZ,IZI)

L23 = (L22,L2ã,R3,C2,Ca)

L24 = (L47,L24,R3,R4,C2 ,C3,M1)

LZS = (125)(dominant maximal)

LZ6 = (CZ,tZ6)

L27 = (C2,C3,M1,127)

LZg = (l,lZ,tZã)

Lzg = (M1,M2, C2,C3,L2õ)

130 = (L?q,13õ,137,M1,1,t12,C2,C3)

131 = (not in complex)

L32 = (M1 ,M2, C2,C3,L32)

133 = (R3,C2,C3,13ã)

134 = (not'in comp'lex)

135 = (CZ,Ca,L35)

136 = (C2,C3,13ã)

L37 -- (C2,C3,Ml,137=)

138 = (Ml,M2,C2,C3,13ã)

139 = (R+,1¡õ)

140 = (14õ) (dominant maximal )

141 = (12,13,L22,L41,R4,C2,C3)

L42 = (not 'in complex)

143 = R3,R4,C1,C2,C3,M1,145)
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Consistency Structure (S,s) and (S,<)

L44

145

L46

L47

148

149

= (c2,ca,144)

= (Lzz,L43,L45,Rz,R3,c2,c3 )

( 143 , C2 ,146 )

rcl,L4i)
( M2 ,148 )

(not in complex)

142

R1

R2

R3

R4

a1uL

C2

C3

M1

(MZ) (dominant

(R3,R1)

(R3,Rz)

1nãl (domjnant

1nã) (dominant

(c2 ,c 1)

(Cã) (dominant

(M1 ,C3,C2)

(Ml) (dominant

maximal )

L62

maximal )

maxjmal )

maximal )

maximal )



The classificat'ions contained in this table were derived from

Table 10 and Table 11 using the definitions for each type of ordering.

a. Non-Conforming Streets (streets not cons'istent with any zone

standard) 18,114,116,118,125,140.

b. Definite Rl (Orderly or natural classification system)

I D L,, L20.ti ''1t r

c. Definjte R2 (Orderly or natural classification system)

L. R2 and L. Rl none.1't
d. Definite R3

CLASSIFICATION OF LAND AREAS

TABLE 12

a. (Order'ly system) none (Rt Lf R, or RZ Li R, incomparable to

other zones),

b. (Natural system) none (1., R, and incomparable to other zones).

e. Definite R4 (Qrderly or natural) L., R4 and incomparable to other

zones. 135.

f. Definite C1 (Qrderly or natural) (Lt C1 C, and incomparable to

other zones) 115.

g. Definite C2

a. Orderly (Ci Li CZ or C3 Li CZ and incomparable to other

zones ) none,

b. Natural (Ll e2 and incomparable to other zones)

14, L5, 16, LLs, L22, L26, 146, L47.

h. Definite C3 (Natural or orderly) Li C3 C2 L- C3 Ml and

incomparable to other zones. 13, L9, LIl" L24, L27, L44.
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j. Definite M1

a. Natural (Lt Ml and L- C3) 113,

b.Orderly (Ca Li M1 and L-'incomparable to other zones) none.

k. Definite M2 (Natural or Orderly) (t-., t'lZ and L- incomparable to

other zones) 128, 148.

The remainder of the areas involve future options of some form.

TABLE 12 (Con't)
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IIi. Planninq and Measurement Using Local Structure

1. Introduction

Local anaìysis in contrast to 91obal analysis examines the contrast

between the structures discriminated using the simplex as a unit of

structure and the structures using the clique as a unit of structure,

together with the shomotopy analysis describ'ing the transjtion between

these two levels of structure. The local analysis examines closeìy the

uniformjty of different types of structures. The clique structure has

the greatest degree of uniformity and therefore descrjbes the concept

of a standard of behavior in structura'l analysis. The use of the clique

as the ljmiting form of structure in the local analysis lends clarity

to the local analysis of structure. Algorithms to implement local

analys'is become much more comp'lex. However, the real problem in local

ana'lysis is to ensure that the structure taken to describe actual

observat'ion is defined in the same way as the structure defining stand-

ards of behavior. The reader will note that the concepts of phase space,

use of the orderings, even the concept of compatibility and equiva'lence

classes; that were important jn the globa'l ana'lysìs remain important at

the local level.
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2. Analysis of Uniform'ity in Patterns of Choice in a Complex

A socjal standard of behavior imposes a degree of un'iformity upon

a group of individuals in the sense that it prohib'its modes of behavior

that are not consistent. Conventionally, one conce'ives of a standard

or standards of behavior being assoc'iated with the central interest or
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role of some particular group. It is conventional to think of the

preferences of each group as being internaìly consistent, aìthough the

totality of such groups will present incompatible standards of behavior.

The social problem is to determine a configurat'ion of standards that

regulate each distinct group to provide the maxímum freedom of behavior

consistent with their own aims and that regulate the conflicts that

occur between different íncompatible standards.

The mathematical representation of social uniformity is the complete

cover of cliques of a symmetrical binary relation.

A cljque is a set of elements from the observatjonal protocol gener-

ated relative to a signaì relation such that every element in the set is

compatible with every other element in the set. A complete clique cover

is the set of all maximal djstinct cliques contajned jn the relation.

For completeness, cliques w'ith 0, 1, or 2 elements must be formally

recogn'ized, unl i ke the normal soci al concept of cl 'iques .

The clique cover represents the limits to the ability to discriminate

in a given signal relation. Each c'lique is a complete relation that in

effect defines a new observational protoco'l . tJhereas the ort'ginal

protoco'l showed the totality of observations which might occur in a

given signal relation, the clique shows the largest distinct comp'lete

set of observations. The uniformity of patterns of choice makes them

suitable representations of the standards of behavior in a social prefer-

ence system.

The cl'ique cover defines a new structure having the same formal

properties as a simpìicial compìex. For example, under the closed partial

order there is a face operation, and one can discuss the q-connections of

the cliques, etc.
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The disti'nction between the patterns of choice offered by the

s'impl ex or cl i que structures i denti f i es the prob'l em of s j mul taneous

choíce in urban analys'is. The simp'lices were defined as the set of pairs

of elements hav'ing the same first element. There need be no necessary

relation between the elements of the range in the simplex. The pattern

of chojce described by the simplex is interpreted as an offer which at

most guarantees choice of a single e'lement at one time.

C'learlyo the discrimination of the cliques in the relation determines

the possible largest sets of multiple or simultaneous choice in the

structure. For example, every ternary relation must also be a binary

relation, but not every ternary relation derived from a binary relation

is necessarily signifjcant to the structure. The cliques are a cover

with this sense of simultaneity. If one wishes to 'iterate description

of choice to higher levels, the clique covers provide new protocols with

which one can return to the residents to solicit thejr opìnjons on the

desirable multipìicity of choice for the urban structure.

Consider the set (a,b,c,d) together with relation R. If thÍs set

formed a simplex of the relation with respect to element "a" one would

have at least (aRb,aRc,aRd). Additional elements of the relation such

as (bRc,bRd) are not necessary although they may possib'ly exist. If,
however, the structure forms a clique with respect to a, then (aRb,aRc,

aRd,bRc,bRd,cRc) is necessary. The set of elements are pairwise related

and every pair is present. In a cl'ique every element satisfjed the

defining relation with every other element and hence represent simultan-

eous choice.
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It is clear that not every face of a simplex forms a c'lique, but a

cl'ique must always be a face of a simp'lex. Given a simpiex of some

relation, the simplex may be anaiyzed into all of its subsets, but not

every subset of the simplex will be a poss'ible sjmultaneous choice.

In particular, the 0-vertices of the relation may be regarded as at least

0-cl i ques .

The relation between the set of undirected (symmetrica]) relations

and the set of complete clique covers is a function (onto). This can be

guaranteed by properly selecting the algorithm by which the clique covers

are generated. Each element of the domain of the relation will belong

to at least one cover set, and all of the maximal cliques belong to the

cover family by definition. Therefore each undirected relation determines

a cover fam'i'ly of cliques, and the set of all undirected relations should

by definition determine al'l possible cover families of this form. To

demonstrate that the relation is unique it is necessary to prove that

there are no two distinct relations, say Rl and R2 on the same domain

set A which have identical compìete families, say CRI(R) = CR2(A). The

hypothesis of djstinct Rl and R2 means that there are at least two

elements ai, ai belonging to A such that although a.,Rla. is true, a-R2a-t. J " 1 J - 'r 
J

is not. From arRla, it follows that there is a pair (ar,ar)'in some

member of CRI(A). Since CRI(A) = CRI(A) jt follows that there is a

member of CRl(A) which is ídentical to that member of CRl(A) containing

the subiect pair. It therefore follows that R2 contains the pair (ar,uj).

This implies that a-R2a. is a contradictjon. Therefore the mapping of

relations onto cìique covers'is unique where maximal cliques are used.
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The whole simplicial complex defined by the signar reratÍon is

decomposed into a number of sub-complexes associated wíth the levels of

the s'ignal relation. There will be one compìete clique cover for each

signa'l level. The interpretation of the clique structure describes

urban zoning in terms of the constraints upon choice for activities which

become available to the resident of an area as his horizon expands with

increasing signal levels.

The significant complex for zoning is K,_(A,Rn,n) where L is the

backcloth streets, A is the protocoì set of urban activities, and Rn

denotes the wejghted relation describing the choice of activities offered

by accessible service areas under the backcloth ordering for each accessi-

bility level.

Assume further that the complex has been sliced for each n and

reduced to a cl'ique cover fami'ly for each level .

The concept of simultaneity in an urban sense must be introduced.

Simultaneity means that a given set of activities can be selected at the

same time. In this context, it is taken as a matter of convention that

if the basic areas discriminated in the geographic backcloth are streets,

all activit'ies actualiy sited on a given street can be selected simultan-

eously. This introduces the concept of a one-stop shopping area.

(je. one can select every activity by parking once in an area.) The

individual backcloth street is treated as a 0-accessib'ility ìevel clique

conventionally requiring no effort to choose its assoc'iated activit'ies.

The properties that this 0-clique has are the fo'llowing:

a. Every activity ín the street can be chosen by travel'ling at

most some distance (length of the street) from any other activity.



b. Every activity can be selected by traversing at most some

d'istance (tne length once).

It is clear that the former property can be genera'lized to higher

accessibility levels allowing us to set up efficient search patterns for

determining an ideal shopping pìan. The collapse which occurs 'in going

from the idea of a 1-clique to a zero cìique may be interpreted as the

distinction between a potential decjsion and an actual decision in urban

analysi s .

Suppose one knew which cìiques of activities at each accessibilíty

level are ass'igned to each one-stop shopping area of a g'iven neighbor-

hood. Suppose also that one wished to visit some particular set of

activities w'ith the fewest stops. Obviously the areas that one must

visit are included within the one-stop shopp'ing areas of the lowest

accessibility level clique that contains all of the choices. One would

then examine the choice attached to the (n-1) - cliques that belong to

the n-clique, searching for one whjch either contains the desired choice

as a face, or the ones containing the largest faces whose union contains

the desired choice. One would proceed in this way down to the lowest

level which represented one's preferred walking distance. The resultant

cliques would each describe one-step shopping areas where one can park

'in any of their areas to obtain a multip'le choice. Obviousìy the nesting

of cliques from level to level can specify a systematic decision proced-

ure to determine the parking areas prov'iding access to a desired choice

of shoppi ng act'i vi ti es .

It should be immediately apparent that while it is easy to determine

the preferable multip'le choices of activities from the preference

L70



relations, there is a probìem jn determíning the assignment of these

choices to specific areas.

Fortunately this problem is easily overcome. From the complex

KL(L,Rn,n) generate the cover of cliques on the backcloth siting relation.

Knowledge of this complete clique cover allows us to decompose the jnci-

dence matrix of the backcloth at each accessibility'level into the direct

sum of the incidence matrices of the cliques. Direct sum here means that

addition of corresponding elements of the incidence matrices of the c'lique

is performed modulo 2. (ie. 1 + 1 = 1, 0 * 0 = 0, 1 + 0 = 0 + 1 = 1.)

Each clique incidence matrjx can be multiplied by the incidence of

activities in areas. Thus one has a clique relation of the form

(t- x l-) x (L x A) = (L x A). In effect the pattern of choice for each

one-stop shopping area is the union of the activities which are contained

in each individual area belonging to the clique.

Clear'ly, the presence of an activity in any area of a clique defined

at some accessibil'ity level results in the presence of its'influence in

every other area belonging to that c'lique. In this way the cliques of

activit'ies directly defined by the backcloth order are determ'ined in a

form suitable for comparison to the cliques determined from preference

relations. In other words, urban land use zones defined by residents'

preferences can be compared to the actuaì patterns of influence resuìting

from the detailed sitinq of activities.

fet A! denote th. ttf, clique of activities actually sited on an area

Lj. This clique is identical with the s'impl"* of associated with Lj

defined by the incidence relat'ion of activities on areas (at accessibjl-

ity'level = 0).
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defines a set of areas L, which are contained in the set C!

exist for level n a complete family of such maximal sets of

'^n :11....c:). All denotes the set of multiplele. L = \u1....,K m. K

clique cfl. ol = Y'l for i such that t-"1.

f-et C! denote the ith clique of areas at level n. This

A number of interpretations may be attached to this form of relation-

ship between areas, and their c'liques. Land use zones denote cìiques of

mutual 1y compati bl e acti vi ti es . Thus , the rel at'ionshi p prov'ides a means

to relate the pattern of activities direct'ly incident in each area to

the different interpenetrating zones, and to determine the standard of

servjce provided by the whole structure to each area at each signal level.

Since, in any analysis, one wishes to fix the zones acting on each indi-

vidual area to provide both a minimal standard of service and a maximal

pattern of influence that does not violate any zoning constrajnts, the

utility of the clique decomposition is evident. The structural scheme

is illustrated jn the Figure 21 below.

FIÇURE 21; cLIQUE ANALYSiS 0F ZONES
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The clique structure defined'in this way reveals a property of urban

structure, des'ignated as phase, representing the way in which djstinct

patterns of choice arise by the propagation and interference of influence

from their sources in the area. The actua'l pattern of choice ev'ident in

any area is the result of the interference of one or more cliques at that

area. The phase quality of structure can be used to fit together the

patterns which result in cons'istent patterns at different accessibility

levels wh'ich satisfy a g'iven standard of service assumed to be the

minimum acceptable in the area. In order to fit the patterns together

properly it is necessary to study the ordering of cliques at different

accessibility levels and select a suitable chain from the partial order

of cliques revealed to provide a consistent growth of influences from

the source.

Recall that, in the phase space anaìysis, the idea of compat'ibi'lity

and convenience focused attention upon those chaìns of trans'itjons from

sìgnal level to signa'l level which were direct successors of the elements

at the next lower level. Clearly, all of the signifÍcant urban zoning

standards that will be developed from individual preference relations

must incorporate the idea of order'ly development exemplified by the

phase space analysis.

Each zone must be orderly throughout the whole structure embodying

a particular trade-off between compatibility and convenience. For a

large samp'le it will be possible to identify the natural frequency and

stabif ity of particular zones jn the different urban neighborhoods.

Mathematical zoning is a tool that will yield valuab'le long term develop-

ment information about the behavior of urban neighborhoods.



strategic planning. The simp'le fact that the cliques standards over'lap

resulting in ambiguity of classification means there is an inherent

uncertainty as to the ultimate disposition of development in an area.

Each time a developmental change occurs, which forecloses alternatives

for future development by reducing the set of final development standards,

an opportunity cost is incurred. Picturesquely, at an intermediate stage

of development, the zones float. This uncertainty in the govern'ing

structure is desirable since a p'lanner cannot regulate the occurrence of

actual activities. By preserving options with respect to the future

location of some types of activities, he can make decisions as required.

This decjsion is made with the knowledge that there'is a'lways at least

one chajn of deve'lopment open that preserves compatibility and convenience

of land use. Where a number of chains are open, select the cha'in which

leaves the greatest varjety of ultimate development states to jncur the

least opportunity costs.

This defines the zoning problem. It is possible that by working

with covers rather than the actual incidence of activities, modern com-

puters wi'11 be able to handle the combínatorial complexity of the

orobl em.

These structural ideas are capable of embodying the idea of
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3. Cl ique Analysjs

A suitable program for generating the comp'lete family of cliques

contained in an undirected graph is contained ín Annex D. The reference

describes not on'ly the suitable algorithm, but provides a program

written in Al gol .20

Generalty the cl'ique-finder algorithm uses a method of programming

known as branch and bound backtrack programming. The virtue of the

partìcular a'lgorithm presented'in the reference is that it contains a

method of testing each branch to identify those branches which cannot

possibly lead to a clique at the earliest possible point. The algorithm

automatically determines the comp'lete set of maximal cliques which

defines the necessary cover fami'ly of the complex.

4. Shomotopy Structure

The purpose of the decomposition of a backcloth relation into

cl'iques js to'identjfy areas where the cliques overlap within each

accessibility level. These overlapping areas identify potential con-

flicts between zoning standards which are ignored by conventional land

use zoning. The assumpt'ion that zones are distinct ignores the edge

effects of the propagation of influences between zones, but the use of

c'liques can reveal the edges to facilitate the mediation of conflict.

The mediation of conflicts between zones is accomplished by usìng

the largest common subset shared by two distinct zoning standards.

Although the conflict areas receive influences from both incompatibìe

t75
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176

standards, they contain on'ly the common subset of activities whích are

compatible with these influences; moreover, they contribute to each zone

on'ly influences compatible with both standards.

If the distinctly incompatible activities in each zone are concen-

trated in areas outsjde the overlap, the greatest overall varjety of

development is poss'ible without incurring any conflict. Thus, the

geometry of a neighborhood can be expìo'ited by the clique analysis to

ach'ieve compatible development.

The clique structure may provide insight ínto the dynamic signifi-

cance of sjmilarity between adjacent q-connected chains of a component

introduced by Atkin.21 A c'lique is a maximal cycle which contains, say,

n identical s'impl ices. The cardina'l'ity of these s'impl ìces is p. Since

they are identical, every p - 1 loop in the clique is p - 1 connected

and p - 1 adjacent; hence, perfectly uniform. It is this uniformity of

infiuences within the clique that constitutes the importance of the

structure to urban anaìysis, but much further research is required to

clarify the urban design problem along these lines.

pp.

21n. H. Atkin,
57-68.

Combinatorial Connectivities in Social Systems,



IV. Stages of Structural AnalVsis: Synopsís

The functional exp'lanation of behavior Ín an urban area explains

giobal behavior in terms of local behavior using the relations that

functionally descrjbe both preferences and actual behavior. A mathe-

matical analysis program to imp'lement this scheme of explanation contains

the following steps:

1. Define in data files the incidence relations describing each

jndividual preference system with respect to a given protocol

for each signal relation.

2. Generate the influence service areas using the signa'l levels

on the backcloth ordering relation yielding the different

complexes Kr(L,Rn,n) for each signa'l relation. Algorithms

were discussed for determining the distance between each pair

of backcloth areas.

3. Generate the pattern of choice associated with these different

complexes. Each complex Kr(A,Rn,n) for a given signa'l relation

is the composition of K,_(L,nn,n) x (KL(A,Ro,0).

4. Use the Q-ana'lysis program to define the compatibility classes

and equivalence classes. From this information it is possible

to study:

a. The s'iting program which optjmizes site selection for distinct

activíties without regard to the overalì compatibiìity of

i nfl uence.

b. Ana'lyze the preferabiìity of different patterns of choice

associated with distinct areas at each accessibility ìeve1

by defining a phase space with a structure of trade-offs.
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5. An effícient algorithm for determining the different q-1oops

wÍthin components was referred to. Us'ing the same generaì

scheme of backtrack branch-and-bound programm'ing empìoyed in

the clique-finder algorithm, the identification of the

q-shomotopy equivalence classes of the component, the q-ho'les,

and the clìques should be possible. Normalìy this mode of

analysis will be applied to standards.

6. The clique finder algorithm discussed can be used as a means

of defining the actual consistency of observations in an urban

area.

The implementation of structural anaìysis in urban design problems

is the subject of the following chapter.



I.

APPLICATION OF STRUCTURAL ANALYSIS TO URBAN DESIGN

The origina'l goal of extending the structural analysis into urban

design has been found to be overly ambit'ious within the scope of the

current study. NevertheleSS, an outline is proposed as a basis for

future research. Structural analysis is consistent with the stages of

the planning process outl'ined earlier.

Fundamenta'lly, the desjgn problem of urban p'lanning is implicjt in

the structure of input data in the prep'lanning stage. Two essential'ly

different types of ìnput data were recognized: data defined on the

observationa'l backcloth; and data defined on the functional space of

social preferences.

The prob'lem is to match standards of behavior in the functional

space to decision areas on the backcloth ensuring that no social con-

straints are violated, while also violating none of the constraints of

the observational backcloth. Clearly, the incidence of certain social

groups in a particular decision area will restrict the choice of standards

of behavior for given decision areas. Tolerances in the preference

relations will provide some freedom of choice to adiust standards of

behavior for different influence patterns generated by the backcloth.

The objective of ana'lysis is to determine feasible configurations of

standards of behavior that provide the most compact distributions of

actjvities on the decision areas. The specification of patterns of land

L79
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use to maximize the freedom of individual choice without violating any

of the constraints of the social preference relations is the des'ign

probl em of p'lanni ng.

II. The Desiqn Concept

The phase space of the cl'ique cover discussed in the previous

chapter is the basis for this design problem. The ideas of convenience

and of compatibi'lity are central to the implementation of the design

process. Mediation must occur within the overlapping decjsion areas

where conflict between distinct zones may ex'ist.

Desìgn uses a top-down approach. Select a set of zones at the

highest accessjbility 1eve1. The choice at successively lower levels is

constrained by the choice at the higher'level containing the particular

clique on which a decision is to be made. The exjstence of a standard

of behavior on a backcloth clique at any decision levej automatica'l1y

constrains the maximum activities that can be sited in any area contajned

i n the c'l Í que. Conven'ience and compati bi I i ty wi 1 
'l further reduce the

poss'ible choices at each level. This combinatorial problem can be

solved by standard backtrack programming techniques.

The only real compìication'in the design process arises from the

fact that the cliques in general overlap at each level. Therefore a means

of mediating the standards in the conflict decision areas must be speci-

fied. The choice on any decisjon area at a given level 'is subiect to a

sideways order specifying the total independent configurat'ion of zones at

that level.
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It is fortunate that a combinatorjal design technique exists. It
was developed by the Institute of 0perations Research in Great Britain

and is termed the Analysis of Interconnected Decision Areas (AIDA)

The basic paper describing the aìgorithm is included as Annex F.

The first step is to identify the decision areas with the backcloth

cliques at each accessibility level. Then the strategy graph of these

areas will be developed. In this strategy graph, if two areas do not

overlap, the chojces made thereon are independent. As shown in the annex,

a strategy graph descrjbes the choices prohibited in connected areas as

a result of specifjc decisions in any area. Where a bar exists between

pairs of areas, the question of the degree of confljct between incompat-

ible standards that will be accepted must be defined, remembering that

the smaller the conflict accepted, the fewer activitjes will be permitted

in the overlapping areas.

Therefore the detailed spec'ifjcation of bars between poss'ible choices

in each decision area wjjl be derived from the following rules:

1. If there js no overlap between decision areas' no bar will

exist between them;

2. Where a bar exists, the pairs of possible zones must be examined

and those which are too incompatible must be reiected.

The possible choices on each dec'ision area has been partially deter-

mined by the vertical order. Call the set of decìsion areas as follows:

Dn = (DT,.. .....0;) ol is the kth c'liques of areas at

the n-accessi bi I i ty I evel .

The zones to be considered with each decision area are the clique standards

previously defined as possibly consìstent with the area.
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Thus cn(i) = (t1,......r¡) where cn(i) denotes the choice of

clique standards compatible with the

íth decision area.

The AIDA algorithm discussed jn the paper at Annex F can specify the

consistent overall sets of choice, one for each decision area, which

violate none of the constraints of the strategy graph represented by bars.

The algorithm can generate all and on'ly the feasible configurations which

are the independent urban designs at that level.

One of the interesting aspects of this design probìem is the possi-

bility of a strateg'ic approach to planning. This possibiljty becomes

most clear when one orders the solutions on their respective decision

areas. To some extent there will be a degree of overlap between the

solutions acceptable jn each area. This means that the decision to s'ite

a distinct type of faciìity may or may not rule out some of the solutions.

By se'lect'ing sites which rule out the least possible solutions the

planner can keep open the greatest number of options for future develop-

ment open. Only when the potentia'l solutions have been reduced as far

as possible are the final limits of development reached.l

tJ. K. Friend and J. N. Jessop, Strategic Choice and Local
Government, (London: Tavistock, !97L) discuss
the results of an operations research inquiry into local government in
Great Britain. A sequential or strategic decision process is deemed
necessary to planning under these conditions. The strateg'ic planning
process they outl'ine is related structural analys'is in the design stage.



III. Requlation

It should be clear that the solutíon of the structural problem onìy

determines the potential choices. For the designer, the problem of

matching the potent'ial of the urban structure to the capacity of physical

resources remains to be solved. For example, the provision of a great

variety of commercial services'is of no avail when these services are not

provided with suitable circulation systems to facilitate customer parking

and transportation of customers from the market area. The provision of

recreational facilities to residents is of little use, if these services

do not have the capacity to handle the demand.

This question is obvious'ly related to the shifting dynamics of the

patterns of chojce in a neighborhood. The question of the capacity of

a structure arises whenever one is concerned with the distinction between

the consistency of a pattern of choice with the overall structure and the

ability of the structure to accommodate the different quantitatjve

patterns of choice that actuaì'ly exist. Atkín deals with this question

algebraica'l'ly. The algebra of patterns of choice is a fundamental con-

sideratjon in any theory of urban indicators.

The fundamental considerations of the algebra of patterns of choice

js described in the reference pup.r.2 The approach is based on the fact

that one may establish a mapping of simp'lices onto numerical values;

these mappings define co-simp]ices. Thus

Po
"i , oT * J (J is the system of integers, for example)

183

2n. 
H.

Des'i gn . Pt.
Envi ronment

Atkin, "An Approach to Structure in Architectural
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The ídea of a pattern of choice with a value is expressed by a

graded set of co-simplices defined on the various p-d'imensional simplices

of the complex as follows:

n denotes the value of a pattern on a comp'lex.

= (nñ, rn-1, ., 11, no) where n = djm K

Q t j ^r'1ï'= (oo, aìl i) * number system.

With suitable restrictions these algebraìc structures may be added

and subtracted, multiplied by a scalar, and general'ly treated as any

other al gebraic structures.

Bearing in mind that these values symbolize the quantity of choice

made in certain instances, one must carefully examine how the algebraic

operations relate to the numerical quantity when the operatjons are

consistent with a covering structure.

It is clear that the addition and subtraction of patterns can be

visualized as adding and subtract'ing quantities of choice similar to a

vector. Thus, (Ã^i *t^i l+ l'^i *t^i ì = lToj ++o^]").,rp ' '"p-2, ,-"p ""p_2, ., "p '"p_2,'

For operations dealjng with changes to patterns' the face and

co-face operations are similar to the calculus of finite differences in

the manner in which they carry numerical values through the structure.

They are defined as linear operations on the changes in value rather

than on the values themselves. Hence, as Atkin shows jn the reference

paper, there is a distinctjon between the change in the structure and

its value. In other words, the formal operations reveal the total extent

of change on the structure, but the distribution of this change to

d'ifferent patterns must be c'l ear'ly di sti ngu'i shed.



If there

co-simpl ices

- p r-jr
".i * rp,

are hO p-simplices in the structure

is the set of hO mappings (oP, i = 1,

= 0 if i I i

= 1 if i = j.

This may be used to define the value of the patterns by the inner

product notation. Every co-simplex is the sum of the orP (oiP = t., orp).

Qne can thus carry the analogy to a vector space further by assuming

that each simplex denotes a possible "direct'ion" in the space. The

symbo'lism introduces a'lgebraic indeterminates "x.'" to correspond to the
n

vertices oi of the complex. The algebrai. "*i" are the basis set for an

n-dimensjonal module V(J) over the integers J. In the reference papers

the important aspects of the algebra of choice are worked out and the

reader is advised to refer to them for the details. Rather than repeat-

'ing this material here without drawing any fresh conclusions' some

observations on the sjgnificance of the capac'ity in the complex to the

des'ign problem of urban planning will be made to indicate the approach

and the use cf thjs theory in city planning.

The quantity, which is indicated by the'integers J, must be something

whjch refers to a resource limjtation of the urban area. Supply and

demand of some resource determjnes this matchìng. In addit'ion, the

qua'lity must be such that it can be mapped on the s'implices of the com-

plex wh'ich denote the choice available or the choice demanded. The

quality must be common to all of the choices wjth which it is associated

since 'it denotes an interaction between the choices.

Such poss'ib'le qualities are: the requirement for parking of an

urban activity, the services that are significant to different sets of

K, a basis for the

....n0) where
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activities, flows of money, rents, or s'imi'lar aspects of urban dynamics.

Cìearìyo the use of different indicators on the raw backcloth structure

may point out the significance of a certain sub-complex of the neighbor-

hood while slicing out other aspects comp'letely. In terms of any such

quaìity it is clear that patterns of choice can only be added when they

interact with each other in this sense.

These patterns of choice introduce the possibility of an unbiased

View of the choice in the neighborhood. Every 1og'ica'l1y possible choice

set must be included initially, and if any are excluded, the reasons for

exclusjon must be explained. This will correct a tendency of urban

planning to overlook some less obvious choices that the existing neighbor-

hood does not favour.

The algebra of patterns of choice is intrinsically aspatial. To

deal with each specific instance of choice in a given area make each

occurrence of the same type of choice jn a djfferent area notationally

distinct. The interaction between activities must be exp'licitly intro-

duced using the signal levels through the medium of linear programming.

The possib'i'lity of linear programming arises from the fact that the

geometrica'l representat'ion of a simplic'ial convex js in terms of closed

convex poìyhedra.

ie; a 2-simp'lex (vrvrvr) can be represented by

1 = 01 * 02 * 03 0i 5 1 P = 01P1 * tzPZ * u3P3

The indeterminate o-'in this representation can be used to define

permissible limits upon (tolerances of) the choice denoted to changes in

the indjcators attached to the choice. This is to say for each simplex

there is a possib'le supp'ly and demand relation which relates its capacities
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to every other instance of the same choice on the compìex. It may be

necessary to return to the distinct decision areas defined by the cliques

at each s'igna1 level to determine the frequency of every distinct type

of choice at each signa'l level, for these distinct choices to be related

to the preferences of the residents. Moreover, the distinct occurrences

of an activjty must be inter-related in terms of their capacities to

specify the choice they supp'ly to the urban system.

In essence, the use of linear programming on the choice structure

of the urban phase space gives a representatjon suitable for optimization

techniques.

It is tempt'ing to speculate that the algebra of choice together with

the calculus of finite differences might provide a geometrical-algebraic

language suitable for the expression of choice on an urban backcloth.

This problem bears investigation by suitabìy qualified researchers in

the future.

The design process proceeds in two phases: design to optimize the

richness of variety of potential choice in an urban area; and regulation

to adjust the physicaì resources of the urban neighborhood to satisfy

the choices of the residents. The introduction of an algebra js natural

to describe the dynamic behavior of the structure.



I.

The genesis of this study is to be found in the conviction that the

ex'istence of many forms of unexamined values in city plann'ing demands

that a deep inquiry be made'into the'logica'l foundations of the discipline,

and that this inquiry be conducted within the framework of conventional

epistemology, as in other sciences. Only in this fashion can the limita-

tions of the discipfine,'imposed by the social mandate for planning and

by the capabilitjes of the current technology of planning, be explored

within a framework of fundamental principles. Since one of the most

potent techniques used in formal scìence is to describe the limits of

what is feasible using the knowledge of what is impossible, the study

places considerable emphasis upon the problem of social choice as the

fundamental form of the problem that encompasses the a'ims and obiect'ives

of city planning.

Realistjcally, progress on the theoret'ical side of this thesis has

been limjted in this area. hjhile the study has no difficulty in clear]y

relating the prob'lem of social choice to the conventjonal aspects of

planning theory, the key role of the prob'lem of social chojce in the

proper development of a mathematical formalism for pìanning is not

adequately clarified. Reasons were stated, however, for the belief that

the central notion ìn this avenue of inqu'iry wouìd be the concept of

urban field, determining the different maximal configurations of standards

188

Reflections Upon the Obiectives of the !!4!y

CHAPTER FIVE

CONCLUSIONS OF THE STUDY



189

of behavjor that are consistent with, and appropriate to, the preferences

of affected indjviduals. In later research it is proposed to study the

conceptual organ'ization of an urban field, thought to be a form of

mathematical structure hav'ing properties at least analogous to the jdea

of a fiber bundle as used in physical gauge theory to geometrize the

concept of field. The result, if practicable, would be a very concise

formulation of the urban design problem in a very satjsfactory fash'ion.

The pos'itive accomplishments of thjs thesis are numerous, despite

its many areas of weakness. Working from the conventional notions of

urban planning theory, five stages were dist'inguished that are thought

to encompass the requìred methodology for structural ana'lysis in urban

plann'ing in the logical order of executjon.

Work'ing wjthin this framework, the role of the modern de]phi

techniques 'in attempting to 'impose the maximum degree of structure upon

the observatjonal experience of the individual to facilitate comparisons

between values themselves is readily appreciated. The application of

sets to describe these structures greatly enhances the technìques.

Moreover, the direction to be taken by subsequent analysis to transform

raw data into conceptuaìly more useable forms js made evident. Structural

analysis enables the maximum amount of useable data to be drawn from the

raw experience of the Planner.

The thesis js thought to provide a convincing case for the observa-

tional basis of p'lanning. Illustrations of the further analysis of raw

structures by application of partial ordering for the sit'ing problem and

the preference structure (convenience and compat'ibil ity) prov'id'ing a

finely discrimjnating system of measurement would seem convincing-
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The approach to the design prob'lem is considerab'ly less well

established, but the case which is made (obstructed by the lack of clear

examp'les) does provide plausibility to the case for interpreting design

as a s'ignal level-by-signal level process of matching ìand use zones

(preference cl'iques) to one-stop shopping areas (backcloth cljques).

Certainìy, with some effort to program the technique, its practicality

may be verified. The judgement of the thesis must be - plausible.

In summary, the orig'in of the study was in a very vaguely defined

problem area - but it seems fair to conclude that the problem at least

is considerab'ly more well-clarifjed than was the case hitherto. As a

bonus a number of novel and seemjngly promising planning techniques have

been proposed. The real conclusion of this study can best be summed up

'in the followjng hypotheses suggesting challenging areas of future

research to extend our knowledge in this vjtal area.



II. Directions for Future Research

For the mathematician there is the challenging problem of reformu-

lating the prob'lem of social choice by extending its interpretatjons in

a novel way, reminiscent of the gauge theories of physics. Since maxima

of the part'ia'l orderjng seem to most near'ly correspond to structures

whìch would be recognized (physically) as objects, the problem of social

choice is nothjng but a statement that two incompatible obiects cannot

occur in the same pìace at the same time. Intuitively, the designer

recognizes the existence of a partia'lìy independent structure of functions

'in any system and attempts to satisfy the needs of incompatible functions

jn different pìaces in the system at the same time. 0f course, this

assumes that the concept of place has meaning. Generally the logical

notion of a connected chain of events (processes) is required for "place"

to be defjned. Changing places require that the ordering considered be

at worst an acyclic order to have the necessary concept of orox'imity.

The key to introduction of formal geometry in urban analysis is to

recognize the related concepts of: accessibilìty governed by a strictly

limited order between events, the possibiìity of orderly development

ìndirect'ly connecting otherwise inaccessible stages of development, and

the concept of standards of behavior describing the largest structures

of compatible preferences which exist in the social structure. Obviously,

Atkin's algebra of patterns has app'lication to this question.

For the computer analyst there is the technical probìem of implement-

ing the techniques discussed jn thjs study within a sufficient'ly sophisti-

cated programming package to hand'le ìarge volumes of data efficiently.

For the urban pìanner, the app'lication of the siting problem, the
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measurement technique, and the zoning prob'lem would be of great interest.

In these terms, pìanning can become an empirical science.

Planning studies should attempt to correlate the exjstence of

certain types of standards of behavior with external parameters denoting

the socioeconomic status of a neighborhood. The purpose of standards is

standardjzation. Structural analysis will become much more effective as

a tool for desjgn when it has been reduced to the handbook level of

appl 'icati on.

The app'lication of linear programming to the structures should be

studied in greater detail. in this area some practical questions

involving traffic studies, the structure of services in a neighborhood,

and the commercial viability of shopping comp'lexes can be answered.

The zoning probìem should be studied in a greater detail. it

should be possible to examine the distortion of individual rationality

by the global standards. For example, using the solutions of the sitìng

problem whjch are optimal for a given type of activity, to what extent

is there a distortion of this rationality'in comparison to the locations

permitted by the zoning prob'lem? Such distortions are a manifestation

of the concept of urban field.

It would be interesting to know whether there is any product'ive

outcome from the combination of the face algebra with the calculus of

finite differences. The algebraic structure of the various urban

neighborhoods should be assessed carefu'|1y. It may be possible that the

phase space wiì'l reveal some previously unsuspected symmetries that are

of great value to the urban designer.
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Far from being an abstract study, the pursuit of these areas of

research may eventually lead to very practical results for the urban

p'lanner and des'igner. Mathematical thought can serve the urban p'lanner

well, in the same fashjon as it has served our understanding of soph'isti-

cated aspects of physical process. The fact that the vast majority of

urban residents may not realize how they are organized, or apprec'iate

the methods by which improvements to urban organization are developed,

will not prevent their enjoyment of the benefits derjved from it.



The following glossary provides a partiaì lísting and definition of

termino'logy which is emp'loyed in the text of thjs thesis.

Acquai ntance (rel ati on of ) : An epi stemo'log'ical noti on i ntroduced by

Sir Bertrand Russel to describe the correlation between formal concepts

generalized from experience and particular aspects of observatjon

(perceptions). The relation of acquaintance describes the actual per-

ception of an observer under some specified external condition in terms

of a common set of elementary observations.

ANNEX A

GLOSSARY OF TERMS

Accomodatjon: A notjon distinguish'ing the concept of behavior consist-

ent with a standard of behavior from the possibility of the occurrence

of a consistent form of behavior under specified circumstances. Quanti-

tative limits imposed on the activity in a structure may reduce the

feasible choice to some subset of the consistent forrns of bähavior

these can overload the capacity of the structure without v'io'lating

any of its logical constraints upon possible standards for choice.
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Backcloth: A concept that there is an under'lying relatively static

structure which provides a basis for the dynam'ic forms of behavior that

are actua'lìy observed. A backcloth serves as a consistent standard of

behav'ior to be used as a frame of reference in ana'lysis and may be



applied equaììy weìl to the description of the functional activities

physical aspects of an urban system, i.e. the map of the area is a

geographic backcloth, the authority of individuals in a group describes

how to compare their points of view within a formal organization. The

backcloth defines the scope of observation related by some signal

property to the different viewpoints resolved as significant states

for the study.

Backtrack proqramminq: A basic combinatorical

application in exhaustive search procedures. EffÍcient versions of the

backtrack programming technique use integer programming with branch-and-

bound technjques detect unprofitable search tracks quickly and expedite

the search.

Basis: The term usually describes the minimal set of sub-structures

which are capable of representing every other sub-structure possible as

a pattern in a given structure. It also describes the qua'lities of a

value wh'ich cause it to be assigned some weight in a judgement.
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and

Capacity (of a structure): If, after assignment of some numerical

indicators to a sub-structure to describe the extent of choice on a

technique which has wide

particular pattern for assignment of the available resources to be shared

among all choices, then the capacity js a l'imit upon the total resource

ava'ilable within the structureo and is used to determine the acceptable

patterns whi ch can be accommodated.
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Chain: A simply ordered sequence of subsets of a structure, i.e. one in

which each subset is linked in some order to the next in sequence. Chains

are general'ly used to describe the state-transition structure of behavi,or

in a system.

Change: An alteration of the system which may be either a change in

capacity indicators (growth) or a change in the actual nature of feasible

choices (development). Change covers both the growth and development

concepts in planning in the same way as vector quantities involve both

change of direction and magnitude.

Choice (in a pattern): Since the planner is always work'ing with

standards of behavi or, 1 imi ti ng wi thout actual'ly regu'lati ng the actual

behavior of a system, the prob'lem of chojce arises. The decisjon is to
select one particular subset from a range of subsets spec'ified by a

pattern to reduce uncertainty. In the zoning problem patterns of choice

applied to decision areas are used to systematical'ly reduce the freedom

of choice until on'ly one configuration is possibìe, determining the

decision.

Classification (functÍonal decomposition): For any reìation there will

exjst a pattern of maximal sub-structures unique'ly associated wjth the

given relatìon. Although aspects of the pattern may be common to more

than one such structure, every possiblity in the relation is covered by

at least one standard structure.
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Clique: A maximal comp'lete sub-graph of a graph based upon some signal

relatjon. Every element in the cfique js related to every other element.

The clique describes subset of a simplex denoting the possibiiity of

simultaneous choice of all of its elements.

Combinatorial: A

tions which may be poss'ib'le

decision probìems).

Combination: A combination is any subset defined without regard to order

of the constituents of a set (i.e.ABC and CBA are djfferent permutations

of a set, but are the same combination).

system of complete enumeration of all possible configura-

in a given situation (i.e. combinatorial

Completeness (of description): The logical requirement that every

possible subset of a standard of behavior be v'iewed as a possible form

of behavjor jn the system. Therefore it is the aim of a natural process

of descript'ion to account for both the gaps (or forbidden choices) and

also the relative frequency of occurrence of particular forms of behavior.

Completeness is an idea which provides the possibility of describing

dynamic behavior on a relative'ly static backcloth.

Component (as in q-component): A combination of sub-structures in which

every substructure included in the component is related to at least one

other substructure in the component.
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Conservation Law: A constraint upon the total capacity of the structure

which requires that available capac'ity be shared, such that every trans-

actjon must maintain a total balance between the capacity used and

capacity available. Conservation is an accommodation rule which deter-

mines legaì combinations of patterns from those which are il'legaì and

requires symmetrical conditions to describe the transactjons compatible

with the system. The idea of a conservation law will describe the

minimum requirements for a process to be consjdered urban-like.

Constructability: A requirement for orderliness that is applied to a

sequence of transactions in a system. Distinct structures are formed

combinatorically from primit'ive elements of the system in a sequence of

steps which are each decideable by the rules of the system. In logicaì

discussions some decjdeab'ility criterion is used to djstinguish the

permissible forms of substructure, but in application to a scjentific

method, pìausibil'ity criteria are used instead to permit deductions from

more doubtful, but reasonable, concepts and relations.

Cover: A fundamental consistency structure describing a standard of

behavior. A cover is a family of subsets such that every subset struc-

ture representing possible forms of behavior is included in at least one

subset of the cover. Not every subset of the cover is necessari'ly a

perm'issible form of behavior.

Consensus:

concept or

v'iewpo'ints.

A basis of agreement upon the common properties of some

concepts. A consensus in general constitutes an ordering of
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C.ycle (loop): is a simply ordered chain of structures in which the onìy

structure that occurs more than once is the initial and final structure.

Any constrained behavior must be cyc'lic.

Decision Area: A concept borrowed from Ana'lysis of Interconnected

Decision Areas to describe the situation where an element of the backcloth

which interacts in some way with the other elements is to have a unique

standard of behavior arbitrarily assigned to it that is compatible with

the choices made simultaneousìy on the other decision areas.

Decision Problem: The condition confronted when one tries to assign a

unique cho'ice from the family of possible choices to an area of the

backcloth. The choice sets are mutually exc'lusive alternatives and only

one may apply to any decision area; but the choices made on all decision

areas must, as a whole, be as independent as possib'le. The decision

areas, by virtue of the residents'living on them, may partialìy determine

the chojce by delimiting the set of standards acceptable to the residents;

while the mutual'ly incompat'ible functional standards also partially

determine which configurations of chojce are independent or interacting

between the decisjon areas. An algorithm such as the Analysis of Inter-

connected Decision Areas is required to determine the feasible choice

configurations on the study area.

Del phi

maxtmum

respect

Technique: Denotes any methodology which

degree of structure upon the experience

to a particular protocol of observations

attempts to impose the

of the individual with

by transforming it into



a structure in whích the experience of different individuals can be

directly compared.

Descrjbeabil'ity: The concept denoting those urban patterns of choice

which can be represented by set-like structures. Patterns of behavior

that cannot be reduced to this form are considered to be too dynamic

for structural anaìysis. The ontologica'l criteria to distinguish

descnibeable urban behavior from the dynamic forms of behavior were

discussed in detail.

Design: A process occurring in a number of stages, such as anaìysis,

synthesis, and evaluation, in which data is collected, c'lassified; then

used to form potent'ial solutions to a prob'lem; and are ultimately

evaluated to select the best possible answer to the probìem.

Design Problem (zon'ing problem): Is a topolog'ical problem jn which

desirable functional relationships expressing compatibiìity and conven-

ience are transformed into physical structures expressing siting patterns

that are consistent with some constraining cover w'ithout excessive'ly

distorting the functional forms of relationship w'ith wh'ich the analysis

commenced.
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Development: A structural change in which new forms of possible choice

are incorporated in an existing structure.
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Distínct: Two subsets are said to be distinct or discriminated when

nejther is a subset of the other (they each contain distinct elements).

A partial order fails to completely order distinct subsets relative to

each other and they are to be regarded as mutually exclusive alterna-

ti ves .

Distribution: Measurement concerned with comparison of behavior to some

standard essentjally determines which of the alternate standard struc-

tures are consistent with actual behavior one at a time. In contrast,

design attempts to study the distributions of possible standards across

the whole structure and their inter-relationships as a whole.

Environmental Cluster: Is a term used to designate a mathematical

structure representative of actualìy or potentiaìly exist'ing urban

structure. It introduces the possibility of distinct'ion between mathe-

matical structures and urban structure to describe the interface between

forms of mathematical structure representing possible forms of urban

structure which is capable of mathematical representation. Use of this

term is a reminder that not all urban phenomena are describeable in this

way.

Eoistemic Correlation: Sets can

correlation between concepts and

medium to both distinct types of

definite choice of some elements

location in time and space, who

of observatÍon.

be used to establish an epistemic

actual data since they form a common

entities. A correlation consists of a

by a specific individual at a specific

is subject to known external conditions
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Epistemology: The aim of epistemoìogy for the purposes of this thesis

is to describe how the concept of relationship may be used to transform

a definite indivjdual's perceptíons into suitable categories of behavior

forming a group's consensus on to the description of normal behavior in

a defìnite area of interest. It is concerned with how one may have the

means of describing experience in any case.

Equality: In principìe, a statement that two structures are identical

in every respect including their constituents and their ordering.

Equivalence: Is a much weakened form of the equality relation which

demands that possib'ly distinct objects are sjmi'larly ordered with respect

to some of the'ir characteristic properties, and generalìy represent an

agreement that for some purposes these objects can be treated as the same,

w'ithout necessariìy being the same jn all aspects.

Explanation: This concept denotes a transformation from a situation

which is poorly understood into new terms of description whose signifi-

cance is more readiìy appreciated, and which a'lso preserves some degree

of homologous correspondence to the terms of the original s'ituation.

Explanation is usual'ly limited to particular aspects of the s'ituation.

Force: A change in a structure which has two aspects such that the

change may be either in intensity (concerned with alteration of an indi-

cator of choice (growth)), or in development (alteration of the occurr-

ance of a g'iven possib'i'lity 'in the structure). A force is usual'ly
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defined upon some backcloth providing a basis for comparison, and can be

used to reflect the costs due to the stress of non-rationality.

Formalization: Is a socíal process which occurs within a group in which

both the concepts and the means of djscussion of those concepts are

reconstructed to make them decideable for a successively greater range

of circumstances; j.ê., a plan is a formalization in whjch the situation

is simpìified for discussion with explanations to reduce the costs of

decision, and to specify the action sequences leading to objectives.

Functional Aspects: Denotes those

structure which provide significant

Framework: Is

the existence

tions between

a partìcular structure serving as a backcloth that permits

of sígn'ificant phenomena to be recogn'ized, and the rela-

these forms to be readiìy appreciated.

Fundamental Problem of Planning: The fundamental prob'lem of planning is

the process of transforming distinct local forms of experience or prefer-

ences of a system into globa1 standards behavior which are compatible

with the available physical resources, and will accommodate the maximum

vol ume of I ocal preferences.

patterns of the urban observational

services to the urban resident.

Geometri c Real i zati on:

comp'lex using graphs or

Is a particular concrete representation of a

matrices to facilitate data processing.
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Global Propert.v: Is the most general set of properties which all members

of a structure have 'in common.

Grading of a Structure: Is the rankjng of components defined'in a

structure based upon 'increasing q-connectivity between the structures,

or alternate'ly according to a sequence of signal level indicators.

Graph: Is a form of mathematical structure which is a concrete repre-

sentation of a mathematical relation using points to represent vertices

of the relation and arcs to join the related vertjces.

Grounds (of i nqu'i ry) : Are the i usti f i cati ons whi ch 'i denti fy

s'igni f i cant fundamental concepts di sti ngui sh'ing the obiects

and their different forms of relatjonship, which cause them

by a consensus of the profess'ion.

Growth: A

lar form of

choice into

change in an'indicator attached to the existence of a particu-

phenomena which does not introduce new possìble forms of

the structure.

Hierarch.v: Is the recognition that every structure as a whole may enter

into relatjonshjps with other whole structures at djfferent levels of

concern. The signifjcance of a given level of a structure is more

readily appreciated in relation to other structures at a higher ìeve'|,

i.e., jn a hierarchy the function of a group is defined local]y (at a

lower level), but its role is appreciated globa1ly.

the most

of concern

to be accepted
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Hole: A q-hole is a minimal cycle of q-connected structures requ'ired

to realize the representative simp'lex of a given component. A hole ís

the basis of representation of the component and represents the best

one can expect to do in consistently incorporating a given protocoì

jnto a constructible realization of that protoco'l at some level of

q-connectivity in some component of the structure. A hole corresponds

to the idea of a social object in the same way as Bertrand Russel defined

a concept of "matter" out of sensory perceptions as a limit.

Independent: The distinct (maximal) subsets of a complete cover are

mutual'ly exclusive in that at most one may be chosen under particular

circumstances, but in cons'idering a sequence of decision it js desirable

that every successive choice may be made independently of choices which

have gone before. independent choices can on'ly approximately be realized

by studying the phase relationships of the structure.

Intersect'ion: Is a fundamental set operatjon whjch defines a new set in

terms of the elements held'in common between a number of sets.

Local Property: Is a property which 'is true under particular circum-

stances in some part of a structure but not necessari'ly true for the

whole structure.

Magnification: This describes the process of discriminating successive'ly

finer structures in a observational protocol that approach the limits of

observation where the protocoì is fuliy reso'lved. In magnification the
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subsets of the backcloth are composed into new subsets by virtue of

some simìlarity to generate the largest subsets that are internalìy

consistent. These largest sets form a new cover family of the protoco'l

that are distinct from each other in some respects while interna'l1y

consistent in other respects.

Mapping (transformatíon): Is a function defined upon the elements of one

structure as a domain which relates each element of the domain to at most

one element of the object structure which the domain is mapped into.

0ntological Criteria: Criteria which delimjt the interest of an observer

to forms of observations whjch are publicalìy observable, repeatabìe,

and consistent with the observational capabilities of a science.

0ne-stop Shopping Area (clique): A particular type of urban structure

which denotes a set of urban activities that can be chosen simujtaneously

relative to the signal relation that governs the definition of the

cìiques, i.e., the one stop shopping area is a set of activjties that

can be reached by parking in the area and walking no more than a specified

distance to reach every activity in the clique in turn.

Obstruction: The condition described by the Q-analysis caused by missíng

combinatjons of choice in the simplicial structure disrupting the free

flow of patterns of choice.
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Ordering: A form of relation defined over a set of objects which

establishes a system of precedences between different subsets that may

be distinguished in the relation. Orderings are usually classified by

the extent to which they possess the properties of being ref'lexive,

symmetri c , and trans'iti ve.

Pattern: A concept used in several senses in th'is thesis. A system of

sub-sets distinguished by a structure may be regarded as a pattern of

information in the sense that it is a pre'liminary announcement of the

extent to which information may become available as the range of choice

among the subsets is narrowed down by the appìication of data. A pattern

may aìso be thought of as the system of numbers which are attached to

the elements of structure to spec'ify the data.

Perception: A particular part or aspect of the whole which js sjng'led

out by an act of attention at some instant. A perception distinguishes

a part of the whole pattern as data which is actually observed.

Phase: An aspect of structural analysis which arises by virtue of the

requ'irements, in actual decjsionso to distínguish between the presence

of the influence of an activity in an area and the actual presence of

the activity. These have different outcomes for decision and the dis-

crimination of phase relationships enables the planner to study the

manner in which the parts of the system fit together as a new whole by

systemat'icalìy generating phase transitions consistent with the structure

as it develops in time or extends through the whole structure.
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Phase Space: In sjmplest terms the phase space is the totality of

different combinat'ions of observations that are 'logicalìy possible for

a given observational protoco'|. A variety of different analyses may be

performed, using the ordering of observatìons on the phase Space under

d'ifferent circumstances and for different signal properties, to determine

wh'ich states of the phase space are accessible to the observer and which

are not.

Protocol: The set of elements of observation which are determined by the

group to have in common some property which places them in the urban

domain of observation. The protocol represents a consensus of urban

planners whjch defines the scope of urban phenomena to be recognized.

Q-connectìon: Simpìices which are discriminated as being distjnct under

the face ordering of the simplicial comp'lex may nevertheless be equiva'lent

in terms of some common shared face which defines their q-connection.

Quasi-static: A concept of physical thermodynamics which defines the

essential condit'ions to which a process must conform to in order to be

formally describeable. Quasi-static may also describe the nature of

action sequences in strategic plann'ing.

Rational Process: Any discriminable events formjng a dec'ideable sequence

in which the order of succession of the events in the process is connected

by well-defined rules. Any process is rational in this sense.
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Relation: A rule which assigns to each element of a set of obiects

(the domain) elements of another set (the range).

Regulation: A stage of the imp'lementation process concerned with the

matching of signa'l tolerances to the capacity of a structure specifying

the physical resources of the area. Whereas the structure of an area

may in principle support a certain variety of choice, there remains the

questìon of the freedom of individual residents to actual'ly use the

choices given the physical resources available in the neighborhood. A

given pattern of choice may be consistent with the structure of the

neighborhood, but insufficient capacity may not accommodate the pattern

phys i cal 'ly.

Resolution: This concept describes the extent to which discrimination

of the finer structure in a protoco'l is correlated with the djscrimina-

tion of the finer structure of the observational context associated with

the protocol. Although a great number of states may be potentially

capable of resolution in the protocol, there is no guarantee that the

apparatus of observation can observe all of them in any context. In the

limit of resolution, the 2N-1 non-null subsets of any protocol would

have observational sìgnificance jn some context.

Signal Property: The different subsets actually observed that are con-

sistent with the urban observatjonal protoco'l are associated with some

relation that is sajd to signa'l the'influences between the urban activi-

ties. Where poss'ible the s'ignal relation should have an ass'igned leve'l
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structure that enables the planner to distinguish the degree of tolerance

to different signals in the environment.

Scale Property: Certain signa'ls are common to all urban activities and

therefore generate the observational protoco'|. The scale js therefore

the particular signals which define the context in which one shall

recognize the phenomena as being essentiaììy urban.

Simultaneity: This concept 'is particulariy associated with the question

of when a particular collection of entities shall be considered as an

entìty in its own right, or in other words a new whole composed of

smaller wholes having properties that are particular to the collection

as a whole. For exampìe, the collection of perceptions experìenced by

an individual at one instant'is a whole by virtue of simultaneous

occumance, but the collect'ion of a group of remembered perceptions

common to an individual that may have occurred at different instances is

a whole of quìte a d'ifferent type. tven more so is the collection of the

experiences of a group of individuals. Structures may aggregate exper-

iences in these different ways, but one sign'ificant quest'ion pertaining

to the realization of these structures in a concrete way will be the

question of the largest sets of chojce whjch can be chosen in a single

i nstance.

Simplex: The structure defined by a relation jn which every element

contained in the simplex has a common first element in the domain of the

rel ati on.



Simpl icial Complex: A

relation, usually taken

Standard of Behavior: A set of observations which is maximal under some

relation so that jt may be regarded as a constraint prohib'iting some

occurrence of particular choices in the structure. Every subset of a

standard of behavior is held to be a possible occurrence, but the stand-

ard does not regulate either particular occurrences or mandate the

occumence of some particular choice.

collection of simpiices belonging to the same

to describe an actual observed process.

Strategic: A p'lanning concept associated with a sequential decjsìon

process where choice at some stage of decjsion delimits the range of

future choices without specifyìng which choice shall be made in the

future.

Tol erance : A concept app'l i ed to a standard whi ch i s di scri mi nated 'i n

terms of an observational parameter such as distance, and which permits

an individual to specify a range of this parameter that is acceptabìe

to him for the given signal relation bejng studied. Tolerance relations

provide the signal level structure of preferences which must be matched

to the patterns of influence generated by different siting patterns of

a backcloth. They are fundamental to the study of phase structure in a

compl ex.
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Urban Structure:

to some observer

to some spec'ified

The set of activities correlated by a signal relation

at a specific location in time and space, who is subiect

conditions of observation.



Uncertainty: Three

science, uncertainty

ty of relationsh'ip.

kinds of uncertainty are distinguished

of observation, uncertajnty of va1ue,

21,2

in a planning

and uncertain-
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The matematical binary relation represent'ing the signalling

between subsets of the protoco'l and the backcloth on which the protocol

is resolved compares two finite sets to each other. Consider the set

,(v.) i = 1. m of elements of the backcloth called the domain of the''t'

relation and the set (Xj), i = 1, n of elements of the protocol, cal'led

the range. Alì possible comparisons of the elements of (Y-) to the

elements of (Xr) is represented by the cartesian set of ordered pairs

(Y.,X.). Any binary relation R will be a subset of (Y-,Xr). Thus.I J I J

Rc(Y*,X*) i = 1,ffi, i = 1,rì, and (Yi, Xj) be]ong to R if YiRXj. The
lJal

converse relation, R-r,'is naturally defined R-t c (*j, ti) with
1

(X,, Y=) e R-' whenever (Y., X.) e R.
JI IJ

A relation may be concretely represented by either an jncidence

matrix or a linear graph.

Consider a matrix M = (M=.) such that M,, = 1 if (Yr, Xr) e R' rJ' rJ 1 J

= 0 otherwi se.

The incjdence matrix of the converse relation R-l is denoted by the

transpose or ¡¡(llT).

The linear graph of a relation can be drawn simply by io'ining each

pair of vertices of a graph that are in the relation.

For structural analysis it is necessary to consider the concept of

weighted relation. The entries in the jncidence matrix of a weighted

Representation of a Relation

THE MATHEMATICAL RELATION

ANNTX B

213
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relation are the integers in addition to 0 or 1. From any weighted

relatjon a whole serjes of incidence matrices describing a comp'lex can

be obtained by slicing the matrix.

The (Ø.-) are a set of slic'ing parameters for a weighted matrix N.
rJ

Define the incidence matrix of a relation, M, that is covered by N in

terms of the elements (n,,) as follows:
rJ

Mij = 1 if n-, : Ø(nrr)

= 0 otherwise

The slicing procedure is important in sealing with weighted relations

representing the signaì levels of indivìdual preference relations.

2. Intersection of Relations

In order to deal with the trade-off of preferences ìn a phase space

representatjon, such as that discussed in the urban zon'ing prob'lem on

either a complex of simpfices or a complex defined on cliques, the inter-

section of relations is necessary. The example of intersect'ion as

described here requires that two different relations be compared on a

common backcloth. In the context of urban land thjs means that possib'le

forms of relation between signal relations are considered on'ly if they

occur on the same areas of urban land.

The intersection of two signaìs, sôV R, and Rr, can define a new

relatjon R,^c(41 x A2) x L where L is the common domain and A1 or A2 are
I¿

the ranges of the two relations. RtZ is defined if x e A1 and ! e 42,

then; \

((x,y,),Li) r RtZ if and only if there exists an L- such that

(Li,*) e R, and (t-.,,V) r RZ.

Ø*(nij) denotes the slicing parameter

associated with matrix e'lement n-,,



The intersection of two complexes defined

can be determined by multiplying the incjdence

times the incidence matrix of another complex.

Structure in Human Affairs, pages 121-124 for

of the intersection of complexes.

3. Functions

A relatjon is the general case of the concepts of ordering (relation),

function, and maximal cover sets. Since these concepts are necessary to

the ratjonale of our study, they are briefly elaborated here.

A functjon (or mapp'ing) is a special form of relation. It can be

recognized jn the jncidence matrix as having at most one element in any

matrix row. In a function at most one element of the range can correspond

to any element of the domain. The element of the range set B correspond-

ing to an element of A, called the image of A, is usually denoted

u(a) = b. By virtue of the funct'ional relat'ionship u(a) I u(a') implies

a I a' (but u(a) = u(a') does not necessarily ìmply a = a'). The domain

of the function must aìways be the whole of the domain set A. Therefore

the domain must be restricted to the subset (a) e A such tfrat u(a) e B

for every a e A. A mapping denotes the case when the whole of A is a

function on B. A function is into when u(A) c B. If the function is

onto, then every b e B js identified with a u(a) for SornÊ â e A. A

mapping may also be one-one and jnto (injection). In th'is case u(a) =

u(a') imp]ies a = a', aìthough some b e B may not be a u(a) for Soûtê â e A.

l,lhen M is onto it is called a surject'ion. When a mapping is both injec-

ti ve and onto i t i s cal I ed a bi ject'ion.

according to this rule

matrix of one complex

Refer to Mathematical

a more detailed discussion

215
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A mapping settles the question of the distribution of elements of

the range to elements of the domain in a very sat'isfactory fashion. It
is a rule v¡hich says that for any choice from the domain a specific

choice in the range must be made.

Gjven the set F = (Tom, Dick, Harry) the decision to award prizes

of ($1, $2, $9, $+, $5) can be resolved by different mappings M: F + P

1. An into map Mo permits sharing of prizes and not all prizes

are distributed

Mr(Tom) = $1, Ml(Dick) =

An injective map M, does

a unique one for each:

2.

M,(Tom) = $1, Mz(Dick) = $2, Mz(Hamy) = $4.

3. If the set of prìze winners is extended a surjective map M. is

possi b'le:

Mr(Tom) = Mr(June) = $t, M3(Dick) = $2, M3(Harry) = $3,

Nr(Marv) = $4, Mr(susan) = $5.

4. Supposing June drops out of the competit'ion so that the competi-

tion set becomes restricted. A biiective map is possibìe.

uo(Tom) = $5, M4(Dick) = $1, M4(Harry) = $2, Mo(Susan) = $3,

t'to(Marv) = $4.

In th'is case no prizes are shared, no prizes escape, and no one

fails to win a prize. The range of prizes is completely ordered

by the domain of peopìe.

$1, Mt(Hamy) = $5.

not djstrjbute all prizes but provides



4.

Suppose one wìshed to classify a group of people with respect to

their punctuaìity, one would use a relation such as x js more punctua'l

than y. As long as every person arrived at different times and every

person usual'ly at a meeting attended the meeting, one could order the

set of individuals according to the order in which they arrived at a

meeting. If there was a group of people absent, the order would be only

partial since it ís impossible to apply this definitjon of the ordering

to those absent from the meeting. Moreover, if some people amived

together, then the order would also fail. (Two people arriving together

are incomparable in terms of the order relation js more punctual than,

aìthough these elements each can be compared to other elements in terms

of the relation). By making an abstraction to the effect that ind'ividuals

arriving together are equivalent for the purposes of the relation and that

those indivjduals absent from the meeting are a1'l equivalent to each

other, a distribution of individuals that ìs completely ordered is derived.

If one chose to describe the usual behavior of individuals at a series

of meetings such that the ordering relation is no'longer compìetely

transitive, then the individual could arrive at different points for

different meetings as long as he was a'lways more punctuaì than another.

This would define a partial ordering of the sets with some indiv'iduals

appearing in more than one of the classes.

The use of classes to govern distribut'ions of a field of elements

to be ordered transforms every possible relation of a gìven protocol

biiectively onto every possible set consisting of all of the maximal

sets under the ordering re'lation. The various sets of the set of

Compatibitity and Equivalence Classes

2t7



2r8

standards govern the possible distributions of the elements representing

behavior to be expla'ined. Thjs is the essence of the theory of explana-

tion usjng mathematical structure to impose some rational sense upon

complex behavior.
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Algorithnr 451 Aü3 ã'ìeX d
Findirrg AII Cliques of an
trJndirected Graph tH l
Crren l3ro¡r* and Jocp Kcrboscht IRccd.27 April
l97l and 2-1 August l97l l
+ Departnrcnt of lr{a thcnlatics t Dcpartrucnt of In-
dustrial Enginccring. Tcclrnological Unir crsiry Eind-
hovcn, P.O. Bor 5l-1, Eindhtlrcn, Thc Ncthcrl¿r nds

Prcsent atltlrcss of C. []rorr: Dclìart¡ìtcrìt of Elcctrical Ërrgincerirrg,
frvcnts g^;t.rsit¡ of Tcchnolog¡, tr.O. Uox 217, [:¡lschadc, Thc
rletherlands.

Ke-r' \\ ords al¡<l Pl¡rrscs: cliqucs, m:rrinr:rl complctc subgrnphs,
lustcrs, bíìcktracking algorithm, branch and bound tcclrnique,
ecurs ion

CR Categorics: 3.71, 5.32
I-anguage: ,\lgol

)escription
Ittrro(lt(ri(nt. r\ nlaxinral c()rììlìlctc strt graph (ctiquc) is a

omplcte suhgraph ¡hat is n<¡t corrrai¡rccl in an¡, othcr conll)lote
.rbgraph.

A recent ¡rn¡rcr lll dcscrilrr.s a nullrlrcr o[ tcclrniques to ñnd
taximal Com¡rlc¡g subgra¡rhs of a gircrr r¡ndircctcd graph. In this
apcr, \r'e llrcscr'tt t\r'o b¡cktr¿rckillg algorithnrs, rrrirrg a branch-
rd-bound tcchnir¡uc lJl to cut ofT branchcs that cu¡ìrìot lcacl to a
ique.

Thc fìrst rcrsiull is ¿¡ stril¡ulìtli)r\\urd itìtIlurtìerìtirtion ol' thc
rsic algtrrithrn. lt is nrairrl¡'¡rrc:errtctt to illt¡strltc thc nlcthtrrl uscct.
his rcrsittn [:ctìcrittes clit¡rrcs irr ulDhittrctic (lcrictrgrirPhic) ortlcr.

Thc sr:ctrntl \erri(lrì ;\ tlurirud lrtlllr lhc lìr:t irrrd gcncrltcs
iques in a rallrcr urr¡rrerlict;rblc ortlcr i¡r arì írttcnìl)l to l¡li¡li¡rrizc
e nunrbcr of hranchcs to bc tríì\rrscd. This vcrsion tctrtls to ¡tro-
rce llrc largcr cliqucs lìrst arrtl to gcrrcratc sc(lucn(iall), cliqucs
rving a largc conìntolì i¡ltcrscctio¡1. Thc tlctailcd algorirhrrr for
:rsion 2 is l)rc\cntcd hcrc.

D(scripli()'¡ o.[ tlx'ul$tritlt,n- l'(rsit,,t /. Tllrcc scrs ¡rll¡,an
rportant rolc in lhc algorithtil. (l) Tlrc sùt.r,rr¡r.srrô is thc sct
be extendcd [r¡ a nr:rv ¡roirrt or slrrurrk b¡.o¡ìr lìoitìt on tra\.eling

rng a branch of thc bucktrackirrg trcc. Thc points that arc cligitrle
eÌlcnd cornr.Vrå, i.c. that arc conncctcd t<t all Ptli¡tts ir.r contpsnb,

e collcctcd rc.cursivcl¡. in tllc re rrrai¡lirrg tuo rcts. (l) Thc sct
ulilutes is thc sct of all ¡roints that *ill in tlr¡c tirlrc survc as an
tcrìsion to 1lìc l)rcstjtìt corrliguration ol ct,tttp.s¡¡12. (j) Thc sct
I is the sct of all points that halc at an carlicr srlgc alrcatly
'vcd as arr crlcnsiort of thc ¡rrcscrrt corrfìgunrtitrrr ¡l crtttt¡tttth îtnrJ
: no* cr¡rlicitl¡ crcludcd. Thc rcastrr for ¡lr¡rintiri¡ling this srjt
I rr lll stlo¡r [*- nlurlc clcar.

Thu crrrc rtf tlrc alsoritlì¡ìì cr\¡ì\i\t:i ¡l' lt rt.cr¡rrircl¡. tlclì¡ctJ
Icrlsion ()llcrirtrrr thlrt irill lrt'lr¡r¡rlictl to llìc tltr(.c sut\ Ju\l (lc-
'it-^-tl. lt lllrs lltc dtrty to guncr'.¡tc ;tll c\tctì\i()n\ ol lhc givcn
nfìgrrrirfitrn ¡f nttn¡t.rub thitt it ciÌ¡ì rllrkc rritll thc gtvcrr sc( of
rtlidatcs and thut do rìot cotrt¿rin any of thc Irti¡tlç ilt rrrrl. To
t ít tliflercntl_r,: all cxtcnsions ol contpstls c()tìt¡tiuing arr¡, ¡roirrt
llot havc alread.r, trecn gcltcrirtcd. Tlrc blsic ntcclta¡lisn.r norv
rsists of thc follorring fìr'c src¡rs:

'p l. Sclcction of a candidatc.
p 2. A<jding thc sclcctcd cantjidatc to <.ttnr¡tttlt.
p 3. Crcating ncw sets c.tn¿¡¿(t.'s and ¡ror fronr tlrc oltj scts bv
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tcrr()\trì!l irll lìr)r!ìl\ llr)t c()lllì(clcd l() lltc scleclctl cltlttll.l.ttc
(l() rr'rìtirirì con\rslcrìl rritlt tlrc tlefìrritiolll, hceIirll' lllc tllrl rcls
in tact.

Stcp.l. Cirlling thc crtcrtsit¡tt ollcri¡tor to ()pcriltc orì llìc scts jt¡\t
fornrcd.

Stcp 5. U¡ron rcturn, rcrlì(ì\'ll of tltc relcctctl c¡tntlrtl;rtc lrtlnt
conp.suh and its adrJition to thc oltl sct r¡ol.

\\'c *ill now tno(ivatc tlìc c\tra lltror inrolçcd itt tttairrtaittitlg
lhc scts l{r/. A nccc\\itr¡ conclilitrrr ¡¿¡ þxving crr:atctl a clit¡uc is

that thc \cl ctilr(li¿(rt(s [)c ctììpt) ; othcr\\ isc totu¡t5¡¡þ coultJ still trc

c\tcndcd. This contJition, hoscrcr, is ntrt sulììcicnt, lrccnt¡sc if
no\t',rr)/ is norrcrtr¡r11, rrc- kno* frotll tltc tlclìnitio¡t of rrrrr tlltlt tltc
lìrc\cltt c()nfìguraticltt of contl¡:;til¡ llrs itlrcittll lrccn co¡ltli¡tcd in

ano(lìcr confìgLrralion arrd is thcrc[orc tì()t nlaxinìill. \\'e trtlt¡ nttrv
statù that cotttp:trh is a clìque as s(ì()n as trotlì ,tol anrJ ciltttli¿d!t'.1 arc
ernply.

lfat sonle s(Írgc,¡ol conlairrs a ¡rrri¡lt ctrtlllcctccl to all lìoitlls itl
cutulilatts, \\c carì ¡rrctJict thlt furthcr crtclrsions tfurthcr sclcc-
tion o[canditlatcs) \\ill ncvcr lcuJ to thÈ rcnìo\al rirt Stc¡r -1) of that
particular point l'ront sLrlrsc.lucltt cùtìfìgttríttiotrs of /,r)/ iìtìd, tlìcrc-
fore, not to a cliquc. This is tllc lrra¡rclr it¡ld bou¡ld ¡ltcthod rrhiclt
enatrlcs us to dctcct in an carl¡' s(ngc lìranchcs of thc tracktrackirrg
trce that do not lead to succcssl'ul cndlìoi¡1ts.

A fcrv rnorc rcmarks alrt¡ut thc i¡nl'lclncnl.t crn of thc algo-
rithm sccnt in placc. Thc sct t'1nrtp.stilt trcltarcs likc a stitck artd c¡rr
lrc nraintainc<l an<J u¡r<Jatccl irt thc for¡n of a gloltul arra¡'. Tltc scts

cutulilutt's ancl tnt arc hantlcd to tlìL'cxtcnsions ol.craloÍ as a

llararììctcr. Thc o¡rcralclr thclr tlcclarr's a ltrccl nrr¡r', i¡r sllich thc
rìcw scts arc hUilt u¡r, that rrill lrc hrnrlctl to thc intrcr call. Btrtlt
scts arc storcd in a singlc o¡re-tlinrcnsionrl array rrith thc follosing
Ial out :

| ,tot I cut¡di&ttt's

index valucs:

The l-ollo*ing |r()ncr(ics otrr.iou'l-r' hold:

l. ttt ! ce
2. ttt' : a(,:erlìPt) ((tuttlil(tt(\l
3. tu, : 0 :cnìlìt) r,r/)/)
4. c¿ : 0 :r:ttt¡r1t (r,r)/) ¿ilì(l ctììlìt\ ,((r,rr/rr¿rr('.1)

- clirlt¡c ftrtllltl

ll'tltcsr:lcctcdca¡ltlitlatcisirtarrrtl l)()srti(r¡ìrrr'* l.tltctrthcscctrtld
l)art of Stcl) 5 is irtt¡rlcrtte ntc<l as r¡r' : = l¿' * l.

In vcrsion I rrc usc clcntcnt,r(' -l- | a\ sclcclctl carrtlirlulc. This
strÍìtcg) ncrcr givcs risc ttr irrternll shrrllìirrg, alrtl tht¡s all clit¡ucs
arc gcncrillctl in. lc\ie(ìgrirnhic tlrtlering acc()rtli¡lg to thc initial
ortJcrirr¿l t¡[ thc cantlitl¡tcs {lll Poirrtsì ill thc ot¡tcr call.

For an irn¡rlcmcntati()rì ()l'\cr\i()n I sc rcf.-r to l.ll.
D6criptit,n of th<' ulutritlt,n l't r.\i(ut l. This rcrsion d(Ès tì()t

selcct thc canditl¿rtc i¡r l¡osition n * I, trut a \\cll.clì(ì.ctl cantltcjlttc
from ¡-rositiorr, sa¡ s. In order to l.c alrlc to c()rnFlùtc Stc¡r -5 ¿5

sirn¡rly as tlcrcrillctl atrovc. clcrrtenl\.r an(l rrr'* | sill [.c intcr-
changctJ as so()rì as sclcctio¡r hi¡s t¡rkcr¡ I'l¿rcc. This irttcrcltattgc
docs not aflccl thc scl ctilttli!l(tt(s si¡rcc thcrc is rrot irrr¡.licit orthrirtg.
Thc sclcctitrn docs allcct, horrcrcr, thc ortler in rrhich thc clit¡ucs
arc cr cntr¡lllr tlcrìcrltc(|.

N()\\ \\hirl tlp rrc r¡rc:llt l.t',rrell chtl.ert'? T¡1g ¡lrject rrc llltvc
itr ¡rti¡td is l() nìin;rììi,/c llrc rtu¡ttl.cr trl't'cl.etilitrlts 1rl'!i1¡¡rs | -i irr-
sirlc tltc c\lLn\ir)n (ìl)eri¡l()r. 'l ltc rc¡rrtitirrnr lcrillilt¡rlc it\ \o{)tl i¡\
lhc lrrrr¡nrl corttlitiort ir rt':relretl. \\'e ¡ec;rll lltltt lhis crrttrlrlit,¡t ir
fr¡ntlrrl:tled irs: thcrc crirts t¡ lì(l¡rìl irì r¡d,l c()ril'ìcclc(l l(l irll lìrìitìt\ itl
t'ttttlilttt<'.ç. \\'c rror¡kl likc tlrc cristcrtcc ol sr¡clr a tl()itrt (o c()rtlc
about at thc carlicst ¡rossitrlc st;rgc-

Lcl us irssunrc tlutt rrith crerr Poi¡tt i¡r lrrr is ¡r5s()ciittc(l Íì

cor.nìtcr, c()ur'rlirìg thc nulllrcr of crrntlitl¡rtcs thitt tltis ptritrt is trtrt
co¡lncctctl lo (/lurillrcr of r1i\c()¡ltìccti()ns). l\l()\itìg a ccltclL'd

c:r¡lrjirlatc into rral (this occurs aftcr crlct¡sio¡ì) (lccrcascs b¡' onc
all countcrs oI thc ¡rcrints in lr)/ lo rrhiclt it is tJisctr¡lrcc(cd alrtf
i¡ltro<Jtrccs a nc\r'counltir of its orrn. Notc that tto cLluntcr i\ c\ür
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. f ctc:t. .'. ,

¡i . ,,, J (i . l¡¡trl \linkr'r, J ,\rr:¡n.,li.r.,,t \\,uì( r,r.rl\lì
urrfr. .,... -1.; :-r lr.lrrrit¡ur',./ I('.\l 17,197O,. i7l )NS.

lì, .: .. I L!¡rlrul'lr.lrt.l r.¡r,rfl. t, rrl f,rror¡trr
lìr. :. ( ñrrlrr¡:e lt, J.\.(i.\1., u¡lrl S.l,r.ll, ll J. I rrrrrrrr:

(luu\ .: .:.1 t,¡l.j¡reelttl tlfir¡llì.'¡'(clt. lìcll lr.lllt,'l,r3rLill U. (ìl'
ndh,. -::. I lle Nctltctlrrlt.l'.

[-i: ,.. -1.'lri l).(', ct l¡1. Âlr ul.-.rrirlln¡ lìrr tlte rr;rrr.lin! ¡.rle:-
irfì fr| l-rn l)¡', r. ti.¡. ll rl9(,.tt.971 9Sv.

\1, , :1. J.\\ i¡11(l \l()\er, 1.. ()rr cli.¡Lrer itr gr.r¡rl¡5 Itr,¡l J
ttttl¡. : I 9/,51, l1 rv.

I1,...,.'.rrt. (i l). lr¡trl ( (ìrìrrl. l) (ì. (,rlr.tli.,rrr t,' lliul'
.rr¡c'\ . ..,,r rllil¡ì lr)r l'\'tì\'r:llIì:: tlr,¡rrr.' ./ l( ì/ /,/ I \¡I
17l),-.1l17

lgorit. nt

oCCdL-c t,:tt;'¡ti tt:,t\¡ttttl tttur¡'lt,tt rt,i,1r,1;,1¡t I ¡,,,r,t, ¡,r/, .\'1.
rlluu \, intc¡er,\;
llot¡lt'-n :ttr;ll r','it¡1,'¡ /t./:

)nlnì(r: flte rtt¡'¡¡1 Sf:rlrlì i\ (\lrr'(t(rl ilì tl)( lì)ilìl,rl lr rr¡ril¡'tultielrl
ll()!)l--:ì tlì.rlrr\ (1¡,/,I1 /,r/. ,\' ir lll( tìiltììlrr.t rrl ¡lrr.lcr t¡t lllc
grJ¡ì:. 'Il:e r-rlrte'.rl'tlre d¡.r!:,1¡l:rl clerrr..lil' slr,rultl tre lrrrc;

rßin
inlrg.r errrt¡. .ILL, Lt¿tttlt¡tt!t,l : À i:
integtr r';
ptocdurc (.\t(|1,1 r'(r\it't, 2tttltt, n(, (,1,

l!l:jC /l' , (i : ittlc¡er rrr'. ri ;

inlt;cr :rrrrtr r,/,/;
bcgin

inlr¡.lcr urru-r' /,( rr l¡ : r( l,
intt'¿tr tt,il. /t t ¡t;
itll. lt'f rt, t,rt.', ¡¡, rrri', l, i, t',1t¡¡¡, l\'\. l, r, .\r.1, tn¡ililtttli
cofÌ-.mcrìt fllc iltltcr r(t ()l ilìtrserr i: lturl i¡r s.rrlrc trrrl ncerl

r..ìt bù ril]!lrr(J recUrrireh;
nt¡,''!t)tl'. - ((i i: - ttt¡,t:.- ll'

tEn:R\il.\t l;t('tt c()1.\/'¿R l.t¿( /. t\ t) L()()L t ()tÌ
//,\'/.\/¿ 1r.

lori:-i i Inltilur jrr,. tntt¡tn¡tl¡ ¡aht
bc girt

p:.. r,l,t ì1. (r{r/t¡:.. (); i . ttt.i

OL,\ I DI.SCO \.\/-Cfi().\-S:
forj :- ¡ -¡ | rrlrilc i I rc i¡ (tttttrt < tttt¡ut,t,!tlo

if ú)tltrt(ttJ,l,.o/,ij.lll tlrcn
lrrgirt

(rtunt : - (lrttilI | 1.,

4t'L p().tI I t().\' ()t. P() H;\' t't |L C.t.\' t)I D.I I t::
Jil'\ : = J

cnd:
tsr.\'éll' \//.\'/.1/t .ì/:

iî tttttttt ( rrtr)rrrra/ lltcn
bcgin

It.tp:- ¡t' iltitntt¡J..- (t)iltrt;
if i I tti lltett s :.. ¡,¡¡¡
c l)C

btgin s : - r; PIll.l.\CR: /r,¡{,/ .= I crìd
cnd,\'¿',1 .1//\/.t/uì/;

: end i;
conlm('nt It'lirerJ p()it¡t itìitiitll.\' clì.rru¡l fr.¡¡ (.¡/kri¿,/(,r tlìù'

rìurììt-\-r tlI tii:at)ltnurtir'r]\ \\ ¡ll t^.. ¡rre irrcrutrrud bv rlnu;
tCI('l'R.tCKC l'CLl:.

lor tutrl :: tilittilr¡l f rrrr,/stup - | u¡¡til I rju
bcgin

'flìRCil.t.\Gt.:
p'.- ,í,titl, <lrti:l: rlrlyr l. 11.

sl :- tl,l¡n' i- Il : - ¡r;
LL NEIY St-l't¡ttt.

tt(tt'tl.': = i:- ();

firri := i -l I rrhilc i ( r,,rlu
il <urtttit tLJt,s, /, ,,/,/,r|| tlrtrr

2ig
-Je

Ittgitt ,t. ",4' : ¡1. ",i,' -l- l; rtr'r lrt' rrrtr'l . ,,;./,ll t¡¡rl.
I ILL \ l.tl' .\ l; l' runt.

,l('lr1ì : lttttl|t", ¿: 'lr'J l;
fori : i -l I rrhilei j t', do

iî t,trttttt tt,lir'l, r,/,/.i I I tlrtrr
llt'gin tl,'tt,,' : rl,'¡rr, l l; l¡,',t,rt,,tri'l : r,/,/li I crrd,

. I I) l) l'() (\tttt l'\tl) .

r' : r' J- l; t r,ttt¡trtl'lt i : vl ,

if l. 'rri' - O tlìen

I re;.¡i rt

¡¡tt(,.lur /{r';
ttrtl\lrirtl<ll,'tlir¡tt,' J:

lor l,q l stt'¡r I rltlil r rlo
ttni int(\\,r'i l, t,tt¡tittttl' /'u ll

Cùd ()ttl lttrl ttf t li,¡tt,'
c l\c
iÎ tle¡ttt' < t,('[(.'llle¡¡ ¡'t1..¡¿1 \'t.\¡trtl 2\tt(tt', ttt'ttttt', tlt'tt('t')i

ll. 1..\ I ( ) l' Í. lt ll.( ).1 I |,,ììt lt\ntt
a:-= ( -- l:

. I l) l) 'l'O ttttt :

lÌt'.= tlr' t'I,

ifr¡,¡/ > | tlre¡l
hcgirt

.sILI.C1"1 C t\I)It).Il'L t)I.\C().\'.\'ECl'l:D 'l() TIIE I l.\'L:l)
l'()1.\'l-:

.$ : = ,1.';

LO() K : I:O R C..1.\ l) I D.'1'l I; :

.r :'-. J l. l;
if nttttr'trttlllttp, r'l'lt'll tl¡crt go lo L()()K

erld J('/('( //r/t
Et¡d /J,,f CÄ7'R, ICKC''( LE

cnd ('.\'¡(1t/ r't'tsi(xr 2;
for ¿' : = I stcp I until .\'drt .'11-1-lcl :. c;
< :.= 0: (.\f(,/l¡l ri/\i1,,t lr.ll-¿-. O,.\')

e\(l trtlItill nt,t\¡ilkil (t)tttl t lr' ttrl'1t,¡¡l¡1 l,

\.-.-

Rcn¡¡¡rk on,\lf.lorillrnt 313 l(;61
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Contputcr Cctttrc, Jrrtllrr ¡rtrr Unircrsity, Cllct¡tllt -ll,
lndiu

f n ¡rre:urttirtg Algorirlrrn 121, IltS I LL.Y, for ge ncrutirtg ¡rç¡-
rììutirti()rì\ i¡ì llj\ic(ìÈrrirlìlìic trrrlrr, tltc ltt¡tltrrr lìts uìctlti()lì(d tlìÙ

r'trilrìt^.-r ()l'l|lrrì\l)()\it;otls. ll ttt;t¡ ['c rerltlrrlcrt hcrc lhltt ct¡tlltl
11r,il¡ì[ìcrs ()l' lriilr\lr()\iti()lìs irre ru(lLlifcd [r¡ h,rth /J/iSIL/:.Y lr¡rtl

tltc ¡rrcviou:ly fir:turt itlgrrr'itlItìì, 
^lg()rillrrll 

:(l: ll l. Tltc e r:tct
tìu¡lìtlcr of lrans¡rosititl¡tr (7".) ¡leeu:r:lr)' t() getìcrJlc tlìÙ c()l¡ìlllÚtÙ

sc( r¡l'l! l)crnìr¡liÌtiorìs is girerr by

'l',, = tt'. (,/" r) - ln{.l)12, if l i: trtltJ, i¡nd
I',, . ttl ({,,.:) - u/2, il',, is c\(¡ì,

ll
\\lìcrù{r,, .l-l-r, F¡,1 ...

'l-ltc a[rrlrc c\l)rù5si()tti tJtl ttrrt i¡teltltlc tltc fcrv c\lrit tfil¡ìrl)()\lll()lì\
(e,¡rtrf to tfrc irrtcgrll Dltrt ()l'r,/li r'irlr.¡irc(l lt¡' lll.SlLI-.\'t() ÈletlL'r-

lrtc tlru initii¡l ilrfillìLlcttl'Jrìl lr,l¡¡t lllt lìltl¡l ol¡c, il\ tlli\ l)l)¡li()ll lìil\

('()rÌìnìUnicítl ¡()tì\
ol'
llr,.Â( l,l

r. | 
= t.5l:l lbr ¡¡ > l.' (2tt)l
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l,¡: I l{.il,,1,'rrt rr.tl|lt, ..1ì¡}\\ ll¡c !,,n¡rrt¡trrì! tlil( l,(r (l:.lr¡c irrt
rì)\' \cr\u\.1¡i¡r(tl\¡(r¡l ()l llìü r¡.¡triì rn l,l.rrlcl, lr,(.¡l nt¡¡l¡l\r t¡l'
rlt.¡r:tr ttt llr( lù\( \:rrtìlìl(1.

I

?

I rg I \lttrrt \lo\!l r:rirl)lr$lìtlrr lltc i(rlìllìu(lllu l¡rìì( lll¡ tìì '¡ \(r-
'.(¡\Á. l)ilììctì\r\)ll r)l tlìe!:rirl)lì iÁ l'lrttlerl()¡ìlr,!'ilfltlìllìler!ille

rlerle;r.cd lr¡ lttrrrc tl)ilrì otìe i.tl iilì\ ()D( t¡ì\1.¡rìt. \\ l¡t¡leret..t (()utìl(f
8()(5 l() ./(f() tllc lrttt¡lltl c()nrltti()tì lt:¡r Irr.rlt r(.t! lìu(1.

N,t* let tr\ lì\ ()rt! l)l¡tjeul.tr lr,¡iltt rr¡ r;,,1. ll rrc lue¡r,cltetirrr.l
c:rrìJ¡\iJtù\ rlir(r)ntìertc.l trJ llt¡\ lì\((l l)r)tnt, lltc c()t¡nt(f ()l tl¡c
lireJ p.rt¡lt \\ill he (l(rtci.t\cd I'r rrrrc:tl (\ct) r(.1)etitirrn. N() ()tlì(r
c()utìtcr ù:rt,t Sr) dù\\n rìì\)re r:tlìiJl_\. ll'. trr l.r-lirt $ith, tlle lìrerl ¡'rrint
ltas thc lorrc:t crtuntcr, lìù ()llìcr ri)!ttìtúÍ cJtì rsuetì /er.() s()()tìur,
aS lL)¡ìr.l tr thC Cotrntcfs l'Uf lrrli¡tts lfCrrl_r UrlJcrl t() /rr11 CJ¡ì¡ìOt lìù
srtlullcr. \\'ù s(.ù tO tlìi) r(:rlUiretììcnt tlll()tì trìtr-\.itìt() thc c.r,trjrìsi()¡t
ol)crJlr)f, $hrrc llru lìrcd ¡ltlirrt is tl¡kert rithcr l'rrrrD /rrrl ()r fr()nì
thc trrigrrt:rl (du,!khttrt, rr lrichcrcr l)()¡tìr _\ iclJs ths krrrcrl c()untcr
raluc aftcr the lìr:t trtJrlilirrn [ù lrrr. l.r()tìì tlìì¡t lììùr'tìcrìt ()tì \\ù ()rìl],
kcc¡l trirck ol'tlris o¡tc cr)t¡tìtcr, t.lccre,r.i¡rt it lìrr crer¡ ¡.ìù\t sclcc-
t¡()¡r. \¡¡ì\jc $c rr ill orrll :|]lc(t di\c\)tì¡lfe t((l l)()|lil j.-l 

hc .\l¡l,rl û) i¡tllrlcrlrc¡ttlrtirrrì rll' tlri: rerritrlr is gire rr ll*lrrrr'.
l)i.\tn\\¡tilt ttl .t,nrl\uutitt, t..r/s..,\trltrrt¡tllì iultl \lirfhef lll

luvc r;ruluatcd a tìurìtlrer ol' clir¡uc tìrrrJing teclrrritlr.rus :rrìd rul)on
rlì alS()r¡thrìr tl llicr'trr¡rc lìl lr being thc llttrst ctl¡eie¡lt olrc.

Irì tr¡Jer t() c\irl(¡iltc tltc ¡rcrlg¡¡¡¡.¡¡¡ue r)l tltc tìc\!,¡.ìlg()rillÌnts,
\\ù i,ìrlìlctìì(¡ttcil the llierst*rrì1. irlrl(ìritlìrìtr irnrl rlUr tlrc tlrree ulgo-
rrtllrììj ()rl t\\o ri¡tlìcr t.lrlìi'rcltt tc\lcit\es undcr tlì,J Âlg.rl s¡>tcrtt
l't¡r tlrc LL-\6.

[-()r Our lir)l tc\te:t\c \lri c(]tì\tJ(rlJJ tit¡ìJ{r¡D gt;tl)lìr fJtìrilìg
llì drnlutìrl\)n [rrl¡n l(J l() i() n()Jus. 1..¡r e:rill dirtìc¡t\iutì \\c gctì-
crirt\jJ a c(ìll(ctiotì ()l'grJlllì) \\ller.( tlìe lì(rec¡ttJSc rrl'cdges ttrtlk
rìrì llì'j f()ll()\\irì!l \itlrrùs: l(), -ì(), 5(),7().9{).95.'l'lrc c¡ru lirrrc ¡rç¡
cli(luù fof c:iah dlrìì(tì:iLln \\Js il\critrcü ()\cr suclì ¡'l collcclir)tì. fhù
rc)ults arc grit¡)lìicJll) r(l)rcscntùJ in l:igurc l.

Tltc tlctailetl lìgtrres l3j slroscd rlrc []icrrrr¡rrc írlg()rirhnì to tre
o[:liglrt ad\Jntagù i¡l tllr'c:rrc Lrl'stìt:tll gnt¡.1¡r ç¿tr¡"-,ring a sntull
nu¡ììbcr of rchtirel¡, l;rrgc clrt¡ucs. Tlrc ln.rrt :triking fcutr¡rr:. horr-
c\cr, ul)ltùt15 l() b'j tlìitt tlì,j tt¡ìlc,cli,¡rre f.rf \cf:l()n I i. ltl¡,ll)
dt¡rcrrrJcnt orì (hc 5ize ol tlìc grJplì.

I llrerìt()tìù'\ algorirlrrn ¡¡\ rul)()rtùd in ll I conttrincd un crror.
ln oLrr irrr¡rle ntù¡ltütio¡ì thù crfor \\it\ c()rrr,clL.d. -I ltc crror rr¡.;
trtdependcrrtl¡ lirurrJ b¡ i\trrlliglrr lntl ('or¡reil il¡ tlìc Urìi\elrit).
ol'Toronto, JtìJ rclroflùd in l6i.

:
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lhc tlrllcrcrrcc lrctirrcn rcrsirrn I irrrd "lJ¡c15tonc" ¡s n()t so
strikir'ìg ur'¡d rtlu) bc dr¡c t() tllc P:r¡ticullrr..\lg,rl i¡lrl.lcllgntírtion.
It shoultl llc lrtlrrrc irr ntind thlrt thc \r:l) ()l no\les it\ tlìc] alrl)c.u irì
thc lìicr¡tollc irlgtlritlirtt serc ctrtled ir\ ()ne.\\()rd [rir]Jr)'\cctot'5,
;rnd thtt r sr¡(ld(¡ì incrcusc irt ¡rretessing tinrc *ill t:rkc ¡rlacc rrltcn
thc irt¡rut Brlrl)lì is t()() liìrgù lbr "ortr:-u0rd relrrù5c¡ìtati()rì" of its
st¡lrr¡rirphs.

J-hu sccrrrrd tc5tcit\c \\us suggcrtcd tr¡'thc rclt'rcu and consislùd of
regular gra¡rlrs ol'tJinlc¡lsit-l¡rs -i ¡ Å. Tlrcrc gru¡rhs arc corì5tructed
os lhc c()¡n¡llcnìcnt of /i dr:joint 3.clrt¡ucs. Such gnr¡lhs cont¿tin

3r clit¡ucs a¡rd arc prorcd by Iloo¡r antl |tlo:ur l5l to c\)rìtaitt thc
lilrgcst nurìrbcr ol'clii¡urs Pür rì()(lc.

lrr Figurr' 2 a loul¡rithrtric pltrt oI conìl)utirrB t¡rrrc rcrsrrs Á is

l)rcstiltcd. \\'c scr: tlrilt lrrrth r'er:ioD I l¡nd \ùrsiorì I Dcrlbrnl si[:-

rrilìeuutl¡' hùttcr tlì:rrì llicr:t,rnc': llgoritlrrrt. Thc ¡rrocc:rirtg tirtrc
lor rcr:ion I ii l)rol)()rtron.rl to -l¡, arìd for vcrsir)rì 2 it is ¡rro¡ror-
tional to (J.l{rt' rçllcrc 3t is thu thcoretical limit.

¡\n(rthcr a)l)\lct ¡o Lrc takc¡t into ¡ccor¡Dt \\ hùn corììl)ari¡ìg
llgorithnrs is th.'ir stùnrg!' rc(luircnìùrìts. Thc ncrv .rlgoritltttts

lrrcscnr\'d irr this ¡rl¡rer rrill nectl at nlost.l .lli.l/+l) st()rilgc l(Ka-
tiorìs tu c()¡ìtit¡n rrrir-\s ol (srttrll,¡ intcgcrs rrl¡urr:,lf i: thc sizc oI
lurBcst corìn(ctcrJ cr.rrrt¡rorrcnt ¡n tlìc ¡rì¡)ul gr¿rl)lì. ln ¡lluctiuc tltis
linlit sill only [ìc a¡rlìr(r:rclìcdl il'tlrc in¡rut grill)lì i\ an alntoit cotn-

¡llctc gru¡rh. Thc lJicrttrltc algrrritltnr tü(luires a r¿ttlìer urìlrrc\lict-
alrlc urlroultt of storc, tlc¡rertdcnt orì llìù nr¡nìtìcr of clir¡ucs tlrat
uill [*- gencratcd. This nur]r[^-r rnly lrc (luitc largd, s\cn lì)r tììod-
cr:lte dinlcrìsiorìs, as tllú ll.rr.r¡r-\loscr gftll)hs slìow.

f^'inllly it shor¡ltl lrc ¡roirrtc<J out lhilt l]icrstonc's algoritltnr
doe5 nol rùl)ort rsolute J l)ùints as clit¡ucs, \\ hùre i.ls tllu ncrv rl-
g()rithnì tloe,;- Eitllur ulgt-rritlrrn cíìn, l¡o\\ù\'(r, trc ltl()dilìcJ to I)r()-
tlrrcc rcsults cr¡uir:.rle nt lo llìc o(lìcr. Su¡'r¡rrc.rir.rtt ol l-cli!lt¡cs ilr
tlrù rìc\\'algorithnr i> thc sint¡rlcst aJrt¡rtion.

.lcknorlclgnu'rl.r. Thc arrthors arc irttlclrteJ to lI.J. Schcll
lbr ¡rrc¡rcftrtior¡ (}l'tlrc tcrt ¡r¡9¡¡¡¡15 and c()ll'iclio¡ì ()f llcrl()rllìil¡ìL'c
sli¡ti:itics. AcknorrletJgnrcnts ¡lrc ¡rlro duc to tlìc rcl'ùrúùJ for thcir
r i¡lua [rlc su ggcstio¡ìs.

Co¡nmunications
of
thc AC\l

Sc¡rtcrtttr.r l97J
Volu¡llc I(r
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.,-lrtr;¡t.: ¡ìr'o tìliìn\--silrrrrliorrs rr.llelo tlrr¡ conrlrìr,trr rlofir¡i-rrorì or ir l)ìrlJt'('t (lrìr)(,rr(ls 

'¡¡ ¡¡ r.ìtoico fr'lr¡ ¡¡ r.lr¡.ir.rr-o¡ olttlot¡s. \\¡ltr'¡r tlrr.crr r.l¡,lit.r.s:rrcl l¡r.lrrrit.;rll.1. irrt.,,i-tlr'¡rr.¡¡¡l¡.¡¡1 , lJr,, l;r rl¡ ¡¡¡ r,xPl¡rr.¡rl ¡.,,, ,rf i.lì,,"ìi,,l,l'.,t ¡,,,*-silrilili,.s is it. rrrrrr¡rh.r ,¡lrn. Sitrrlr. ¡rr.1¡l¡11.¡¡¡q rrf llrir ìiirr¡llìro \ì trtr'il)rr,:rr[, ¡¡¡¡ t¡tt¡l¡.l.sl;ltllin.r¡ ol' t.lrcit. tlr.rllt,,rn¡rl ir,¡tl
tríìl ru r rrrigìrt rrr,ll lr,;r,l ¡6 t.or¡ií,l,,r.,rlrlo l.¡clrr.lit. ,l.tri*
(")n)rnilili('¡ìtir)rt ('()n(.r'r'ns o¡rl.r'tltn t¡r:rlltr.lD;tlir"¡rl ¡rI'r¡l¡1,,¡¡¡;rl¡rl,l'rr.s r¡,rl tli:r.r¡s{ Irr',rr.l.ir^itl i¡nPlr.llr¡.nt¿rti0ll.

, r,tt llt.t 
(lr'\'r.!()lrrrì¡.¡tt. of,n. ¡tr.,¡jr'r.L t.,,l.tl¡in .q(,tr,.r¡ìl (.n¡t-

sr'l'.r',rlroìs "nl{rr irrlo llr0 frrllilrlr,,rrt, ol tot;r.l ¡r.,¡rril.,,rrr,.rrls.lr¡rl. llt,r clrnicr. is l;ìrrrlo lrv rr slr.¡lrr.isr, ¡,ro,,,.,i,,,,. in trlrir.lr
j.;"1:'l'l-.],|':l'lrp,rril;ititi,,s,ir.,rr,:r,rrlri¡r,,,li*.irl¡insrrrirìlgrorr¡rs()l l)osìtl)llrtt'.s. '_flris'rrirtrrr;rl'¡rr.,rr.crlute ¡,lnr- l,.,t,l ioq¡1¡¡.i1ln¡;¡l.rl¡r lr;r,clil rrrt.ìiirrg nnd ri.rrst,r of eti.ort. I Ir,rrr,,.\'(r \rish t.o rler',,1o¡r:1 l)ôro sr-stn¡¡latie íìpl)t.o:r(.lt. flr rvlurt.roilo\\'s. t tro gcnr,r;tl cor¡¡irl,,r,,rt ions rrill I jo colL,rl .rl,.cision-
{ìr(r:ls';.. rrit.liilr o,r,.¡ of tlr,,-^ ,l,,ci.sio,r-.;;;- tlr,.¡r, .¡,n

ljl[t.::"lli ¡.rr.hrsir-o,r)l)tions.. ()¡r1ie¡15 rr:ilh le_¡r,,t,t toIilIlilt'(.n1, ([r\ctsrotì_¡Ìtr,it{. lìì;Ð ()1, l|tiì.\, t.tot, bo r,,rr¡¡i¡,11 ;¡r¡^..\ f,'¡t.;il¡1,. r)r'r'r.¡rll .¡rlr¡lirrlr ir or¡r, tlrìit,.t-n",.. (,rrr\ ol)lrrltìf¡'ottr ¡'¡tt'lr rl¡'r,isi,r¡r-¡n.r,,r i¡ ,,,¡,.1¡ ,".rr,,.,j tìrì,t. or,,,,,ll ,.n,,r-
¡r;tlilrilitv r¡l¡l¡ri¡¡s, S¡rrrr, ln:ttltr.:ìt:ìii(.rrl rl,rsr.t.i¡rliorr oftlr"sr. l¡,¡¡¡.' ('¡¡¡.r,lrl{ f,rll,rrrs.

\\i' tvill intr,r,lrìt'r' tlr,, i,1,.¡r. of n ,st¡rrtt,g\. gr¡tl)lt. corì-sisli¡lg of .\: ¡r,;irrls. ¿.r. r.,'l)r'{,srrrìting rlct,ision,¡n.(,.rs. ¡ìrì(lIrrìrì s'\.1ilìcr¡fr tr,llù,{(,tìliDg tlrr. tr,t.lrlricill intcl.tlr.¡rfrrrlt.nt,t.
O[ ¡rrr ils Of tlt,cisi, rn-¡rIc¡rs.

æ E1 B',}ex e
I.l IsCELLANEO US

N ,1't'u R fi

\\,' rrill rro-rr rlr:r.r.lr'¡r lrrr:rlg,rr.illrrr¡ fì¡l.fir¡rlini: llrr.r tr
lrl¡tlrlrt't'..¡, Itf z-r.olrrLit¡:rlir.lll¡. ('¡¡sirlr.r.itrg g¡tO <l¡Cisi
;f|r,;r. s;ì.\ r.r. rri(lr o¡rliotr< 4.r, l,r, .. , \\rr \r.l.il(,:

v-v(rt.r)+v(fr,)+...
rvlr,'l'l .¡(rr r) is tlrl ¡rrurrlr,,r of .z-corrrlrin¡rtiol¡s conl nin
llr,, o¡rliorr 4,, r,lf.:.

\\',, fil .l rlr.r¡.¡ ilr,t tt r¡trrl l¡orl firr lr.rrrrllirrg I ltr. crt¡rrlrl,
:..:r'rì¡lr /\, rrillr lllr',,. l)'rirlls.:rr illrr.lr.,rtr.rl i¡r lJig.:i,
,l,'r r,l,rllir¡,.í rr¡¡ r,.1¡rlicil fo¡'lt¡r¡l¡t fi,r. v(¿r).

Â¡x'il l\. l()(¡Í¡ voL.2or

l'lrttl¡ ¡ln,:i;ion-¡1t1\jì r.i r.onsi¡ls of ;r sot, of 6¡rlio¡s rr¡. .\l)irr;rr'\' rrì,!tr.¡\ -,lrl i* i,,t,..,1t¡c,ul ø .fì,1ì,r,r,io t.lrc conr-P;rtilrilitv of r';rr:lr'of'tlrr, ,,¡ o¡rtiorri ¡,.¡ ,,, ìì:¡ft, r.:relr oftlro a1.o¡'liolrs ir¡ 1,¡ for rrll ,ì,n,i*i,r,,.,,,..,,s i,,,r,r,¡ ,., \\.1ìi(,1ìa^r'o.ir,ì.i:ì(.'.r¡t, irr llro srrírlr,gJ, ¡;nr¡rlr. ,f,i o,ìi.,. of.lrl is Iif tlro tl'o o¡rtiorrs rr.. ,,o,rrj,"iil,io, ¡,,,1 0 otlicrs¡so.

" \. ,/'\.1
l-ig. l. l'lr:r.rrl,lr' ,rf r slrrtclr. grj¡l)lt lritlr sl\ pô¡trlq

I ¡i. 3. 'J lì¡!. n)utrÌrÌlll.âdj:t '!rÌt¡r¡^c¡.<io¡t-¡t¡,lts :tn,l tlìn¡r Cornnrribllltl

l.'ilr trro rrì;ltlic(.s..[ ;urtl /,] rrl {1r,, sittn(t -rr/.r.} rr¿ x
llr'! ¡'lr\nì('nt\r'ise ¡r¡1¡1[¡¡1.1 is ¡l,.rrotr.rl ..t x lJ. I)¡.1ì¡(l¡"(rrr) ¡ts tlto ¡rr¡tl¡ix irt ¡llit.I tlrr. l.orçs iìr.(: irssoCiÍll,
lit'lr tlrr, lìr'sl rou'ol'-.1 ¡1. tìr,,r'trlr¡lrlls s-itlr llrr. fìrst rorr
-11". arr,l tlro ctrtr.ics ¡u.e. olrlrrirrr.rl b¡,rrrrrlti¡ll.r.ing tl
¡rss,r.i;rlr',1 lo\\' ;rr(l (,olu.rnn r.irlrrt.s. Iri tlro ox,irriploì

'* 
y,

-. ,-,- d .. n. .it P "¡-,
,ô'" ^ .1,,="rl! I ll
c. o. '-') c.rlo o ll
;,, -c,i r/¡ Lo o lJ

l i::. l. 'l uo rrlj¡r¡,,.rrr rl,.,.iri,¡rì.:rrr.,rs in,l tl¡, ¡r crrnr¡rtilrilll-v nretrir

\\',' rrill fr¡l'llr,.¡.¡l,,fi¡¡,. ¡¡¡¡,:t.r.rr¡¡¡1.¡i¡¡¡11ion, of oplions rrr¡t s'rl r¡f'.\r tìl)l¡,)il{, ,Ìrr, ll.¡rnt ¡.;rr.lt rlr.r.isin¡t_¡t¡,¡:t st¡r,lt llt;rlItt) l tr t) o¡ll i'lrs :r t'. i tr'.,,¡ììI,;t l i lrl¡..'l.lro lollotr:irrq lrt1,l¡L.nlsr';Út Ilt"n lr,r l',1.,,,1.
(| ) It,rs' nìirrr\- l-r.,Iill)initli,)ns r.sist lìrl. ir t-lt\ r.tì*ttj],'.,.ïì'.. {t'.r¡rl¡ ,¡",¡ rir.r,rr .cr,¡r1¡rrrtilrilitrl r-,ì,ìti,r,,.iì;¡ì.'i(l) \\'lr,rl, .¡¡,. 1 |¡l 2.r.,rrrrl¡i¡r;rl i,l,¡* t 1r,,,i,.,.ir,,.* ?

.(il) I iivr'¡¡ llr;rt. llrr.l.,, i.; :r l¡r¡rrrr.rir:,¡l .r,611,, ¡rs.o¡i¡r1,,¡lIillt,'r,'lr o¡rti,,¡¡. rrl¡.rl is tlrrr 16¡,¡¡ r,rtsl, ol.r,,rr.lr r,f ll¡,,c(-(.r)ltì,itr:ll ¡r)ns ?

lL r.;rr¡ lt,r slr¡¡rr.lt ll-r¡rl. rutt. sll.;rlr.;J), r¡r.;rlìl¡..iut lrìt'1¡¡¡r.¡3¡,¡l irr tìr,' firr.rrr ,rl';r cornirl,.lo g,.,,iil, (ii *.lrir.lr ,.r.cr.r.
¡t,r.ir of ¡r.irl{ :r.,.;¡(l.ir¡(.(,.1) lr.v tiv. ;,.,ti,r,i,r"r';á,, n¡r;;ir,ì;,ic(.rrrtlì:rlilrilitY lrr,rtrii,.,,* l¡,,tir,u,r¡ rl,.,,i.io,ì.;;.;:,,- lrrrl ¡rrr._\ I'rttsl.)'.¡rrl.i¡rr.r'lrt. of tlr,,.lì.,r.r¡¡ ¿;r, .vitlr nil r,¡rlr.i,,s 1,,,i.i,,gll¡rr- r';rlr¡¡r l. '['lris rr.ill l,.,rr.i r,v,]r.]l 

- 
ì-.1.,,,,1,i,r,¡tio¡rttttclt:rrrg,,tl, ontl tlor,s ¡r¿¡t nlt¡.rr tlroir nr¡lill:r,r,
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For a 1içt.r¡ nr¡rtl ix .ì/, l¡.t I.l1 lro l lll srurr of its t,lrtri¡.'l'lr"lr il is ,'r'i,1,'trt. t l¡¡rt :

v(at): )(. 1". >: r'^.(,rt))

I

(-'"r(tt.r).. 
1 jl

l¡ol'lril ii. rr ¡' lìr¡tl:

.- /f 0:ta¡l: ; ([ I

_,. f o- -ll

('l,.,nll tìr'. lrrrl 7-coìr,_l 'i¡r¡rtiolrs irr ljir_t. jl containing a
nt\) í,[--rr. ¡¡rÚl í,'r:ð.. Í.iirrril,rr'lr-, vll,,) =- 0 irr liiC. 3, ã1,,
ll,.trer, l¡r' c(¡tirt io¡ (l ), v -- l, 

-

.Il.r' a sl t'¡ti(lr(fr¡r'rr;url gr'rrr.rnlizrrlion of llris l¡rt,llrod.:
giv¡n cor.rr¡rlt.to ¡rn¡rlr ,/i^. e:tn llo rctlr¡cr.tl lr_\. onc point r r

a tiruo. 'l'lu¡i nr-cntr¡;rllr. Ii. is obtrrillr.tl. lïnnee ilro fir._
9f 1l¡'r ll¡¡.r.i. ¡tr.r,'l,lt.rrrs nt¡ì\' l)i. lt¡rrrtlllrl.

'¡'() slr.';rli rif t.ho l¡r-t. lri.tl lrr.ol¡lr.¡rr*, ¡t rl,.r.ip¡ ol.igil¡¡rìlr
rlrrrr lo l(i¡¡.1¡l¡rrflr ¡¡¡,¡-1' l.l,. irrrloli,.rl. .l'lris ilrr.olr.,,s l;rlrollinl
lll.lir¡lis rrlrillr.joirr r,:¡,,1¡ lnrir ol';trl.jirr.r.rrt o¡rliorrs in;r
giVr.lr sflrrl,.1)'f.lr.;rl,lì lrr-;rs-i.jtrilL:I;r r.¡¡.i,rlrl,, lìr r.,r.lr lir¡1.
l,rl' ¡rtt¡'¡'o.r'. r'f irl'.rrlilir..rl ior¡. l'lr,.rr tll¡, l¡r,.llrrlrl o¡¡¡¡¡,r,.,¡
llt'r,r for lllo lrr¡url'n¡' of z-<.orrrl,irr;¡l i,,n* rr ill r.illrl irrstr,.r,l
f lrr. z.r',rrrrl,il¡;rl iru¡s I l¡r,lrr-,,1r,.s. lirrorr irrg ,.a.,.,.a, ,-,,r,,,,_I'it¡"fiotr, flr,. r'r,-l rrf r.,lll¡ is ilrptrr.,lirrl,.ly rl,,l,.t.;.irÌr{l l,\
llr¡. r'osls ol llr. r'l'litrrrr irrrolr,vl.

'l'lris rrolli lr'rs;n.is,'n rrr¡l r,l ¡r slrlrìr.of'l,rrilrlin_: rl,,siglr
t¡¡rrl'.¡ l:rli,.l¡ ;t< lr;n l r¡f rr..,.,¡r'r.lr rrr,l l. lìrr. llr¡. lì¡¡ilrlil,l
l llrllt.l t r' ('¡r¡nrnr¡lrir.¡t l ir¡lls l i¡.s¡.;¡l.r.lr I'r.,,.j,.r.1 .

ljrr rlli lf .r¡r.rlrt'

0
()l
ilJ

I tr Tlrr rrJ x It
I ()l
0 ilJ"-

I u-i\
I ol)

I l¡.sr.ru ¡.lt ( 

".tìl 
cr l,l. ( i tr ¡¡llr | )t.lr;r rrrit.s.

I-llir,'r'lsill of' Jlir.lriqnn. .\r¡r¡ .\l.l,r,r.

l¡rsl itt¡lr' frrr' ( )¡rr.¡¡fi¡¡t;tl li,.s,':rr.c¡,
ii J)t.r'oltsìri¡.r. Slr.r','t, I-orr,lon, \\',1 .

I IiirclrlrrrfÍ, (ì.. )'uornl,,rl :!n¡¡o1., ì2,407 (l)ìJt).

\l:¡¡,,ll:ssor
,lo¡¡r l,¡'1.¡¡1¡.r;
.lot¡5 $'¡ ¡.¡.',.t*



The fol'lowing references are provided as a guide to the various

areas wh'ich this study touched upon and were consulted during the study,

aìthough not necessarily c'ited in the text of the report.
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