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Abstract

An inversion method for synthetic aperture radar (SAR) has been formulated
and numerically implemented by applying the Born (first) approximation.
The spreading factors for both incident and backscattered fields have been
explicitly included in the formulation.

Digital simulations for airborne and spaceborne SAR system configura-
tions have been carried out, and demonstrated that the azimuth compres-
sion and the accommodation of the range curvature of the new approach is
competitive for both airborne and spaceborne cases. The experimental test
with real airborne SAR data acquired in the nadir mode shows slightly un-
derfocused results after direct application of the inversion processing. The
initial underfocusing problem, however, can be overcome by further focus-
ing processes. Even though theoretical formulation of the inversion is now
completed, certain details of the numerical implementation are needed to be
tested further using satellite-borne SAR data.

Enhancements of SAR image data for geological application have also
been investigated with specific focus on determination of geological linea-
ments.

To determine dominant trends of geological lineaments on a SAR image, a

iv



plot of the maximum amplitude of the Radon transform versus slope has been
analyzed and found to be very useful. Effects of radar look direction should
be taken into account in the Radon transform analysis. A correlation tech-
nique using the Radon transform has also been developed. Correlation and
certain screening processes, when combined in the Radon transform space,
can provide an effective alternative to the traditional correlation approach
using the Fourier transform.

The merging of two or more SAR image data sets with different survey
parameters has been investigated using the CCRS’s airborne C-SAR and
the ERS-1 SAR data over the Sudbury Basin, Ontario. Tests have been fo-
cused on reduction of radar look direction bias, enhancing the geologic linear
features in the merged image. Among the approaches: 1) simple addition
and subtraction; 2) directional derivatives followed by simple subtraction;
and 3) the principal components analysis (PCA), the PCA approach is most
effective for the chosen objective. If only two SAR data sets are available
and correlation between these data sets is very low, auxiliary information is

required to properly enhance desired geologic lineament features.
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Chapter 1

Introduction

The synthetic aperture radar (SAR) technique can record and provide us
with invaluable data for study of the Earth and planetary surfaces, and it is
becoming one of the most important tools in geological remote sensing today.
Using microwave signals, SARs enable us to image terrestrial surfaces with
relative independence of weather and solar illumination conditions. Since the
late 1970°s, a number of spaceborne SAR systems, in addition to numerous
airborne systems, have been planned and operated. These include Seasat,
Magellan, Almaz, ERS-1, JERS-1, Radarsat, and Space Shuttle missions (Li
and Raney [59]). Seasat, SIR-A and SIR-B have already completed their
missions and have demonstrated the SAR system’s capability of providing
us with very important surface information over land and sea. In geological
applications, SAR has been extremely effective in imaging surface geological
features, such as lineaments and dr-a.iua,ge patterns {Trevett [101]). Lithologic
discrimination using SAR data, however, is often problematic, although cer-
tain lithologic units can be delineated by interpreting topographic expression

indirectly (Lowman el al. {66]).



The objectives of this thesis may be subdivided into two topics: (1) pre-
liminary development of an inversion approach for SAR signal data by apply-
ing the Born (first) approximation; and (2) investigation and development of

enhancement techniques of SAR image data for geological applications.

1.1 Inversion of SAR Data

The heart of SAR technology development has been the SAR signal process-
ing techniques which enable a short antenna to be synthesized into a much
longer antenna, and consequently to achieve high resolution in along-track
or azimuth dimension.

A schematic SAR geometry is shown in Figure 1.1. The depression angle
is the angle at the radar from the horizontal in range direction to the mid-
line of the scan; note this is not necessarily the mid-point across the swath
on the ground. The look angle (or off-nadir angle) is the complementary
angle to the depression angle. The incidence angle is the angle which the
far beam makes with the vertical at the terrain surface. The squint angle is
the angle between the along-track direction and the ground range direction.
In the side-looking radar case, the squint angle becomes equal to 90°. The
slant range and ground range are illustrated in Figure 1.2. The slant range is
determined from the round-trip travel time between antenna and a scatterer
on the ground, which is the system’s measurements. In the rest of the thesis,
the term “range” without specifying “slant” or “ground” represents “slant

range”.



Flight
¢ Direction

— ¥
-
Ground
.—-% Range
Direction
e e e e e e e e e e e e e e e — — —
=7
pd Swath
e Width

Figure 1.1: The main elements of a SAR geometry: depression angle ¢, look
angle or off-nadir angle 8, squint angle «, incidence ¢ angle, and azimuth
beamwidth S.
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Figure 1.2: Slant range and ground range.

The optical processors had greatly contributed to the SAR signal pro-
cessing in the early days. In the early 1950’s, the University of Illinois group
performed experiments to verify the Doppler beam sharpening concept using
electronic circuitry. The electronic hardware existing at the time, however,
had difficulties in manipulating the large amount of data and operations re-
quired for implementing the beamn sharpening technique (Ulaby et ol. [103]).
In 1953, a group at the University of Michigan began to examine the possi-
bility of using coherent optics for reconstructing the SAR image from the raw
signal (Curtona et al. [22]). Until recent years, the coherent optics approach,
similar to the technique of holographic image reconstruction, has been the
primaty SAR processing technique. In addition to the advantage of its rela-
tively fast processing time, photographic film provides a reasonably compact

medium for storing the immense amount of raw and processed SAR data.
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The optical SAR. processors have been replaced by the more efficient and
effective digital SAR processors since the late 1970’s (IHHovnannessian [44]).
For the digital SAR processing, an approach utilizing range migration cor-
rection and matched filtering in the range-Doppler domain has been widely
used by authors such as Wu [109] [110], Bennett and Cumming 6] [7], and
Wu et al. [112]. Most digital SAR processors currently being used are based
on this conventional approach. However, these conventional SAR processors
commonly have had difficulties in preserving phase information and improv-
ing performance.

For advanced applications of SAR data to geological and geophysical ex-
ploration and research, it will become necessary to extract certain charac-
teristic surface parameters from SAR data as well as high quality imagery
of terrestrial surface topographic features. Development of a SAR inversion
techniques, which can provide an appropriate complex SAR imagery for this
specific application has long been required. The f-k domain processing ap-
proach is one of the most recent developments in SAR. signal processing, and
is an alternative to the conventional approach that utilizes the range-Doppler
domain processing. The term “f-k domain” represents a two-dimensional
Fourier transform domain in both range and azimuth dimensions. Thus the
range wavenumber-Doppler domain or the frequency-Doppler domain (if the
range data is sampled in time) might be more explicit terminology for the
SAR data set. For convenience, the term “f-k domain” will be used in the
rest of the thesis. The f-k domain processing approach is still in the early

stage of development, and thus various tests and verifications are required in
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order to evaluate its full advantage over the conventional SAR processor.

In recent years several new SAR processing approaches have been report-
ed, in which the f-k domain processing is utilized not only to accomplish the
azimuth compression but also simultaneously the range curvature corrections.
To achieve more effective SAR processor performance than is available from
the conventional range-Doppler algorithm, Rocca et al. [96], and Raney and
Vachon [89] have developed wavenumber domain or f-k domain SAR signal
processing techniques. (Raney and Vachon’s approach was developed from
analysis of the SAR system theory, while the Rocca et al. approach was
developed based on similarities between the reflection seismic and SAR data
acquisition configurations.)

Inversion of SAR data represents the transformation of SAR signal data
into an image. In this thesis, a particular SAR inversion approach in the
f-k domain is formulated using the Born (first) approximation. The devel-
opment of a new SAR processing approach is aimed at formulating an SAR
inversion capable of providing appropriate SAR processed output from which
the complex backscattering coefficient of the surface can be eventually esti-
mated. To extract the complex backscattering coefficient of the surface, it
is necessary that the complex ratio of the backscattered field to the inciden-
t field at the scattering surface should be estimated from SAR data. The
development concentrates on the initial formulation, and a numerical imple-
mentation; the development of a full-fledged SAR processor goes beyond the
purpose of the work.

The f-k domain SAR inversion technique described in this thesis was in-



spired initially by Rocca et al.’s success in applying seismic migration theory
to the SAR signal processing. Seismic migration theory is based on the
“exploding reflection model” (Loewenthal et al. [64]), a construct that was
derived originally using heuristic arguments. This thesis utilizes the Born
inversion approach (Born [12]) to formulate the final SAR inversion formula
rigorously. The Rocca et al. approach included the spreading factor of only
the backscattered field. As learned in the course of this research, the spread-
ing factor of the incident field also can be included by introducing frequency
derivatives in the derivation.

Digital simulations of airborne and spaceborne SAR system configura-
tions are carried out to test the performance of the new inversion algorithm.
For digital simulations, a single point scatterer model and also multiple point
scatterer models are used. The simulation results demonstrate that the in-
version technique is very effective for both airborne and spaceborne cases.
A set of SAR test data, provided by Canadian Center for Remote Sensing
(CCRS), is C-band airborne SAR data acquired in a nadir half-swath mod-
e, HH-polarization. The test results turned out to be slightly underfocused
after direct application of the inversion processing. The initial underfocus-
ing problem, however, has been successfully overcome by further focusing
processes.

Although the theoretical derivation of the f-k domain inversion is com-
pleted, certain details of the numerical implementation of the approach are
yet to be assessed quantitatively. More detailed theoretical review, and quan-

titative tests using satellite-borne SAR data, are needed to verify that the



algorithm extracts the complex backscattering coeflicient properly.

1.2 SAR Image Enhancement for Geological
Application

In this thesis, SAR image enhancement for geological application is focused
on enhancing geological lineaments. Geological lineament study using remote
sensing data has long been one of the most important applications in the ge-
ological remote sensing. SAR images generally provide more clear lineament
details than other optical sensor data such as Landsat MSS and TM images
(Harris [40]). A comprehensive discussion of lineament mapping using Seasat
SAR imagery was made by Harris [40], in which lineaments were interpreted
by visual investigation. For automatic detection of lineaments on a remote
sensing digital image, a technique using the Hough transform was recently
investigated by Wang and Howarth {105].

In this thesis, the Radon transform technique is investigated for determin-
ing dominant frends of lineaments on SAR image data rather than individual
lineament mapping,.

When a SAR image is interpreted for geological applications, the radar
look direction bias must be taken into account (Harris [40], Lowman et al. [66],
and Masuoka et al. [75]). The radar look direction determines the prefer-
ential enhancement of terrain surface features: linear features within 20°
of being parallel to the look direction are practically invisible (Lowman
et al. [66]), whereas those within 20° of normal to the look direction are

strongly highlighted (Harris [40]). For this reason, Lowman et al. {66] sug-



gested that at least two look directions be mandatory in any SAR application
project for geologic investigation. It therefore becomes important to inves-
tigate techniques that can combine multiple SAR data sets for optimum
geologic interpretation.

Image enhancement study for geological application of SAR data in this

thesis is focused on two sub-objectives:

1) development of a Radon transform technique for determining dominant

trends in geological lineaments; and

2) investigation of merging of two or more SAR lmage data into one dig-
ital image to reduce the radar look bias and consequently to enhance

geological features in the resulting image.

This thesis stresses SAR data application development in a geologic con-
text rather than geologic interpretation itself of the test areas.

To determine dominant lineament trends in a SAR image, a plot of the
maximum amplitude of the Radon fransform versus slope is found to be very
useful. An experiment is carried out using a set of the CCRS’s airborne C-
SAR and the ERS-1 SAR data over the Sudbury Basin. It is demonstrated
that dominant trends in surface lineaments can be well analyzed through
the Radon transform appro@h. The effect of a radar look direction bias
is also well determined by this plot. Correlation using Radon transform
is also investigated to evaluate whether the technique would be useful for
discriminating certain geologic structures in a given SAR image. Experiments

with airborne C-SAR data from the Wekusko Lake test area were not as



successful as expected. There are, however, some indication that correlation
using the Radon transform technique, when combined with certain screening
processes in the Radon transformed space, can be an effective alternative to
correlation using the Fourier transform approach.

Merging of two or more SAR data sets was experimented with and inves-

tigated in three different approaches:
1) simple addition or subtraction,
2) directional derivative followed by subtraction, and
3) the principal components analysis {(PCA) approach.

Each test 1s carried out with the CCRS’s airborne C-SAR and the ERS-
1 SAR data over the Sudbury Basin test area. It has been learned from
these experiments that the PCA technique is the most effective among three
approaches. At least three data sets are required to effectively enhance lin-
eaments in the resulting PCA image if correlation between two original data

sets is low.
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Chapter 2

Development of Synthetic
Aperture (SAR) Systems

2.1 Origin and History of Imaging Radar

The radar is a device capable of detecting an object, indicating its distance
and position. The acronym “RADAR” was derived from radio detection
and ranging. An imaging radar system is a radar with which images of the
planetary terrain can be achieved rather than simple detection of an object.
One of the pioneering paper regarding to radar is traced to G. Marconi [72].

A H. Taylor and L.C. Young at U.S. Naval Research Laboratory made a
discovery while doing radio communications research in 1922, which they at
once realized was a potential detection method (Ulaby et al. [103]). The ini-
tial device was operated by separate transmitter and receiver with continuous-
wave transmission. After various experiments and tests on continuous-wave
radar in the early 1930’s, the initial radar evolved into a single antenna served
as both transmitter and receiver with a pulsed signal. The first successful

pulse-radar was operated by U.S. Naval Research Laboratory in 1936 (Ulaby
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et al. [103]). Similar development in radar technology was achieved in 1938
by Sir Watson-Watt in England (Ridenour [95]). In the mid-1930s, G. Mar-
coni also succeeded in detecting moving vehicles and aircraft using his radar
[73]. During World War II, pulse-radar systems were improved remarkably
upon urgent military requests, and airborne radars deployed to detect enemy
aircrafts and ships.

It was not until 1950s that a new type of imaging radar, the side-looking
airborne radar (SLAR), producing continuous strip images was developed.
The early SLAR was real aperture radar (RAR)*, in which film recording
was primary means of display. The advent of SLAR system opened a new
era of imaging radar, and it has been subsequently developed into synihetic
aperture radar or synthetic erray rader (SAR). Many different real aperture
SLAR systems were developed during the 1950’s, but images produced by
those systems were not available on an unclassified basis till early 1960’s.
In 1964, a declassified real aperture SLAR system AN/APQ-97 was devel-
oped by Westinghouse, initially for U.S. Army Electronics Command (Ulaby
et al. [103}). This system became commercially available, and it was used ex-
tensively for mapping in various parts of the world, primarily with geological
studies in mind.

Although the real aperture radar system was widely used as a prominent

remote sensing tool through the 1960’s, RAR requires both a long antenna

*The term real aperiure radar (RAR) is used in contrast to synthetic aperture radar
(SAR), and the term SLAR occasionally represents real aperture side-looking radar as
commoen name of RAR. In the following discussion, the term SLAR will be used to cover
common features of RAR and SAR, and terms RAR and SAR used for the individual
systems as appropriate (Moore [81])
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and large power supply because the along-track resolution is determined by
the physical length of the antenna aperture in the RAR system. The size of
antenna and power specification are severe constraints if an imaging radar is
to be operated on a satellite or other spacecraft. SAR, in which the along-
track resolution is determined by signal processing equivalent to a longer
synthetic aperture, overcomes these problems,

In 1952, C. Wiley of the Goodyear Aircraft Co. developed an imaging
radar with frequency of 75 MHz, initially called Doppler beam-sharpening
system, whose idea can be traced back to the paper by Sherwin et al. [98].
An independent experiment with a Doppler processing radar was conducted
by the University of Illinois group in 1953 using an airborne coherent X-
band pulsed radar (Brown et al. [13]). The research being developed at the
University of Hllinois was transferred to the University of Michigan about 1956
(Ulaby et al. [103]. The classified development of SAR systems took place
at the University of Michigan and also at a number of companies during the
late 1950’s and early 1960’s. The first unclassified paper describing a SAR
system can be found in Curtona et al. [22].

The first operational SAR was the Goodyear AN/APQ-102 system. It
was an X-band (3 ¢m) horizontally polarized system built for military use
(Moore [80]). In 1969, the synthetic aperture GEMS (Goodyear Electronic
Mapping System) became available commercially (Moore [80]).

The first extensive geological mapping using airborne SAR was conducted
in eastern Panama by the United States Army Engineering Topography Lab

in 1967 (MacDonald [68]). There had been minimal success in obtaining
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aerial photography over the area because of perpetual cloud cover. In this
first geologic test of imaging radars various interpretation and application
techniques of SAR imagery were developed (MacDonald [68]).

The first spaceborne SAR used for imaging of the Earth’s surface was
the L-band SAR on Seasat launched by the National Aeronautics and Space
Administration (NASA) in 1978 (Jordan [53]). The average orbital altitude
of Seasat was 800 km, and the horizontally polarized (HH) instrument op-
erated at a fixed wavelength (L-band 23.5 e¢m) and with a fixed look angle
(20.5° from nadir) yielding approximately 25 m resolution (Jordan [53]). De-
spite Seasat’s relatively short lifetime, SAR. images acquired by Seasat clearly
demonstrated its contribution to various geoscientific studies as well as ocean
wave imaging.

The following spaceborne SAR system after Seasat was the Shuttle Imag-
ing Radar-A (SIR-A) carried on-board by the space shuttle Columbia in 1981.
The SIR-A technology was derived from Seasat, again using the 23 cm wave-
length (L-band) and HH-polarization. However, the look angle was changed
to a fixed angle of 47°, which was primarily chosen for geological research.
SIR-A raw data were optically processed at Jet Propulsion Laboratory (JPL)
of Pasadena, California. A dramatic discovery of uncharted paleochannels
beneath the Sahara Desert in Sudan and Egypt by SIR-A is an excellent
example of SAR utility (McCauley et al. [76]).

The next NASA SAR mission was the SIR-B launched in October 1984
on the space shuttle Challenger. SIR-B also used 23 e¢m wavelength (L-band)

and HH-polarization, but was equipped with an articulating antenna enabling
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the incidence angles to be selectable over the 15° to 60° range. SIR-B data
were the first to be digitally encoded and digitally processed.

In the following section, several spaceborne SAR systems will be de-
scribed. An excellent description of spaceborne radars including Magellan,
ERS-1, Almaz II, JERS-1, SIR-C, and RADARSAT may be found in the spe-
cial section on spaceborne radars in Proceedings of IEEE, June issue 1991
[59]. Good references for geologic uses of orbital SAR are found in IEEE

Transactions on Geoscience and Remote Sensing, SIR-B special issue for Ju-

ly, 1986 [48].



2.2 Spaceborne SAR Systems

1) SEASAT

The L-band SAR on Seasat was the first spaceborne scientific imaging radar
and was launched into about 800 km altitude near-polar orbit in July 1978.
Due to an unexpected loss of power, Seasat was unfortunately operated for
only little more than 100 days. Despite the relatively short life span of Seasat,
the SAR imagery clearly demonstrated SAR sensitivity to surface roughness,
slope, and land-water boundaries.

Seasat was designed primarily for oceanographic experiments. Seasat
SAR sensor characteristics are summarized in table 2.1. The Landsat imag-
ing system, being an optical system largely dependent upon solar illumina-
tion, is of little value in the deep sea area, although it has been successfully
used to provide excellent imagery over shallow coastal zones. For this reason,
the oceanographic community had stressed a satellite more suited to their
particular requirements. Seasat succeeded in measuring the wind and wave
conditions over the oceans using a scatterometer (SASS) with an accuracy
comparable to that achieved from surface platforms. The Seasat radar al-
timeter also measured its own height above the sea surface to a remarkable
10 ¢ precision,

Apart from wind and wave measurements, Seasat SAR imagery revealed
detailed patterns of complex slick patierns produced by internal waves and
coastal bathemetry which might not be displayed by an optical sensor. Al-

though the depth of penetration achieved by microwaves into sea water is
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Table 2.1: Seasat SAR sensor characteristics (Jordan [53]).

Parameter Value
Active Period July — October 1978
Orbit Inclination Polar 108°
Altitude 794 km
Nominal Speed 7450 m/sec
Antenna Dimension 10,74 x 2.16 m
Peak Power 1 kW
Swath Width 100 km
Look Angle 20.5° £ 3°
Frequency 1.275 GHz (L-band)
Polarization HH
Pulse Width 33.8 us
Pulse Bandwidth 19 MHz
PRF 1645 Hz
A/D Rate 45.03 ps
A/D Window 228 ps
Processing Optical and Digital
Azimuth Resolution 25 m
Range Resolution 25 m

less than a few millimeters, features visible on Seasat SAR images have been
known to be correlated with bathemetry (Lodges [63]).

Even though Seasat was designed primarily for oceanographic experi-
ments, it was also used to obtain very valuable radar images over the land
mass for resources studies. A number of studies were conducted using Seasat
imagery for geological studies (Ford [31]). Seasat SAR imagery has been
proven to be very successful especially in displaying geological lineaments
(Harris [40]). Radar imagery often shows significantly more lineaments than

geological mapping. In regions where a geological unit can be interpreted on
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the basis of a distinctive drainage pattern or geologic structure such as sand
dunes, radar interpretation can be correlated accurately with the geologic
map. Even some oceanographic aspects of Seasat can be of value to the geol-
ogist. The SAR imagery in coastal areas can reflect bathemetry, consequently
is of value in areas where offshore exploration activities are planned.

Seasat was successful in proving that a modern microwave sensors de-
ployed on satellites can provide very accurate data on sea surface condi-
tions. It has also clearly demonstrated that a satellite-borne SAR system
can provide geoscientists with very useful geological information as well as

oceanographic informations.

2) Shuttle Imaging Radar

Instead of launching a direct successor to Seasat satellite-borne radar, NASA
launched the Shuitle Imaging Radar-A (SIR-A) on the space shuttle Columbi-
a in November 1981. It was not designed primarily as an oceanographic mis-
sion but as an experiment to assess the SAR system for geological mapping
from a shuttle. As summarized in Table 2.2, the SIR-A system was operated
in L-band (23 cm) like the Seasat SAR. However, the higher look angle was
selected to enhance geologic expression. The antenna was fixed relative to
the shuttle platform, at an angle of 47° to the left of the sub-nadir track.
This higher look angle than that of Seasat was selected to eliminate certain
effects of the lower look angle, for instance layover effect. The SIR-A data
were optically recorded onto film carried on-board in a cassetie, and optically

processed.
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Table 2.2: SIR-A and SIR-B sensor characteristics

Processing

Optical only

Parameter SIR-A SIR-B
Active Period November 1981 October 1984
Orbital Inclination 38° 57°
Altitude 260 km 225 km
Antenna Dimension 335 x2.16 m 10.7 x 2.16 m
Peak Power 1 kW 1 kW
Swath Width 50 — 55 km 20 - 55 km (Variable)
Depression Angle 43° + 3° 30° — 75° (Variable)
Frequency 1.282 GHz 1.282 GHz
Polarization HH HH
Pulse Bandwidth 6 MHz 12 MHz
Azimuth Resolution 40 m (6 look) 25 m (4 look)
Range Resolution 40 m 58 — 17 m(Variable)
Optical Data collection 8 hours 8 hours
Digital Data collection 0 hours 25 hours

Optical and Digital

Large areas of land and ocean were covered between 40° N and 36° S,

In October 1984 the SIR-B shuttle mission was flown. The objectives

19

which included a number of wet tropical areas where Landsat has had dif-
ficulties in acquiring useful imagery due to cloud cover. Overall the SIR-A
experiment emphasized the value of radar in providing an improved expres-

sion of topographic relief and lineaments for regional mapping.

were to continue geological studies by varying the look angle to test the
effects of change in look angle on the geological expression. The wavelength
and polarization were the same as in the SIR-A mission (Table 2.2}. The SIR-
B antenna was modified to permit the look angle to be changed within the

range from 15° to 60°. This mission provided the first multi-look angle data




set for selected areas, useful for extracting geophysical information where
there is a strong illumination angle signature.

Despite problems with the shuttle’s /{,,-band antenna and antenna cable
during the flight, STR-B provided relatively good quality data over a number
sites and demonstrated the sensitivity of radar images to geological structural
and lithologic features, to soil moisture, and to oceanic directional wave
spectra [48].

The SIR-B data were the first to be digitally encoded and processed.
Consequently, they have provided digitally encoded SAR images which could
be quantitatively analyzed by geoscientists.

The success of the SIR-A and SIR-B missions has led to a second gener-
ation SAR design that will be used for later shuttle flights and on satel-
lite missions. The SIR-C SAR mission, scheduled for two flights during
at least different seasons in the early 1990’s, will incorporate multifrequen-
cy and multipolarization features including variable incidence angle (Jordan
et al. [54]). While Seasat, SIR-A, and SIR-B radars have operated at the s-
ingle L-band frequency and single HH-polarization, SIR-C has been designed
to operate simultaneously at both L- and C-band frequencies and to utilize
quad-polarization returns at each frequency. An X-band, single channel VV-
polarization, provided by the German Aerospace Research Establishment
(DFVLR), will also be included in the mission (Jordan ef al. [54]). In addi-
tion to the nominal mode, SIR-C will operate in some innovative modes: the
squint alignment mode, the extended aperture mode, the scansar mode, and

the interferometry mode (Huneycutt 1990). These new innovative modes

20



Table 2.3: SIR-C instrument characteristics (Jordan et al. [54]).

Parameter L-Band (C-Band X-Band
Orbital Altitude 225 km
Antenna Size 120 x 29 m 12.0 x 0.7 m 120 x 0.4 m
Peak Power 32 kW 1.7 kW 1.4 kW
Wavelength 0.235 m 0.058 m 0.031 m
Polarization HHHV,VV,VH HHHV,VVVH VA%
Pulse Width 33,17,8.5 ps 33,17,8.5 ps 40 ps
Pulse Bandwidth 10 and 20 MHz
Elevation Beamwidth 4.9 —16° 4.9 — 16° 5.5°
Azimuth Beamwidth 1.0° 0.25° 0.14°
PRF 1395 to 1736 Hz
Resolution 30 x 30 m on the surface

were made possible by new engineering techniques such as the electronic
beam steering technique. The electronic beam steering technique helps to
minimize mechanical antenna and shuttle rotations. The SIR-C instrument
parameters are given in Table 2.3.

In short, SIR-C will be important for being an innovative instrument in

the following three areas (Jordan et al. [54]):

1) to provide the first simultaneous multifrequency radar images from an

earth-orbiting spacecraft,

2) to provide the first simultaneous quad-polarization images from a sp-

aceborne high-resolution radar, and

3) to provide the first multiseason coverage of a multiparameter imaging

radar.
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3) ERS-1

The first European remote sensing satellite (ERS-1} is a programme approved
and spounsored by thirteen countries: Austria, Belgium, Canada, Denmark,
France, Germany, Italy, Netherlands, Norway, Spain, Sweden, Switzerland,
and the United Kingdom. The ERS-1 was launched on July 16, 1991, into
the 785 km sun synchronous circular orbit, and the expected lifetime is {wo
to three years. The nominal ERS-1 orbit is the 3-day repetition orbit with
14 and 1/3 orbits per day and a revolution time of 100.465 minutes (Attema
[3]). It is also anticipated that a second flight unit ERS-2, probably identical
to ERS-1, will be launched later to provide users with five to six years of
continuous data (Attema [3]).

The mission objectives are summarized as follows (Duchossois [27]):

1) to increase the scientific understanding of the ocean process in the

coastal zones and polar regions,

2) to establish and develop the coastal, ocean, and ice applications of
remote sensing data. Industrial applications, such as offshore petroleum

activities, ship routing, and fishing activities, are also included.

3) to develop scientific research and applications for satellite-borne SAR

data.

The ERS-1 was designed primarily to observe the surface wind and wave
structure over the ocean and to provide high resolution images of the Earth’s
surface. Its geophysical data products are ocean surface wind speed and di-

rection, ocean wave length and direction, and radar mapping of land, ocean,
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ice, and coastal zones (Attema [3]). The major ERS-1 payload instruments
consist of an Active Microwave Instrument (AMI) and K,-band radar al-
timeter. These radar instruments are complemented with the infrared Along-
Track Scanning Radiometer with a Microwave sounder (ATSR/M), and the
Precise Range and Range Rate Equipment (PRARE) (Velten and Dieterle
[104]). Measurements of each of these instruments are summarized in Ta-
ble 2.4. Geophysical measurements and ERS-1 performance parameters are
given in Table 2.5.

The Active Microwave Instrument (AMI) is a multimode radar operating
at a frequency 5.3 GHz (C-band) using VV polarization (Table 2.6), and
capable of performing in three distinct modes: the image mode, the wave
mode, and the wind mode (Attema [3]). In the wind mode, the AMI is
configured as a scatterometer and measures the change in radar reflectivity
of the sea surface due to the perturbation of the surface by the wind. The
AMI can also be operated in two SAR modes: the image mode and the wave
mode. The wave mode is for smaller images (5 x 5 km) of the sea surface
taken at 200 km intervals along the orbit. In this mode, the SAR is used for
determination of two-dimensional ocean wave spectra of SAR images. The
main purpose of the wave mode is to take radar snap shots over the ocean
to measure ocean wave patterns. In the image mode, the AMI performs as
a full SAR producing high quality approximately 100 km swath images over
land, coastal zones, and ocean with a spatial resolution of 30 m. The output
data rate in this mode (105 Mb/s) is too high to be recorded on-board. Thus

the output data are transmitted to a ground station via a X-band link (8
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Table 2.4: ERS-1 payload instruments and their measuremeni (Velten and
Dieterle [104]).

¢ C-band Active Microwave Instrument (AMI)
-SAR
* Image mode: high-resolution SAR images
* Wave mode: small images for ocean wave spectra
- Wind scatterometer
* Wind mode: measuring wind fields

e [f{,-band Radar Altimeter
— measuring waveheight, wind speed, etc.

o ATSR/M
~ Infrared Along Track Scanning Radiometer (ATSR)
* measuring sea surface and cloud top temperature

- Microwave Sounder (M)
* determination of the water vapor content

o Precise Range and Range Rate Equipment (PRARE)

— measuring altitude and altitude change

o Laser Retroreflector (LR)
— for satellite tracking from the ground
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Table 2.5: Geophysical measurements and ERS-1 performance parameters

(Duchossois {27]).

Measurement Range Accuracy Instrument

Wind Field

— Velocity 4-24mfs | £2 m/s or 10% | Scatterometer
(bigger one) & Altimeter

— Direction 0 — 360° +20° Scatterometer

Wave Field

— Wave Height 1-20m +0.9 m or 10% Altimeter
(bigger one)

— Wave Direction 0 — 360° +15° AMI

— Wavelength 50 — 1000 m 20% {Wave mode)

Earth Imaging 100 km 30 x 30 m AMI

Altitude

— Over Ocean 745 — 825 km | 2 m absolute Altimeter

— Polar Ice-Sheets +10 cm relative

Satellite Range +10 cm PRARE

Sea Surface Temp. | 500 km swath +0.5 K ATSR(IR)

Water Vapor in 25 km spot 10% Sounder (M)




Table 2.6: ERS-1 SAR performance requirements (Attema [3]).

Parameter Image Mode Wave Mode
Altitude 745 — 825 km
Frequency 5.3 GHz (C-band)
Polarization \'AY
Peak RF Power 4 kW
Spatial Resolution
— along track 28 m
- cross track 26 m
Data Rates 105 Mb/s  0.345 Mb/s
Integrated sidelobe ratio -12 dB
Radiometric Resolution 1.83 dB 1.73 dB
Swath width 100 km 6 km
Elevation Beamwidth 5.4°
Azimuth Beamwidth 0.288°
Localization accuracy
— along track 0.35 km
— cross track 0.12 km
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GHz).

As a forerunner of a series of satellite radar programmes planned to be
launched in 1990s such as JERS-1 (Japan), Radarsat (Canada), ERS-2 (Eu-
rope), and EOS (USA), the C-band SAR on ERS-1 will provide geoscientists
with much valuable data including the surface wind speed and direction
over the ocean, the directional spectrum of the ocean waves, the ocean wave

height, the sea surface temperature, and high resolution radar mapping.

4) JERS-1

The Japanese Earth resources satellite-1 (JERS-1) is an Earth observation
satellite developed by the National Space Development Agency of Japan
(NASDA) and the Ministry of International Trade and Industry (MITI),
and launched in April 1992. The JER-1 carries L-band SAR and optical
sensors (OPS) to observe primarily global land areas for resource exploration
during its expected two-year life span. In addition to the primary objectives
of geological applications, data from JERS-1 sensors will also be utilized
for land survey, agriculture, forestry and fishery, environmental protection,
disaster prevention and coastal monitoring {Nemoto et al. [85}).

The steady-state orbit of JERS-1 is a sun synchronous subrecurrent orbit.
The nominal altitude of the platform is 568 km, which is lower than that of
Seasat and ERS-1. The nominal JERS-1 orbit is the 44-day repetition orbit
with 15 and 1/44 orbits per day, and a revolution time of 96.146 minutes

(Nemoto et al. [85]). The orbit parameters of JERS-1 are given in Table 2.7.
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Table 2.7: JERS-1 orbit parameters (MITI/NASDA [77}).

Parameter Value
Nominal Altitude 568.023 km
Semi major Axis 6946.165 km
Inclination 97.662°
Revolution Period 94,146 minutes
Eccentricity < 0.0015
Recurrent Period 44 days
Revolution/day 15 1/44 times
Drift direction Westward
Local mean solar time | 10:30 — 11:00 a.m.
(at descending node)

The SAR loaded onto JERS-1 is operated at L-band and HH-polarization
with 35° off-nadir angle, producing high resolution (18 x 18 m with 3 looks)
images with the swath width of 75 km. The JERS-1 SAR is operated up
to twenty minutes per revolution (Nemoto et al. [85]). The specifications of
JERS-1 SAR is given in Table 2.8.

Optical Sensors (OPS) is also an important JERS-1 payload sensor to-
gether with SAR. This passive microwave sensor observes the Earth surface
with seven spectral bands. OPS consists of two instruments: Visible and
Near-Infrared Radiometer {VNIR) and Short Wavelength Infrared Radiome-
ter (SWIR) (MITI/NASDA [77]). Specifically the SWIR is very effective
for geological studies as demonstrated by Landsat TM, and will be useful
discriminating lithological units on the surface. The VNIR is designed for
stereoscopic observation which is to be achieved by band 4 of VNIR 15.3° (for-

ward view) combined with band 3 of VNIR (nadir view). Both radiometers
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Table 2.8: Specifications of JERS-1 SAR system {Nemoto et al. [85])

Parameter Value
Antenna size 119 x 2.2 m
Frequency 1275 MHz (L-band)
Polarization HH
Bandwidth 15 MHz
Pulsewidth 35 ps
Off-nadir angle 35.21°
Swath width 75 km
Noise equivalent —-25.5 dB
backscattering coeff. (maximum)
Power about 1.1 kW (minimum)
PRF (selectable) 1505.8, 1530.1, 1555.2, 1581.1,
and 1606.0 (nominal) Hz
Resolution 18 x 18 m (3 looks)
Quantization Bit No. 3 bits digitization
Down Link Data Rate | 60 Mb/s (30 Mb/sx2 channel)

cover a swath of 75 km width with 18 m ground resolution. Characteristics
of OPS are given in Table 2.9,

The nadir location of images recorded by JERS-1 sensors (both SAR and
OPS) is defined by the Ground Reference System (GRS) for JERS-1. The
GRS is a world wide coordinate system with almost same grid spacing over
the Karth’s surface defined by satellite orbit “PATH number”, ranging from
1 to 659, and “ROW number”, ranging from 141 to 449 (Moon et al. [79]).
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Table 2.9: Characteristics of OPS on JERS-1 (MITI/NASDA [77])

Parameter Value
Band 1: 0.52 - 0.60 pm
VNIR Band 2: 0.63 - 0.69 pm
Spectral Band Band 3: 0.76 - 0.86 pm

Band 4: 0.76 - 0.86 pmn
(forward viewing)

Band 5: 1.60 - 1.71 pm

SWIR Band 6: 2.01 - 2.12 pm

Spectral Band Band 7: 2.13 - 2.25 pm
Band 8: 2.27 - 2.40 gm

View angle 7.55°

Stereo angle 15.3°

Ground resolution 183 x 242 m

Swath Width 75 km

Data rate 60 Mb/s

Digitization 6 bits

5) RADARSAT

The Radarsat, the first Canadian remote sensing satellite, is planned to be
launched in 1994 (Raney et al. [93]). The only payload instrument is a SAR
operating at a frequency of 5.3 GHz (C-band). The spacecraft is scheduled for
launch into a sun synchronous near polar orbit in 1994 for a five-year mission.
The satellite’s five-year design life is timed to complement the earlier ERS-1
and JERS-1 programmes (Ahemed et ol. [1]).

The orbit parameters of Radarsat are given in Table 2.10. The nominal
altitude of platform will be 800 &m with 98.6° inclination and an ascending

node of 1800-hours local time. Radarsat will provide daily Arctic coverage,
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Table 2.10: Radarsat orbit parameters (Raney et al. [93])

Parameter Value
Nominal Altitude | 800 km (793 - 821 km)
Orbit Inclination 98.6°
Ascending node 1800-hours local time
Period 101 minutes
Repeat cycle 24 days (343 orbits)
Sub-cycles 7 and 17 days
Re-observation 3+ days
Orbits/day 14 7/24

coverage of the Canadian land mass every 3 days, and coverage of the globe
every 24 days.

The Radarsat programme objectives are based on Canadian national re-
quirements for information to support resource management and environ-
mental monitoring (Raney et al. [93]). Applications of the Radarsat SAR
data include (Raney et al. [93]):

1) mapping of ice and northern region,
2) monitoring of agricultural, forestry and geological resources, and
3) maintaining an all-weather capability for Arctic observations.

The Radarsat SAR specifications are outlined in Table 2.11. A unique
capability of the satellite is its ability to shape and steer the radar beam over
the 500 km accessibility swath, and to swing the SAR beam from the right
to the left side of the flight path by a yaw maneuver of the spacecraft. The

SAR on Radarsat will operate at C-band (5.6 em wavelength) in a variety
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Table 2.11: Specifications of Radarsat SAR (Raney et al. [93])

Parameter Value
Antenna size 15 x 1.5 m
Frequency 5.3 GHz
Wavelength 5.6 cm (C-band)
Polarization HH
Pulse length 42.0 ps
Pulse bandwidth 11.6, 17.3, or 30.0 MHz
Sampling rate 12.9, 18.5, or 32.3 MHz
PRF 1270 — 1390 Hz (2 Hz steps)
Peak power 5 kW
Average power 300 W (nominal)
Maximum time 28 min. forbit
Signal digitization 4 bits each [ & Q

of commandable strip mapping modes, illuminating a swath normally to the
right of nadir track.

By carrying out a 180° yaw maneuver, the SAR will operate on the
left side and will then complete the entire coverage of the Antarctic region
{Ahmed et al. [1]). The SAR sensor will be allowed to operate for a maxi-
mum of 28 minutes during any 101-minute orbital period. One of the most
distinctive features of the Radarsat SAR compared with the previous space-
borne SARs is its ability to operate in various imaging modes. Specifically, it
is to be the first satellite using a special radar technology known as ScanSAR.
which will allow imaging of a much wider swath (Raney et ol [93]). Each
imaging mode is acquired by different resolution, swath width, and incidence

angle. The eight imaging modes are summarized in Table 2.12.
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Table 2.12: Radarsat imaging modes {Ahemed et al. 1990)

Mode Resolution | Looks | Swath Width | Incidence Angle

(Rax Az, m) (km) (Degree)
Standard 25 x 28 4 100 20 — 49
Wide (1) 48 — 30 x 28 4 165 20 - 31
Wide (2} 32 — 25 x 28 4 150 31 -39
Fine Resolution | 11 -9 x9 1 45 37 - 48
ScanSAR (N) 50 x 50 2-4 305 20 - 40
ScanSAR (W) 100 x 100 | 4-8 510 20 — 49
Extended (H) |22 —19 x 28 4 75 50 - 60
Extended (L) 63 — 28 x 28 4 170 10 - 23

A variety of commandable imaging modes will be utilized to provide the

most profitable SAR imagery for various research and application purposes.

For instance, surveillance of large ice floes or open ocean dynamics can be

carried out by a broad swath while ships and icebergs can be detected by a

narrow swath at high incidence angles. Stereoscopic imagery for geologists

can be obtained also by using different incidence angles.
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Chapter 3

Review of Digital SAR
Processors

3.1 SAR Geometry and General Principles

The antenna pattern is characterized by the width and shape of the main
lobe. The width of the main lobe is usually represented by the healf-power
beamwidth defined as the angular width of the main lobe between the two
angles at which the magnitude is equal to half the radiation pattern’s peak
value (or —3 dB on a decibel scale) (Ulaby et al. [103], pp.101).

A circular antenna with uniform current distribution will produce a “pen-
cil beam” radiation pattern involving first order Bessel functions. The half-

power beamwidth 5 in radians in this case is given by

A

where { is the diameter of the circular antenna and A is wavelength (Ula-
by et al. [103], pp.131). A rectangular antenna, more commonly used for

imaging radars, with uniform current distribution will produce a “fan beam”
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with sinc-function type radiation pattern. For a rectangular antenna with
dimension {; and [y, the approximate expression for half-power beamwidth
are given by

A

A
By~ 0.88=, B, ~ 0.8 (3.2)
I I,

where ;, and f;, are half-power beamwidth in radians corresponding to [
and Iy, respectively (Ulaby ef al. [103], p.125).

In an imaging radar, the azémuth beamwidth and elevation beamwidth are
defined by the half-power beamwidth of the antenna pattern in along-track
(or azimuth) dimension and cross-track (or slant range) dimension, respec-
tively (Moore [80], pp.419). For both real and synthetic aperture radar sys-
tems, fine resolution in the cross-track direction is achieved through signal
processing (Cook and Bernfeld [19]). The fundamental differences between
the two systems are the technique used to achieve the azimuth resolution.
The azimuth resolution of real aperture imaging radar is directly determined
by the antenna beam coverage on the ground. The distance across the an-
tenna beam for given antenna physical aperture d and radar range R is as
shown in Figure 3.1

A

L~pR~ (—lR (3.3)

where L is the distance across the antenna beam (also a azimuth resolution in
the real aperture radar case). Therefore, the finer azimuth resolution of real
aperture radar is obtained by making I smaller, which requires to enlarge
the antenna size [. The size of an imaging radar is however limited if it is to

be carried on a spacecraft or aircraft.



Figure 3.1: Radar beam geometry.

In order to overcome the antenna size problem, synthetic aperture radar
(SAR) was developed. In SAR, finer resolution in range dimension is achieved
by pulse compression technique. Unlike the real aperture radar case, the az-
imuth resolution of SAR, however, is determined by signal processing through
the Doppler shift analysis. The synthetic array signal processing procedures
can produce higher resolution images with a standard antenna. Therefore,
techniques improving the azimuth resolution has become the center of inter-
est in SAR signal processing. Problems related to the azimuth resolution are
to be examined in the rest of the chapter.

The azimuth resolution of a real aperture radar, Az, is in proportion

to the antenna illumination width, and it is from Eq.(3.3)

2,] >

R . (3.4)

Axpoy

There are two approaches for SAR data processing techniques: one is un-
Jocused technique, and the other is focused technique. The focused technique

is commonly adopted today in SAR processing. The unfocused technique is

36



introduced below for resolution comparison with the focused case.

The basic idea behind the SAR theory i1s that an extremely long antenna
could be synthesized by using the forward motion of the platform carrying an
imaging radar antenna to successive positions which could then be treated as
though they were the individual antenna elements of a linear antenna array
(Curtona et al. [22], Curtona and Hall [23]). First, a flat-surface model is
assumed, which is applicable to most airborne SAR systems.

In early simpler synthetic array techniques, the coherent signals received
at the synthetic array points were integrated without any attempt of shifting
of the phase of signals before integration. This technique generates an unfo-
cused synthetic aperture. The lack of phase adjustment imposes a maximum
length upon the synthetic array length. As shown in Figure 3.2, a phase
shift of A/4 (i.e. 90° phase shift) of the returning wave is acceptable for the
unfocused integration (Moore [80]). From the geometry given in the Figure
3.2, the maximum synthetic array effective length, L.y, is given in terms of
Ry and wavelength, A, by

MNZ /L2
o) -Egem. e

where Ry is the radar range at the closest approach of the antenna to a scat-
terer. {A/8)? is negligible compared with ARq/4, and therefore the synthetic

antenna length L.;s can be approximated as

Leff o~ \/)\Ro . (36)

The phase information obtained for each of the element positions of the syn-
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Figure 3.2: Geometry for unfocused array.
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thesized antenna is based on the “round-trip” distance between the antenna
and scatterers. Consequently, the beamwidth of the synthetic antenna is half

that of a physical antenna (Eq.(3.1). That is,

A

ﬁunfocused o ZLeff (37)

_ VA (3.8)

2v/Rp

The achievable azimuth resolution of the unfocused synthetic aperture tech-

nique is then given by

A'T:unfocused = ﬁunfocused'R{)

1
= 3V Ro . (3.9)

The azimuth resolution of the unfocused synthetic aperture radar is inde-
pendent of the antenna physical aperture size d (¢f. the real aperture radar
results in (Eq.3.4)), but still depends on the wavelength and radar range.

In the unfocused case, the length of synthetic aperture array is limited
due to the lack of phase adjustment. If an adjustment of phase is made,
a synthetic antenna array can be extended up to the distance across the
antenna beam for a given radar range. This phase correction and adjustment
is usually termed focusing, and arrays using the focusing technique are called
focused arrays. The data processing required is adjustment of the phase of
the signals received at each point of the synthetic array in order to make
the signals co-phase for a given scatterer. If this can be done, the synthetic
antenna length Less is

A

Less BERG (3.10)

39



which is the distance across the antenna beam given in Eq.(3.3). Similar to

Eq.(3.7), the beamwidth of a focused synthetic antenna is given by

A
OCcUsSe r"\‘f -11
Brocused Ty (3.11)
d
= o (3.12)

The maximum achievable azimuth resolution can then be obtained by mul-

tiplying this beamwidth by range, which results in

d
Aﬂf'focused ~ § . (313)

Thus the maximum azimuth resolution of the SAR systems is one-half of the
size of antenna physical aperture, and is independent of radar wavelength
and range.

It should, however, be recalled that above derivation is made under a flat-
Earth approximation, which is not appropriate for the spaceborne SAR, con-
figuration. It has been shown that the resolution achievable from a satellite-

borne SAR is in fact much better than one-half the aperture, and is given

by

d k.
Alsateliite — '2' (h i Re) (314)

where R, is radius of the Earth and % is altitude of the platform (Raney

[89])-
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3.2 Conventional Approach

3.2.1 Matched Filter

Synthetic aperture radar achieves fine range resolution through pulse com-
pression techniques. This section will discuss how pulse compression 1s ac-
complished.

The peak power of a radar transmitter is restricted to a certain level.
The transmitted energy of a given radar can be raised by increasing the
pulselength (Cook and Bernfeld [19]}). The increased pulselength, however,
decreases the range resolution of the radar. Thus it is desirable to raise the
transmitted energy by increasing the pulselength and simultaneously to keep
a high range resolution capability. To achieve this, a long pulse whose car-
rier frequency is phase modulated can be transmitted. On reception, the
pulse must be compressed to permit separation of adjacent range resolution
cells. The pulse compression is achieved through matched filtering (Bernfeld
et al. {9]). Matched filtering constitutes the optimum predetection process-
ing of radar signal assuming that signals are corrupted by white Gaussian
noise (Bernfeld ef al. [9]).

A linear frequency modulated (FM) pulse with rectangular envelope of

pulse duration T is given as

[T T T
s(t)y=A t4 =1 ——<fi< = 15
() COS(‘“’OJ’Q ) 3 ='=3 (3.15)
where the carrier frequency is of the linear form
T T
w:wg—i-,ut —§§t§§ (316)



where wyp is a angular center frequency, g = 27 A f/T is the FM slope, and A
is a constant amplitude. Figure 3.3 shows a transmitted rectangular wave-
form of a linear FM pulse characterized by the lower frequency components
at the beginning and the higher frequency components at the end of the
pulse. The return echo at the receiver will be similar to the transmitted
signal in time-frequency characteristics as shown in Figure 3.4 (a) and (b).
If the receiver acts, as shown in Figure 3.4 (c), to delay the lower frequency
components more than the higher frequency components at the end of the
pulse, this is a time compression of the pulse as shown in Figure 3.4 (d).
This time delay filter is characterized by the inverse time-frequency slope
in comparison with that of the transmitted pulse, and is called a matched

filter. The characteristics of a matched filter are (Cook and Bernfeld 1967):

1) If the signal spectrum is described by s(w), then the frequency response
tunction H(w) of a filter that results in a maximum signal-to-noise ratio
for the filter output is the complex conjugate of the spectrum function,

or H{w) « s(w)*.

2) If the signal waveform is defined by s(t), impulse response of the filter
meeting the condition of 1) is the time inverse of the signal s(f), that

is A(f) o s(—1).

Thus the impulse response of the filter matched to the signal in Eq.(3.15) is

2
h(t) = fs(—t) (3.17)
21 ; (it T i< T
) — —_— e —_— -
R 2 ="= 73
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Figure 3.3: Transmitted waveform of a linear frequency modulated pulse:
(a) rectangular pulse envelope, (b) time-frequency characteristic of linear
FM signal, (c) waveform of a linear FM signal.
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Figure 3.4: Received waveform of the linear frequency modulated pulse and
subsequent pulse compression: {a) waveform of the received signal, (b) time-
frequency characteristic of the received signal, (c) time-frequency character-
istic of the matched filter, (d) a compressed pulse after matched filtering.
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where the /2p /7 is a normalization factor that results in unit gain at cwy.
The matched-filter output signal is then

00

g(t) = Yh(r —t)dr

- [/ s(r)s(t — 1) dr . (3.18)
- ﬁ ]'Z; cos (W+ ff;) cos (wo(t—r)—g—(t;—r)?) dr .

The input to a radar receiver will not be an exact replica of the trans-
mitted signal, because the SAR signal has undergone a Doppler shift. The
Doppler shift occurs when the signal is reflected from an object that has a
radial velocity component relative to the radar system. When a Doppler shift

is included, the general output of the matched filter becomes

q(t; wq) \/—/ cos(wo—l—wd)r-l————)

cos (wg(t—'r) @) dr (3.19)

where

a=-T/2+¢t, b=T/2 t>0

a=-T/2, b=T/24+t t<0
and wy is the Doppler frequency shift. When wy = 0, g(¢) is the “autocor-
relation” function of the input signal. When wy # 0 which is general case
for the SAR signals, ¢(t;wy) is the “cross correlation” of the two functions,
representing all possible matched filter outputs for the moving object condi-

tion (Cook and Bernfeld [19]). The closed form solution of Eq.(3.19) can be



approximated by

sin (17— |¢ [
g(tywq) ~ 2u sin( | |)§wd +1t)/2] cos(w, + %)t -7 <t<T
V #

(Bernfeld et al. 1964).

The compressed pulse is readily recognized from Eq.(3.22) as having a
sinc-function (sinz/2) form. Figure 3.5 shows amplitude-time characteristics
of an ideal matched filter output signal. The 4 dB down pulsewidth is 7 =
1/Af as shown in Figure 3.5. The spacing between the first zeros of this
envelope is 2/Af, and the peak amplitude is v/TAf. The pulse compression

ratio (T'/7) is ;
(/A7)

thus the time-bandwidth product (TBP) determines the pulse compression

=TAf , (3.21)

ratio of the input signal to the matched filter output signal.

For a special case of wy = 0, g(¢,wy = 0) reduces to

g(t) ~ \/% sin [(7 _J?)(’”t/z)] cosw,t  —T<t<T .  (3.22)

When the Doppler shift wy is not zero, there exist: phase shift, time shift
of the waveform, loss in peak amplitude, and broadening of the pulse width.
The maximum value of g(t;wy) in Eq.(3.20) occurs at wy + gt = 0. Thus the

value of the time shift ¢, is
= —— = —=—T (3.23)

where fy; is the frequency shift due to a Doppler shift.
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Figure 3.5: Amplitude-time characteristics of an ideal matched filter output
signal for wy = 0.

It is of interest to analyze the matched filter in terms of its transfer
function being the complex conjugate of the transmitted signal. The Fourier

transform of the linear I'M signal is expressed by

T/2 £? :
s{w) = / ’ cos (wot - EQ—) et dt
~T/2
T/2 2
= 3 ijz exp [z ( (wo — w)t + E;—)} di (3.24)
T/2 2
2 /T/‘Z exp {—i ((wo +w)t + %t—)] dt .

The second integral is the negative frequency portion of the spectrum, and
consequently creates a negligible contribution at positive frequencies if the

ratio of center frequency (wg) to bandwidth (Aw) is sufficiently large. Then
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s(w) is rewritten as

1 . T/2 _ 2
${w) =~ 56”’(“"“’0)2/2“/ exp [7’% (t i wo) } dt . (3.25)

~T/2

Through a change of variable, s(w) reduces to

1 : :
() = gy e IO + O(X0) 4 (S(X) + 5] (3.26)
where
9 —
x, = M2 (0 = w) (3.27)
N7

the subscript £ corresponds to the signs in the numerator, and

C(z) = / cos dy, S(z)= / sin — dy (3.28)
0 2 0 2

are the I'resnel integrals (Bernfeld et al. 1964).
In Eq.(3.26), the phase spectrum of the linear FM signal consists of two

terms: one is the square-law phase term

Oy (w) = (—“’—;-:ﬁ (3.29)

and the other is the residual phase term

(3.30)

y(w) = — tan™ {S(XH + 5'(X—)}

C(Xy) + C(X)

For large values of TAf (TBP) (i.e., TAf > 30, Cook and Bernfeld [19],
p.140), the ratio

~ 1 (3.31)
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and thus the residual phase term @, approximates to a constant 7/4. Since

p=2xAf[T and (w—wp) = 2rnA f/2, the argument of the Fresnel integrals

Xe =JTAf (1\3/&;) (3.32)

where 7 is a normalized frequency parameter. The spectra in Eq.(3.26) are

in Eq.(3.27) becomes

thus functions of the time-bandwidth product TAf (i.e. compression ratio
T/7).

During design of a matched filter, weighting is usually included to reduce
side lobes. The first, and largest, sidelobe of an ideal matched filter output
signal is only 13 dB below the peak of the compressed pulse and near sidelobes
fall off at approximately 4 dB per sidelobe interval, with the sidelobe null
points being spaced 1/Af apart. To reduce the undesirable sidelobes, there
are various approaches such as weighting the spectrum by frequency domain
filtering, or amplitude weighting of the envelope of the transmitted FM signal

in the time domain. The frequency domain weighting is generally adopted

(Cook and Bernfeld [19]).

3.2.2 Doppler Phase History

The azimuth compression of the SAR signal is based on the analysis of
Doppler shift along an array. Thus the image formation out of SAR da-
ta requires accurate estimation of the expected phase histories of scatterers
on the Earth’s surface. It is the sequence of relative distances between the
moving sensor and a scatterer that determines its phase history. For conve-

nience, a flat-surface model is assumed first and the orbital SAR case will be
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discussed later in this section.

Three vectors which describe the position, velocity, and acceleration of the
sensor are denoted by Rg(t), Vs(t), As(t) respectively. The corresponding
vectors for a scatterer on the surface are given by Ri(t), Vi(t), A¢(t) as
displayed in Figure 3.6. Because the relative motion is more important, the

vectors R(t), V(¢), A(t) are defined by
V(t) = Vs(t) = Vi(t) (3.33)

which describe the relative motion between the sensor and scatterer. In a
short time interval centered at ¢y, the distance can be expressed by

R(£) = R(to) + V(to)(t — to) + %A(t{,)(t )2 (3.34)

The norm of the vector is

R(¢)] = R(t) -R(¢)
N R(to) - V (to)
~ |R(to)l + W(t — to)
(V(to) - V(to) + R(to) - A(to)) (t
2|R (o))

—10)®  (3.35)

where |R(%o)] is a magnitude of R(%y) and - denotes a dot product. The
return signal is time delayed by 2|R(4o)|/¢, thus the phase shift due to the

signal time delay is

b (1) = ~—§—27r|R(t)| (3.36)
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Figure 3.6: Sensor and scatterer geometry for Doppler parameters.

where A is wavelength of the signal. The instantaneous frequency is given by

_1.do(t)
)= —— - (3.37)
Thus the Doppler shift becomes
_ _24dR()|
Iolt) = A dt
= fDC 4+ fDR(f — tg) (338)

where the Doppler frequency, fpc, and the Doppler frequency rate, fpr, are
approximated by

~ _2R() V(i) o
foc =~ ARG (3.39)
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. _2(V() - V(i) + R(k) - A(lo))
for DY R () (3.40)
dfpc

dt

From Eq.(3.36) and Eqs.(3.39) and (3.40), the Doppler phase history is

approximated by

B(t) = B(to) + 2 (ch(t — o) + % Fon(t - to)Z) (3.41)
where
B(ts) = IR (to)] (3.42)

Thus the Doppler history represents a linear FM signal in the azimuth dimen-
sion centered at fpc having a slope of fpr. Consequently the signal along
azimuth dimension can be compressed through a matched filter processing
the same way as the range pulse compression is achieved.

However, there exist some difficulties in applying a matched filter for
the azimuth compression directly. An accurate estimation of the Doppler
frequency and the Doppler frequency rate used for azimuth reference function
are first required. In addition, both the Doppler frequency fpc and the
Doppler frequency rate fpr vary with range R(#). Thus both parameters
must be repeatedly updated over the swath width (Wu et al. [112]).

Apart from accurate estimation of Doppler parameters, a severe difficul-
ty in implementing an azimuth matched filter is associated with the range
migration. The Doppler phase change in Eq.(3.36) results from change in
the range between the sensor and scatterer. The locus of a scatterer in the

range-azimuth domain is represented not by a straight line but by a curve
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because of the change in range. This effect is known as range migration. If
the change in range is smaller than one-half of the range resolution, the locus
approximates to a straight line (Bennett and Cumming [6]). Many airborne
SAR systems are designed to avoid range migration. On the other hand, if
the change in range is greater than one-half range resolution, then the az-
imuth samples to be used for azimuth compression must be collected along
the locus of each point scatterer (Bennett and Cumming [6]). Range migra-
tion 1s directly associated with Doppler phase history, and is a combination
of the range walk and the range curvature. The range walk is correlated with
the Doppler frequency fpe, and the range curvature with the Doppler fre-
quency rate fpg. The range walk and range curvature are shown in Figure
3.7.

In the case of a spaceborne SAR, the Doppler phase history must take
into account the circular nature of orbit, Earth’s curvature, and Earth’s ro-
tation effect additionally. An excellent discussion about the Doppler phase
history of a spaceborne SAR system may be found in Raney [90]. One prob-
lem emphasized in the orbital SAR configuration is that the radar footprint
velocity, the rate at which the Earth’s surface is covered by radar beam, must
be discriminated from the platform velocity (Raney [90]). For the flat-surface
model, two velocities have the same value.

The geometry used for formulating Doppler parameters of spaceborne
SAR is displayed in Figure 3.8. When the circular orbital SAR configuration

is taken into account, the Doppler frequency is more precisely expressed by

3

2V . e .
fpc =~ —y sin 0 cosa {1 s (€ cos x siny tan « + cos y’))} (3.43)
Wy
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Figure 3.7: Range walk, range curvature, and range migration.
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Figure 3.8: Spaceborne SAR geometry for Doppler parameters.

where w, and w, are respectively the Earth rotation rate and spacecraft
orbital rotation rate, y is latitude, 1) is orbital inclination, and ¢ is indicator
variable: € = 1 if radar looks to the right side, and ¢ = —1 if radar looks to
the left (Raney [90]). The first term in Eq.(3.43) arises from the platform
motion, and it is same as the Eq.(3.39). The remaining two terms in Eq.(3.43)
are caused by Earth rotation.

The Doppler frequency rate now can be directly derived by taking the time
derivative of the Doppler frequency in Eq.(3.43). For the given geometry, it
can be shown that da/dt = V,/Rsinf where V, is radar footprint velocity,

and dy/dt = w, by definition. The resulting Doppler frequency rate for an

[
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orbital SAR is given by

i 2V, {1 92 (costp -+ sin & sin x tan a sin )
- — 2— (cos sin & sin x tan @ sit
DR I3 o, (2 X L4
w? .
+ w—; (1 —sin® y sin? 1,1)) (3.44)

s

2
We . . . .
+—2 sin x sin 4 tan a(cos ) sina — sinh cos x cos a)}
Wy

(Raney [91]). It is noted that the Doppler frequency rate depends only on

the relative location of a scatterer with respect to the sensor.

3.2.3 Conventional Digital SAR Processors

Early works on digital SAR processing techniques can be found in Brown
et al. [13], Kirk [55], and Martinson [74]. These authors did not yet provide
a full-scale processing scheme for digital SAR image reconstruction. More
detailed and complete digital SAR processing schemes were discussed by Wu
[109], van de Lindt [60], and Bennett and Cumming [6] [7]. The principal
strategy of these algorithms is such that the SAR imagery can be reconstruct-
ed by two sequential correlations of the return signal with the range reference
function first and then by the azimuth reference function second, through
fast correlation approach using the one-dimensional fast Fourier transform
(FFT). The flow chart for the algorithm is shown in Figure 3.9.

The mathematical model of the SAR return signal may help the algorithm
to be better understood. A SAR system generally transmits and receives
signal using the same antenna. During the transmission over a pulse duration

T, the frequency is linearly modulated or “chirped”, while the frequency
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Figure 3.9: Flow chart of a conventional range-Doppler SAR processor (Wu
1976).



is constant during the receiving period. Each transmitted pulse can be
described by
s(z,t) = cos (wgt + pt2) (3.45)
where wy is a carrier frequency, and the FM slope g In Eq.(3.45), the pulse
envelope was not included. A detailed formula for the pulse envelope can be
found in van de Lindt [60].
The signal returned from a scatterer located at R(z,7) has time-delayed

from transmission by 2R(z,7n)/c, and is given by

s(z,t;n) = cos {wg (t - %R(az,ﬁ)) + [i — gR(:U,n)]z} (3.46)

where 7 is slant range at the closest approach of an antenna as shown in Fig-
ure 3.10. After quadrature demodulation at the receiver, the signal returned

from a point scatterer can be written as

s(z,t;n) = exp {i,u [t — gR(m, 7])]2} exp {-ii—wR(m,n)} (3.47)

h1($, t; 7?) ]12($’t; 7?)

Ll

where the wavelength A = 27¢/wy. The first term hy(z, ;1) accounts for the
range chirp and range migration. The second term hy(z,t;7) is the Doppler
phase shift discussed in the previous section. In conventional approaches
(Figure 3.9), the range compression is carried out first through the fast FFT

correlation. The Fourier transform of hy(z,¢;7) with respect to ¢ is given by

2 2
hi(z,w;n) = exp {~zf—} exp {——i-R(:ﬂ,n)w} : (3.48)
dp ¢ :
The range matched filtering is achieved by multiplying &, (z,w;7) by a com-
plex conjugate function of exp{—iw®/41}. The inverse Fourier transform

"
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Figure 3.10: Geometry for a sensor and scatter coordinate.

with respect to w (third step in Figure 3.9) after matched filtering results in
a range compressed signal given as

dar

s{z,t;p) =86 (t — %R(m,n)) exp {—iTR(m,n)} . (3.49)

A key approximation used in conventional approaches is a quadratic ap-

proximation of range R(z,7n) to be

R(z,n) = =%+

by
=
l

(3.50)

Using this quadratic approximation, the range compressed signal is then

approximated to

2 x? A x? ‘
s(m,t;n)ﬁcﬂ(t—zn— E;) exp{—zT(n—P—)} , (3.51)
Conventional approaches perform the range migration correction and the

azimuth compression in the range-Doppler domain based on Eq.(3.51) (Wu
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Figure 3.11: Range migration due to multiple scatterers (a) in the range-
azimuth domain, and (b) in the range-Doppler domain.

[109], Bennett and Cumming [6], and van de Lindt [60]). The advantage of
the range-Doppler approach over the range-azimuth domain processing was
discussed by Bennett and Cumming [6]. The locuses of scatterers, which
locate at the same range but at different azimuth, in the range-azimuth do-
main are shown in Figure 3.11 (a}). These locuses map into a single frequency
spectrum ftrajectory in range-Doppler domain as in Figure 3.11 (b). Thus
straightening the curvature of the single trajectory in the range-Doppler do-

main will straighten the curvature of whole family of equal range trajectories
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in range-azimuth domain (Bennett and Cumming [6]).

The Fourier transform of s(z,t; ) with respect to the azimuth z is given

[AD e 2 cn k2 en k2
s(ky, ~ f “?]/’\6 t -y Al e 59
s(ks, t;7) ige ( cr] 1w exp i o (3.52)

where &, is the azimuth wavenumber or spatial angular Doppler frequency.

by

The detailed derivation for the Eq.(3.52) is summarized in Appendix C. The
exponential term exp(—i4nn/A), whose phase is found in Eq.(3.42), is inde-
pendent of %, and thus is not so important as the k,.-dependent last two
terms.

The range migration correction in the range-Doppler domain is performed

as a time shift by
cn k2
4 wi’

At(ky) =~ (3.53)

This time shift process requires a range domain interpolation, which is often
difficult to achieve with high accuracy. Errors due to interpolation result in
image blurring and the loss of phase information. In addition, this range
migration correction formula is not exact but based on a quadratic approxi-
mation of R(z,7) in Eq.(3.50).

After the range migration correction, the azimuth compression of conven-
tional approaches in the range-Doppler domain is performed using a reference

function given by

which is a complex conjugate of the last exponential term in Eq.(3.52). It is of

interest to compare the conventional azimuth reference function in Eq.(3.54)
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with a formula developed in this thesis work which will be discussed in the fol-
lowing chapter. From Eq.(4.36), the corresponding function in the /& domain

can be approximated as

- c7) .2 . o ,2( w)} =44
il el i (122 3.
exp{ 34(wa ] z} exp{ s o)1 (3.55)

since the carrier frequency wy is usually much larger than bandwidth w. The

inverse Fourier transform of Eq.(3.55) with respect to w is given by
cn k2 .cn k2
) (t + Zw—g) exp {—z——m ) (3.56)

which corresponds to the azimuth reference function of conventional ap-
proaches given in Eq.(3.54). Therefore, conventional approaches account
for up to the first order approximation of w/wq in the azimuth compression.

To improve performance of the azimuth compression, modified approach-
es have been developed by Wu ef el [112], and Jin and Wu [52]. A limited
two-dimensional processing for azimuth correlation was also suggested to
achieve higher quality imagery by Wu et al. [110]. In this approach, a data
block of several neighboring azimuth lines, marked by shaded area in Figure
3.11 (b), is used for a azimuth correlation without interpolation. The refer-
ence function is also a limited two-dimensional array, so the two-dimensional
correlation in azimuth will be combination of frequency domain fast correla-
tion in the azimuth domain and a time-domain convolver type operation in
the range dimension. With this approach, errors due to interpolation step
can be avoided but the processing efficiency decreases rapidly as the amount

of range migration increases. Specifically the SIR-B data yielded a larger
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amount of range migration than Seasat data because of variation in look
angle and reduced antenna pointing accuracy. To accommodate large range
migration, Jin and Wu [52] developed another method of two cascaded one-
dimensional correlation: the azimuthal-range compression performing first
a range convolution to correct the range-dispersed spectrum, and then an
azimuth compression using a plain frequency-domain range migration cor-
rection approach.

Details of these algorithms are beyond the scope of this thesis. In gener-
al, the required image resolutions have been saiisfied by these conventional
range-Doppler processors. However, it must be stated that further improve-
ments upon digital SAR processors has become necessary to accommodate

the range curvature accurately and to achieve better azimuth focusing.
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Chapter 4

Theoretical Development

4.1 Background Review

As briefly reviewed in the previous chapter, the conventional digital SAR pro-
cessors are based on the one-dimensional matched filtering processes in both
range and azimuth dimension. Specifically the azimuth compression of the
conventional approaches must be incorporated with range-migration correc-
tion which requires interpolation in the range-Doppler domain. The perfor-
mance and efficiency of a conventional SAR processor therefore depends very
much upon the range-migration correction. Moreover, the azimuth transfer
function of conventional approaches accounts for only quadratic approxima-
tion of Doppler shift.

In recent years several SAR processing approaches, utilizing f-k domain
processing, have been reported.

Di Cenzo [26] suggested a direct two-dimensional correlation approach
through a two-dimensional Fourier transform. The method reported is es-

sentially a two-dimensional correlation of data with a two-dimensional SAR.
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template which represents the complex pulse returns received from a point
scatterer at a specified location. Although this approach utilizes f-k domain
operations for fast two-dimensional correlation, it is only an extended version
of the conventional SAR processing approach.

Two other more recent approaches are more distinct in the context of the
f-k domain processing. Rocca et al. [96] have showed similarities between
reflection seismic survey and SAR data acquisition configuration, and de-
veloped a SAR processing algorithm utilizing f~k domain processing. This
approach is based on the seismic migration theory. Raney and Vachon [92]
also developed a phase-preserving SAR processor by exploiting the phase
shifts in the f-k domain solely from the analysis of the SAR system theory.

Although, the above two approaches started from quite different points of
view with respect to SAR signal data, both approaches utilize f~k domain pro-
cessing and have proved its advantages over the conventional range-Doppler
domain processors. The key to the success of these approaches lies in the fact
that a small adjustment of the phase in the f-£ domain achieves the range-
curvature correction without significantly disturbing the range or azimuth
focus.

Development of a new SAR processing approach in this thesis is motivat-
ed by the successful application reported in the seismic migration research
described by Rocca ef al. [96]. Unlike the seismic migration approach, the
new SAR processing approach in this thesis is, however, based on an inverse
scattering theory. Specifically inversion of the SAR image data is formulat-

ed in similar fashion to the seismic Born inversion method which has been



developed and discussed by several authors such as Cohen and Bleistein [17]
[18], Bleistein [10], Cheng and Coen [16], Bleistein et al. [11], and Wenzel
[107].

While the Born inversion theory provides a mathematical consistency for
both the acquisition and the inversion of the data, the seismic migration
schemes are generally based on a heuristic seismic model such as the explod-
ing reflector model. The exploding reflector model can be summarized as
follows: reflectors explode simultaneously at a certain time, let us say ¢ = 0,
and waves travel upward in a medium with half the true velocity. Thus
the seismic migration process downward continues with the wavefield and
defines the reflectivity as its values at the imaging time ¢ = 0 (Loewenthal
et al. [64]). The end result of the migration, however, is not true reflectivity
but a combined value of true reflectivity and the incident wavefield at the lo-
cation of each reflector (Wenzel [107]). By analogy, the Rocca et al. approach
accounts for the spreading factor of only the backscattered wavefield. As
learned in the course of this research, the spreading factor of the incident

wavefield also can be included through the new formulation in this thesis.
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4.2 Review of Born Inversion Application

Born inversion is a wave equation inversion procedure through a Born (first)
approximation (Born {12]). To illustrate the Born inversion approach, a
seismic velocity inversion example is to be described in this section. The
acoustic wave propagating into the Farth’s subsurface is discussed below.
Vector variables are denoted by bold type and the domain of Fourier
transform is denoted by the corresponding argument.
The equation governing simple wave propagation for a point source in an

inhomogeneous medium is

. 1 & N Y
(V — v%r)@) Ulr,ro;t) = &( o) 6(t) (4.1)

where U(r,ro;t) is a total wavefield, v(r) is the local acoustic velocity, rq
and r are respectively the source and observation positions, and 8(:} is a
Dirac delta function. If the subsurface velocity variation is small compared
with a reference velocity, the velocity v(r) can be defined by a perturbation

equation such as

L L e (4.2)

vz(r) Yo
where vg is the reference velocity and «(r) is a perturbation expressed in
terms of index of refraction. Substituting Eq.(4.2) into (4.1) and performing

a temporal Fourier transformation, we have the Helmholtz equation given by

(V2 + w—z(l + a(r))) Ulr,ro;w) = 8(r — o) (4.3)

Vg
or

9 LL)2 w2
Vet — | U(r,ro;w) = 6(r —ro) — a(r)—U(r,ro;w) (4.4)

vy Vg
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where

Ulr,ro;w) = /U(r,ro,t)e"mdt :

The right-hand side of Eq.(4.4) is composed of two source terms, consequently
the integral representation of the solution is given by

2

U(r,ro;w) = Up(r,ro;w) —l—f Us(r, r’;w)%a(r’) U(r',ro;w) dr’
0
= Up(r,ro;w) + Us(r,ro;w) (4.5)
where Up(r, ro;w) satisfies
w?
(V2 + ?) Uo(r,rojw) = 6(r — ro) . (4.6)
0

Thus Up(r,ro;w) represents a spherical wavefield propagating from re to
r and can be defined by the Green’s function for a homogeneous medium.
The integral representation in Eq.(4.5) is known as the Lippmann-Schwinger
integral equation {Weglein {106]).

The Lippmann-Schwinger integral equation is interpreted as indicating
that the total field U is sum of the incident wavefield in the reference medi-
um, Uy, and the scattered wavefield, Ug. 1t is nonlinear because the unknown
U(r,ro;w) is also a part of integrand. When the integral equation is succes-

sively iterated, the expansion of U(r,re;w) in infinite series representation

becomes
! w2 ! !
U = Ug—l—fUg(r,r;w);ia(r)Ug(r,ro;w)dr
0O
2
w
%] Ug(r,r';w)—q;—ga(r')- (4.7)
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2
{/ Ug(r’,r";w)w—za(r") Ug(r",ro;w)dr”} de' + -
Yo

= U+ Ui+ Up+---
N —
Us

The second term U; is the sum of spherical waves originating at the source
location, ro, and propagating freely with reference velocity vy, being scattered
at the first perturbation boundary v’ with a strength (w?/vZ}a(r’) and then
propagating freely again with speed vy to the observation position, r. In
general, U,, can be interpreted as a wave originating at re, experiencing n-
scattering interactions and then being recorded by a certain receiver at r.
An approximate linear equation is obtained by truncating the series in

Eq.(4.7) after the second term, that is
2

U(r,ro;w) =~ Up(r, ro;w) —i—f Us(r, r’;w)%af(r) Ug(x' rojw)dr’  (4.8)
Yo
or
2
Us(r,ro;w) ~ ] Ug(r,r’;w)%a(r) Us(r,ro;w) dr’ . (4.9)
Yo

This is known as Born (first) approximation because V.M. Born [12] initially
introduced this approximation to scattering problems in atomic physics. This
approximation has been utilized in many applications in physics, such as,
atomic, nuclear, acoustic, and optic scattering problems.

The problem in this example is estimation of the subsurface velocity per-
turbation, a(r’), from measurements Us(r,ro;w). For a far-field case (i.e.

|*| > |r'|nae), the Green’s function satisfying Eq.(4.6) is

o e l—iw/al - )
Us(r,x',;w) = y T (4.10)
—ikr
i exp(—ikr) exp(tk’ - r') (4.11)
dry
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where

k'=kit and k=w/vg

and where 7 is a unit vector pointing from a scatterer to the observation posi-
tion, and k is the wavenumber (Bleistein [10]). When Eq.(4.11) is substituted

into Eq.(4.9), the scattered field in the far-field region becomes

Us(r,ro;w) ~ exp(—ikr) /exp(ik’ ) Ra(r) exp(—ik - ) dr'  (4.12)

dmrr

where k is the incident wave vector directed from the source position to a

scatterer. Thus the amplitude of the scattered field is
Tk, k) = f exp(ek’ - 1) B2 a(r') exp(—ik - ') dr’ . (4.13)

If the observation point coincides with the source location, the observation

direction k' is opposite to the direction of the incident wave vector k (i.e.

k' = —k ). Then Eq.(4.13) becomes
T(k, —k) = / exp(—2ik - ') k2a(r!) dr’ (1.14)

and a Fourier transform relationship gives

ar') = (—27% [ _k)ﬂ(:zgiﬂ dk . (4.15)

(Weglein [106]).
Eq.(4.15) thus allows the acoustic velocity configuration to be determined

within the Born (first) approximation from backscattering information.
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4.3 Forward Formulation for SAR Configu-
ration

The previous section dealted with how the Born inversion can be applied
to reflection seismology problems. In the derivation, the Born (first) ap-
proximation used in Eq.(4.9) had two implicit assumptions: (a) the incident
wavefield remains unaffected, and (b) only the incident wavefield interacts
with the velocity perturbation.

The first condition is required to formulate the Born inversion because
the incident wave is assumed to be governed by a Green’s function for the
constant reference medium in Eq.(4.10). Thus the transmission losses or
refractive effects on the incident wave as it propagates downward are not
included.

The second assumption is in fact the main step of the Born (first) ap-
proximation to omit higher-order scattering caused by other than the incident
wave.

SAR specific features must be investigated to develop an inversion method
of SAR data using the Born (first) approximation. Differences between SAR

configuration and reflection seismology are summarized as follows:

1} unlike in seismic applications, the reference velocity is a constant, i.e.

the velocity of light,

2) the center frequency of the radar signal is much higher than that of

seismic waves,
3) the source and receiver pairs are not on the scattering surface, and
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4) there is relative motion of antenna with respect to scatterers.

The first point is favorable to the application of Born inversion to the
SAR processing method. In addition, the incident wavefield remains unaf-
fected until it arrives at scatterers on the scattering surface, while the seismic
incident wave is affected by energy loss due to transmission, refraction and
etc., as it propagates through the Earth.

The high frequency nature of the SAR transmitted signal will also be
exploited to derive an approximation for the high-frequency backscattered
wavefield.

SAR processing scheme also must take into account the last two points,
whereas no particular attention is normally required in seismic problems. For
SAR there is a relatively large time gap between the transmission time and
the first return signal arriving time because of the large distance between
the antenna and the scattering surface. This time gap must be considered in
proper reconstruction of the SAR image data. In SAR a problem also arises
from fluctuations in the relative velocity of the moving antenna with respect
to the scatterers. A constant velocity results in equally spaced sampling
interval in the azimuth dimension. However, the relative velocity of the SAR
antenna often varies along the flight path, and this results in a defocused
image unless appropriate corrections are made.

Based on the above discussions, an approximate relationship representing
the high-frequency backscattered wavefield, which corresponds to the SAR

received signals, can be formulated as follow.
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The Helmholtz equation in the frequency-domain is given by

w2
(V2+§—) Ulr,ro;w) = —f(r —ro) (4.16)
where
Ulr,ro;w) = /OG Ulr,ro;t) e ™ dt

and where U(r,ro;w) is the total electromagnetic wavefield, f(r —ry) is the
source, ¢ is the velocity of light, and ro is the source coordinate. The first
argument of {/(r,rq;w) represents the receiver location, and the second is
the source location. Compared with Eq.(4.4), the subsurface velocity per-
turbation a(r) is now not necessary to be included in the SAR case. The
source function f(r — rs) of a SAR system is a point source with respec-
t to the azimuth dimension. But this source function is a time-dependent
function in the range dimension because the transmitted signal is linearly
frequency-modulated. The source function in the range dimension is a sim-
ple convolution of a delta function with a frequency modulation function,
and consequently the temporal term does not play an important role after
the range compression. The range compression is straightforward, and is not
main interest of the discussion in this section. Our analysis can continue with
the assumption that the range compression has already been completed.
The total wavefield U(r, ro;w) can be decomposed into the incident wave-
field Uy generated by the source, and the scattered wavefield Us due to scat-

tering on the surface: Thus U(r,re;w) can be rewritten as

Ulr,rojw) = Ur(r,ro;w) + Us(r, rojw) . (4.17)
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r{) :(xoa 0) 0)

Figure 4.1: Schematic diagram of the SAR geometry and integration volume
of Green’s integral
Integrating Eq.(4.16) over volume V given in Figure 4.1 and replacing the

total wavefield by Eq.(4.17), we have, from Green’s theorem,

J
Us(ro,ro;w) = ffB [Ug(r,ro;w)%(?o(r,ro;w) (4.18)

— Go(r, ro; w) E—U,g(r, rojw) d*r

on

where B represents the surface boundary and n is the unit vector normal to
the boundary surface as shown in Figure 4.1.

The receiving location of the antenna (r) was replaced by the transmitting
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location of the antenna (r,) in the derivation. Similar to Eq.(4.10), the
Green’s function Gy(r, re;w) for a homogeneous medium with the reference

velocity ¢ is given by

exp {—iw|r —ro| /c
) - Sl

, (4.19)

and this Green’s function is identical to the incident wavefield Uj(r, ro;w)
because Ur also satisfies Eq.(4.6).

To derive Eq.(4.18) from Eqgs.(4.16) and (4.17), we have assumed that
the receiver location i1s the same as the source location. This assumption is
not strictly true in the SAR case because the SAR antenna moves constantly
with time. The approximation, however, can be validated because the ratio
of the distance traveled by the antenna between the signal transmission and
the arrival of the first echo to the slant-range is extremely small.

If surface scattering is dominant, we can assume that the backscattered
wavefield is linearly proportional to the incident wavefield in the vicinity of

the surface boundary B such that

Us(r,ro;w) ~  o’(r)Ur(r,ro;w) r on B (4.20)

d orn O
%Us(l,ro,w) ~ —a(l)é—T;UI(l,lo,w) r on B . (4.21)

This approximation corresponds to the Kirchhoff boundary condition in op-
tics (Goodman [35], Bleistein [10]). Volume scattering is not completely
negligible in some media such as glacier ice or the vegetation canopy. Vol-
ume scattering depends upon the ability of the microwave transmitted by the

SAR antenna to penetrate surface media and return signals from scatterers



below that surface. In general, surface scattering at terrain or ocean surface
is, however, by far dominant relative to volume scattering in geological or
oceanographic application of SAR.

The parameter o°(r) represents the complex ratio of the backscattered
wavefield to the incident wavefield at the surface boundary, and indicates a
phase change as well as an amplitude ratio at the scattering surface. The
complex backscattering coefficient o°(r) may have geophysical significance.
Terrain slope (or incident angle), surface roughness, and complex dielectric
constant characterize properties of a scattering surface. Consequently, they
are influences on radar return. The amplitude of the complex backscatter-
ing coeflicient is governed mainly by terrain slope and surface roughness.
The complex dielectric constant determines penetration of microwave, and is
closely related to the phase of the complex backscattering coefficient.

In fact, the above two approximations in Eqs.(4.20) and (4.21) imply that
sources of the backscattered wavefield other than the most significant term,
the incident wavefield, are neglected. That is exactly the same idea as Born
(first) approximation in Eq.(4.9).

Substituting Eqs.(4.20), and (4.21) into (4.18), we have

Us(ro, ro;w) NZ/f oo (r)Golr,ro;w ) Gg(l ro;w)d’r (4.22)

if the incident wavefield U; is replaced by Green’s function Gy(r,ro;w). For
the Green’s function in Eq.(4.19}, we have an approximation to a leading
order term in w given by

—: 2wRfe

[ o) r +0 (w R) (4.23)

US(ro, ]."O;C()) ~
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N f ] 02 (1)Go?(x, ro; w) dr (4.24)
c JJB
where O(:) is the order of the approximation error and

o(r) = ()i -R (4.25)

n

R(mi Y, 23 Tos Yo, ZU) = \/(’B - $0)2 + (y - y0)2 + (Z - 20)2 (426)

where R is the unit vector from a scatterer to the source. This approximation
is valid when the frequency is high enough and R is large enough to satisfy
¢/wR < 1. In the SAR case, the value ¢/wR has at most an order of 1073,

[q.(4.23) indicates that the backscattered wavefield can be expressed us-
ing an integral over all possible scatterers on the ground. The integrand is
the product of the complex backscattering coeflicient o2(r), the wave prop-
agation term exp{—i2wR/c}/R?*, and the linear frequency-dependent term
ww/{87%c).

The SAR antenna receives the backscattered wavefield Ug, and therefore
the forward formula Eq.(4.23) corresponds to the range-compressed SAR sig-
nal which has been described in many publications (for instance, van de Lindt
1977, Eq.(1.23)). But the expression Us in Eq.(4.23) differs from the conven-
tional description of the SAR signal in that 1/R?* term is explicitly included
in the integration. This inverse square of the distance term is inherited from
the theory of wavefield propagation, and corresponds to the spreading factor

in the radar equation (Ulaby et al. [103]).
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4.4 The Inversion

The equation Eq.(4.23), derived in the previous section, indicates that the
inverse scattering problem associated with the SAR theory reduces to a prob-
lem of estimating the complex backscattering coeflicient o2(r) from the back-
scattered wavefield Ug(zo, yo, zo;w) as observed along the line yo = zo = 0.
Inversion of Eq.(4.23) can utilize a spatial Fourier transformation to derive a
simple relation between the observed data and the backscattering coefficient
in the f-k domain.

As mentioned in the previous section, the forward formula, Eq.(4.23), is
similar to the conventional expression of the range-compressed SAR signal
except for the spreading factor 1/ R? term. Most conventional SAR processors
use exp{—i2wR/c} as the azimuth impulse-response function. It has been
known that it is difficult to find an explicit Fourier transform formula for this
function.

If, however, only a 1/ R term is included, it becomes to obtain an explicit
Fourier transform relationship with respect to zg. The Fourier transform
of the function exp{—:2wR/c}/R is a Hankel function of the second kind
(Magnus and Oberhettinger {71}, p.118). Moreover, the first-order asymp-
totic approximation of the Hankel function reduces the result to the kernel of
the Fourier transform as shown by Eq.(A..3) in Appendix A. The integrand
in Eq.(4.24), however, is a square of the Green’s function. To overcome
this problem, a modified function can be introduced in an analogous man-

ner to the seismic Born inversion scheme (for instance, Eq.(10) of Bleistein
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et al. [11]). To achieve this, we introduce a function ©(2q, 0, 0; w) defined by

O(z0,0,0;w) = wi (M) . (4.27)

Jw w

When Ug in Eq.(4.23) is replaced by the new function ©(z, 0, 0;w), we have

ff o exp {——%};ZMR/C} I r (4.28)

Ozo;w) ~

871‘ c?

An inversion formula can be described by slant-range coordinates instead
of ground-range coordinates because the SAR signal data and the recon-
structed image are primarily represented by slant-range coordinates. If we
assume a flat swrface, the height of antenna platform above the surface re-
duces to a constant value z. If we take the Fourier transform of ©(zg;w)
in Eq.(4.28) with respect to xo and change the coordinate (y, z) using a

slant-range at the closest approach of the antenna, = /y? + 22, we have

i /4

twe [ 2

e(kz; w f] Tne ,L 7? ~ilkawtkan) dz d’? (429)
ircr \ 7k,

where
ooz, ) = 1 on(@,m) (4.30)
ne b 772 . Zé‘g T H 3
PRFE PRF
— <k, <
271' ‘./s T 27r 21/‘; b
and
w? w? 2
ky = 427[ — kI, 4? 2k, (4.31)



where V; is a platform velocity and PRF is pulse repetition rate.

Detailed derivation of Eq.(4.29) from Eq.(4.28) is given in Appendix A.
The value of 2w/c is much larger than &, in SAR systems because the center
frequency of the transmitted pulse is on the order of ~ 10°Hz. Therefore, k,
in Eq.(4.31) can only be expressed in positive values.

The right-hand side of Eq.(4.29) is a two-dimensional Fourier transform,
and therefore the inversion formula can easily be derived from Eq.(4.29)
using the two-dimensional inverse Fourier transform formula. The resulting

inversion formula then becomes

nc( :77) ~ =4y 2m3 ce'/ 2 // ]‘,\2/7,13 "Io(k,,-— v k?ﬁ—kg)
) R2

O (koo fl2 + k2 ) elestb) g g, 4.32
9 7 (] 1

where

7 =7="70 (4.33)
and where 79 is the minimum slant-range. Derivation of Eq.(4.32) from
Eq.(4.29) is given in Appendix B.

The above inversion procedure may be summarized as follows. The SAR
data inversion is a process of estimating the complex backscattering coeffi-
cient o (z,7) from the backscattered wavefield, i.e. the received SAR signals,
observed along the platform flight line. This goal can be achieved by a series

of processing steps;
1) forward two-dimensional Fourier transform,

2) frequency-domain interpolation for the change of variable from w to k,),
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3) phase shift and amplitude adjustment (in Eq.(4.32)) to the function
O(kg;w) which is a derivative of the two-dimensional Fourier transform

of the raw SAR data, and
4) then two-dimensional Fourier inverse transformation.

The differentiation with respect to the frequency in Eq.(4.27) is more easily
done by simply multiplying (—it) in the time domain before Fourier trans-
formation.

A further approximation can be made for comparison of Eq.(4.32) with

conventional range-Doppler approaches. When the variable k, is replaced by

w = (¢/2)y/kZ + k2, the inversion formula reduces to

P) -1/4
Tpelz,m') o~ Af[ {(07_2) "ki} O (o 0) e ilahe+20/)

2
w w
' — ) —k2——1} dk,d 4.34
exp 4 17 (6/2) P w  (4.34)
where A = 8273/ /(27)2.

The following inequality condition holds for most SAR systems

Wo +&)I
c/2

2
) > kZ (4.35)

where w = wp +w', wp is the carrier frequency, and w' is the frequency within

the bandwidth. Then above equation can be further approximated to be

Uﬁc(‘(can,) ~ A/jﬁfﬁg(km,w) €+5($kx+271’w/c)

.2

k
exp{~in§ 2 ,} dky dw . (4.36)

W{)—i—w
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The Eq.(4.36) cannot be used directly for the f-& domain processing because
the transfer function exp{—inck2/4(wo +w’)} is range dependent. The range
dependence of the transfer function has been overcome through the change
of variable from w to &, in the formulation of Eq.(4.32).

A comparison between the approach in this thesis and conventional ap-
proaches can be made using [5q.(4.36). The comparison was detailed in

section 3.2.3.
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4.5 Further Focusing

One of problems in the inversion method arises from the irregularity of plat-
form velocity, more precisely from the irregular azimuth sampling distance.
The inversion method in this thesis was derived and developed under the
assumption of a constant sampling distance in the azimuth dimension. How-
ever, this assumption is not always true for many of the acquired SAR data
sets. The azimuth sampling distance varies in the azimuth dimension due to
the platform velocity changes.

The irregularity of the azimuth sampling distance causes errors in k,
values in the f-k domain, and thus results in image blurring. In the subarea
of a image where a full focused resolution is not achieved due to the error in
the azimuth sampling distance, further focusing becomes necessary.

The inversion approach utilizes a phase adjustment in the f-& domain. In
Eq.(4.34), the phase adjustment of the inversion method in the -k domain

approximates to a function such as
—icnok? AK2
exp {—m} ~ exp {—z-—"i} (4.37)
w 4

The azimuth wavenumber k, is governed by the azimuth sampling distance
Az. If the value of Az used for the inversion processing is different from
the true azimuth sampling distance Az, it will result in incorrect phase
adjustment. The phase error due to the incorrect value of Az can be further

focused by adjusting the phase difference given by
AR
exp {—i 43’ (:i:\/d.lc;2 — dkﬁ)} (4.38)
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where k], is a wavenumber corresponds to the correct azimuth sampling dis-
tance Az’ and the + sign complies to the sign of the value of inside square
root. Thus the additional focusing requires precise estimation of the value of
Az’ for the subarea where further focusing is necessary. One approach is to
estimate velocity information from the SAR data, and a method developed

by Moreira [83] is found to be very useful for this purpose.
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Chapter 5

Numerical Algorithm and
Image Formation

5.1 Algorithm Features

An inversion approach to SAR image reconstruction has been formulated
theoretically in the earlier chapters. Inverse scattering and Born inversion
theory was applied in the formulation. The proposed inversion and image
formation of SAR data has been implemented numerically, and is summarized
as a flow chart in Figure 5.1.

The inversion scheme shown in Figure 5.1 is based on Eq.(4.32). After
Fourier transform of the raw SAR data, differentiation with respect to fre-
quency is required to obtain O(zo;w) from Ug(zo;w) as in Eq.(4.27). The
same result, however, can be more easily achieved by multiplying raw SAR
data by (—it) before Fourier transformation. The output of Fourier transfor-
mation is then not the Fourier transform Ug(k,;w) of the original raw SAR
data but its derivative O(k,;w) as shown at the fourth step in Figure 5.1.

The performance of the proposed SAR signal processing approach largely
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Figure 5.1: Flow chart for the proposed inversion of SAR. data.
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depends on the phase shift and {requency-domain interpolation steps. The
interpolation is inherited from the change of the variable from frequency, w,
to slant-range wavenumber, k,,. This step is same as the Rocca et al. [96] ap-
proach, and has been known as Stolt’s change of variable method in seismic
processing (Stolt [99]). For SAR signal processing, the frequency-domain
interpolation has posed difficulties because the frequency spectra of SAR
signals are extremely oscillatory as shown in Figure 5.2 (a), and the inter-
polation points are unevenly spaced. Thus interpolation requires very high
accuracy and has posed problems. The required accuracy can be achieved by
employing an interpolation method developed by Rosenbaum and Bourdeaux
[97]. A test result of the interpolation is given in Figure 5.2. The SAR signal
frequency spectra in Figure 5.2 (a) consists of 512 samples and are generated
with the 1.275 GHz center frequency, 19 MHz chirp bandwidth, 33.8 usec
chirp width, and 45.8 MHz sampling frequency. Interpolation is carried out
using all the midpoints of the original sampling points. The midpoint in-
terpolation shifts the frequency spectra by one-half the sampling interval,
Af, and consequently the inverse Fourier transform of the interpolated fre-
quency spectra results in phase shifts of the original SAR signal by Af/2.
Figure 5.2 (b) is obtained by multiplying the original input SAR signal by the
Af/2 phase shift term, and consequently it represents the theoretical out-
put of a frequency-domain interpolation. Figure 5.2 (c) represents the signal
obtained through an actual frequency-domain interpolation. The result of
the frequency-domain interpolation reproduces both the real and imaginary

parts of the theoretical output with high accuracy.

87



=1

= o

8 g

8 8

g

o

3 o

s g (a)

ph 2

"

<
o8 xg
x5 —a1

[+ e
ED T E

Q
. o
ag | =S| _

7 &o ; ]
g z EEpRkRALY
e - giSEk

=S ey :
=5 &5 4R

o g 7

71 s

=3 a i
o S £

-24,00  -16.00 -b.oo _ o.00 8.00 16.00  24.00 ‘-24.00 -16.00 -8.00 _ 0,00 8.00 5.00 2u.00

FREQUENCY (MHZI FREQUENCY (HHZ)

. o
o w
S 2

k=1

« o
< o (b)
o4 oS

2 o

©
w8 3
o A
x 2 =y

=
= &
[0 =
o ,__O-
& £
-l
g z
« 2 \

o ro ]
=) =s L T
& o1 “v-———wmwuw.m#fﬁ&r“ﬁmmw

o =3

o (=]

& g

® ; 1 . : : E : . . . s

-8.00  -4.00 -2,00 _ 0.00 .00 ¥, 5.00 5,00 -4.00  -2,00 _ 0.00 2.a0 4. §.00

TIHE (HH-SEC) TIHE (MM-SECH
o 2
2 2
o .

o o

o .

8| ;| (c)

o -

©
08 xg
=87 8

&
-
oy ™
xTo P -]
og o
i a=]
z =z
w o)

x

g I z8

o1 i I!!'{,‘Iﬁ.v‘w.s'mw. o

f=3 o

< S

8 . . \ . T g v

6,00  -8.00  -2,00  0.00 2.00 [T 5.00 '-6.00 -4.00  -2,00  0.00 2 a0 .00 6.00

TIHE (HM-SEC) TIHE |MH-SEC)

Figure 5.2: Examples from the frequency domain interpolation; (a) frequency
spectra of SAR signal, (b) signal obtained by multiplying exp{—i¢tAf/2},
and (c) signal obtained through a frequency domain interpolation.
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Two-dimensional inverse FFT and amplitude adjustment steps then fol-
low the phase shift step.

The computational efficiency of the SAR processing algorithm being pro-
posed here can be compared with the conventional range-Doppler SAR pro-
cessors (for example, Wu [109]). When input data of a N by N data array
are to be processed using a conventional approach, the range correlation has
to be performed first through FFT. Since each correlation of N data re-
quires N log, N butterfly computations (BF) for forward and inverse FFT
and N complex multiplications (CM), the total range correlations require
N x {(Nlog, N)-BI' +N.CM} operations. The same number of operations
are also required for the azimuth correlation, and consequently the range and
azimuth correlation requires a total of 2 x N x {(Nlog, N) - BF +N-CM}
operations. The inversion algorithm being proposed in this thesis requires
2-D FFT and N x N complex multiplications, which add up to N x {2 x
(N logy, N) - BF +N-CM} operations. Thus the conventional correlation al-
gorithm requires N x N more complex multiplications than the inverse algo-

rithm for the range and azimuth compression.
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5.2 Digital Simulation

Digital simulation and image formation are conducted to test the perfor-
mance of the inversion method. To evaluate the capability of the inversion
method properly, it is necessary to carry out the simulation on a spaceborne
SAR system as well as on an airborne SAR system (Won and Moon [108]).

First the simulated airborne or spaceborne SAR received signals were
generated by using the key parameters of the CCRS’s C-band airborne SAR
system and the Seasat SAR system, respectively. The CCRS’s C-band air-
borne SAR system was chosen for an airborne SAR simulation because a
set of raw SAR data acquired by the CCRS’s C-band airborne SAR system
was also processed by the new inversion algorithm. The narrow swath mode,
however, is simulated, while the actual SAR data set is acquired in the nadir
mode. For the simulation of a spaceborne SAR system, the system parame-
ters of the Seasat SAR are used. The system parameters of the CCRS narrow
swath C-band SAR configuration are listed in Table 5.1, and the Seasat SAR
system parameters in Table 2.1,

A single point scatterer model and the multiple point scatterer models
are used for the simulation. A single point scatterer model is aimed at s-
tudying the azimuth compression performance. A point scatterer with unit
backscattering coefficient is located at the center of the image in this model.
The multiple point scatterer models are used to evaluate the capability of
accommodating the range curvature and of reconstructing phase informa-

tion. Scatterers are assumed to have complex backscattering coefficients in
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Table 5.1: Specifications of CCRS’s C/X-band airborne SAR (Livingstone

et al. [62]).
C-Band X-Band
Transmitter
Nominal Altitude 6 km 6 km
Frequency 5.30 GHz 9.25 GHz
Wavelength 5.66 cm 3.24 em
PRF/V 2.32 or 2.57 Hz/m/s | 2.32 or 2.57 Hz/m/s
(Swath Mode) (Narrow) (Wide) | (Narrow) (Wide)
Chirp length 7 ps 8 us 15 ps 30 us
Receiver (Narrow) (Wide) | (Narrow) (Wide)
Compressed pulse width 40 ns 120 ns 32 ns 134 ns
Noise figure 5.2 dB 3.7 dB 5.3 dB 5.2 dB
Antenna (H-Pol.) (V-Pol.) | (H-Pol.) (V-Pol.)
Azimuth beamwidth 3.0° 4.2° 1.4° 1.4°
Elevation beamwidth 20° 29° 26° 26°
Peak gain 24 dB 22 dB 28dB 29 dB
Resolution (Narrow) (Wide) | (Narrow) (Wide)
Azimuth 6 m 10 m 6 m 10 m
Range 6 m 20 m 6 m 20m
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Table 5.2: Model parameters for digital simulations.

Scatterer location® Scatterer values Reconstructed
(Range,Azimuth) | Amplitude | Phase Phase
Airborne (513,513) 1.0 0.0° -
(513,2049) 1.0 0.0° -
(1025,2049) 1.0 0.0° -
(1537,2049) 1.0 0.0° -
(2049,2049) 1.0 0.0° -
(2561,2049) 1.0 0.0° -
Seasat (3073,2049) 1.0 0.0° -
(3585,2049) 1.0 0.0° -
(1025,1025) 1.00 90.0° 88.2°
(3073,1025) 0.75 45.0° 44.5°
(3073,3073) 0.50 30.0° 29.3°

¢coordinate in pixel numbers

the multiple point scatterer model. The model parameters are listed in Ta-
ble 5.2. The simulated SAR signal are generated through a two-dimensional
convolution for each model as described by Wu et al. [112]. The digital
simulation for the airborne SAR system is carried out with a 1024 x 1024
input data array, which covers about 4 km in slant range and 400 m in az-
imuth. Generally the larger azimuth length is included in the simulation, the
more extended frequency spectra in the -k domain are obtained (Won and
Moon [108]). A simulated SAR signal after the range compression is shown
in Figure 5.3 (a). A cosine square function is used as weighting function in
azimuth.

The reconstructed amplitude image is given in Figure 5.3 (b). The input
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Figure 5.3: Airborne simulation: (a) a simulated input signal of 1024 x 1024
pixels, and (b) the reconstructed amplitude image after inversion process-
ing alone. The range and azimuth sampling intervals are 4 m and 0.39 m,
respeciively.
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signal and the reconstructed three dimensional image in Figure 5.3 (a) and
(b) are exaggerated by ten times in azimuth because the sampling intervals
in azimuth and range are respectively 0.39 m and 4.0 m. The amplitudes
of the reconstructed image, shown in Figure 5.3 (b), are relative amplitudes.
Pixels around the reconstructed point scatterer are selected from the image
to produce a close-look power image given in Figure 5.4. After subsampling
around the point scatterer, interpolation is carried out. The power of pixels
less than — 20 dB was replaced by —20 dB in Figure 5.4 (a). A cross section
along the azimuth line crossing the center of the scatterer is shown in Figure
5.4 (b). The 3 dB width in azimuth of the reconstructed point scatterer is
approximately 2.8 m.

The Seasat SAR simulations are conducted with 4096 x 4096 input data
array, which covers an area of about 27 km by 19 km in range and azimuth,
respectively. The pulse repetition frequency is 1645 Hz, and the sampling
frequency of range pixels is 22.76 Hz. The range and azimuth sampling
intervals are 6.6 m and 4.5 m, respectively.

The first model of Seasat simulation consists of seven point scatterers
aligned along the center range line of the image (Table 5.2). The image of the
input signal after range compression is shown in Figure 5.5 (a). The range
curvature of the nearest scatterer is extended up to approximately 63 m in
slant range which corresponds to 10 range pixels. The output image after the
inversion processing is shown in Figure 5.5 (b), which displays only 256 range
lines around the center. Thus the image in Figure 5.5 (b) represents about

1.2 km in azimuth and 27 km in slant range. This simulation demonstrates
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Figure 5.4: (a) Power representation of the reconstructed point scatterer,
and (b) cross section along the center azimuth line of the point scatterer.
The 3 dB width in azimuth is about 2.8 m.
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Figure 5.5: Seasat simulation with seven point scatterers aligned along a
range line: (a) a simulated input signal of 4096 x 4096 pixels, (b) the re-
constructed subimage of 4096 x 256 (range x azimuth) pixels. Range and
azimuth sampling interval are respectively 6.6 m and 4.5 m.
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that the inversion method can accommodate the range curvature.

The next Seasat SAR simulation is carried out with the same size input
data array (4096 x 4096), but the scatterers are assumed to have complex
backscattering coefficients (Table 5.2). The image of the input signal is shown
in Figure 5.6 (a) and the reconstructed image in Figure 5.6 (b). In addition
to image reconstruction, the phase can also be estimated from the complex
output data. The phase values at each corresponding scatterer’s location
are listed in Table 5.2. Figure 5.7 represents a combined perspective view
image of the reconstructed phase value and the amplitude image in Figure
5.6 (b). In this combined image, estimated phase is used as an elevation
map, and thus the height of amplitude image is proportional to the phase of
the pixel. The gray level of amplitude image was inverted from that of the
original image (Figure 5.6 (b)), that is, larger amplitude pixel is represented
by darker gray level. The phase value at pixels having amplitude less than
—40 dB around scatterers were excluded in the estimation. The error at the
location of scatterers is less than 2° as listed in Table 5.2.

One simulation result may not be enough to draw a solid conclusion
because above simulations have been conducted under the assumption of
ideal flat-surface. Therefore extensions of further simulation and field test
with actual SAR data must be done to prove whether the inversion approach
can truly estimate the complex backscattering coefficient of the surface of
the Earth. Nevertheless, the simulation result demonstrated above provides
the grounds for the future development of the inversion method as a tool for

estimating a surface scattering coefficient.
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Figure 5.6: Seasat simulation with three point scatterers having complex
backscattering coefficients: {a) a simulated input signal of 4096 x 4096 pixels,
and (b) the reconstructed image of 4096 x 4096 pixels.
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Figure 5.7: Combined perspective view image of amplitudes in Figure 5.6
(b) with the estimated phase. Phase was used as an elevation map, and gray
level of amplitude image was inverted.
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5.3 Processing of Real SAR Data

A set of SAR data was acquired on August 10, 1990, over a test area south of
Ottawa, Canada, by the CCRS using a C-band airborne SAR system. The
operating mode was C-band (wavelength 5.67 cm) nadir half swath mode in
HH-polarization. The operating geometry of the nadir full swath mode is
shown in Figure 5.8 (a). In the nadir half swath mode, a range line consists
of 2048 range cells. Each cell of signal data is represented by a pair of
in-phase and quadrature components, and each component is stored in 8-
bits. The signal data were range compressed by an on-board processor. In
this particular data acquisition, the on-board motion compensation was not
carried out. The slant range and azimuth sampling intervals are about 4 m
and 0.39 m, respectively. The pulse repetition frequency was 343 Hz, the
platform velocity (V,) was 134.76 m/sec, and thus the ratioc PRF/V, was
2.57 (m™'). In the nadir mode, the recciver antenna is turned on about
13.2 psec before the first arrival of the return signal. This will ensure the
nadir line is included as a part of image.

The image of 2048 x 8192 (range x azimuth) raw signal data is shown in
Figure 5.9. To produce an image, complex signal data must be converted to
amplitude data and then be discretized into a gray level scale of 0 to 255.
Linear histogram stretching (e.g. Jensen [51]) is also performed. Because
the range sampling interval (4 m) is about ten times larger than the azimuth
sampling interval (=~ 0.39 m), the amplitude of the signal data is required to

be interpolated in the azimuth dimension in order to make an approximately
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Figure 5.8: CCRS’s airborne SAR operating geometries: (a) the nadir mode,
and (b) the narrow swath mode.
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square pixel with dimension of ~ 4 x 4 m. A bright azimuth line at a near
range represents the nadir line in Figure 5.9.

The average altitude of aircraft is 6 km as shown in Figure 5.8, and this
value is the minimum slant range in the nadir mode. The farthest slant
range is about 14 km, which is more than twice the minimum slant range.
Due to this configuration, the wavefield processing approach may experience
some difficulty in applying the far field approximation in Eq.(4.23). The
spaceborne SAR configuration is more appropriate in terms of the far field
approximation of wavefield than an airborne SAR configuration.

With the given platform velocity of 134.76 m/sec, the inversion processing
was performed on a 2048 x 8192 input data array to obtain the result shown
in Figure 5.10. The image shown in Figure 5.10 represents the magnitude of
the complex backscattering coeflicient.

Surface characteristics in this image can be roughly divided into two ar-
eas with different slant range: the upper half from nadir to middle slant
range corresponds {o agricultural areas; and the bottom half from middle
to far slant range corresponds to Ottawa International Airport and various
urban structures. The processed output shows better image reconstruction
in the agricultural area where there are no point scatterers. The point s-
catterer is a discrete scatterer which gives a strong radar return. Although
point scatterers can occur naturally, they are best seen in urban area due to
corner reflectors such as buildings. Runways of Ottawa Internation Airport
are discernible, but most urban areas in far range are very poorly imaged.

The application of inversion processing alone on this data set fails to fully
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Figure 5.9: Raw airborne SAR signal which was acquired near Ottawa,
Canada, using CCRS’s C-band airborne SAR system on August 10, 1990.
Operating mode was the nadir half-swath mode in HH-polarization. Flight
path direction is from top left to top right in this image.

105



Azimuth

aduey JUe[S

[igure 5.10: Reconstructed image after initial application of the inversion
processing alone with platforin velocity of 134.76 m/sec. The processed data
array was 2048 x 8192 (range x azimuth). Pixel size of the image was ap-
proximately 4 x 4 m after the interpolation in azimuth dimension which is
shown from top left to top right.

106



reconstruct the image, specially at farther range. This results may be part-
ly because of the nature of the nadir mode configuration and the inherent
problem of the far field approximation, and partly because of the platform
velocity changes discussed in section 4.5. Further focusing is necessary in
this case.

Thus an additional focusing process is carried out over the bottom half
of the test area. Estimation of the platform velocity is first required to
properly perform the focusing process of Eq.(4.36). Moreira [83] suggested
a method to estimate platform velocity by estimating two adjacent azimuth
spectra. The changes in platform velocity are estimated, using the algorithm
described by Moreira [83], at every 64 azimuth pixels and averaged over 16
azimuth lines. After examing the preliminary processed image (Figure 5.10),
512 azimuth pixels were used as the operator window length, and 32 pixels
at both ends were overlapped with neighboring window output.

After the further focusing, a final single-look image in Figure 5.11 is ob-
tained. Now point scatterers and details of the urban structure have become
clearly visible.

The upper half (near range) of the image is still too dark to be discernible
even after a linear histogram stretching. The gray levels of the subimage of
the upper half were rescaled to make it visible as shown in Figure 5.12.

Both Figures 5.10 and 5.11 were printed on a HP laser printer which has
a 150 ppi (point per inch) resolution. The resolution of the printer is not
good enough to provide a high quality printout. For instance, an azimuth

line consists of 820 pixels while HP laser printer can only print 360 points
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Figure 5.11: Reconstructed image after a further focusing process step. Im-
age representation is same as the one shown in Figure 5.10.



Figure 5.12: The upper half (from the nadir to the middle range) area of the
same image shown in Figure 5.11. Gray levels were rescaled.
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over the 2.4 inches as shown in Figure 5.11. For this reason, certain small
features in the images were blurred.

Enlarged image sfor the upper half and the bottom half (far range) area
are shown in Figures 5.12 and 5.13, respectively.

A small area is selected to determine how well point scatterers are recon-
structed. Figure 5.14 (a) is a close-up of the image near the junction of the
two main runways shown in Figure 5.11. The image is magnified about four
times compared with the image shown in Figure 5.11. The rectangle in Fig-
ure 5.14 (a) represents the selected subarea, in which two point scatterers are
centered. The complex data corresponding to this area were then converted
to a power representation and interpolated to obtain the result as shown in
Figure 5.14 (b). The 3 dB width in azimuth is determined to be about 4.1 m.
This 3 dB width (4.1 m) is about 1.5 times larger than that of narrow swath
airborne SAR simulation (2.8 m in Figure 5.4). Therefore the reconstruction
from actual SAR data acquired in nadir mode is not so good as the result of
the simulation conducted using parameters of the narrow swath mode. The
azimuth 3 dB width is, however, still good to be fitted into one resolution
pixel.

In summary, the reconstruction by direct application of the inversion
process resulted in a slightly underfocused image. Airborne SAR data set
acquired in the nadir mode is definitely not most suitable for the test data of
the new inversion method, because the ratio of the far range to the near range
in this mode is very large. However, the image formation experiment based

on the new inversion approach, incorporated with further focusing step, can
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figure 5.13: The bottom half (from the middle to the far range} of the test
area as shown in Figure 5.11.
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Figure 5.14: (a) The square represents the subarea where the point scatterers
are located. {b) Power representation of the small subarea. The 3 dB width
in azimuth is about 4.1 m.
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successfully overcome the initial underfocusing problem experienced with this
particular type of data set. Even though the inversion method is still in the
early development stage, the test results are very positive and demonstrate
the potential capability of the method.

Although the theoretical formulation of the inversion is now completed,
certain details of the implementation of the approach are yet to be quantita-
tively investigated and tested. More quantitative experiments using satellite-
borne SAR data are required to fully assess the performance of the new

imversion approach.
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Chapter 6

SAR Image Enhancement for
(Geological Application

6.1 Introduction

Since the early 1950's imaging radar has been used for geologic mapping,
especially for surface structural information. SAR imagery is most sensitive
to surface morphologic features, principally due to the strong dependence of
radar backscattering process on surface roughness, slope, or dielectric con-
stant (Trevett [101]). Among a number of geological applications of airborne
and spaceborne SAR, this chapter focuses mainly on geologic lineament anal-
ysis and enhancement. The linear features are one of the most distinctive
features on aerial and space images, and therefore the use of the term linea-
ment has proliferated in remote sensing geology recently. The term lineament
has been applied to imply alignment of different geological features such as
shear zones, faults, rift valleys, joints and fracture traces, alignment of fis-
sures, dykes , or plutons, and so on.

Geologic lineament study using remote sensing imagery has long been one
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of the most important applications in the geological remote sensing. SAR
images generally provide excellent lineament details compared with other
sensor data, as demonstrated by many investigations using the Seasat SAR
data and Landsat imagery (Harris [40]). However, there exist certain SAR
system biases, and thus cautions must be taken when a set of SAR data is
interpreted for geological applications. Important radar parameters for imag-
ing of surface geological lineaments are: 1) radar look direction, 2) incidence
angle, and 3) spatial resolution (Harris [40]).

Local incidence angle determines the intensity of the radar return: small
incidence angle leads to intense backscattering (MacDonald [68]). As the
incidence angle increases, the amount of backscattering energy decreases.

The radar look direction is defined by the radar squint angle given in
Figure 1.1. In the CCRS’s airborne C-SAR and the ERS-1 SAR case, the
radar look direction is normal to the azimuth. The radar look direction is the
most important factor in imaging lineaments (Harris [40]). The radar look
direction biasing (or the radar azimuth biasing) problem has been addressed
by Lowman et al. [66], and Masuoka et al. [75]. The radar look direction de-
termines the preferential enhancement of the terrain: linear features within
20° of being parallel to the look direction are practically invisible {Lowman
et al. [66]), whereas those within 20° of normal to the look direction are
strongly highlighted (Harris [40]). For this reason, Lowman et al. [66] sug-
gested that at least two look directions be mandatory in any SAR application
project for geologic investigation.

This chapter is focused on two questions:



1) how can the trends of lineaments in a SAR image be determined effi-

ciently and effectively 7, and

2) if two or more SAR data sets are made available, then how can these
multiple SAR data sets be optimally combined for geological interpre-

tation ?

To determine the dominant lineament trends on a SAR image, the Radon
transform (Radon [88]) analysis technique is tested first. The plot of the
maximum amplitude of Radon transform versus slope is found to be very
useful for analyzing surface geologic lineaments. An experiment is carried
out using a set of airborne C-SAR and ERS-1 SAR data from the Sudbury
Basin. This experiment demonstrates that the radar look direction biasing as
well as dominant lineaments trend can be well analyzed through the Radon
transform.

Correlation using the Radon transform is also investigated to evaluate
whether this technique would be useful for discriminating certain geologic
structures in a SAR image. Experimentation with airborne C-SAR data
from the Wekusko Lake test area is conducted.

The task of merging two or more SAR data sets into one image is inves-

tigated in three different approaches:
1) simple addition or subtraction,
2) directional derivative followed by subtraction, and

3) the principal components analysis (PCA) approach.
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Bach test is carried out with the CCRS’s airborne (-SAR and the ERS-1
SAR data from the Sudbury Basin test area.

Geological interpretation of the selected test areas is beyond the scope of

this thesis.

117



6.2 Determination of Geological Structures
Using Radon Transform

6.2.1 Introduction

Geological lineament mapping using remote sensing data has been the most
commonly adopted technique in geological remote sensing applications. Lin-
eaments that appear on a SAR image are usually interpreted visually (Harris
[40]). Instead of visual detection of lineaments, the Radon transform can be
applied to the SAR data with the objective of geologic structure analysis.

The Radon transform has been widely used in pattern recognition for
detecting linear features from an image (Illingworth and Kittler [49]). It has
been also applied to problems such as ship wake detection by analyzing SAR
images (Rey et al. [94]). Two approaches to the Radon transform in geolog-
ical remote sensing of SAR data are investigated in this chapter including:
first, geological lineaments analysis, and second, correlation using the Radon
transform to determine a certain geologic structure.

Application of the Radon transform for determination of geologic linea-
ments is straightforward. By detecting pixels of relatively large amplitude in
the Radon transform space, certain groups of lineaments in a SAR image can
be determined. This study is focused on developing a technique to determine
dominant trends of lineaments in a test SAR data rather than detecting in-
dividual lineaments. A plot of the maximum amplitude of Radon transform
versus slope is found to be an effective criteron in identifying major trends of

specific geologic surface features in the SAR data. An experiment was car-
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ried out using the CCRS’s airborne C-band and ERS-1 SAR data over the
Sudbury Basin. Results of the Radon transform analysis demonstrate that
it is very efficient and effective for determining dominant trends of surface
lineaments from SAR data. However, the radar look direction bias should be
carefully analyzed in the process.

The second application is correlation using the Radon transform for lo-
cating geologic features of specified shape in a given SAR image. The Radon
transform of two-dimensional convolution and correlation are derived in this
study, and proved respectively to be one-dimensional convolution and cor-
relation. A test using airborne SAR data from the Wekusko Lake area,
Manitoba, is partly successful in locating fold structures through a combined

process of screening in the Radon transform space and correlation.

6.2.2 Radon Transform Analysis of Lineaments

The Radon transform has been used widely for linear feature detection in
pattern recognition (Illingworth and Kittler [49]). The Radon transform was
also utilized to detect ship wakes on a SAR image which was contaminated
with speckle noise (Murphy [84], Rey et al. [94]). For detection of individual
lineaments, a method using the Hough transform can be applied to automatic
detection of lineaments (Wang and Howarth, [105]).

In geological applications of SAR imagery, analysis of the dominant trend-
s of lineaments is as important as detecting individual lineaments. An ap-
proach for determining dominant direction of geological lineaments in a SAR

image through the Radon transform is investigated below.
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Coordinates for the image space and the Radon space used in this thesis
are as follows. The image space is defined by (z,y) coordinate as shown in
Figure 6.1. The origin of z is at the center of vertical axis, while the origin of
y Is at the left-most pixel. The Radon space is defined by (p, z) coordinate.
Slope of a line is defined by p, which is zero if parallel to 2-axis, and positively
increases clockwise as shown in Figure 6.1. The coordinate z is defined by
the interception of a line at = 0. Given this coordinate convention, the
Radon transform is given by

0(p2) = [ flaztpr)de

— o

=[] #a,9)8s -z~ pa)duay (6.1)
(Radon [88]). The notation
é(z,y) &5 U(p, 2) (6.2)

will be used to indicate that the function ¢(z,y) and ¥(p, z) are related by
the Radon transform in Eq.(6.1).

Various properties of the Radon transform were summarized in Deans
[25] (pp-65-95), and Durrani and Bisset [28] (p.1181, Table 1). Three Radon
transform pairs are summarized in Table 6.1 as examples.

An example depicted in Figures 6.2 and 6.3 illustrate the Radon transform
pairs of a point, lines and an hyperbola. The point, two straight lines, and
one hyperbola are respectively mapped onto a line, points, and ellipse in the
Radon transform space (p-z space) as in Figure 6.3. In this example, one can

easily realize that the contribution to Radon transform of an isolated point
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Figure 6.1: Image coordinate for the Radon transform.

Table 6.1: Examples of Radon transform pair.

v

Image space Radon transform

Point 6z —a,y — a) z =b— ap (Line)
Line Yy =pot+2z | 6(p—po,z— z) (Point)
Hyperbola | y = ava? + 02 | 2 = by/a? — p? (Ellipse)
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Figure 6.2: Point, lines, and hyperbola in the image space.
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Figure 6.3: Radon transform of point, lines, and hyperbola.,
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scatterer (e.g. corner reflectors, or speckle noise in a SAR image) is much
less significant than those of lines or hyperbola.

Numerical implementation of the Radon transform was made by employ-
ing a fast algorithm (Haneveld and Kerman [36]). This algorithm was initially
developed for the fast 7-p transform which is a discretized Radon transform
developed for seismic application (Haneveld and Kerman [36]). The maxi-
mum slope (maximum p-value) used in this study is £5.0 (£78.7 in degrees).

Two sets of SAR data from the Sudbury Basin, Ontario, were selected for
the test. The locations of Sudbury Basin and Wekusko Lake test sites are
shown in Figure 6.4. The two SAR data sets include the CCRS’s airborne C-
band SAR data and the ERS-1 C-band SAR data, and images are respectively
shown in Figures 6.5 and 6.6. The ERS-1 image data was coregistered to
airborne C-band SAR image.

The Sudbury Basin is located in eastern Ontario, Canada, and is a north-
east trending ellipsoidal geological structure. The SAR images provide a good
representation of the topographic features and certain surface geological lin-
eaments including faults, dykes, and fractures. The topography imaged in
the SAR data includes the relatively rugged and mountainous North Range
of the Sudbury Basin (northwest parts of images in Figures 6.5 and 6.6),
and the low relief interior basin and South Range. An interesting aspect
of the C-band SAR imagery over this area is that the terrain is uniformly
rough relative to the radar wavelength (5.6 cm). Therefore the tone of the
C-band imagery over this area is dominated by the local incidence angle (i.e.

by topography alone) (Lowman [67]). Detailed geologic interpretation of the
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Figure 6.4: Location map of Sudbury Basin and Wekusko Lake test area.



Figure 6.5: CCRS’s airborne C-band SAR
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image over the Sudbury Basin.




Figure 6.6: ERS-1 SAR image over the Sudbury Basin.
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C-band SAR imagery over this area is found to Lowman [67).

This study is concentrated specifically on lineaments in the North Range
such as northeast trending fractures, north of northwest trending faults, and
west of northwest trending dykes. Some selected geological lineaments in
the North Range, transferred from a published geological map (Ontario Geo-
logical Survey Map 2491, Pye et al. [87]), are superimposed on the airborne
SAR data in Figure 6.7.

The airborne SAR image (Figure 6.5) generally depicts surface geological
details much better than the ERS-1 SAR image (Figure 6.6). Airborne C-
SAR image is specially effective in imaging the interior of the Sudbury Basin
where there is relatively low relief region. Although the airborne SAR data
provides detailed structures better than the ERS-1 SAR data, the north to
northwest trending linear features are poorly imaged in the airborne SAR
imagery due to the flight direction (about 70°NE). Conversely, the ground
track of the ERS-1 platform is about 20°5W, which results in better imaging
of north to northwest trending geologic structures, but northwest to eastwest
trending dykes are hardly visible. The look direction effects are most con-
spicuous in the North Range of Sudbury Basin (northwest quadrangle of the
images).

The Radon transforms of the airborne SAR and ERS-1 SAR data (Figure
6.5 and 6.6) are plotted using gray level in Figure 6.8 and 6.9, respectively.
These Radon transform are obtained after the image digital number (DN)
value (from 0 to 255) is rescaled into (—1.0,1.0). In Figure 6.8 and 6.9, dark

stripes having positive slopes are seen. The relationship between a point

128



Figure 6.7: Airborne SAR image from the Sudbury Basin superimposed by
geological lineaments: F — Fault; D — Dyke.
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Figure 6.8: Radon transform of airborne SAR data.
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Figure 6.9: Radon transform of ERS-1 SAR data.
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in the image space and the line in the Radon transform space indicates that
these stripes can be interpreted as contributions from lakes which are dark
areas in the SAR images. Bright spots in the Radon transform correspond
to lineaments in the SAR image.

The method of determining dominant trends of geological lineaments is
developed, and described below. If the focus of the study is on the major
orientation rather detection of individual lineaments, the relative change in
amplitude of Radon transform with respect to p (or slope) is important. The
first step is to detect the maximum amplitude at each constant p-value. The
next step is to plot the changes of this maximum amplitude versus slope (p
in degree) as shown in Figures 6.10 and 6.11.

Figures 6.10 (a) and (b) respectively are plots for the CCRS’s airborne
and ERS-1 data, plotted together on the same scale in Figure 6.11. The
plotted values are roughly divided into three ranges: first the range from
about —79° to —407, the second from —40° to +35°, and the third from +35°
to about +79°. The Radon transform of the ERS-1 data (Figure 6.10 (b))
shows large amplitude (notice the logarithmic scale) between —40° and +15°,
and a peak value at —26°. In the same range the airborne SAR data (Figure
6.10 (a)) is characterized with an amplitude low at —16°. This means that
north to northwest trending lineaments are highlighted on the ERS-1 SAR
image, while they are poorly imaged by the airborne SAR. This effect can be
explained by the SAR look direction biasing (Harris [40], Lowman et al. [66]).
As it was pointed out earlier, the azimuth direction of the airborne SAR was

about 70°VE and that of ERS-1 was about 20°SW. The airborne SAR. look

132



Airborne

- A

I | V H‘W
i |
E::, | |

-B0 —40 40 ao

o
Slope {(Deg.)

Airborne

(a)

(continued to the next page)

133



ERS—1

t\f //\[/\[‘/\/VL\ a A
o~ % JV
0
.
L
0o
T i '4‘
o+
o
o]
joh
2]
<< _ il

o |

o

8]

~80 —-40 40 80

o
Slope (Deg.)

ERS-1

(b)

Figure 6.10: Plot of maximum amplitude of Radon transform versus angle:

(a) airborne SAR data, (b) ERS-1 SAR data.
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Figure 6.11: Plot of maximum amplitude of Radon transform versus angle:

airborne SAR data in dotted line, and ERS-1 SAR data in solid line.
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direction bias results in poor imaging of north to northwest trending surface
geological lineaments in the study area. Fortunately, the ERS-1’s ground
track were such that these particular features were highlighted by ERS-1
SAR. The Radon transform experiment clearly demonstrates the SAR look
direction effects.

The Radon transform amplitude high in the range from +43° to +50°
in both airborne and ERS-1 case (Figure 6.10 (a) and (b)) may represent
northeast trending linear features in the North Range. The range between
—79° and —40° with a peak at —44° in the Radon transform space corre-
sponds to northwest to eastwest trending lineaments (Figure 6.10 (a) and
Figure 6.11). The peak at —46° also appears in the ERS-1 data (Figure 6.10
(b) and Figure 6.11), and it may represent northwest trending lineaments in
the North Range.

The other interesting peak at —72° in the airborne data is not significant
in the ERS-1 case. The T0°NW striking linear features, which are clearly
visible at near left-top in the airborne SAR image (Figure 6.5), may represent
dykes as shown in Figure 6.7. These lineaments are not visible in ERS-1 SAR
image (Figure 6.6).

Evaluating trends of lineaments is an important task in the geological
application of SAR (Harris, [40]). As demonstrated in this section, the Radon
transform technique for analyzing the geological lineament is very efficient
and effective in determining the dominant trends of lineaments from SAR

digital image data.
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6.2.3 Correlation Using The Radon Transform

Among the various properties of the Radon transform, the convolution and
correlation property have been considered to be not as useful as other proper-
ties. Many authors, for instance, Deans [25] (pp.95, Eq.(10.1)), and Durrani
and Bisset [28] (p.1181, Table 1), have pointed out that the Radon transfor-
m of convolution is the convolution of the Radon transforms. Similarly, the
Radon transform of correlation is the correlation of the Radon transforms.
Compared to the Fourier transform theorems in which the Fourier transform
of a convolution pair becomes a product of the Fourier transforms, it was
judged that convolution or correlation through the Radon transform was not
worth performing.

However, it can be shown that two-dimensional convolution (or corre-
lation) of the Radon transform is simply a one-dimensional convolution (or
correlation) in the z-dimension. Thus, convolution or correlation through the
Radon transform increases the computational efficiency when it is applied to
two-dimensional data. Consequently, correlation through the Radon trans-
form can be applied to determine the location of a certain geological structure
of specified shape in two-dimensional survey data such as SAR images.

The Radon transform of two-dimensional convolution and correlation is
derived as follows. The shifting property of the Radon transform is given as

(Durrani and Bisset [28], pp.1181, Table 1.)

¢z —a,y— D) &L, U(p,z —b+ap) . (6.3)
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Two-dimensional convolution is defined as

q(z,y) / fle',yYgle — ',y —y')do'dy’ . (6.4)

Using Eq.(6.1) and (6.4), the Radon transform of two-dimensional convolu-

tion is then written as

Qv2) = [[atww)sly—=—pe)dsdy (6.5)

= [[ /f J@,yYglz — 2’y — y') d:cfdyf] 8y — z — pz)dady

Il

]f f gz 2"y —y)é(y — 2 — px) da dy] f@y)dady .

The inside of the square bracket is the Radon transform of a shifted function
glz — ',y —y). Using the shifting property in Eq.(6.2), the above equation

can be reduced to

Q(p, z) f/oo (z G(p,z — y' + pa') da'dy’ (6.6)

where

g9(z,y) &L G(p,z) . (6.7)

Eq.(6.6) can be rewritten as

Qp,z) = ff Sy [j G(p,z—2)6( —y +2'p) dz'} da'dy’

- fG(p, z—2') [f/ f&,y)é(y' — 2" + a'p) d:v'dy"] dz'(6.8)
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Since the inside of the square bracket is the Radon transform of f(z,y), the

equation results in

Qw2 = [ F(p,2)Glp,z ~ ) (6.9)
where
fla,y) &5 Fp,z) . (6.10)

Therefore, two-dimensional convolution in (z,y) domain reduces to only one-

dimensional convolution in the Radon transform domain (p, z), that is

[ty g &5 F s, G (6.11)

where

fla,y) &5 F(p,2)

9(z,y) &5 Gp,2) (6.12)

and *,, denotes two-dimensional convolution in - and y-dimension, while
*, denotes one-dimensional convolution in z-dimension.
Similarly, the Radon transform of two-dimensional correlation can be
proved to be
[ ®uy g &5 FR,G (6.13)

where ®,, denotes two-dimensional correlation in z- and y-dimension, while
8, denotes one-dimensional correlation in z-dimension.

In the above derivatin it was shown that the Radon transform of two-
dimensional convolution or correlation respectively reduces to one-dimensional

convolution or correlation. As regards computational efficiency, convolution
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or correlation through the Radon transform is not yet as attractive as the
Fourier transform approach. However, there are possible advantages of the
Radon transform approach over fast Fourier transform convolution. The
Radon transform approaches tested in this chapter are robust even when
SAR data is corrupted by noise (also see Murphy [84]). Certain filtering or
screening processes in the Radon space can be applied to effectively reduce
the noise level as a part of the convolution or correlation process. In ad-
dition, the total number of operations can be further reduced if the Radon
transform of a certain geometry can be defined by a simple function.

The following model test is carried out using hyperbolas. The test input
data shown in Figure 6.12 are composed of 256 x 256 pixels, and the apexes
of two hyperbolas are located at (64,71} and (—64,111). The task is to find
the coordinates of these apexes by applying correlation through the Radon
transform technique with a reference template. A reference template can
be made by a specified shape which is to be sought in a given image. For
this test, the reference template is selected as a hyperbola having its apex
at (0,11) as shown in Figure 6.13. In the actual operation, the reference
template is not necessary to be prepared in the z-y space. Instead, the
Radon transform of a hyperbola is estimated to be an ellipse (the relation
listed in Table 6.1). A unit value is assigned to the nearest neighborhood
pixels along the ellipse in p-z domain. Thus there is only one non-zero pixel
at each fixed p-value. Correlation in zdimension with this reference template
in the Radon space can be accomplished now by simply shifting the Radon

transform of the original image in the z-dimension. The result of correlation
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Figure 6.12: Model test for correlation through the Radon transform: input
data.
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Figure 6.13: Model test for correlation through the Radon transform: refer-
ence template.
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through the Radon transform is shown in Figure 6.14. The coordinates of two
bright spots indicate exactly the distance between the two hyperbolas of the
original image (Figure 6.12) and the reference template (Figure 6.13). Each
of two bright spots is located at the crossing point of two dim straight lines
which are in fact asymptotes to the hyperbola. In summary, coordinates of
the apexes can be determined by locating the bright points (or dark point if
original value is low DN-value) at the crossing point of two dim asymptotes.

Correlation using the Radon transform approach was applied to the air-
borne C-band SAR data from the Wekusko Lake area, Manitoba Canada
(Figure 6.15). The topography of this area is characterized by the very low
reliel typical of the Canadian shield, which results in an SAR image with
very low radar shadow. Several fold structures are visible, however, due to
changes in terrain slope especially in the bottom half of the image (Figure
6.15). Parts of lake shorelines which are parallel or subparallel to azimuth
are expressed by high brightness, whereas many fold structures are expressed
by darker tone. In Figure 6.15, the squares annotated by “A”, “B”, and “C”
include apexes of visible fold structures. To locate apexes of fold struc-
tures, a reference hyperbola is selected which is represented by a equation
y = 4.5y/z% + (33)% — 145 (Figure 6.16). The selection of the reference hy-
perbola is based on the shape analysis of the fold whose apex is located at
“A”.

Correlation using the Fourier transform was tested first, with the result
shown in Figure 6.17. The correlation through FFT was carried out after

zeros were padded to the original data in both z- and y-dimension. No
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Figure 6.14: Model test for correlation through the Radon transform: output.
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Figure 6.15: Airborne C-band SAR data from the Wekusko Lake area, Mani-
toba Canada: the squares annotated by “A”, “B”, and “C” correspond to the
location of discernible fold apexes; “D”, “E”, and “F” correspond to fold-like
structures.




Figure 6.16: The reference hyperbola for correlation.
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distinct points can be discerned in Figure 6.17 except for subtle changes in
brightness. Low DN-values of fold structures and low tonal contrast of fold
structures with adjacent fields in the image may be responsible for this poor
result.

Correlation using the Radon transform was tested with the same da-
ta as used above. The correlation process, a simple shifting processes in
z-dimension as previously explained, was performed after screening in the
Radon space. The screening process in the Radon space detects a certain
level of amplitude of the Radon transformed values and replaces them with
a specified values. Most bright lines in the test SAR image (Figure 6.15) are
shorelines parallel or subparallel to azimuth. Thus, one can expect that the
high amplitudes of the Radon transform are contributions from these bright
shorelines.

Fold structures which are main targets to be located are expressed by
low DN-values. For the reason, the high amplitude of the Radon transform
signature are not useful for this specific purpose. The screening process

adopied is as follows:

1) find the maximum amplitude of the Radon transform and multiply it

by a weighting factor (0.8 in this test) to make a ceiling value,

2) keep the amplitude if it is less than the ceiling value estimated by 1),

or

3) replace the amplitude by the ceiling value if the amplitude is higher

than this level.
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Figure 6.18: Correlation output through the Radon transform approach with
superposition of squares from Figure 6.15.
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The result of the correlation through the Radon transform is shown in
Figure 6.18, and is remarkably different from that shown in Figure 6.17.
In Figure 6.18, there are many dark spots with crossing asymptotes from
the reference hyperbola. The squares in Figure 6.18 are superimposed from
Figure 6.15. Dark spot in the area “A” is easily detectable in Figure 6.18
and it corresponds to apex of a fold (“A” in Figure 6.15). Dark spots in

;" are not as clear as the area “A” in Figure 6.18 and

the area “B” and
interpretation are questionable. There are some difficulties in determining
geological interpretation of area “D”, “E”, and “F”, which are more clearly
detectable than “B” and “C”, but they may not represent true fold structures.

In summary, the correlation approach through the Radon transform is not
yet fully applicable for locating certain geological structures on SAR. image
data. However, the result of this approach is very promising as an alternative

to the Fourier transform approach especially when correlation is combined

with a screening process in the Radon transform space.



6.3 Merging of Multiple SAR Image Data
Sets

6.3.1 Introduction

Since the first public orbital SAR mission on Seasat, a number of digital
image processings of SAR data have been carried out to enhance geologic
structure (e.g. Masuoka et al. [75], Lowman et al. [66], Curlis et al. [20], Hi-
rose and Harris [42], Daily [24]). Masuoka ef al. [75] in particular has tested
various digital SAR image enhancement techniques using SIR-B and Seasat
data over Canadian Shield. Lowman et al. [66] also investigated SIR-B and
Seasat SAR imagery over the Canadian Shield test sites, and addressed the
SAR look direction biasing (or azimuth illumination biasing) problem. The
radar look direction bias is severe especially at linear ridges and valleys that
are uniformly rough relative to radar wavelength, because incidence angle
will be similar and there will be no inherent backscatter contrast (Lowman
et al. [66]). It was suggested that at least two data sets of different look
direction be mandatory for geologic interpretation of SAR data (Lowman
et al. [66]).

The following work is focused on the topic of merging two or more SAR
data sets to reduce the radar look direction biasing, and enhancement of
geologic features in the merged image. Three approaches are investigated
and tested using C-band airborne SAR data and ERS-1 SAR data from the

Sudbury Basin test area. They include:

1) simple addition or subtraction,



2) directional derivative followed by simple subtraction, and

3) principal components analysis (PCA) approach.

6.3.2 Digital Image Addition and Subtraction

One of the simplest approaches to combine two SAR data sets is pixel by
pixel addition or subtraction of digital image data. The added images were
reported to retain both topographic and geologic features when Seasat and
SIR-B SAR data were combined for a low relief Canadian Shield area (Low-
man et al. [66]).

A general equation of the addition process can be written as
DNyew =a- DNy +b- DNp (6.14)

where ¢ and b are weighting factors and are positive constants.

In this study, tests for digital image addition are carried out using C-band
airborne and ERS-1 SAR data over the Sudbury Basin test area shown in
Figures 6.5 and 6.6, respectively. Two resulting additive images are shown in
Figure 6.19 and 6.20. The first one in Figure 6.19 was generated by a direct
addition (i.e. @ = 1.0 and b = 1.0 in Eq.(6.14)), and the second one in Figure
6.20 used a = 0.75 and b = 0.75. In this test of additive image, the relative
weighting case (i.e. different @ and b) has not been included because optimal
weighting factors of @ and b can be achieved by the principal component
analysis.

The digital image DN-values are always positive, consequently the addi-

tion results in brighter tone than the original images in general. Specifically,



in Figure 6.19 which is a direct addition with unit weighting factors, details
of many small geologic features have disappeared because of the many scat-
tered bright spots. In Figure 6.20 where the weighting factors were a = 0.75
and b = 0.75, large surface geologic features of the North Range (northwest
parts in the image) are retained, and both NWW-trending lineaments of
airhorne SAR data and NNW-trending lineaments of ERS-1 SAR data are
relatively well visible. Geologic features inside the Sudbury Basin structure
are blurred when compared with the original airborne data in Figure 6.5.
Northeast trending linear features along the North Range are also hardly
visible.

Instead of additive process, two SAR data sets can be combined through

a subtraction. The following subtractive operation used is:
DNpew = DNy +a- (DNy— DNp) (6.15)

where @ is a constant factor. Two subtractive images were generated by
using a factor ¢ = 0.5 (Figure 6.21) and a = 0.4 (Figure 6.22) using two
original airborne and ERS-1 SAR data sets. In a similar manner to the
additive images shown in Figure 6.20, geologic features in the North Range
have retained characteristics of both airborne (NWW-trending lineaments)
and ERS-1 (NNW-trending lineaments) SAR data. Features inside the low
relief Sudbury Basin area are less clear than in the original airborne SAR
image (Figure 6.5), but are better imaged than the additive images shown
in I'igure 6.19 and 6.20. Northeast trending linear features along the North

Range are not so distinct as the original SAR data in Figures 6.5 and 6.6.



Figure 6.19: Additive images with factors ¢ = 1.0 and b = 1.0.
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Figure 6.20: Additive images with factors ¢ = 0.75 and b = 0.75.



Figure 6.21: Subtractive images with factors a = 0.5.



Figure 6.22: Subtractive images with factors e = 0.4.



In summary, the subtractive image merging appears to work better than
the simple additive image processing in this particular example. However,
neither the simple addition nor the subtraction process is very effective for

preserving the original surface geologic features.

6.3.3 Directional Derivative Approach

In the previous section, merging of two SAR data sets using simple addi-
tion or subtraction resulted in loss of certain geologic features. In both case,
enhancement of specific features prior to merging is required. The direction-
al derivative method is very effective in enhancing linear features of remote
sensed data in a selected direction (Masuoka et al. [75], Harding [39], Moore
and Waltz [82]). Moore and Waltz [82] suggested a general approach to linea-
ment enhancement on Landsat TM data. Masuoka et al. {75] investigated a
variety of lineament enhancing filters suitable specifically for SAR data, and
concluded that a Prewitt edge mask was most useful but suggested a slight
modification for SAR data from that used by Moore and Waltz [82]. A re-
maining question is then how the direction to be enhanced can be determined.
One simple approach is the visual inspection of the SAR image data to select
the direction. The radar look direction may be an alternative because surface
geologic structures parallel to the radar look direction are generally poorly
imaged in SAR data unless roughness contrasts compensate.

A method described in this section is an approach utilizing the Radon
transform amalysis discussed in Section 6.2.2. The following processing steps

for the directional derivative and merging are implemented:



(1) select a direction to be enhanced using the Radon transform analysis.

(2) directional derivative processing using a 3 x 3 convolution window (Fig-

ure 6.23) developed by Haralick [37].
(3) add directional components of step (2) to the original digital SAR data.

(4) generate a subtractive image with the other SAR data.

SAR data sets used are again the CORS’s airborne C-band and the ERS-
1 SAR data from the Sudbury Basin test site (Figure 6.5 and 6.6). Plots of
the maximum amplitude of the Radon transform versus slope are shown in
Figures 6.10 (a) and (b), and 6.11.

One class of important surface geologic feature in this test site is the
northeast trending linear features in the North Range (Figure 6.7). These
were highlighted in neither the additive image (Figure 6.20) nor the sub-
tractive images (Figure 6.21 and 6.22). Strikes of these linear features were
estimated to be the range from +43° to +50° using the Radon transform
analysis. In this range, the amplitude of Radon transform of both original
CCRS’s airborne and ERS-1 SAR data show relatively high amplitude (Fig-
ure 6.11). Directional components were estimated first using ERS-1 data
with & = +47° for the convolution mask shown in Figure 6.23. A subtractive
image with weighting « = 0.4 (Eq.(6.15)) in Figure 6.24 is then produced us-
ing the original SAR data and the lineament enhanced ERS-1 data through
the directional derivatives. Comparing Figure 6.24 with simple additive or
subtractive images of I'igure 6.20, 6.21, and 6.22, the NE-trending geological

linear features are well enhanced. In addition, NNW-trending lineaments in
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Figure 6.23: Directional derivative convolution mask (Haralick 1984).

the North Range, which are characteristic features in the ERS-1 SAR data,
are also well expressed and enhanced relative to the original airborne SAR
data shown in Figure 6.5. Small structures in the south-eastern parts of the
image where there is an area of relatively low relief are deteriorated to some
extent by many speckle noise-like bright spots.

Another image in Figure 6.25 is obtained through the same steps used
to generate the images in Figure 6.24 but with 8 = —26°. This is the strike
estimated using Radon transform analysis of the ERS-1 SAR data (Figures
6.10 (b) and 6.11) for distinct linear features. The image shown in Figure 6.25
enhanced NW- to NNW-trending lineaments relative to the results shown
in Figure 6.24. Geologic structures inside the Sudbury Basin, however, are
less than in the original airborne C-band SAR data.

Further investigations are required to reduce speckles and the other arti-
facts introduced by the directional derivative process. However, a combined
processing of directional derivative and digital subtraction is effective ap-
proaches for merging to reduce radar look direction bias relative to simple
addition or subtraction. The Radon transform analysis has proven to be very

effective for selecting linear edge directions for enhancement.
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Figure 6.24: Image obtained through directional derivative process (¢ =
+43°).
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Figure 6.25: Image obtained through directional derivative process (¢ =
—26°).
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6.3.4 Principal Components Analysis

The principal components analysis (PCA), also referred as Karhunen-Loéve
transform, 1s a very useful technique for the analysis of correlated multiple
data sets. The PCA is widely used in digital remote sensing to compress
the dimensionality of multispectral data sets by projecting data to an eigen
space with the objective of optimally reducing redundancy (e.g. Jensen [51]).
Moon et al. [79] tested the PCA approach with SPOT data, and showed
that it was very effective in the classification of surface geological features.
Masuoka et al. [75] carried out a similar PCA study with three SAR data
sets.

For multiple data sets, the DN-values are often highly correlated with
each other. The mutual relations of DN-values between two data sets can
be measured by covariance matrix. Covariance matrix is defined by the joint
variance of DN-values about common mean of two data sets (Jensen [51]).
Correlation coefficient is the ratio of the covariance of two data sets to the
product of their standard deviations. Using a covariance matrix of the mul-
tispectral data set, a new coordinate system can be defined so that the first
axis (or first principal component} is aligned to the direction associated with
the maximum variance. The second principal component is then orthogonal
to the first principal component and associated with the remaining maximum
variance. The following principal components are defined in a similar man-
ner to the second principal component. Thus, projecting highly correlated
original data sets to the principal components results in new uncorrelated

multiple data sets. The first principal component is associated with the
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direction of the maixmum amount of variance, and thus the first principal
component image is dominated by most highly correlated features in all of
original data sets.

The problem examined here is how to merge SAR data sets to reduce
the radar look direction bias, and consequently enhance the geologic linea-
ment features through the PCA processing. The PCA test was first carried
out with two data sets: the original airborne SAR data in Figure 6.5 and
the original ERS-1 SAR data in Figure 6.6. The resulting image of the first
principal components (the largest eigen value) is shown in Figure 6.26. Cor-
relation statistics of the PCA processing of the two SAR data sets are given
in Table 6.2, and the eigen values and eigen vectors are listed in Table 6.3.
The correlation coefficient of the two data sets is very low, 0.16, as given in
Table 6.2. The first component contains 58.5 percent of the variance. Al-
though certain lineaments are enhanced, details of the interior basin are not
well visible. The resulting image in Figure 6.26 is not much better than the
simple additive image shown in Figure 6.20. This result can be explained by
low correlation between two SAR data sets. In this case, auxiliary data sets
are required to improve the first principal component image.

The second PCA experiment are carried out using three data sets: the
CCRS’s airborne SAR data (Figure 6.5), the ERS-1 SAR data (Figure 6.6),
and lineament-enhanced data set obtained through the directional derivative
process (Figure 6.24). Correlation statistics and the eigen vectors of three
data sets are given in Tables 6.4 and 6.5.

The first principal component image is shown in Figure 6.27, and shows
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Figure 6.26: The PCA first component image of two data sets.
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Table 6.2: Correlation coefficient of the CCRS’s airhorne and the ERS-1
SAR data: Band 1 is the airborne SAR data, and Band 2 is the ERS-1 SAR
data.

Band 1 2
1 1.00
2 0.16 1.00

Table 6.3: Eigen values and eigen vectors of two components.

Figen value | Eigen value (%) | X1 = X2
1176.29 58.45 0.56 0.83
836.15 41.55 -0.83  0.56

details of the surface geologic features extremely well. All three types of
lineaments in the North Range, which include NNW-trending lineaments,
NWW -trending lineaments, and NE-trending lineaments, are enhanced as
are the small structures inside the basin.

The Radon transform analysis are again carried out to evaluate the en-
hanced lineaments, and the resulting plot of maximum amplitude versus slope
in degree is shown in Figure 6.28 (solid line). The Radon transform analysis
of the original airborne SAR data (Figure 6.10 (a)) is also plotted (dotted
line) using the same scale to compare with that of the PCA image. The
plot in Figure 6.28 shows the enhanced lineaments in the PCA image (solid
line) at —16° and —26° compared with the plot of the original airborne SAR

data (dotted line). It also shows that other characteristic amplitude peaks
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Table 6.4: Correlation coefficient of three data sets: Band 1 is the CCRS’s
airborne SAR data, Band 2 is the ERS-1 SAR data, and Band 3 is linement

enhanced data.

Band 1 2 3
1 1.00
2 0.16 1.00
3 0.74 040 1.00

Table 6.5: Eigen values and eigen vectors of three components.

Eigen value | Figen value (%) | X1 X2 X3
2378.47 66.91 0.52 036 0.77
913.45 25.70 -0.41  0.90 -0.15
262.92 7.40 -0.75  -0.24  0.62

at —75°, —46°, and the amplitude high in the range from +43°

all retained in the PCA image.

to +50? are

In summary, the PCA approach appears to be one of most effective

method for merging multiple SAR data sets, and it retains the character-

istics of each original SAR data set remarkably. However, the PCA image

obtained from only the two original SAR data sets did not improve much

from the simple additive approach due to low correlation between the two

original SAR data sets. In that case, at least one more additional data set

is required to effectively enhance lineaments in the resulting PCA image. In

this study, an additional data set obtained through a directional derivative

processing was used, and the resulting PCA first component image enhanced
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Figure 6.27: The PCA first component image of three data sets.
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the geological surface lineament features while it retains many small detailed

structures.
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Chapter 7

Conclusions

A SAR inversion formula for surface scattered SAR. data in the f-% domain
has been established in this thesis based on the Born (first) approximation
concept. The development has been focused on the initial formulation and
numerical implementation. The incident field as well as the backscattered
field are included in this approach. The wavefield spreading factor is kept
through the formulation. To be specific, the spreading factor of the incident
field as well as the backscattered field are included by introducing frequency
derivatives. The resulting inversion developed in this thesis theoretically
provides an efficient alternative and straightforward basis for the f-k domain
SAR signal processing.

To support the theoretical development of the inversion of SAR data,
simulations for both airborne and spaceborne SAR systems were carried out.
The simulation results demonstrate that the azimuth compression capabili-
ty of the new inversion algorithm, along with the accommodation of range
curvature, is very effective for both airborne and spaceborne cases. Another

distinguishing advantage over the conventional approach is that the complex
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backscattering coefficient can be determined, if desired. Simulation results
are presented to demonstrate that phase information of the scatterers can be
precisely determined by the new inversion method.

The results of an experiment using actual airborne SAR data set acquired
by the CCRS, in the nadir mode, turned out to be slightly underfocused. The
poor performance is partly due to ad hoc estimation of system parameters
during the processing and partly due to the inherent problem of airborne
nadir mode operating geometry. Despite the initial underfocusing problem,
further focusing processes, incorporated with the inversion processing, pro-
duce a well-focused final SAR image.

Although the theoretical derivation of the f-k domain inversion is now
completed, certain details of the numerical implementation of the approach
are yet to be assessed quantitatively. More detailed theoretical review and
quantitative experiments using satellite-borne SAR data are needed to ver-
ify that the new approach extracts the complex backscattering coeflicient
properly.

Various techniques of SAR image enhancement for geological application
have also been investigated and tested.

In determination of the dominant lineament trends, the plot of the max-
imum amplitude of Radon transform versus slope is found to be very useful,
The radar look direction bias can also be analyzed using this plot. Two di-
mensional correlation using the Radon transform is also reviewed, and it is
found that the Radon transform of two-dimensional correlation (or convo-

lution) becomes one-dimensional correlation (or convolution). Experiments
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to locate geologic structure of specified shape using this technique have not
proven successful. However, this method has demonstrated that this new
approach, with a suitable screening process in the Radon transformed space,
can be as effective as the fast Fourier transform approach.

Three approaches for merging of two or more SAR data sets have been
investigated and tested in this thesis. Simple addition or subtraction reduced
radar look direction bias to some extent but blurred certain small geologic
features. The combined processing of directional derivative and simple sub-
traction is effective relative to the simple addition or subtraction. The Radon
transform analysis can be utilized to select the direction of linear feature to be
enhanced by directional derivative. The PCA approach is the most effective
among the three approaches tested. The first principal component image en-
hances the geological linear features while retaining small structural details.
Three data sets are at least required to effectively enhance lineaments using
the PCA approach. If only two sets of SAR image data are available for bias
reduction, and if correlation between these two original data sets is very low,

at least one auxiliary data set is required.
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Appendices

A. Derivation of Forward Formula

Eq.(4.29) can be derived from Eq.(4.28) as follows. The Fourier transform of
O(z;w) in Eq.(4.28) with respect to g is

zkI:c_
st [ ime:
OF BV SN FLTS I
Hy ( y? -+ 2% 42‘?—@) dz dy (A..1)

where Héz)(-) is the Hankel function of second kind (Magnus and Oberhet-

Ok w)

tinger [71]). Now let us change the (y,z) coordinate into the slant-range

coordinate n = \/y2 + 2%, then we have

(2) —thzz 7.,
O(ky;w) ~ 87r Si /f o2, ) ———— HG (nky) e dedy  (A.2)

where k, is as defined by Eq.(4.31) in Section 4.4. The argument of Hankel
function (nk,) is much larger than unity because the minimum slant-range
7 is at least several kilometers and k, is always positive value as discussed

in section 3. Thus, the Hankel function can be replaced by its asymptotic

2 : .
) (gk,) ~ ‘/—rn et/ (A..3)
T )
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(Olver [86}).
Substituting Eq.(A..3) into Eq.(A..2), we have

i /4
O(kz;w) ~ ?,(:6 2\ Tk f/ \/ﬁan k) e~ Hhazthan) gy dn
et \ 7wk,

U—Z

which is Eq.(4.29) in Section 4.4,

(A..4)



B. Derivation of Inversion Formula

The mversion formula Eq.(4.32) is derived as follows. The Eq.(4.29) in Sec-

tion 4.4 can be rewritten as

twe™t 3
@(llu;c’w) ~ 471-62 ﬂ'_k; O.Tlc(ka” k,)) (Bl)

or equivalently

00 (key ky) ~ —2v/273 & 7/ —\/ME O(kp;w) . (B..2)
Thus the complex backscattering coefficient 2 (z,7) can be easily obtained
by taking the two-dimensional inverse Fourier transform of op (ke ky) with
respect to k, and k,.

Before taking the two-dimensional inverse Fourier transform, some special
conditions in processing SAR data can be considered. It is necessary to
compensate for the time gap of (27p/c) between the signal transmission and
the first arrival by multiplying Q(k,;w) by e~ 2mww/e,

From Eq.(4.31) in Section 4.4, the frequency w is

w:wg+w’:§\/k§+k§ (B..3)

where wy is the center frequency of the transmitted signal and ' is a fre-

quency width. The range of w’ is

o A/DzRate < < QWA/DZRate -
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After multiplying Eq.(B..2) by e™*%0%/¢ and replacing w by Eq.(B..3), the

two-dimensional inverse Fourier transform becomes

'nc( 777) ~ =47 6621/4 “'t"fjo'\/k%-l-k% .

271' ]] \/—m
c ¢ (ke i, o "
O] (kx’ 5\/@) € (ko) dks d'l“n ' (B"4)

Notice that the restored image o2, (2, 1) does not provide any information
for less than the minimum slant-range 7o, and therefore that the image is
required to be expressed by a shift variable 5’ = 5 — 5. The final inversion

formula then becomes

e A/ i ﬁ SRy
U?lc($= 77’) ~ —4v2r3ce /4 ff JD(L’] v kpt 1) .
27r U»? T ;"2

0 (ke 5B+ 1) eihertion) ak, a, (B.5)

which is Eq.(4.32) in Section 4.4.
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C. Derivation using the Method of Station-
ary Phase

The Fourier transform of Eq.(3.51) in Section 3.2.3 with respect to the az-
imuth = can be obtained through the method of stationary phase as follows.

The Fourier transform of Eq.(3.51) is given as

2z A z? T .
s(ks,tm) = fﬁ (t — i ;—7;) exp{~z—5\- (n + 57;)} e dz . (C..1)

The method of stationary phase is summarized as

7€) = [ o) exp{ito(e)} dz,  £>0 (C.2)
SRR EVE
il [EJZW} o(w) exp (ibp(zo)}  (C.3)

where z¢ satisfies ¢'(29) = 0 (Carrier et al. [15]).

Comparing Eq.(C..1) with Eq.(C..2), we can set

glz)y=4¢ (t — ?-77 — —Lj) (C..4)

c cn
dr 4w z?
z)=—| =+ ——+koz 0.
() (/\n+/\2n+ ) (C.5)
() = by + 27, (C..6)
)=k, + —=z .
¥ o
He N 4_7r
The 2o satisfying ¢'(zo) = 0 is estimated from Eq.(C..6) such as
A
2o = — Lk (C..8)

.
47
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Replacing Eq.(C..3) by Eqs.(C..4) - (C..7) with 2o = —Ank, /47, we have

[An i dmn/ A—=pi/4) 2 cn k2 en k2
v N ~ — Ay 1 t Ol A T ‘“
S(Lz,t, 7?) 2 [ 6 - 4 g exp 4 ¢ 4 - C/ 9)

which is shown in Eq.(3.51).
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