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ABSTRACT 

Breast microwave sensing (BMS) is a novel breast screening technique for detecting breast 

cancer based on detecting the dielectric contrast between cancer and breast healthy tissue. The 

current BMS systems are designed for use in clinical environments and are not suited for use 

in remote locations due to the hardware setup. 

This dissertation describes research conducted as part of developing a prototype portable breast 

microwave sensing (BMS) system for early breast cancer detection. The portable BMS system 

includes a scanning chamber, transmitter and receiver sensors on a semi-circular platform and 

the data measurement software used to control it. The portable system uses a horn antenna to 

transmit frequencies from 1.5 GHz to 6 GHz. A single receiver antenna was characterized at 

different distances from the transmitter. The symmetry of the semicircular receiver platform 

was investigated with respect to a reference antenna directly in line with the beam axis of the 

horn antenna, and with a 20 cm spacing. Another receiver antenna was placed at 0 cm and 1 cm 

horizontal separation from the reference antenna's immediate to its left or right side. This thesis 

investigated the response of the antenna sensor array to a point scatterer, using simulation and 

experiment. This study compares the E-field characteristics and DC voltages for each sensor, 

using simulation in CST Microwave Studio version 2019 and experimental results for both a 

free air system and with an Aluminum rod placed at 83 positions in the scanning plane.  

From the symmetrical analysis, the percentage of differences in the signal strength between the 

antenna placed to the left or right side of the reference antenna in the receiver were determined 

to be (0.22 ± 1.63)% and (−0.17 ± 1.74)% respectively, for 0 cm and 1 cm distance from the 

reference antenna. Each antenna element experienced mutual coupling with the antenna's on 

its immediate left and right in the receiver array. The optimal separation of each antenna in the 

receiver array was calculated to be 4 mm based on an envelope correlation coefficient of 0.37. 

The semi-circular receiver sensor array was built using thirteen patch antennas with a 4 mm 

separation between antennas.  

The portable BMS system was calibrated using a 13×10 array of geometric correction 

constants, which were calculated from the simulated E-field. The differences between the 

simulated and experimental results ranged from -4% to 3% for open space conditions and ±15% 

when an Aluminum rod was placed at different positions in the scanning plane. The receiver 
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antenna array's measured power ranged from 10.3 dBm to 9.3 dBm at a 95% CI under open 

space conditions. The maximum value of the average relative power (ARP) was 1.63, and the 

minimum value of the average relative power was -0.65 in the receiver antenna array. The 

experimental ARP results agreed with calculated results from the derived mathematical model 

of the portable BMS system, by 80% when considering the phase angle and by 85% without 

the phase angle. The preliminary results are promising and provide some insight as to where 

improvements must be made to enhance the detection ability and to reduce the differences 

between simulation and experiment results of the portable system.  
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CONTRIBUTIONS 

The primary contributions of the author of this thesis are reported in the following section: 

• This dissertation focuses on the development and evaluation of a microwave sensor 

array for a portable breast cancer detection system. The system's development included 

the design and/or evaluation of the receiver antenna array, the RF detector selection, 

and the switching circuit build for data acquisition. 

•  A single receiver antenna was characterized at different distances from the transmitter 

(horn antenna), and the symmetrical analysis of the receiver's semicircular platform was 

analysed using two receiver antennas.  

• The optimal separation between each antenna in the receiver antenna array was 

determined, and the array was built and characterized. Conjointly, the switching circuit 

was designed by a summer student, Justin Roznik. 

• The gain and bias factors were calculated for 13 sensors at 10 frequency points from 

1.5 GHz to 6 GHz at intervals of 0.5 GHz. The receiver sensors were calibrated by 

applying simulation results generated by Debarati Nath using CST Simulation Studio 

2019. 

• The differences between the experimental and simulated power for a free air system 

and with an Aluminum rod placed at different positions in the scanning plane were 

obtained. A sensitivity analysis of the system for a point like a scatterer (Al rod) in the 

scanning chamber was carried out. 

• A mathematical model for the portable system (derived by Pistorius) was compared to 

the experimental results for the point-like scatterer in the scanning chamber. 
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INTRODUCTION 

1.1 Introduction  

Cancer is the world's second leading cause of death, and an estimated 9.6 million people 

died from different kinds of cancer in 2018 [1]. Breast cancer is one type of cancer that affects 

2.1 million women in the world annually and causes more deaths of women than any other 

malignant neoplasm [2], with more than 626,027 people dying annually worldwide due to this 

disease [2]. The mortality rates have increased in many countries in Asia, Africa and Latin 

America [3]. The 5-year breast cancer survival rate for women in 2010-2014 was 65% in 

Malaysia and India, while it was 90% in the United States and Australia [4]. In Canada, during 

2018, about 8% of all cancer-related deaths were due to breast cancer [5]. The same study 

identifies that in Canada, the breast cancer mortality rate in females declined from 48% to 

22.4% from 1994 to 2015. Early-stage breast cancer is a treatable disease, with early-stage 

detection increasing the overall survival [6]. The survival rate can reach as high as 97% with 

early detection, which emphasizes the need for an efficient and reliable diagnostic technique 

for early breast cancer detection [7]. According to the different statistical findings, survival 

rates can be increased by early detection and the availability of breast cancer screening 

technologies. 

1.2 Breast Anatomy and Cancer Classification 

Understanding the anatomy of breast cancer plays a vital role in building the breast 

cancer detection model. The anatomy of the breast with its surrounding tissues is shown in 

Figure 2.1 [8]. In general, the breast has no muscle but is composed of skin, fat, connective 

tissue, and glandular tissue. The breast attaches to the chest wall with a circular base of 

diameter between 7 to 8 cm [9]. Each breast has many smaller spaces known as lobules 
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(glands), which in turn are formed from 15 to 20 lobes [10]. There are bulbs at the end of each 

lobule which can produce milk, and ducts carry milk from lobules to the nipple [10]. Cancerous 

cells occur due to uncontrolled cell growth and cell mutation [8]. Cancerous cells can invade 

and damage the surrounding tissues. In general, breast cancer is broadly divided into non-

invasive and invasive categories. Non-invasive cancers stay within the breast and do not 

metastasize beyond the breast. On the other hand, invasive cancers can spread into adjacent 

and distant normal healthy tissues. Most breast cancers are invasive [11]. 

 

Figure 2.1 Anatomy of Human Breast [8]. 

1.3 Challenges with Current Modalities 

Screening for breast cancer is a common technique to detect cancer before symptoms 

affect the subjects. A manual breast exam can be done using a hand to check for any changes 

in the breast texture to identify abnormally growing cells [12]. Presently, three imaging 

techniques exist for breast screening applications, i) X-ray mammography, ii) Magnetic 

Resonance Imaging (MRI), and iii) Ultrasound (US) Imaging. 

X-ray mammography is the current standard for early-stage breast cancer detection. 

However, this technique has many drawbacks. These include:  

a) the use of ionizing radiation, which can raise the risk of carcinogenesis and requires 

breast compression [13], 
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b) low sensitivity as it has been shown that for x-ray mammography that up to 15% of 

cancer lesions are missed in dense breasts [14], and  

c) less than ideal specificity, as the false-positive rate is about 10% for the patients, 

which leads to additional imaging and biopsies [15] 

d) high cost and structurally sensitive as it is not ideally suited to the rigours of 

screening in remote locations and developing countries [13]. 

Ultrasound imaging uses non-ionizing high-frequency soundwaves and provides good 

imaging resolution screening technique for breast cancer detection [16].  However, it has a 

65.5% specificity rate [17], and the diagnostic procedure requires a radiology expert both to 

perform and interpret the image [18]. It has been concluded that X-ray mammography, either 

on its own or combined with Ultrasound, is inadequate for breast cancer detection of women 

with a higher risk due to a history of hereditary breast cancer [19]. 

Though Magnetic Resonance Imaging (MRI) is a non-ionizing and more sensitive 

screening technique than X-ray mammography, but it is expensive and time-consuming [20]. 

MRI is also unsuitable for patients who have claustrophobia [20], and similar to Ultrasound, 

MRI has a poor specificity, which makes it unsuited for breast cancer screening[17]. 

In the last decades, numerous researchers have started to investigate non-ionizing 

microwave technologies as a complementary modality for early breast cancer detection. 

Microwave imaging techniques do not use ionizing radiation and cost-effective compared with 

conventional imaging modalities. 

1.4 Breast Microwave Imaging 

In microwave technology, images are produced by the backscattering of 

electromagnetic signals within the microwave range from the object of interest. Currently, 

microwave imaging has been used for the diagnosis of bone lesions, brain hemorrhages, liquid 

in the lungs, the urine volume in the bladder, and breast cancer [21]. This imaging modality is 

relatively new in biomedical applications and needs the technological development of custom 

hardware for clinically approved.  

Microwaves are sensitive to the dielectric contrast between healthy and cancer cells, 

and this is the key factor in exploiting microwave technology for breast health monitoring [22]. 

The electrical properties (permittivity and conductivity) of a given cell have a mutual 
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connection with their water content and ionized molecules in the cell. Cancer cells have a 

higher dielectric constant due to their higher water content than healthy cells [23].  

Microwave imaging is a growing technique for detecting dielectric bodies and 

scrutinizing the cancerous breast lesions as compared to other body organs. Custom build 

receivers with a commercial vector network analyzer (VNA) system can detect signals as weak 

as -140 dB down from the initial inserted signal [24]. Thus, while microwaves can penetrate to 

a depth of around 100 mm, a possible breast radius, suffice to attenuate a 10 GHz signal by 

more than 80 dB, they cannot access other organs like the kidney or liver [25]. Secondly, unlike 

internal organs, the breast has no muscle layers, which helps lower the scattering and signal 

attenuation. An array of antennas can be rotated from zero to 360 degrees around the breast, 

and both transmitted and backscattered reflection from the breast can be recorded. Thirdly, 

microwave imaging permits frequent inspection for early diagnosis without harmful radiation 

dose because it uses low-power non-ionizing radiation. Finally, the electrical properties 

(conductivity and permittivity) help create a reflectivity map as a function of position, showing 

the healthy and cancer tissue inside the breast.  

The permittivity depends on the water content in the cell, while conductivity is mostly 

related to the presence of ionizing molecules, like salt [24]. Due to the growth of angiogenesis 

(blood vessels), cancer cells have a higher water content concentration [21], and thus, 

cancerous tissue has greater permittivity than normal healthy cells. The ratio between 

permittivity of cancer cells and normal healthy cells, known as contrast, is frequency-

dependent and decreases at shorter wavelengths [24]. Measuring the electrical properties of 

biological tissues is a challenge. Information about water content or the presence of a tumour 

can be obtained by measuring the electrical properties of the tissues.  

In vivo, measurements are an invasive surgical procedure for the measurement of tissue 

properties. Tissues become dehydrated due to their removal from the body. Thus, the properties 

may change if they are measured outside the body. Early studies found that the contrast may 

be greater than a factor of 10 between tumour and breast tissues [26]. However, more recent 

studies have shown that this contrast is only applicable between adipose tissue and tumour, 

while the contrast is 40% lower between fibro glandular tissue and tumour [27]. Sugitani et al. 

carried out an ex-vivo measurement on 35 patients in the rage of 0.5 GHz to 20 GHz and 
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reported that the dielectric properties of tumours1 to be six times greater than those of fatty 

tissue and 1.5 times higher than fibro glandular tissue [28]. The study reported that the contrast 

between tumours and fibro glandular tissue varied from 8% to 15% [28], while X-ray 

mammography has a lower contrast of 4-10% [24]. 

1.5 Microwave Imaging Advantages and Disadvantages 

 Advantages  

Microwave technology is risk-free for patients due to its use of non-ionizing radiation. 

Therefore, diagnosis can be repeated more frequently [29]. It is also more comfortable for 

patients because there is no painful compression of the breast during the examination as like 

X-ray mammography [15]. Microwave technology has the advantage of a high detection rate 

and low cost. Due to the high contrast between dielectric properties of healthy and malignant 

breast tissues over microwave frequencies, microwave imaging (MWI) offers an alternative 

pathway for mass population breast screening [24].  

 Disadvantages 

Microwave tomography and radar-based microwave imaging are the two most common 

imaging modalities in microwave technology. The main limitation of tomography-based 

microwave technology is to reconstruct the dielectric profile from a non-linear and ill-posed 

inverse algorithm [30]. Current tomography-based microwave techniques are computationally 

expensive and can take hours or days to generate a reconstructed image. A single frequency 

band is necessary to reduce the complexity of the model [31]. The authors concluded that the 

presence of tumour in the reconstructed image was found to be challenging where the volume 

of the glandular fraction (VGF) in the breast was high [30]. Radar-based models do not 

consider the electromagnetic scattering, antenna beam pattern and frequency-dependent gain, 

 

1A tumour is a lump or mass of abnormal tissue that develops when cells reproduce too quickly. A tumour 

can be of two types: benign and malignant. Benign tumours are not harmful, and they do not spread to other parts 

of the body. Malignant tumours are cancerous, which can grow and damage healthy cells. While breast microwave 

sensing systems have the potential to recognize both benign and malignant tumours in the breast, in this thesis, 

the term tumour will be used to describe a cluster of cancer cells located in the breast. 
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signal attenuation and dispersion within the breast, and other path-dependent or system-specific 

effects. Despite the increased number of probing locations, low image contrast is still a 

challenge for air-based radar systems [32]. Both microwave imaging modalities have intrinsic 

weaknesses in the resolution of the reconstructed image, particularly within the glandular 

region [24]. 

1.6 Problem Statement 

Breast cancer statistics show that the incidence rate has accelerated in low to middle-

income countries and rural communities [4]. Most breast cancer screening systems are 

currently designed for use in an urban/clinical environment and require an experienced 

technician and radiologist to review the images. For use in remote regions or developing 

countries, another approach is needed. An ideal breast screening technique would be portable, 

so that it can be easily moved from one location to another, would have a low manufacturing 

and operating cost, and could be used for mass screening without the need for highly trained 

operators or radiologists. 

The work presented in this thesis is focussed on the development of RF hardware 

associated with a portable Breast Microwave Sensing (BMS) system. The BMS system has 

been designed by building on different approaches and ideas from other researchers and aims 

to maximize portability and minimize cost, without compromising the diagnostic capability. In 

2017, Jorge A. Sacristán from Dr. Pistorius's non-ionizing imaging laboratory simulated a 

portable system to show that machine learning could be used to detect the presence of a breast 

lesion. This portable prototype system consisted of a rotating rectangular shaped chamber with 

a point like microwave source and twelve microwave receiver sensors. While the simulated 

prototype system demonstrated that such a system is feasible using different machine learning 

approaches to detect breast cancer, experimental and clinical validation is still required. This 

work aims to develop a sensor and antenna array with optimal separation between each receiver 

antenna and to evaluate the potential performance of the sensory array experimentally. The 

dimension of the array depends on the size and mutual coupling characteristics of the antenna 

elements. The MWI approach uses scattering parameters to reconstruct an image from 

backscattering signals. The backscattering signals from the breast are rectified into an output 

voltage through a microwave detector, and the measured output voltage can then be classified 

using machine learning to detect cancerous lesions. 
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The objective of this thesis was to examine the requirements for an array of sensors for 

portable breast microwave sensing systems, specifically, the number of commercial Ultrawide 

frequency band antennas, the optimal antenna spacing, and the required characteristics for 

microwave detectors with more than 140 dB dynamic power range. This study is also needed 

to determine the accuracy and quantify the errors of the systems for future prototypes and 

diagnosis. The portable sensing system was calibrated by applying parameters such as bias 

factor, gain from the sensor, and the geometric correlation constant from the simulation in 

microwave CST studio (version 2019). Finally, a mathematical model was derived for the BMS 

system to determine the impact of the position of an Al rod (simulating an ideal tumour 

response) using an inverse problem. 



 

 

  

LITERATURE REVIEW 

2.1 Introduction 

The previous chapter provided the enumeration of breast cancer incidence and death 

rates as well as the current standard techniques for breast screening. Mortality rates depend on 

the availability of breast cancer screening. The main benefits and drawbacks of the current 

breast cancer screening techniques were described, and the summary of microwave imaging 

for breast cancer detection. The portable breast microwave sensing system is not ready for 

experimental and clinical practice. 

The main goal of this thesis was the development and testing of an antenna array for a 

prototype portable microwave sensing system. This chapter presents the technical details of the 

existing microwave-based breast cancer screening systems. In particular, the different 

hardware approaches used the antenna design, array formation, hardware setup, and 

mechanical structure are presented. The last section of this chapter summarises the simulation-

based portable breast cancer detection prototype developed by our research group. The key 

objective of this chapter is to provide a comprehensive account of the latest advances in 

electromagnetic tools and techniques for microwave technology. 

2.2 Microwave Based Technologies 

Microwave based technologies have become a novel candidate to overcome the 

problems of X-ray mammography. Microwave based technology is being widely used to 

diagnose human health, and microwave imaging (MWI) is a promising modality for breast 

cancer screening [33]. Microwave imaging uses electromagnetic waves (EMW) with 

frequencies in the 300 MHz to 30 GHz range to observe or detect unseen or inserted substances 

in a media by mapping the distribution of the electrical property in an object [34]. 
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There are two approaches to microwave imaging. The first is Microwave Tomography 

(MWT), and the other is Radar-based Imaging. Tomography is a quantitative imaging modality 

in which a map of electrical properties of an object of interest (OI) is reconstructed from 

electromagnetic field measurements. Image reconstruction is achieved by solving the non-

linear and ill-posed inverse scattering problems. 

Semenov has recently reviewed MWT for various biomedical applications. He 

concluded that MWT could provide quantitative images that can be useful in evaluating tumour 

progression or regression in the breast [35]. The Electromagnetic Imaging Laboratory at the 

University of Manitoba has built a 3D full-vectorial prototype for breast cancer detection 

system with 120 microwave transmitter/receivers and liquid (e.g., water) as a coupling medium 

within the imaging chamber. Their prototype has been evaluated using several microwave 

tomographic imaging approaches [36]. 

Radar-based imaging is the second MWI approach and produces 2D or 3D images of 

an object of interest (OI). In radar-based imaging, an antenna transmits an electromagnetic 

wave to illuminate an OI. The electromagnetic waves will scatter within the OI and reflect the 

signal to one or more antenna. The reflected signals are used to create a reflection map that can 

be displayed as an image. The resolution depends on the operating frequency bandwidth of the 

radar-based system. Frequency selection for radar-based systems involves a trade-off between 

image resolution and penetration power. Higher frequencies have lower penetration power but 

offer a higher intrinsic resolution. Likewise, low frequencies provide less spatial resolution but 

provide deeper penetration. James C. Lin showed theoretically that the ideal frequency range 

of microwave imaging of biological tissue should be from 2 to 8 GHz when accounting for 

resolution and attenuation inside the body [37]. Radar-based imaging modality has inherent 

sensitivity limitations to small and low contrast objects [38]. 

2.3 Current State of Clinical Systems for Breast Microwave Imaging  

There is a relatively small number of research groups working on microwave breast 

imaging for breast cancer detection. Dartmouth College, the University of Calgary, the 

University of Bristol, and McGill University have reported clinical results. At the University 

of Manitoba, the Non-Ionizing Imaging research group led by Dr. Pistorius has developed a 

Health Canada licensed medical device for clinical breast MWI and has completed a Phase 1 

clinical trial. 
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In this section, the technical aspect of the systems chosen by each group is reviewed, 

namely the types of antennas and their operating frequency ranges, the image reconstruction 

algorithms used as forward solvers, and the hardware setup. The characteristics of the system 

are summarized in Table 2.1.   

Table 2.1 State-of-the-art, microwave breast imaging systems. 

 Dartmouth 

College 

University of 

Calgary 

University of 

Bristol 

McGill 

University 

University of 

Manitoba 

Antenna 

Setup 

16 antenna 

arrays with 

mechanical 

movement 

Balanced 

Single 

antipodal 

Vivaldi 

antenna with 

vertical 

movement 

60 

Ultrawideband 

(UWB) 

antennas 

16 antennas Two horn 

antennas 

Operational 

Frequency 

250 kHz to 3 

GHz 

0.05 GHz to 

15 GHz 

3 GHz to 8 

GHz 

2 GHz to 4 

GHz 

1 GHz to 8 

GHz 

Scan 

Platform 

Cylindrical 

chamber 

(Agar gel, 

corn syrup, 

water mixer). 

Tank with 

canola oil. 

Hemispherical 

ceramic cup 

Hemispherical 

ceramic 

radome 

Air operation 

Object of 

Interest  

Detecting 

cancer cells in 

the breast.  

Pilot clinical 

experiment. 

Symptomatic 

Patients. 

Clinical 

testing. 

11 healthy 

volunteers and 

3D phantoms. 

Modality 

and Result  

Tomographic, 

2D and 3D 

images. 

Radar-based, 

monostatic 

and Consistent 

Images. 

Radar-based, 

multistatic, 

low resolution, 

clutter rejected 

images. 

First 

experimental 

microwave 

time-domain 

study with real 

volunteers. 

Radar-based 

mono, 

multistatic and 

Reconstructed 

2D image.  

 Dartmouth College 

Meaney et al. from Dartmouth College in New Hampshire, USA, presented the first 

clinical prototype of a near-field BMI system in 2000 [39]. In 2014, they published the third 

generation of their system [40]. That system uses sixteen elements of a transceiving monopole 

antenna array with an operating band from 0.5 to 3 GHz. The monopole antenna array is 

connected to a 16-channel switching matrix and a digital radio-frequency generator. The 
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antenna array is housed in a chamber filled with water and glycerin mixture liquid as the 

coupling medium to mitigate reflections from the skin surface.  

The antenna array scans the breast at several adjusted heights, using a hydraulic jack 

located underneath the array. A Finite Difference Time Domain (FDTD) algorithm is used to 

reconstruct images from measured near-field signals. This reconstruction is not affected by the 

diffraction limit. However, FDTD can be slow to compute for 3D model reconstruction. Also, 

the FDTD model does not work well with oddly shaped targets, for example, the nipple [41]. 

 University of Calgary - TSAR 

The research group at the University of Calgary carried out their first pilot clinical trials 

and published an article describing their breast MWI system in 2012 [42]. They use a 

monostatic radar-based technique, known as tissue sensing adaptive radar (TSAR). A custom 

Balanced Antipodal Vivaldi Antenna with a Director (BAVA-D) is used to build the monostatic 

system with vertical scanning. The custom antenna covers the operating bandwidth from 2.4 to 

12 GHz [43]. The antenna is attached to an arm inside a tank filled with a matching liquid to 

minimize the reflections from the skin interface. This mechanical arm permits perpendicular 

movement over a length of 24 mm to 141 mm. The tank is filled with canola oil, and the arm 

scans on a cylindrical geometry that circumambulates the breast. 

A laser and camera are used to find the separation between antenna and breast. The 

laser outlines the breast. A patient lies on a bed in the prone position, and the bed has a 130 

mm opening for the breast, which is immersed in the canola-oil filled tank. The antenna scans 

the breast at 200 positions in 30 minutes. An FDTD simulation microwave solver is used to 

simulate a breast phantom, the BAVA-D antenna, and the tank filled with matching liquid. 

Simulated data are compared with measured data to validate the TSAR system [44]. An outline 

of the target is made by using the radar algorithm. A finite element contrast source inversion 

(FEM-CSI) algorithm has used this information as the starting point and reconstruct a higher 

resolution image [38]. 

 University of Bristol – MARIA M4 

The University of Bristol has developed a series of prototype MARIA multistatic radar-

based scanner for breast cancer detection [45]. Their generation prototypes have advanced from 
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early systems with an ultrawideband (UWB) slot array with 16 antennas to a 31-antenna array 

system (MARIA M3). Their latest generation system MARIA M4 has been designed using a 

new UWB array with 60 antennas arranged in a hemispherical fashion. This hemispherical cup 

is made of acrylonitrile butadiene styrene (ABS) plastic. The MARIA M4 system operates in 

the frequency range of 3 to 8GHz. The antenna array enhances the number of measurements 

by a factor of approximately four and measurement speed from their previous two prototypes 

[46]. A low-loss ceramic shell with a dielectric constant of 10 has been used as the coupling 

between the antenna array and the breast [45]. There is a space in this shell between the antenna 

face and different materials. Space is filled with water or oil-based coupling fluid with a 

dielectric constant of 10. The Bristol group uses a modified version of the classical delay-and-

sum (DAS) beamforming algorithm to generate the image.  

 McGill University  

In 2014, the research group at McGill University in Canada had built a time-domain 

multistatic radar system of bandwidth from 2 to 4 GHz and a hemispherical dielectric bowl 

[47], [48]. An antenna array of 16 elements has embedded in the hemispherical dielectric 

bowl—the antenna array oriented in such a way that help to measure both co-polarized and 

cross-polarized information. A pulse generator transmits a time-domain Gaussian signal of 70 

ps duration with its main frequency content range from 2 to 4 GHz. The short duration pulse is 

fed to the antenna array and propagates in the breast. A switching network uses to select one 

antenna as a transmitter and the other 15 as receivers. The scattered signal from the breast is 

received by the remaining 15 antennas, and the received signal is recorded in an oscilloscope. 

The process is repeated until each antenna in the array acting as a transmitter. A total of 240 

signals is recorded from one time scan the breast for all possible antenna pairs. A Coupling 

liquid (Ultrasound gel) with a dielectric contrast of 68 is used to fill the air gaps between the 

breast surface and the hemispherical radome. The recorded data is then filtered to remove 

background noise and reflections. Finally, the delay-multiply and sum algorithm (DMAS) is 

applied to obtain 3D images. The proposed system reduces measurement ambiguity and noise.  
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 University of Manitoba 

In 2017, the non-ionizing imaging research group at the University of Manitoba 

developed a bistatic radar-based breast microwave imaging system with a 2 to 8 GHz 

bandwidth [21]. A bed with an aperture of 17 cm for one breast is used during the scan to 

support the volunteer in the prone position. The system uses two double-ridged horn antenna 

array, which has the bandwidth from 2 to 20 GHz. The antennas are placed on the circular 

tabletop by the holder with 35, 145- or 180-degrees angular separation. The system operates in 

an air medium to reduce the mechanical complexity and losses associated with coupling 

liquids. A complete scan depends on the combination of three vertical planes with 144 antenna 

positions, and a scan can be completed in 1755 s to 1876 s. The scattering and reflection data 

are recorded using a two-port Planar Vector Network Analyzer (VNA). An iterative Delay and 

Sum (itDAS) reconstruction algorithm or a Deep Convolutional Neural Network (CNN) is used 

to image and detect the presence of cancer in the breast [49]. 

2.4 Types of Antenna used in Microwave Breast Imaging Applications  

Hagness et al. 1999 [50] investigated an ultrawideband (UWB) radar-based microwave 

technology to detect early-stage breast tumours. A resistively loaded bowtie antenna was 

designed using a Finite-Difference Time-Domain (FDTD) simulation solver. The antenna acts 

as a transceiver in the system. The researchers concluded that the system could successfully 

detect small tumours, which are usually missed by X-ray mammography, by combining 

existing equipment [50].  

In 2007, Nilavalan et al. [51] designed a stacked Ultrawideband (UWB) patch antenna 

for the detection of breast tumours. The designed antenna is simulated in Finite-Difference 

Time-Domain (FDTD) simulation models and compare those results with a physical prototype. 

The antenna operates from 4 GHz to 9.5 GHz frequency. A phantom made of synthetic breast 

tissue was scanned to measure the radiation properties of the antenna. A prototype of the 

antenna was immersed in the breast tissue medium, and an identical second prototype was 

placed over the horizontal plane in the air-medium interface. 

In 2010, Zhurbenko et al. [52] developed a multichannel 3D architecture of a 

microwave imaging system with 16 pairs of identical transceiver channels. A thirty-two 

monopole antenna array was simulated using a Method of Moments (MoM) forward solver. 
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Their designed monopole antenna operated from 0.3 GHz to 3 GHz. The antenna array is placed 

in a cylindrical setup to collect the data. The images are generated using a non-linear inverse 

scattering-based image reconstruction algorithm. This algorithm is a combination of the 

moment forward solver method and the Newton minimization algorithm. 

In 2013 [53], an array configuration of 12 corrugated tapered slot antenna elements for 

UWB based microwave imaging systems was reported to attain a low profile with moderate 

gain. Though the functioning of the antenna is satisfactory, the antenna is a 110 cm in width, 

and the substrate named Rogers RT6010 has dielectric constant of 10.2. In simulation results, 

the working bandwidth started at approximately 5 GHz, which made the antenna unfit to use 

at lower frequencies. 

J. Bourqui et al. [43] has presented a balanced antipodal Vivaldi antenna for the 

detection of breast cancer, focusing on the UWB tissue sensing adaptive radar system. The 

antenna design originates from the design of a balanced antipodal Vivaldi antenna. The custom 

antenna covers an operating frequency from 2.4 to 12 GHz. 

Islam designed a modified Side Slotted Vivaldi antenna (SSVA) in 2017 [54].  The 

antenna is modified by cutting six side slots in the radiating fins. These slots enhance some 

antenna properties such as the electrical length, efficiency, improved radiation directivity with 

high gain. Side slot cutting attempt reduces the lower sideband of bandwidth without affecting 

the dimensions of the antenna. The first resonant frequency occurs at 1.79 GHz, and the overall 

size at this frequency is about 0.4λ×0.5λ. The fractional bandwidth is about 127% from 1.54 to 

7 GHz for S11<-10dB. 

2.5 Present State of Portable Breast Microwave Sensing System (BMS)  

In 2017, J. A. Sacristán from the non-ionizing imaging research group at the University 

of Manitoba simulated a portable mobile Microwave Breast Cancer Detection Device and 

showed that it was feasible to detect breast lesions using Machine Learning [55]. The work 

discussed in [55] was a proof-of-concept using a forward model with twelve solid-state 

microwave sensors as the receivers and assumed a point-like source as a transmitter. The 

authors simulated three datasets based on breast tissue structure, tumour radius, and the rotation 

of the transmitter antenna. The Multi-Layer Perceptron (MLP) neural network algorithm 

detected the presence of tumours from the heterogeneous dataset with the area under the curve 

(AUC) of (86 ± 2)%. The work in [32] covers the development of a portable breast microwave 
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sensing system, which has a small footprint, lightweight and robust construction and no need 

for impedance matching liquid. In preliminary studies, an (83 ± 2)% sensitivity rate and 

(91 ± 2)% specificity rate for abnormalities in low-density breast phantoms has been 

achieved. 

2.6 Summary  

The current chapter has discussed an up-to-date detailed review of microwave imaging 

systems. The importance of a new Breast Microwave Sensing (BMS) system has been 

mentioned in this chapter. The development and evaluation of a portable BMS system will be 

discussed in the next chapter with the characterization of the antenna array. 



 

 

  

METHODS AND MATERIALS 

3.1 Introduction 

The previous chapter discussed the hardware setup and image reconstruction 

techniques of current clinical breast microwave imaging systems. The clinical breast MWI 

systems are hard to move due to the complex and large hardware setup. The main goal of this 

work is to design, develop and evaluate the performance of a new portable system. This chapter 

explains the detailed methodology of designing, developing, and validating the proposed 

portable breast microwave sensing (BMS) system to detect tumours inside the breast. System 

requirements and each component are described in the first section of this chapter. Next, the 

antenna array design and the construction process are presented.  This chapter is an effort to 

provide a clear and useful idea of developing a portable BMS system for breast cancer 

detection. The last section of this chapter details the experiments conducted to calibrate and 

validate the antenna system for detecting a point-like scatterer. 

3.2 Prototype Design and Construction  

In 2017, Jorge A. Sacristán [55] examined some feasible constraints for a portable 

Breast Microwave Sensing (BMS) system and designed a prototype. The BMS system has the 

following constraints:  

1. The whole BMS system can be fitted in a piece of luggage, not bigger than 55 cm × 55 

cm × 55 cm.  

2. The overall system weight should less than 25 Kg. 

3. The BMS system can scan most breast sizes. 

4.  Instead of trained personnel, an automatic classifier is used to detect the presence or 

absence of a tumour in the breast. 
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The main design objective of a portable BMS system requires an apparatus setup that 

is easily transported by personnel in a remote area. The first two constraints concentrate on the 

main constructional development goal of this framework. Current clinical breast microwave 

imaging (BMI) systems were discussed in Chapter 2 and do not meet these constraints due to 

the use of microwave compatible beds, microwave switching circuits, and tanks for matching. 

The clinical approaches may conflict with the portable system model, as they typically require 

large and heavy equipment.  

Fu et al. [56] and Cao et al. [57] published papers describing the use of mm size solid-

state spintronic sensors for microwave imaging. These sensors can rectify both E-field and H-

field radiation into a DC voltage. To illuminate the target, a standard X-band horn antenna was 

used as a transmitter. The spintronic sensors 15 cm away from the target received the reflected 

signals. Furthermore, this system demonstrated the ability to use small sensors, operating at 

microwave frequencies in the near and far-field, to create images. Based on these techniques, 

a rectangular rotating chamber was built to contain one transmitting antenna and several 

microwaves receiving sensors. 

The system mentioned in [44] had a breast aperture of 13 cm in diameter. Nevertheless, 

an earlier study found that the mean breast diameter (± standard deviation ) was 13.7 cm ± 0.2 

cm for D-cup breasts [9], the mean breast length measured from the chest wall to nipple in the 

pendent position was 9.7 cm ± 0.2 cm [9]. To accommodate a broader range of breast sizes (the 

third constraint of the list), for the breast aperture and chamber depth respectively, a 15 cm 

diameter and 15 cm height were chosen. 

The fourth constraint in the list removed the requirement for a Radiologist to diagnose 

a tumour in either Microwave Tomography (MWT) or Radar-based Imaging. The BMS system 

has a machine learning-based automated classifier and on-screen instructions, which direct the 

individual using the system as to what to do, and finally identifies the classifier's prediction of 

the presence or absence of a tumour. The portable BMS system is designed based on these 

constraints and shown in Figure 3.1. 
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Figure 3.1 Three-dimensional view of the BMS system. The inner chamber is rotated 

around the breast using the servomotor. The servomotor is mounted at the center of the 

breast aperture, and a user can follow instructions on the screen [55]. 

3.3 Methodology 

Initially, the hardware construction and assembly will be briefly described. Each 

component utilized in the proposed system, along with its specifications, is presented in the 

first subsection. Next, the reduction of mutual coupling between the receiver antenna by 

Envelope Correlation Coefficient (ECC) is presented. Following that, the receiver antenna 

array was built, and the time dependency of each sensor was determined. The measurement 

and system calibration methods are also described. Afterward, a point-like (e.g., Aluminum 

Rod) was used to measure the sensitivity of the developed portable system. Finally, the 

analytical model that was developed to describe the relative response of the electric field at 

each antenna to a point-like scatterer (e.g., Aluminum Rod) will be described. The steps of the 

proposed methodology to develop a portable BMS system is described in Figure 3.2. 
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Figure 3.2 Flowchart for the portable BMS system hardware development. 
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 Receiver Antenna Selection 

The initial part of the antenna selection process is the collection of targeted 

specifications according to the application of the microwave system. Researchers identified 

several antenna properties that are suitable for successful microwave technology. Radiation 

patterns, penetration power, and small dimensions to make the system portable are the most 

desired specifications [58]. Furthermore, the number of elements of an array can be limited by 

the receiver dimensions and electromagnetic crosstalk properties. Currently, researchers are 

working to achieve optimum antenna efficiency within the compact dimension. Frequency 

selection is a critical factor for microwave applications. The lower the antenna's operating 

frequency band, the greater signal penetration power, and less signal attenuation can be 

obtained [24]. Above 10 GHz operating frequency give high signal attenuation and less 

penetration [24]. Authors in [37] claims that 1 GHz to 8 GHz bandwidth provides the optimal 

balance between signal penetration and attenuation. High sensitive broadband antennas are 

useful when there are large penetration losses due to the object of interest in the microwave 

imaging application [59]. Nine commercial antennas were tested in the air medium at the 

laboratory. Among them, the 146184 UWB dual-band PCB antenna with balanced 

transmission antenna shown in Figure 3.3 from the Molex Company exhibits superior 

performance for different distances from the transmitter horn antenna in the air medium [60]. 

The characteristics of the dual-band PCB antenna with balanced transmission antenna are 

provided in Chapter Four as a function of frequency. The properties of the receiver antenna for 

the portable BMS system are summarized in Table 3.1. 

Table 3.1 Properties of receiver antenna for the portable BMS system. 

Parameters Requirement 146184 UWB 

Operating Frequency The lower band covered 

wideband 

2 GHz to 6 GHz 

Radiation Pattern Unidirectional Unidirectional 

Efficiency High (> 70%) > 66% 

Directivity Unidirectional Unidirectional 

Polarization Linear Linear  

Physical Dimension  Compact 4.70 × 1.76 cm 
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Figure 3.3 Physical dimension 146184 UWB-ready dual-band PCB antenna with 

balanced transmission cable [60]. 

 RF Detector Selection 

The selection of a Radio Frequency (RF) detector is highly dependent on the transmit 

and measure the signals radiated power in the portable BMS system. Electromagnetic waves 

can be detected by an RF detector through either wireless or wired (on RF Cable) physical 

transmission medium. An RF detector detects or measures the power of an RF circuit and 

produces a dc output voltage relative to the input electromagnetic power. An RF detector is a 

rectifier/low pass filter circuit that converts the received microwave signal to a dc output 

voltage. The dc output voltage for 10 dBm transmitted power is in the millivolt range, and an 

instrumentation amplifier amplifies this signal. RF detectors are specified to work over a 

particular dynamic range and a frequency band. They respond within a nanosecond fall or rise 

time of the input RF signal to obtain an accurate power level. In our BMS system, a dual-

channel RF detector (ADL5519, shown in Figure 3.4) is used. The ADL5519 is a logarithmic 

amplifier designed with six cascade-connected gain demodulating stages [61]. It can rectify an 

electromagnetic signal into a dc signal from 0.1 GHz to 10 GHz. The overall dc gain is high 

because of the cascaded nature of the gain stages. At the output of each gain stage, a square-

law detector cell is used to rectify the signal. The dc output voltage has an inverse relation with 

the input RF power. The RF detector has an internal temperature sensor that provides a scaled 

voltage, which is proportional to the temperature from - 40°C to 125°C. The key features of 

the ADL5519 are summarized below: 
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• Bandwidth: 0.1 GHz to 10 GHz. 

• 62 dB dynamic range. 

• Dual input and dual output ports. 

• Temperature stability: ±0.5 dB (- 40°C to +85°C). 

• Power supply range 3.3 V to 5.5 V. 

 

Figure 3.4 View of an ADL5519 RF detector with the indication of the ports used for 

the portable BMS system [61]. 

 Signal Generator 

The portable BMS system used the Lab Brick signal generator (LSG-602) from Vaunix 

Technology, MA USA, as the microwave generator. The LSG-602 is a single port USB 

Programmable signal generator with a 50 dBm dynamic range. It covers a frequency range 

from 20 MHz to 6 GHz with maximum output levels of 10 dBm (10 mW) and good spectral 

purity. There is no requirement for an additional DC power supply to operate the Lab Brick 

signal generator, and its output includes continuous-wave (CW) and swept-frequency signals. 

Each device stores settings in internal memory, allowing it to power up in a specific instrument 

state [62]. The GUI software is installed on an external computer, and the signal generator can 

be controlled using the Lab Brick library functions and Python pseudocode. The Pseudocode 

is included in Appendix A. 
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 Transmitter 

A LB-20200 double-ridged horn antenna, manufactured by ANIFO, China, is used as 

a transmitter for the portable BMS system. It is rated from 2 GHz to 20 GHz for |S11|<-10 dB 

with an overall gain of 12 dB. The horn antenna is operated in air to reduce losses and limit the 

mechanical and clinical complications associated with using impedance-matching liquids. The 

Herrera et al. have shown that commercially available horn antenna (LB-20200) provides better 

performance in an air medium than custom made Vivaldi and elliptical monopole antennas 

[63]. Also, LB-20200 exhibits a linear phase delay with distance from the antenna includes an 

offset 𝑧 = 𝑝1𝑦 + 𝑝2 with 𝑝1 = 1.18 and 𝑝2 = 1.48 m [63]. The commercial horn antenna is 

12.7 cm long, and the aperture has 7.8 cm height and 10.4 cm width. 

 Control and Switching Workstation 

The control switching unit synchronizes the microwave signal generation and dc 

voltage measurements. This module is sectioned into the computer, where the microwave 

signal generator is connected and controlled, and an Arduino processor controls the switching 

operation of the system.  

a. Computer 

The portable BMS system uses a desktop computer. This computer has Windows OS 

10 64-bit, Intel (R) Core i5 with 1.60 GHz CPU and 4 GB RAM. USB and LAN cable is used 

to interface and communicate with the system.  

b. Arduino Processor 

Arduino is a mini-processor board that uses an ATmega328P microcontroller. The 

switching workstation has a 16 × 1 multiplexer, and the Arduino processor controls the 

multiplexer. The author wrote a program in Arduino Software IDE 1.6 version. The program 

executes in all Windows operating system by the Arduino Software. During the scan, Arduino 

produces ON and OFF signal (0 or 1) to control the multiplexer input. Based on the ON/OFF 

signal, the multiplexer inputs switch one by one for each antenna in the receiver sensor array 
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for the signal generator's frequency point. The rectification voltage measures using a Keysight 

Digital Multi-meter and recorded using BenchVue Software for each sensor within the delay 

period.   

 Scanning Chamber 

The scanning chamber surrounds the object of interest (OI), transmitter horn antenna, 

and receiver antenna array. It avoids contamination due to noise band mimicking signals from 

the environment. Figure 3.5 demonstrates the dimension of each wall for the scanning chamber. 

Three rectangular and semi-circular walls are used to build the scanning chamber. All walls 

are made with high-density polyethylene plastic to limit unfavorable production of spurious 

signal and backscattering signals from the environment and the OI, respectively. The chamber 

is mechanically connected with a servo motor beneath the inspection plate. Rectangular-shaped 

polyethylene plastic is used to cover the whole BMS system with a 15 cm diameter aperture 

for the breast. The transmitter horn antenna is supported by a custom-made holder, which is 

shown in Figure 3.6. The antenna holder hooked up the antenna 11 cm above the inspection 

plate. It allows modifying the position of the transmitter antenna. The receiver antenna array 

has been installed on the semi-circular platform. 

   

Figure 3.5 Layout of the current scanning chamber of the portable BMS system. 
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(a) 

 
(b) 

Figure 3.6 Antenna holder for the BMS system with transmitter antenna tilt. a) 

Single antenna holder at the prone position. (b) Right-angle holder tilt with transmitter 

antenna. 

 Noise Generation 

In the portable system, noise generation occurred due to the electromagnetic 

interference from the metallic instruments, antenna’s cable movement, loose connection, and 

grounding problems in the circuit. Metallic instruments have scattering properties which 

interfered with the backscattering electromagnetic waves. For this reason, metallic parts should 

not be used in the scanning chamber. Antenna's cable movement is associated with spurious 

electric potential spikes through two different phenomena such as electrostatic discharge and 

piezoelectricity in the dielectric at microwave frequencies when signals are low [64]. The 

movement of the dielectric material produces electrostatic discharges in the cable, which affect 

the scattering parameter in measurement [64]. The cable's deformation can produce electrical 

potentials due to the piezoelectricity in the dielectric materials of the cable [64]. Less cable 

movement has been proposed to minimize noise. A loose connection between the receiver 

antenna and the RF detector can also produce noise. Proper grounding in the switching circuit 

and the RF detector is necessary to reduce the ripple in the measured voltage. 
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 Single Receiver Antenna Characterization 

The usual procedure to test the antenna is to place a known transmitter and the antenna 

under test, at a known distance. The receiver antenna is working as an antenna under test and 

testing in an open environment with the help of a known transmitter antenna (horn antenna). 

The output response of the antenna under test depends on the separation distance (path loss) of 

the transmitter antenna. The measured amplitude of the signal at the receiver indicates the gain 

of the antenna under test. The transmitting horn antenna is connected to the signal generator, 

and the receiver antenna, in the scanning chamber, is placed at 15 cm, 20 cm, and 25 cm from 

the transmitter (near field regions of horn antenna). The receiver antenna is connected to the 

RF detector board, which has an inverse relationship with its input power. The RF detector 

rectified the microwave signal received by the receiver antenna and gave the rectified dc 

voltage. The rectified dc voltage measures using a Keysight Digital Multi-meter for frequencies 

from 1.5 to 6 GHz with intervals of 0.1 GHz at constant power (10 dBm) from the signal 

generator. 

 Symmetrical Analysis of Left and Right Side Based on the Reference 

Receiver Antenna 

 
(a) 

 
(b) 

Reference Antenna 
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(c) 

 
(d) 

Figure 3.7 The Reference antenna was positioned on the beam axis of the 

transmitter antenna while the second antenna was placed on the left or right side of the 

reference antenna. (a), (b) Illustration of zero spacing between two antennas and (c), 

(d) illustration of antennas with 1 cm spacing between the two antennas. 

Symmetrical analysis is one of the fundamental hypotheses to explore and validate of 

semi-circular model or system [65]. The reference receiver antenna was placed on the beam 

axis of the transmitting horn antenna with a 20 cm distance. The second receiver antenna placed 

the immediate left or right side to the reference receiver antenna at 0 cm distance and 1 cm 

distance between them. The experimental procedure for symmetrical analysis is shown in 

Figure 3.7. 

 Mutual Coupling Effect Reduction1 

Mutual coupling is a common factor in an antenna array design. It modifies the 

radiation pattern, beam-width, and directivity of an array, and even degrades the performance 

of adaptive arrays [66]. The optimum nonzero value of mutual coupling will lead to maximum 

array gain for an antenna array [67]. The Envelope Correlation Coefficient (ECC) defines how 

 

1Mutual coupling effect reduction (3.3.10) has been reprinted and adapted from the author's paper. 

Details of the paper are added in the list of achievements section in Appendix E. 

Reference Antenna 
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the two antennas' radiation patterns are isolated. The ECC is one metric used to determine the 

effect of mutual coupling in the antenna array [67]. In [68] the author discussed the diversity 

of mutual coupling between antennas in mobile communication and mentioned that the 

envelope correlation coefficient should be less than 0.70 at the base station, and less than 0.50 

at a the mobile device [68]. The acceptable limit of ECC is less than 0.5 for a UWB-MIMO 

antenna system [69]. The ECC can be obtained from the scattering (𝑆) parameters for an array 

of two antennas [69]. Using Scattering parameters, the ECC can be expressed, as shown in 

equation (3.1), where the ′ ∗ ′ symbol represents the complex conjugate of the Scattering 

parameters. Equation (3.2) is a simplified form of equation (3.1). 

𝐸𝐶𝐶 =
|𝑆11
∗ 𝑆12 + 𝑆21

∗ 𝑆22|
2

(1 − |𝑆11|2 − |𝑆21|2)(1 − |𝑆22|2 − |𝑆12|2)
 (3.1) 

𝐸𝐶𝐶 =
2𝑅𝑒{𝑆11𝑆21}

2

(1 − |𝑆11|2 − |𝑆21|2)(1 − |𝑆22|2 − |𝑆12|2)
 

 

𝐸𝐶𝐶 =
4 × |𝑆11|

2|𝑆21|
2

(1 − |𝑆11|2 − |𝑆21|2)(1 − |𝑆22|2 − |𝑆12|2)
 (3.2) 

To maximize the number of receiver antennas in the array, the optimal spacing between the 

patch antennas was found by minimizing both the ECC and the antenna spacing. 

 Time Dependency Test using ANOVA Analysis 

The reliability of the portable microwave breast sensing system is defined by its ability 

to provide constant response over a period without any movement of the cable of the system. 

The scan was performed under open space conditions on three different days without switching 

the power supply off. During a scan, there was no cable movement in the system. Table 3.2 

summarizes the scan times for different days under open space conditions. A statistical 

technique was used to compare these three experimental samples and illustrate the variation 

among and between these samples were from one another. Analysis of variance (ANOVA) is 

used to analyze the means of different sample groups significantly different from each other. 

ANOVA estimation procedures that determine the impact of one or more factors by comparing 

the means of these measured voltages. 
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Table 3.2 Summarizes the total scan times for three days at open space condition. 

Exp. No. Days Dates Time 

1 Wednesday to Thursday 20/11/2019 to 21/11/2019 2:00 pm to 1:00 pm 

2 Thursday to Friday 21/11/2019 to 22/11/2019 6:00 pm to 5:00 pm 

3 Sunday to Monday 24/11/2019 to 25/11/2019 6:00 pm to 1:00 pm 

 Power Calculation from Simulated E-Field  

Assume a lossless antenna is connected to a power source and receives power P from 

the source at a frequency f. The antenna radiates the power provided by the source. The 

electromagnetic waves spread to the environment like spheres by increasing radius. The surface 

of the spheres increases with the square of the distance d from the transmitting antenna. The 

electromagnetic spheres become a plane wave in far field from the transmitting antenna [70]. 

Then the power density S (W/m2) of the plane wave on the receiver antenna at a distance d (m) 

from the transmitting antenna is stated by the following equation (3.3). 

𝑆 = 𝐺𝑡
𝑃

4𝜋𝑑2
 (3.3) 

Here, Gt is the gain of transmitting antenna in dB, which can be defined as the ability 

of the antenna to radiate or concentrate the power in any direction.  

 

Figure 3.8 Direction of electric (E) and magnetic (H) field for a simple dipole 

antenna in the far field. Both E and H field are perpendicular to each other. S is also 

called the Poynting vector. 
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In Figure 3.8 shows the direction of the electric and magnetic field in the far field 

region, both are in phase and geometrically perpendicular to each other. The vector S is 

propagated in the direction of the transverse wave. The electric (E) field depends on the 

characteristic's impedance of air (Z0) and magnetic (H) field intensity in the far field region, 

states by the equation (3.4) considering magnitude. Power density (S) can be expressed in terms 

of characteristic's impedance (Z0) and magnetic (H) field intensity in equation (3.5). 

𝐸 = 𝑍0𝐻 (3.4) 

𝑆 = 𝑍0𝐻
2 (3.5) 

From equation 3.3, 3.4 and 3.5, 

𝐸 = √
𝑍0𝐺𝑡
4𝜋𝑑2

√𝑃 = 𝐶√𝑃 (3.6) 

Here, C is defined as a Geometric correlation constant, which depends on the position 

of the receiver antenna and frequency of the electromagnetic wave. From equation (3.6), it can 

be concluded that the electric (E) field is proportional to the square root of the power delivered 

by the transmitter antenna.  

 Experimental Setup with a Point Like Scatterer2 

The portable BMS system comprises a transmitter horn antenna and an array of 13 

ultrawideband balanced microstrip patch antennas, seven radio frequency (RF) detectors, a 

switching circuit, and the Python-based signal processing. The sensing system, which operates 

from 1.5 GHz to 6 GHz. The receiver antennas were separated from the transmitting antenna 

by 20.00 ± 0.05 cm. Seven RF detectors performed the rectification of the received signal. Each 

RF detector has two (2) channels with a bandwidth of 1 MHz to 10 GHz, and the switching 

circuit consists of a 16-channel analog multiplexer feeding an Arduino microprocessor. The 

rectification voltage was measured using a Keysight Digital Multi-meter and recorded using 

BenchVue Software. 

 

2Experimental setup with a point like scatterer (3.3.13) has been reprinted and adapted from the author's 

paper. Details of the paper are included in the list of achievements section in Appendix E 
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Figure 3.9 The architecture and different components of the proposed experimental 

portable BMS system. 

The proposed microwave sensing system is shown in Figure 3.9. The positions of the 

antennas in the receiver array system are symmetrical, with antenna 7 lying on the x = 0 axis, 

and antennas 1 and 13 in the array being symmetrically positioned at y ≈ 0. An aluminum (Al) 

rod of 6.45 ± 0.05 mm diameter was used to investigate the response of the system to a point-

like scatterer as a function of frequency and position. The target of interest was placed at 

different positions in the scanning plane for frequencies from 1.5 to 6.0 GHz with intervals of 

0.5 GHz.  

 
(a) 

 
(b) 

Figure 3.10 (a) Experimental setup with Aluminum (Al) Rod and (b) RF detector 

connection for the portable system.  
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 Mathematical Modelling of the Portable BMS System  

A mathematical model that estimates the microwave power scattered from a point like 

a scatterer in the portable BMS system under far-field conditions was developed. The general 

model is formulated as a compact system of rigorous equations. The portable BMS system is 

made of a complex structure. So, the first step in the modeling was to make some assumptions 

to simplify the portable BMS system. The model assumes that the microwave transmitter, 

receiver, and scatterer behave like point sources at their respective positions, as shown in 

Figure 3.11. The second assumption of the electromagnetic wave propagation analysis is that 

the scanning chamber's boundary wall does not interrupt the electromagnetic field distribution. 

The electric field's radiation pattern for each point source assumes the same in the far-field 

region characteristics. 

 

Figure 3.11 Geometrical layout for the experimental setup of the portable BMS 

system when Al rod placed at (x, y) points in the coordinates. 

The scatterer is made of homogeneous material, e.g., (Aluminum). The antennas' 

positions in the receiver sensor array system are symmetrical, with antenna 7 and the 

transmitter antenna lying on the x = 0 axis. From Figure 3.11, the distance between the 

transmitter antenna to the sensors and the distance from Al rod to the sensors at the point of 

Sensors Measurement 

Point 
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measurement are denoted by v and w, respectively. l is the distance from the transmitter antenna 

to the center of the coordinates, and the Al rod is placed an arbitrary (x, y) point in those 

coordinates on the scan plane. u denotes the distance between Al rod to transmitter antenna. 

The angle is measured between receiver antenna 7 and other positions of the receiver sensor 

array with respect to the coordinates' center. u, v, and w are the Euclidean distances or norms 

between different points in the Euclidean space in Figure 3.11, and those distances can be 

expressed by equations (3.7) to (3.9), respectively. R is the radius of the semicircular platform 

that holds the receiver antenna array and the distance from the center of coordinates to the 

sensors at the point of measurement. 

|𝑢| = √(𝑙 + 𝑦)2 + 𝑥2 (3.7) 

|𝑣| = √(𝑙 + 𝑅 𝑐𝑜𝑠𝜃)2 + (𝑅 𝑠𝑖𝑛𝜃)2 (3.8) 

|𝑤| = √(𝑅 𝑐𝑜𝑠𝜃 − 𝑦)2 + (𝑅 𝑠𝑖𝑛𝜃 − 𝑥)2 (3.9) 

Electromagnetic waves travel at the speed of light in a vacuum c with the synchronized 

propagation of electric and magnetic fields. The polarization of the transmitting horn antenna 

assumes in the �̂� direction. The amplitude of spherical waves in free space (the far-field) 

depends on 
1

𝑟
, where 𝑟 is the distance in open space from the transmitting horn antenna in the 

direction of propagation. In practice, the propagation is more complex. The 1/r term falls off 

as either 1/r2 in the transition zone or 1/r3 in the Fresnel Zone [70]. However, if the source is 

extended, as is the case for a point close to a Horn Antenna or an extended rod, the theoretical 

falloff will be slower [70]. Using the λ/2π definition for the near-field/far-field boundary [70] 

, distances of the horn antenna to rod, rod to sensors and antenna to sensors that range from 05 

cm to 20 cm, and a bandwidth of 1.5-6.0 GHz, it can be shown that the model needs to work 

under both the near and far-field conditions. The purpose of this model was to be able to 

understand the basis for the variation in sensor measurements as a function of the rod position. 

Thus, to simplify this first order model, the electric field emanating from the transmitter 

antenna, and from the Rod were expressed using three-dimensional spherical coordinates for 

far-field approximation as described by equation (3.10).  

𝐸 =
𝐴

𝑟
cos (

2𝜋

𝑐
𝑓𝑟 − 2𝜋𝑓𝑡 + ∅) (3.10) 

where A is the amplitude of the electric field and ∅ is the phase shift. 
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The power density S of an electromagnetic wave is proportional to the square of the 

electric field (E) shown in equation (3.11). 

𝑆 = 𝜀0𝑐𝐸
2 (3.11) 

For a continuous sinusoidal electromagnetic wave, the average power density Save is 

given by 

𝑆𝑎𝑣𝑒 = ⟨𝜀0𝑐𝐸
2⟩ (3.12) 

=> 𝑆𝑎𝑣𝑒 = 𝜀0𝑐 lim
𝑇→∞

(
∫ 𝐴2cos2 (

2𝜋
𝑐 𝑓𝑧 − 2𝜋𝑓𝑡

′ + ∅)𝑑𝑡′
𝑇+𝑡

𝑡

𝑟2𝑇
) 

 

=> 𝑆𝑎𝑣𝑒 = 𝜀0𝑐
𝐴2

2𝑟2
  (W/m2) (3.13) 

The electric field at the sensors at a distance |𝑣| for open space condition from the 

transmitter with phase shift ∅, 

𝐸𝑜𝑠 =
𝐴

𝑣
 cos (

2𝜋

𝑐
𝑓𝑣 − 2𝜋𝑓𝑡 + ∅) (3.14) 

The average power density (Sos) at the sensors at a distance |𝑣| for open space condition 

from the transmitter is calculated by 

𝑆𝑜𝑠 = ⟨𝜀0𝑐𝐸𝑜𝑠
2 ⟩ 

 

=> 𝑆𝑜𝑠 = 𝜀0𝑐 lim
𝑇→∞

(
∫ (

𝐴
𝑣 cos (

2𝜋
𝑐 𝑓𝑣 − 2𝜋𝑓𝑡

′ + ∅))2 𝑑𝑡′
𝑇+𝑡

𝑡

𝑇
) 

 

=> 𝑆𝑜𝑠 =
1

2
𝜀0𝑐

𝐴2

𝑣2
  (W/m2) (3.15) 

The electric field for Al rod at a distance |𝑢| from the transmitter with phase shift ∅, 

𝐸𝑟 =
𝐴

𝑢
 cos (

2𝜋

𝑐
𝑓𝑢 − 2𝜋𝑓𝑡 + ∅) (3.16) 

The average power density (Sr) at Al rod at a distance |𝑢| from the transmitter is 

calculated by 
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𝑆𝑟 = ⟨𝜀0𝑐𝐸𝑟
2⟩  

=> 𝑆𝑟 = 𝜀0𝑐 lim
𝑇→∞

(
∫ (

𝐴
𝑢 cos (

2𝜋
𝑐 𝑓𝑢 − 2𝜋𝑓𝑡

′ + ∅))2 𝑑𝑡′
𝑇+𝑡

𝑡

𝑇
) 

 

=> 𝑆𝑟 =
1

2
𝜀0𝑐

𝐴2

𝑢2
  (W/m2) (3.17) 

The electric field at sensors for Al rod at a distance |𝑤| from receiver sensors at the 

point of measurement with phase shift 𝜑,  

𝐸𝑟𝑠 =

1
2 𝜀0𝑐

𝐴2

𝑢2

𝑤
 cos (

2𝜋

𝑐
𝑓𝑤 − 2𝜋𝑓𝑡 + 𝜑) 

(3.18) 

When the Al rod is placed at any point in the coordinate system, the sensors receive 

two microwave signals, one is a direct (open space) microwave signal, and the other is a 

scattered signal from the Al rod. So, the sum of the electric field at the sensors point of 

measurement for Al rod in (x, y) point in the coordinates can be expressed by equation (3.19). 

𝐸𝑇 = 𝐸𝑜𝑠 + 𝐸𝑟𝑠 (3.19) 

=> 𝐸𝑇 =
𝐴

𝑣
cos (

2𝜋

𝑐
𝑓𝑣 − 2𝜋𝑓𝑡 + ∅) +

1
2 𝜀0𝑐

𝐴2

𝑢2

𝑤
 cos (

2𝜋

𝑐
𝑓𝑤 − 2𝜋𝑓𝑡 + 𝜑) 

=> 𝐸𝑇 =
𝐴

𝑣
(cos (

2𝜋

𝑐
𝑓𝑣 − 2𝜋𝑓𝑡 + ∅) +

𝜀0𝑐𝐴

2𝑢

𝑣

𝑤𝑢
 cos (

2𝜋

𝑐
𝑓𝑤 − 2𝜋𝑓𝑡 + 𝜑)) 

=> 𝐸𝑇 =
𝐴

𝑣
(cos (

2𝜋

𝑐
𝑓𝑣 − 2𝜋𝑓𝑡 + ∅) +

𝜀0𝑐𝐴

2𝑢Λ
cos (

2𝜋

𝑐
𝑓𝑤 − 2𝜋𝑓𝑡 + 𝜑)) (3.20)) 

where Λ =
𝑤𝑢

𝑣
 

The average power density (ST) for Al rod in (x, y) point in the coordinates can be 

calculated from equation (3.21) 
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𝑆𝑇 = ⟨𝜀0𝑐𝐸𝑇
2⟩ 

= 𝜀0𝑐 lim
𝑇→∞

(

 
 
∫ (

𝐴
𝑣 (cos (

2𝜋
𝑐 𝑓𝑣 − 2𝜋𝑓𝑡 + ∅) +

𝜀0𝑐𝐴
2𝑢Λ cos (

2𝜋
𝑐 𝑓𝑤 − 2𝜋𝑓𝑡 + 𝜑)))

2

𝑑𝑡′
𝑇+𝑡

𝑡

𝑇

)

 
 

 

=> 𝑆𝑇 = 
𝜀0𝑐

2

𝐴2

𝑣2
(1 + (

𝜀0𝑐𝐴

2𝑢Λ
)
2

+ (
𝜀0𝑐𝐴

𝑢Λ
) × cos (

2𝜋𝑓

𝑐
(𝑣 − 𝑤) + (∅ − 𝜑))

 
) (3.21) 

The ratio (R) of average power density (ST) for Al rod in (x, y) point to the average 

power density (Sos) for open space condition at the sensors is expressed by equation (3.22). 

𝑅 =
𝑆𝑇
𝑆𝑜𝑠

 (3.22) 

=> 𝑅 = 1 + (
𝜀0𝑐𝐴

2𝑢Λ
)
2

+ (
𝜀0𝑐𝐴

𝑢Λ
) × cos (

2𝜋𝑓

𝑐
(𝑣 − 𝑤) + (∅ − 𝜑))

 
 

=> 𝑅 = 1 +
𝐶1
2

4𝑢2Λ2
+ (

𝐶1
𝑢Λ
)  cos (𝐶2(𝑣 − 𝑤) + 𝐶3) (3.23) 

 

where, 𝐶1α 𝜀0𝑐𝐴  (Ω−1),  𝐶2α
2𝜋𝑓

𝑐
  (𝑚−1),  𝐶3α (∅ − 𝜑)  (𝑟𝑎𝑑) 

The range of Ratio (R):  

When the cosine term = -1,  

𝑅 = 1 + (
𝐶1

2𝑢Λ
)
2

− (
𝐶1

𝑢Λ
)  

Possible range of R = [0, ∞) 

When the cosine term = 0,  

𝑅 = 1 + (
𝐶1

2𝑢Λ
)
2

  

Possible range of R = [1, ∞) 
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When the cosine term = 1,  

𝑅 = 1 + (
𝐶1

2𝑢Λ
)
2

+ (
𝐶1

𝑢Λ
)  

Possible range of R = [0, ∞) 

3.4 Summary  

This chapter described the methodology of the portable BMS system development and 

mathematical model for the portable system. The development procedure of the system was 

explained. The operations and characteristics of the system each component was detailed. At 

the end of this chapter, the BMS was represented by a mathematical equation for a point like 

scatter. The following chapter will present the results and discussion for the experimental work 

of the portable BMS system. 

 

 

 

  

RESULTS AND DISCUSSIONS 

4.1 Introduction 

The previous chapter presented the methods and materials for the portable BMS system.  

The performance of microwave-based sensing systems depends on several factors, including 

the characterization of sensors, the mutual coupling effect, the gain of each sensor, the 
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calibration of the sensors, and the agreement between experimental and simulated results. This 

chapter also explains the time dependency of each sensor based on statistical analysis. 

Experimental results have been compared to the simulated results for a point like scatterer in 

the scanning plane. The mathematical modelling results and measured results for the 

Aluminum (Al) rod in the portable BMS system were compared and are presented in the last 

section of this chapter.  

4.2 Results of Single Receiver Antenna Characterization 

The voltage response of a single receiver sensor characterized at three distances (15 

cm, 20 cm, and 25 cm) from the transmitter antenna in free space, for frequencies ranging from 

1.5 to 6 GHz, is shown in Figure 4.1. Based on the Friis transmission equation for transmitter 

and receiver antenna, received power decreases with the square of the distance between 

antennas in the far-field region. However, the three experimental distances are in the near field 

region, and the relation between received power and the distance between antennas is complex. 

Nevertheless, the received power decreases with the increase of distance between the 

transmitter and receiver antenna. The sensor voltages had an inverse trend with the received 

power. Figure 4.1 illustrates that output voltage increased with the increasing distance between 

the transmitter and receiver antenna at free space condition, and the receiver antenna's received 

power decreased. 
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Figure 4.1 Output voltage characterization for the single receiver (dual-band 

balanced transmission microstrip patch antenna) antenna for different distances from 

transmitter horn antenna in free space condition as a function of frequency from 1.5 

GHz to 6 GHz. 

4.3 Results of Symmetrical Analysis of Left and Right Side Based on the 

Reference Antenna  

Figure 4.2 shows the antenna's response for the symmetrical position with respect to 

the reference antenna, which was directly in line on the beam axis with the transmitter horn 

antenna. There was 0 cm distance between the reference antenna and the receiver antenna 

immediately to its left or right. For this analysis, the experimental setup described in Section 

3.3.9 was used. The reference antenna had similar responses for the left or right antenna 

presence to it, as shown by the dashed line in Figure 4.2 (a). As symmetrical (left and right) 

position antenna had equal distance from the transmitter horn antenna, they received the same 

power from the transmitter antenna. Both antennas have a symmetrical response for 

frequencies from 1.5 to 6 GHz frequency. Figure. 4.2 (b) shows the normal distribution of the 

percentage of response differences for the left and right antenna from 1.5 to 6 GHz frequency. 

The difference at 95% of the expected population (�̅� ± 2𝜎) ranged from -1.42% to 1.85%. 

 
(a) 

 
(b) 

Figure 4.2 (a) Solid (black and green colour) lines represent output voltage 

comparison between left and right antennas when two antennas had 0 cm distance and 

dash (blue and red colour) lines represent the reference antenna's response for left and 

right antenna. (b) A histogram of the percentage of differences between the output 

voltage for left and right antennas from 1.5 GHz to 6 GHz was fitted with a normal 

distribution. 

�̅� = 0.22 

𝜎 = 0.82 
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(a) 

 
(b) 

Figure 4.3 (a) Solid (black and green colour) lines represent output voltage 

comparison between left and right antennas when two antennas had 1 cm distance and 

dash (blue and red colour) lines represent the reference antenna's response for left and 

right antenna. (b) A histogram of the percentage of differences between the output 

voltage for left and right antennas from 1.5 GHz to 6 GHz was fitted with a normal 

distribution. 

Figure 4.3 represents similar experimental results for 1 cm distance from the reference 

antenna to its immediate left or right antenna in the receiver. The percentage differences in the 

responses for the left and right antennas for frequencies from 1.5 GHz to 6 GHz varied from -

1.90 % to 1.57% at the 95% confidence interval. 

4.4 Results of Mutual Coupling Effect on Reflection Coefficients  

R.P. Jedlicka et al. [71] concluded that separation between antenna element has a 

monotonical effect on the mutual coupling level, and it decreases with increased separation gap 

between antennas. The solid black line in Figure 4.4 represents the measured reflection 

coefficient for the reference antenna when it is alone in the receiver array. There was 0 cm 

horizontal separation between each antenna in the receiver array. The reflection coefficient 

(S11) for the reference antenna was increased with the consecutive addition of an antenna to the 

immediate left and right side of the reference antenna in the array. The increase in the reflection 

coefficient was due to an increase in mutual coupling. Then, the reference antenna's reflection 

coefficient maintained a constant pattern after the addition of the other's antenna in the array. 

  �̅� = −0.17 

𝜎 = 0.87 
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The solid blue line shows the difference of reflection coefficient between the single reference 

antenna and the reference antenna with a first left antenna to it in Figure 4.5. The reference 

antenna had mutual coupling for its first left and right antenna.  

 

Figure 4.4 Measured Reflection coefficients (S11) for the reference antenna when it 

was single in the array and consecutively added the other antennas to the reference 

antenna's left and right side. Due to mutual coupling, the reflection coefficient increased 

for the reference antenna in the receiver array. 

 

Figure 4.5 The difference between the measured reflection coefficient (S11) for the 

reference antenna when the reference antenna was single in the array and the other 

antennas consecutively added in the array to the left and right side of the reference 

antenna. 
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4.5 Calculation of Optimal Separation of Antennas in Receiver Array 

The calculated Envelope Correlation Coefficient (ECC) for different horizontal 

separation distances between two receiver antennas is shown in Figure 4.6. The calculated ECC 

decreased with the increasing separation distance, and a maximum ECC occurred when there 

was no separation between two receiver antennas. The normalized maximum ECC for 

separation distances of 0 to 15 mm is shown in Figure 4.7 (a). Since the ideal sensor array 

would have zero spacing and an ECC = 0, the optimal spacing was obtained by selecting a 

spacing that minimized both ECC and spacing using the shortest distance to (ECC = 0, NDD 

= 0) as illustrated in Figure 4.7 (a). At this point, the calculated ECC was 0.37, which is less 

than the recommended constraint of 0.50 for the UWB-MIMO antenna system, and the optimal 

horizontal separation between each antenna in the receiver array was 4 mm. The number of 

antennas in the receiver array decreased with the increasing function of antenna spacing, as 

shown in Figure 4.7 (b). A maximum of 16 antennas could be placed on the semicircular 

platform with 0 mm spacing. But at 0 mm spacing, the ECC was 0.99. At 3 mm antenna 

spacing, 14 antennas could be accommodated with a max ECC of 0.47. In order to include a 

reference antenna on the beam axis of the transmitter horn antenna, an odd number of antennas 

was preferred. With 4 mm antenna spacing, the maximum ECC was 0.37, and this value was 

less than 0.50 with 13 antennas in the array. This 4 mm spacing was deemed to be a reasonable 

trade-off between maximizing the number of antennas in the receiver array and minimizing of 

the ECC. 
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Figure 4.6 The Envelope Correlation Coefficient (ECC) as a function of frequency 

for horizontal separation distances from 0 to 15 mm between two receiver antennas. 

 

 
(a) 
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(b) 

Figure 4.7 (a) Output from the parametric study of the Envelope Correlation 

Coefficient (ECC), normalized to the maximum ECC value of 0.99, for distances from 

0 to 15 mm between two receiver antennas, normalized to the maximum 15 mm spacing 

(NDD). (b) Number of antennas in the receiver antenna array as a function of different 

separation distances from 0 mm to 10 mm. 

 

Figure 4.8 The Envelope Correlation Coefficient (ECC) as a function of frequency 

for vertical separation distances from 0 to 5 mm between two receiver antennas. 
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Figure 4.8 illustrates the calculated ECC for different vertical separation distances 

between two receiver antennas. The maximum ECC for vertical separation was less than 0.07, 

which is below the recommended constraint of 0.50. The optimal vertical separation between 

two receiver antennas in the receiver array was 0 mm distance with 180-degree vertical 

orientation. 

4.6 Number of Antenna Calculation in Receiver Array 

Figure 4.9 illustrates that the number of antennas (N) in the receiver array depends on 

the arc length of the half-circle (s), the width of a single microstrip patch antenna (W=17.4 

mm) and the optimal separation of antennas in the receiver array, which in this case is 4 mm. 

 

Figure 4.9 Illustration of the receiver array of microstrip patch antennas 

surrounding a circular breast aperture. The configuration resembles the shape of a half-

circle with diameter D. The width of the single microstrip patch antenna is 17.4 mm. 

Arc length of half-circle,  

𝑠 = 𝜋 ×
𝐷

2
= 𝜋 × 90 ≅ 282.7 mm   
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The number of antennas in receiver array,  

𝑁 =
𝑠

𝑊+4
=

𝑠

17.4+4
≅ 13   

In the receiver antenna array, one receiver antenna was placed directly inline on the 

beam axis with the transmitter horn antenna. Six antennas were placed on the right side, and 

the other six antennas were placed on the left side to the central receiver antenna. 

4.7 Results of Time Dependency Test 

The bar diagram illustrated in figure 4.10 shows the probability value (p value) from a one-

way ANOVA analysis for three days voltage measurements of 13 antennas at 2.5 GHz 

frequency. A test of equality variance was carried out at the 95% CI showed that the variance 

was not equal. A one-way ANOVA for non-equal variance at 95% confidence interval using 

Welch's test was carried out, which shows strong evidence for the null hypothesis (p value > 

0.05), which means that the variations for three days were not significantly different for 13 

antennas. This implies that each antenna in the receiver array had a constant output voltage 

with respect to time if there was no cable or mechanical setup movement.  

 

Figure 4.10 A bar diagram of the p value from one-way ANOVA analysis at 95% 

confidence interval for 13 antennas for three days measurement at 2.5 GHz frequency.  
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4.8 Calibration of the Portable System 

The portable BMS system was designed in Computer Simulation Technology (CST) 

Microwave Studio to mimic the experimental setup. The calibration of the portable BMS 

system was carried out using the E-field generated from CST simulation for the breast scanning 

chamber in air (open chamber) and when a point like scatterer (Al rod) was presented in the 

breast scanning chamber. Figure 4.11 shows the simulated magnitude of the E-fields for open 

space conditions at 2.5 GHz and 4 GHz frequencies at the 13 antenna positions and the 

measured voltage from the sensors connected to those antennas. The antennas' positions in the 

receiver array system are symmetrical, with antenna 7 lying on the x = 0 axis, and antennas 1 

and 13 in the array being symmetrically positioned at y ≈ 0. The E-field distributions from CST 

simulation were symmetrical. Likewise, the measured open space sensor voltages were 

symmetrical.  

 
(a) 

 
(b) 

Figure 4.11 Simulated E-fields and measured voltage patterns for open space 

conditions at frequencies of (a) 2.5 GHz and (b) 4 GHz. The simulated E-field 

distributions and the measured voltages were symmetrical in the semicircular receiver 

array.  

The open space measured output voltage had a linear relationship to the input power 

given by equation (4.1), with some typical parameters and correlation coefficients shown in 

Table 1 for antennas 1 and 13 at 2.5 GHz and 4.0 GHz. The linear parameters (A, B) table can 

be found in Appendix B for 13 receiver antenna and 10 frequency points. While the gain or 
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weight factors of each symmetrically positioned antenna were approximately equal, the bias 

factors at 0 dBm input power, shown in Figure 4.12 (a), were different. 

𝑉(𝑣𝑜𝑙𝑡𝑎𝑔𝑒) = (𝐵 ± ∆𝐵) + (𝐴 ± ∆𝐴) × 𝑃(𝑃𝑜𝑤𝑒𝑟, 𝑑𝐵𝑚) (4.1) 

Table 4.1 Linear parameters with two standard deviation and correlation 

coefficients for antennas 1 and 13 at 2.5 GHz and 4 GHz. 

Frequency 

(GHz) 

Antenna 

Number 

Gain or Weight 

Factor, A (dBm/Volts)  

Bias Factor, 

B (Volts) 

correlation 

coefficient 
RMSE 

2.5 
1 -0.0226 ± 0.0002 0.956 ± 0.004 

0.9998 0.0044 
13 -0.0219 ± 0.0006 0.935 ± 0.008 

4  
1 -0.0229 ± 0.0014 0.999 ± 0.014 

0.9998 0.0046 
13 -0.0226 ± 0.0026 0.929 ± 0.031 

 

 
(a) 

 
(b) 

Figure 4.12 (a) The dashed lines represent the measured voltage, while the solid lines 

represent the corresponding regression line for antenna number 1 and 13 with respect 

to different input power (dBm) at 2.5 GHz and 4 GHz. Each symmetrical sensor has 

approximately the same gain or weight factor but different bias factors at 0 dBm input 

power. (b) The bias factor distribution for 13 antennas and 10 frequency points from 

1.5 GHz to 6 GHz, stepped at intervals of 0.5 GHz. 

According to the linear relationship, all sensors had a negative gain or weight factor 

ranging from -0.0230 dBm/V to -0.0210 dBm/V with a mean and two standard deviations of -

0.0219 ± 0.0007 dBm/V. Figure. 4.12 (b) shows the probability distribution of the bias factor 

for all antennas at ten frequency points. The bias factor for 95% of the expected population 

�̅� = 0.950 

𝜎 = 0.208 
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(�̅� ± 2𝜎), ranged from 0.752 V to 1.167 V. As described in 3.3.12, from the approximation of 

far-field antenna behaviour, the electric field strength E depends on the square root of input 

power in watts in the following equation (4.2). Where the electric field strength E (V/m), 

geometric correction constant C, and input power P (W). Geometric correlation constant, C is 

an array, which varies for 13 receiver antennas (Ant), and ten frequency points (F) from 1.5 to 

6 GHz with intervals of 0.5 GHz.  

𝐶(𝐴𝑛𝑡, 𝐹) =
√𝑃

𝐸(𝐴𝑛𝑡, 𝐹)
 (4.2) 

 

 
(a) 

 
(b) 

Figure 4.13 Simulated E-fields with respect to input power (dBm) for frequencies of 

(a) 2.5 GHz, and (b) 4 GHz. Simulated E-fields had an exponential relationship with 

input power (dBm). E-fields had a linear relationship with the square root of input 

power (W). 

The relationship of the E-field with respect to input power is shown in Figure 4.13. 

Figure 4.13 illustrates that E-field exponentially increased as a function of the input power 

(dBm) and had linear behaviour with the square root of power (W) at 2.5 GHz and 4 GHz 

frequency for antenna number one in the receiver array. A geometric constant was calculated 

using the simulated E-field (E) in the receiver array and the transmitted power (P). A table of 

the geometric correlation constants C is given in Appendix C for 13 receiver antenna and 10 

frequency points.  

𝐶𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒𝑑 𝑉𝑜𝑙𝑡𝑎𝑔𝑒 (𝑉𝑐) = Ͼ × Simulated Power (𝑃𝑠) (4.3) 

𝐸(2.5 𝐺𝐻𝑧) = 56.16√𝑃 

𝐸(4.0 GHz) = 69.08√𝑃 
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Based on the geometric correlation constants, simulated power (Ps) was derived from 

the simulated E-field at the receiver antennas. A 13 × 10 array of calibration constants was 

determined from the simulated power and the measured voltage from the equation 4.3. A table 

of the calibration constants Ͼ is given in Appendix D for 13 receiver antenna and 10 frequency 

points. The measured and calculated voltages agreed with each other after open space 

calibration for 2.5 and 4.0 GHz frequency as shown in Figure 4.14. The measured and 

calculated voltages had a good agreement after open space calibration. These open space 

calibration constants were used for further calibration with the point like scatterer in the 

scanning chamber. 

 

Figure 4.14 Dashed (blue and red) lines represent measured voltages and scatter 

(blue and red) plots represent calculated voltages from simulated E-field at receiver 

antennas and calibration constant for open space condition at frequencies of 2.5 GHz 

and 4.0 GHz.  

Figure 4.15 (a) illustrates the measured and calculated voltages from the simulated E-

field for the Aluminum (Al) rod at point (-6 cm, 0 cm) at frequencies of 2.5 GHz and 4 GHz. 

The measured and calculated voltages for all receiver antennas were not equal because of slight 

differences in the experimental setup and simulation environment. Figure 4.15 (b) shows the 

percentage distribution of the differences between the calculated and measured voltages for the 

three rod positions (-6 cm, 0 cm), (0 cm, 0 cm) and (6 cm, 0 cm). The error distributions were 

normally distributed. A one-way ANOVA for non-equal variance using Welch's test showed  
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(a) 

 
(b) 

Figure 4.15 (a) Solid (blue and red) lines represent the measured voltage and dashed 

(blue and red) lines represent the calculated voltage from simulated E-field patterns for 

the Aluminum (Al) rod at point (-6 cm, 0 cm), and 2.5 GHz and 4 GHz frequencies.  

(b) A histogram of the percentage differences between the calculated and experimental 

voltage for an Al rod at three positions (-6 cm, 0 cm), (0 cm, 0 cm), (6 cm, 0 cm) for 

13 antennas and 10 frequency points from 1.5 GHz to 6 GHz, stepped at intervals of 

0.5 GHz, fitted with a normal distribution. 

�̅� = −1.06 

𝜎 = 7.17 
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strong evidence for the null hypothesis (p = 0.95>0.05), which concludes that the mean 

differences for the three different rod positions were not significant. The differences in the 

measured and calculated voltages for receiver antennas from 1.5 GHz to 6 GHz were 

approximately ± 15% at the 95% confidence interval. 

4.9 Comparison of the Experimental and Simulated Power Measurements 

for Open Space Conditions 

Figure 4.16 (a) represents the normal distribution for 130 sample points of the measured 

power in the 13 antennas and 10 frequency points for open space measurement. The receiver 

antenna array's measured power ranged from 10.3 dBm to 9.3 dBm with a mean ± SD of 9.8 

dBm ± 0.3 dBm at the 95% confidence interval. However, cable movement produced 

uncertainty in the experimental work. Measured power was approximately similar to the 

symmetrical antenna position within the uncertainties. In the simulated environment, there was 

no cable or positional movement of the transmitter and receiver so, the received power was 10 

dBm. The percentage difference between simulated and measured power ranged from -3.4% 

to 7.9%, as shown in Figure 4.16 (b). 

 
(a) 

 
(b) 

Figure 4.16 (a) A histogram of the measured power in the receiver antenna array 

from 1.5 GHz to 6 GHz, stepped with intervals of 0.5 GHz, fitted with a normal 

distribution. (b)The distribution of the percentage difference between the simulated and 

experimental power for 13 antennas with 10 frequency points from 1.5 GHz to 6 GHz 

stepped with intervals of 0.5 GHz. 

 

 �̅� = 2.3 

𝜎 = 2.8 

 

  �̅� = 9.8 

𝜎 = 0.3 
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4.10 Comparison of Experimental and Simulated Power Measurements for 

a Point Like Scatterer  

The relative power (RP) is the ratio of the received power at the receiver array for the 

Al rod at the different position in the scanning plane, compared with open space received power 

at the receiver array expressed by equation (4.3). 

𝑅𝑒𝑙𝑎𝑡𝑖𝑣𝑒 𝑃𝑜𝑤𝑒𝑟 (𝑅𝑃) =

𝑀𝑒𝑎𝑠𝑢𝑟𝑒𝑑 𝑝𝑜𝑤𝑒𝑟 𝑓𝑜𝑟 𝑡ℎ𝑒 𝑠𝑐𝑎𝑡𝑡𝑒𝑟𝑒𝑟 𝑎𝑡 
𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑡 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛 𝑖𝑛 𝑡ℎ𝑒 𝑠𝑐𝑎𝑛𝑛𝑖𝑛𝑔 𝑝𝑙𝑎𝑛𝑒

𝑀𝑒𝑎𝑠𝑢𝑟𝑒𝑑 𝑝𝑜𝑤𝑒𝑟 𝑎𝑡 𝑜𝑝𝑒𝑛 𝑠𝑝𝑎𝑐𝑒 𝑐𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛
 

(4.4) 

The relative power at the receiver antenna array shown in Figure 4.17 followed the 

additive and subtractive properties of the transmitted and scattered signals for different Al rod 

positions. Figure 4.17 (a)-(d) represents the relative power with respect to the open space 

simulated power at the receiver array for the Al rod on the X-axis (i.e., Y is zero) of the 

scanning grid from X = -6 cm to X = 6 cm with intervals of 2 cm. The solid (red and blue 

colour) lines represent simulated relative power at 2.5 GHz. For the simulated data, the relative 

powers were equal for symmetrically positioned antennas for symmetrical positions of the Al 

rod in the scanning plane. For example, the relative power at antenna 1 when the Al rod was at 

the (-6, 0) position was the same as the relative power at antenna 13 for the Al rod (6, 0) 

position. Figure 4.17 also illustrates that the relative power at antenna 1 and antenna 13 were 

equal for the Al rod at the (0, 0) position. 

 
(a) 

 
(b) 
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(c) 

 
(d) 

Figure 4.17 (a)-(d) Relative power (RP) for the Al rod in the scan plane at (-6,0) and 

(6,0), (-4,0) and (4,0), (-2,0) and (2,0), (0,0), with respect to the power at open space in 

the receiver array for measured and simulated results at 2.5 GHz. 

The dashed (red and blue colour) lines represent the measured relative power at 2.5 

GHz frequency. For the measured data, the relative powers followed approximately symmetric 

trends but were not equal for the symmetrical position antennas at the symmetrical position of 

the Al rod in the scanning plane. This is possibly as a result of errors in the mechanical setup, 

where, unlike the simulation environment, it was more difficult to precisely position the Al 

rod. The average relative power (ARP) defines as the average between the relative power of 

the symmetrical antenna position in the receiver array at the symmetrical Al rod in the scanning 

plane expressed in equation (4.4). 

𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑅𝑒𝑙𝑎𝑡𝑖𝑣𝑒 𝑃𝑜𝑤𝑒𝑟 (𝐴𝑅𝑃) =

𝑅𝑃 𝑓𝑜𝑟 𝑎𝑛𝑡𝑒𝑛𝑛𝑎 1 𝑎𝑡 (−6,0) +

𝑅𝑃 𝑓𝑜𝑟 𝑎𝑛𝑡𝑒𝑛𝑛𝑎 13 𝑎𝑡 (6,0)

2
 

(4.5) 

In Figure 4.18, the dashed line represents the measured ARP, and the solid line 

represents the simulated ARP. While there are similar trends, the measured and simulated ARP 

in the receiver array were not in agreement. The scatter plot in Figure 4.18 represents the 

difference between measured and simulated ARP at 2.5 GHz. The difference of ARP was 

varied from -0.40 to 0.35 at the 95% Confidence Interval over the 13 antennas in the receiver 

array. 
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(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 4.18 (a)-(d) The average relative power (left y-axis) at the receiver array, 

measured and simulated for the Al rod at symmetrical positions in the scanning plane 

at 2.5 GHz.  

Figure 4.19 shows contour plots of the average relative power for receiver antennas 1 

to 7, for as a function of the position of the Al rod in the X-Y scanning plane. The maximum 

value of the average relative power was 1.63, and the minimum value of the average relative 

power was -0.65 in the receiver antenna array. The minimum ARP was found in antenna 1, 

while the maximum ARP occurred in antenna 3, with the variation of ARP as a function of rod 

position decreasing from antenna 1 to 7. The maximum ARP for antenna number 1 occurred 

in the diagonal position of the Al rod in the scanning plane. The maximum value shifted to the 

right for antenna number 2 and so on. For the antenna number 7, the ARP had the symmetrical 

values for both the left and right of the Y axis when X = 0 of the scanning plane. 
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(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

-6 -4 -2 0 2 4 6

-6

-4

-2

0

2

4

6

Antennna Number 1

Y
 a

x
is

X axis 

-0.8000

-0.4750

-0.1500

0.1750

0.5000

0.8250

1.150

1.475

1.800

Average Relative Power

-6 -4 -2 0 2 4 6

-6

-4

-2

0

2

4

6

Antennna Number 2

Y
 a

x
is

X axis 

-0.8000

-0.4750

-0.1500

0.1750

0.5000

0.8250

1.150

1.475

1.800

Average Relative Power

-6 -4 -2 0 2 4 6

-6

-4

-2

0

2

4

6

Antennna Number 3

Y
 a

x
is

X axis 

-0.8000

-0.4750

-0.1500

0.1750

0.5000

0.8250

1.150

1.475

1.800

Average Relative Power

-6 -4 -2 0 2 4 6

-6

-4

-2

0

2

4

6

Antennna Number 4

Y
 a

x
is

X axis 

-0.8000

-0.4750

-0.1500

0.1750

0.5000

0.8250

1.150

1.475

1.800

Average Relative Power

-6 -4 -2 0 2 4 6

-6

-4

-2

0

2

4

6

Antennna Number 5

Y
 a

x
is

X axis 

-0.8000

-0.4750

-0.1500

0.1750

0.5000

0.8250

1.150

1.475

1.800

Average Relative Power

-6 -4 -2 0 2 4 6

-6

-4

-2

0

2

4

6

Antennna Number 6

Y
 a

x
is

X axis 

-0.8000

-0.4750

-0.1500

0.1750

0.5000

0.8250

1.150

1.475

1.800

Average Relative Power



 

57 

 

 
(g) 

Figure 4.19 The contour plots of the average relative power (ARP) at receiver 

antennas 1 to 7, for the Al rod at different positions in the scanning plane at 2.5 GHz 

frequency. 

4.11 Model Validation 

The ability to predict the position of the Al rod in the scanning plane using the 

developed mathematical model had been analyzed by comparing the average relative power 

(ARP) from the experimental results with the results of the mathematical model. The details of 

the derived mathematical model, as shown in equation (4.5), can be found in Section 3.3.14 of 

this thesis. The output of the mathematical model of the portable system, which has three-

parameters, C1, C2, and C3, depends on the position of the Al rod in the scanning grid (u and 

w). These parameters were calculated from the different positions of the Al rod and the angle 

of the receiver antenna position with respect to the centre of the scanning plane. Figure 4.20 

shows the result of both the experimental ARP (blue scatter dots) and the calculated ARP from 

the derived model (solid red line). The R2 agreement between the calculated ARP from the 

derived model and the experimental technique for the different positions in the scanning plane 

was better than 80%. The Al rod was placed at 83 scanning locations in the scanning plane, 

with 35 points on the negative X-axis plane, 35 points on the positive X-axis plane and 13 

points on the Y-axis. The ARP was symmetrical in the Y-axis of the scanning plane. Hence, 

the three model parameters (C1, C2, and C3) had 48 positional values for the Al rod position in 

the scanning plane. 
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(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 
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(g) 

 
(h) 

Figure 4.20 (a)-(h) The average relative power (ARP) in the receiver antenna array 

is shown for the different positions of Al rod in the scanning plane. The dotted lines in 

these figures indicate the measured ARP for the Al rod. The solid red and dashed black 

lines represent the estimated and modified estimated ARP from the derived model, and 

modified model, respectively for the different positions of Al rod. 

The average relative power was varied from -0.65 to 1.63. Ratio R from equation 4.5 

will be less than one when either the C1 parameter is negative or cosine term is positive and 

vise versa. The Curve Fitting Toolbox from MATLAB version 2018a was used to fit the 

equation (4.5). 

            𝑅 = 1 + (
𝐶1

𝑢Λ
)  cos (𝐶2(𝑣 − 𝑤) + 𝐶3)   +

𝐶1
2

4𝑢2Λ2
       (4.6) 

=> 𝑅 = 1 + (
𝐶1
𝑢Λ
)  cos (𝐶2(𝑣 − 𝑤)) +

𝐶4
2

4𝑢2Λ2
 

(4.7) 

The C1 parameters had positive values for the Al rod positions in the scanning plane. 

For this reason, the phase difference (C3) was assumed to be zero, and C1 in the last term of 

equation (4.5) was replaced by a new parameters C4, which had the same unit as C1. Equation 

(4.6) is the modified version of the derived model of the portable system. The solid black line 

in Figure 4.20 represents that the ARP for different positions of the Al rod in the scanning 

plane was calculated based on the modified version of the derived model. The R2 was better 

than 85%, illustrating an improved agreement between the calculated ARP from the modified 

derived model and the experimental technique for the different positions in the scanning plane. 

The new fitting parameters had 48 points for the different positions of the Al rod. The fitting 
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parameters and their uncertainties for both general and modified versions of the derived model 

are given in Appendix ED. 

 
(a) 

 
(b) 

Figure 4.21 The correlation coefficient between each parameter represented by the 

correlation matrix. (a) general derived model (b) modified derived model for the 

portable system. 

A table of correlation coefficients between each parameter is shown in Figure 4.21. The 

correlation between two parameters is represented each cell in the correlations table. Figure 

4.21 (a) represents the matrix table for the general derived model, showing that for the general 

derived model C1 and C2 had a negative correlation of -0.33. C2 and C3 for the general model 

had a negative relation with each other with a value of -0.59. C1 and C2 parameters did not 

correlate with the modified model shown in Figure 4.21 (b). C1 and C4 parameters were 

positively correlated with each other in the modified model. 

 



 

 

 

  

CONCLUSIONS AND FUTURE WORK 

5.1 Summary of Work 

In chapter 1, the statistics of breast cancer for the incidence and mortality figures were 

presented and the various breast cancer screening modalities were described. The established 

breast screening modalities such as X-mammography, Ultrasound (US), Magnetic Resonance 

Imaging (MRI) had benefits and drawbacks. As a response to shortcomings, microwave 

imaging is emerging as a modality due to its low cost, non-ionizing radiation characteristics 

and high sensitivity. 

Breast microwave imaging (MWI) as a novel modality for breast cancer screening is 

discussed in Chapter 2 where the current state of the different breast MWI systems and their 

hardware, data acquisition and image reconstruction algorithms are described. For the last two 

decades, the develop of Breast MWI has focussed on developing systems that can be used in a 

clinical or hospital. In this thesis, the author has focussed on designing and testing an antenna 

array that could be incorporated into the development of a new portable breast microwave 

sensing (BMS) system that could be used in remote locations where no clinical facilities are 

available for breast cancer screening. 

Chapter 3 presented the methods used to develop and evaluate a portable BMS system 

that could implement a previously simulated portable BMS design by lab members from the 

non-ionizing research group at the University of Manitoba. Chapter 3 also described the 

process of selecting the required electrical apparatus for the system to build the main BMS 

system. The portable BMS system was calibrated using the results from CST studio simulation 

results. The mathematical model, which was derived using electric field intensity for a point-

like scatterer (Al rod) in different scanning chamber positions, was presented. 
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Chapter 4 showed the results for each step in the process of develop the antenna array 

for the portable BMS system. The experimental and the calculated results from the derived 

mathematical model of the system, were compared. 

This chapter provides some concluding ideas related to this research as well as 

recommendations for future work. 

5.2 Conclusions 

This thesis presented results of a portable breast cancer detection system's response to 

a point-like scatterer as a function of the frequency of the transmitted microwave signal and 

the position of the sensors in the receiver array. For the development of the portable BMS 

system, the distance between the transmitter and the reference antenna receiver antenna was 

selected 20.00 ± 0.50 cm. The left and the right-side antenna were symmetrical with respect to 

the reference antenna. From the symmetrical analysis, the estimated differences for 0 cm and 

1 cm separated antennas in the receiver were (0.22 ± 1.63)% and (−0.17 ± 1.74)% at the 

95% confidence interval. A semi-circular antenna array using thirteen UWB dual-band PCB 

antennas with a 4 mm gap between the sensors was developed using the recommendations that 

the ECC should be less than 0.50. The optimal 4 mm gap resulted in an ECC of 0.37. The one-

way ANOVA analysis proved that the 13 sensors in the receiver provided a constant output 

response with respect to time. While the inherent gain of each symmetrically positioned 

antenna was approximately equal, the bias factors at 0 dBm input power were different. To 

overcome this the portable system was calibrated using a 13×10 array of geometric correction 

constants, which were estimated from the simulated E-field. The simulated E-fields were, as 

expected, found to be symmetrical both for the open field and for changes in the position of 

the Al rod. The measured DC voltages from the sensor as a function of the antenna positions 

were not well correlated with the simulated E-field because of the different channel bias factor 

of the RF detectors. For open space comparison, the calculated and measured voltage were 

approximately the same, with a 96% agreement between the simulated and experimental 

results. For a point-like scatterer, the calculated and measured voltage had differences of 

between ± 15%. The measured power receiver sensor array was ranged from 10.287 dBm to 

9.251 dBm for 95% of the expected population, and the horn antenna fed 10 ± 0.35 dBm of 

power from the signal generator. The average relative power (ARP) difference for the 

calculated and measured results was varied -0.40 to 0.35. The maximum ARP occurred in the 
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scanning grid's diagonal position for the number 1 receiver antenna and shifted right for the 

number 2 antenna and so on. The ARP had equal values for both the left and right sides on the 

Y-axis of the scanning plane for the antenna 7. The derived mathematical model of the portable 

BMS system had 80% and 85% agreement with the experimental setup with considering the 

phase angle and without the phase angle, respectively. 

5.3 Suggestions for future work 

Improving the agreement between the simulated and experimental measurements will 

require a more accurate simulation of the experimental conditions. The precise frequency and 

gain dependent calibration of the antenna/sensor array should provide results as accurate as the 

simulated results. Once an agreement between sensor and E-field simulations have been 

obtained, simulated and experimental results will be used to develop a machine learning 

approach to predict the position of the point-like scatterer in the scanning plane. This research 

used a homogeneous point-like scatterer instead of the heterogeneous structure of the breast. 

Ultimately, the portable BMS system's diagnostic performance will have to be evaluated by 

scanning a morphologically and dielectrically accurate breast phantom. 
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APPENDIX A  

 

VAUNIX LAB BRICK SIGNAL GENERATOR LICENSE CODE 

The following Python code used to control the lab signal generators for different frequency 

points with a certain period. 

 

vnx = cdll.vnx_fsynth   ##access the DLL 

vnx.fnLSG_SetTestMode(0) ## turn off the DLL’s simulation test mode 

DeviceIDArray = c_int * 64  ## the array just must be big enough for the number of devices 

you expect – 20 is fine, 64 is probably more than you need 

Devices = DeviceIDArray () 

print ("Number of devices =", vnx.fnLSG_GetNumDevices())  ## tell the DLL to go out and 

find the hardware, it returns the number of devices found 

vnx.fnLSG_GetDevInfo(Devices) ## get a list of active device handles from the DLL – one 

for each connected device 

print ("Serial Number", vnx.fnLSG_GetSerialNumber(Devices[0])) ## print the serial number 

of the first connected device 

vnx.fnLSG_InitDevice(Devices[0])  ## get any LSG device you want to use 

vnx.fnLSG_SetRFOn(Devices[0], False) ## turn off the signal generator 

freq_var = 14000 ## initial frequency and 14000 equals to 1.4 GHz 

samplefreq = 1 

vnx.fnLSG_SetRFOn(Devices[0], True) ## turn on the signal generator 

print(vnx.fnLSG_GetDeviceStatus(Devices[0])) ## print the status signal generator  

for i in range (47): 

    vnx.fnLSG_SetFrequency(Devices[0], freq_var) ## controlling the frequency setup for the 

signal generator 

    print ("Frequency in GHz =", (vnx.fnLSG_GetFrequency(Devices[0]))) ## print the 

frequency point 

    vnx.fnLSG_SetPowerLevel(Devices[0], 40) ## initial power and 40 equal to 10 dBm 

    print ("Output Power in dBm =", vnx.fnLSG_GetPowerLevel(Devices[0])) ## print the 

power level 

    print(vnx.fnLSG_GetDeviceStatus(Devices[0])) 

    freq_var += 1000  ## 0.1 GHz frquency increment   
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    time.sleep(1/samplefreq) ## time sampling of 1 second 

    print(i) 

vnx.fnLSG_SetFrequency(Devices[0], 15000) 

print ("Frequency in GHz =", (vnx.fnLSG_GetFrequency(Devices[0]))) 

vnx.fnLSG_SetRFOn(Devices[0], False) ## turn off the signal generator 

vnx.fnLSG_CloseDevice(Devices[0])  ## disconnect the signal generator from the computer 
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APPENDIX B  

 

LINEAR PARAMETERS  

Linear Parameters such as gain (A) and bias factor (B) are presented in Table B.1 and Table 

B.2 respectively for 13 receiver sensors from 1.5 GHz to 6 GHz with an interval of 0.5 GHz. 
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Table B.1 Gain, A (-1×10-2) (dBm/Volts) for 13 sensors and 10 frequency points with two standard deviations. 

  Frequency (GHz) 

  1.5 2 2.5 3 3.5 4 4.5 5 5.5 6 

A
n

ten
n

a
 P

o
sitio

n
 

1 2.25 ± 0.14 2.22 ± 0.14 2.26 ± 0.02 2.21 ± 0.04 2.30 ± 0.34 2.29 ± 0.14 2.32 ± 0.06 2.34 ± 0.34 2.40 ± 0.08 2.37 ± 0.10 

2 2.11 ± 0.12 2.14 ± 0.38 2.19 ± 0.12 2.15 ± 0.06 2.22 ± 0.06 2.21 ± 0.28 2.22 ± 0.12 2.20 ± 0.02 2.33 ± 0.16 2.14 ± 0.22 

3 2.12 ± 0.42 2.09 ± 0.16 2.19 ± 0.12 2.16 ± 0.08 2.19 ± 0.14 2.16 ± 0.16 2.20 ± 0.06 2.22 ± 0.14 2.26 ± 0.06 2.21 ± 0.18 

4 2.24 ± 0.28 2.15 ± 0.78 2.19 ± 0.10 2.19 ± 0.12 2.17 ± 0.24 2.22 ± 0.06 2.16 ± 0.10 2.14 ± 0.24 2.07 ± 0.26 2.16 ± 0.22 

5 2.17 ± 0.16 2.12 ± 0.06 2.13 ± 0.06 2.13 ± 0.08 2.17 ± 0.06 2.16 ± 0.16 2.16 ± 0.08 2.15 ± 0.04 2.19 ± 0.14 2.17 ± 0.10 

6 2.09 ± 0.42 2.14 ± 0.16 2.14 ± 0.06 2.15 ± 0.02 2.18 ± 0.18 2.15 ± 0.04 2.17 ± 0.10 2.16 ± 0.04 2.21 ± 0.02 2.21 ± 0.06 

7 2.21 ± 0.10 2.18 ± 0.28 2.19 ± 0.06 2.19 ± 0.02 2.24 ± 0.1 2.22 ± 0.02 2.23 ± 0.06 2.26 ± 0.02 2.31 ± 0.18 2.27 ± 0.10 

8 2.17 ± 0.18 2.14 ± 0.36 2.16 ± 0.02 2.16 ± 0.04 2.22 ± 0.04 2.18 ± 0.06 2.19 ± 0.02 2.21 ± 0.02 2.24 ± 0.12 2.24 ± 0.04 

9 2.11 ± 0.22 2.12 ± 0.04 2.13 ± 0.02 2.12 ± 0.04 2.15 ± 0.28 2.14 ± 0.32 2.14 ± 0.02 2.15 ± 0.02 2.18 ± 0.04 2.17 ± 0.14 

10 2.19 ± 0.22 2.18 ± 0.38 2.17 ± 0.12 2.16 ± 0.08 2.18 ± 0.2 2.18 ± 0.18 2.16 ± 0.1 2.15 ± 0.14 2.12 ± 0.34 2.11 ± 0.36 

11 2.14 ± 0.18 2.10 ± 0.24 2.14 ± 0.3 2.11 ± 0.12 2.11 ± 0.06 2.13 ± 0.06 2.13 ± 0.04 2.19 ± 0.12 2.21 ± 0.06 2.21 ± 0.04 

12 2.22 ± 0.16 2.21 ± 0.24 2.22 ± 0.10 2.21 ± 0.08 2.24 ± 0.16 2.22 ± 0.30 2.25 ± 0.04 2.28 ± 0.08 2.28 ± 0.28 2.18 ± 0.16 

13 2.15 ± 0.46 2.16 ± 0.24 2.19 ± 0.06 2.17 ± 0.08 2.22 ± 0.32 2.26 ± 0.26 2.25 ± 0.04 2.27 ± 0.42 2.32 ± 0.06 2.33 ± 0.10 
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Table B.2 Bias factor, B (Volts) for 13 sensors and 10 frequency points with two standard deviations. 

  Frequency (GHz) 

  1.5 2 2.5 3 3.5 4 4.5 5 5.5 6 

A
n

ten
n

a
 P

o
sitio

n
 

1 
1.075 ± 

0.018 

0.995 ± 

0.018 

0.956 ± 

0.004 

0.928 ± 

0.004 

0.991 ± 

0.038 

0.999 ± 

0.014 

0.895 ± 

0.008 

0.979 ± 

0.044 

0.999 ± 

0.008 

1.052 ± 

0.014 

2 
1.182 ± 

0.016 

1.137 ± 

0.048 

1.021 ± 

0.014 

0.931 ± 

0.006 

0.896 ± 

0.008 

0.961 ± 

0.032 

0.901 ± 

0.012 

0.822 ± 

0.002 

1.038 ± 

0.022 

1.185 ± 

0.038 

3 
1.157 ± 

0.054 

0.965 ± 

0.018 

0.979 ± 

0.016 

0.917 ± 

0.008 

0.882 ± 

0.018 

0.813 ± 

0.018 

0.939 ± 

0.006 

0.902 ± 

0.016 

0.977 ± 

0.006 

1.026 ± 

0.022 

4 
1.163 ± 

0.036 

1.171 ± 

0.098 

0.952 ± 

0.01 

0.995 ± 

0.018 

0.945 ± 

0.026 

0.827 ± 

0.011 

0.806 ± 

0.008 

0.921 ± 

0.024 

1.056 ± 

0.022 

1.028 ± 

0.016 

5 
1.073 ± 

0.018 

0.924 ± 

0.008 

0.856 ± 

0.008 

0.876 ± 

0.011 

0.861 ± 

0.006 

0.822 ± 

0.018 

0.806 ± 

0.011 

0.786 ± 

0.006 

0.896 ± 

0.018 

0.991 ± 

0.014 

6 
1.136 ± 

0.052 

1.005 ± 

0.022 

0.825 ± 

0.008 

0.823 ± 

0.002 

0.881 ± 

0.022 

0.786 ± 

0.006 

0.817 ± 

0.011 

0.797 ± 

0.004 

0.888 ± 

0.002 

0.955 ± 

0.008 

7 
1.119 ± 

0.012 

1.058 ± 

0.034 

0.848 ± 

0.006 

0.871 ± 

0.002 

0.934 ± 

0.014 

0.812 ± 

0.004 

0.814 ± 

0.008 

0.886 ± 

0.002 

0.992 ± 

0.022 

1.075 ± 

0.012 

8 
1.026 ± 

0.022 

1.064 ± 

0.048 

0.831 ± 

0.002 

0.835 ± 

0.006 

0.925 ± 

0.004 

0.811 ± 

0.006 

0.814 ± 

0.002 

0.828 ± 

0.002 

0.912 ± 

0.014 

0.956 ± 

0.004 

9 
1.112 ± 

0.026 

0.937 ± 

0.006 

0.834 ± 

0.004 

0.861 ± 

0.004 

0.919 ± 

0.034 

0.831 ± 

0.042 

0.783 ± 

0.002 

0.783 ± 

0.002 

0.894 ± 

0.004 

1.001 ± 

0.018 

10 
1.178 ± 

0.024 

1.064 ± 

0.046 

0.948 ± 

0.012 

0.949 ± 

0.008 

0.929 ± 

0.022 

0.859 ± 

0.011 

0.805 ± 

0.012 

0.937 ± 

0.016 

1.037 ± 

0.036 

1.018 ± 

0.031 

11 
1.089 ± 

0.022 

1.006 ± 

0.03 

0.981 ± 

0.034 

0.906 ± 

0.012 

0.888 ± 

0.004 

0.804 ± 

0.008 

0.897 ± 

0.002 

0.908 ± 

0.016 

0.981 ± 

0.008 

1.005 ± 

0.004 

12 
1.115 ± 

0.022 

0.994 ± 

0.026 

1.024 ± 

0.012 

0.927 ± 

0.011 

0.924 ± 

0.022 

1.008 ± 

0.036 

0.917 ± 

0.006 

0.844 ± 

0.011 

1.086 ± 

0.036 

1.192 ± 

0.028 

13 
1.117 ± 

0.062 

1.007 ± 

0.032 

0.935± 

0.008 

0.897 ± 

0.008 

0.989 ± 

0.038 

0.929 ± 

0.031 

0.856 ± 

0.004 

0.923 ± 

0.052 

0.987 ± 

0.008 

1.053 ± 

0.012 
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APPENDIX C  

 

GEOMETRIC CORRELATION CONSTANTS 

 

The geometric correlation constants, C is given in Table C.1 for the 13 receiver antenna 

positions from 1.5 GHz to 6 GHz with an interval of 0.5 GHz. 

Table C.31 Geometric correlation constants C (W0.5m/V) for 13 receiver antenna 

positions and 10 frequency points from CST Studio Suite 2019 simulation. 

  Frequency (GHz) 

  1.5 2 2.5 3 3.5 4 4.5 5 5.5 6 

A
n

ten
n

a
 P

o
sitio

n
 

1 41.30 53.47 56.16 64.16 67.04 69.08 66.56 66.14 51.90 53.50 

2 39.73 51.45 53.70 60.75 64.56 67.49 70.16 66.49 59.41 58.87 

3 37.49 49.67 52.65 60.57 65.02 64.61 73.06 71.11 70.99 65.46 

4 35.62 49.18 51.00 59.49 66.91 64.50 76.37 72.57 77.70 73.70 

5 34.47 50.09 50.82 58.26 65.79 61.71 78.42 77.88 89.68 85.37 

6 34.11 51.10 51.94 58.07 64.39 60.47 79.79 79.29 95.35 93.26 

7 34.00 51.41 52.42 57.79 63.32 60.28 80.52 78.59 94.80 92.68 

8 34.11 51.10 51.94 58.07 64.39 60.47 79.79 79.29 95.35 93.26 

9 34.47 50.09 50.82 58.26 65.79 61.71 78.42 77.88 89.68 85.37 

10 35.62 49.18 51.00 59.49 66.91 64.50 76.37 72.57 77.70 73.70 

11 37.49 49.67 52.65 60.57 65.02 64.61 73.06 71.11 70.99 65.46 

12 39.73 51.45 53.70 60.75 64.56 67.49 70.16 66.49 59.41 58.87 

13 41.30 53.47 56.16 64.16 67.04 69.08 66.56 66.14 51.90 53.50 
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APPENDIX D  

 

CALIBRATION CONSTANTS 

 

The calibration constants, Ͼ is given in Table D.1 for the 13 receiver antenna positions from 

1.5 GHz to 6 GHz with an interval of 0.5 GHz. 

Table D.41 Calibration constants Ͼ (V/dBm) for 13 receiver antenna positions and 

10 frequency points. 

  Frequency (GHz) 

  1.5 2 2.5 3 3.5 4 4.5 5 5.5 6 

A
n

ten
n

a
 P

o
sitio

n
 

1 0.08 0.08 0.08 0.08 0.08 0.08 0.08 0.08 0.08 0.08 

2 0.08 0.08 0.08 0.08 0.08 0.08 0.08 0.08 0.08 0.08 

3 0.07 0.08 0.08 0.07 0.08 0.07 0.07 0.07 0.07 0.08 

4 0.08 0.08 0.08 0.08 0.08 0.08 0.08 0.08 0.08 0.08 

5 0.07 0.07 0.07 0.07 0.07 0.07 0.07 0.07 0.07 0.07 

6 0.07 0.07 0.07 0.07 0.07 0.07 0.07 0.07 0.07 0.07 

7 0.07 0.07 0.07 0.07 0.07 0.07 0.07 0.07 0.07 0.07 

8 0.07 0.07 0.07 0.07 0.07 0.07 0.07 0.07 0.07 0.07 

9 0.07 0.07 0.07 0.07 0.07 0.07 0.07 0.07 0.07 0.08 

10 0.08 0.08 0.08 0.08 0.08 0.08 0.08 0.08 0.08 0.08 

11 0.07 0.08 0.07 0.07 0.07 0.07 0.07 0.07 0.07 0.07 

12 0.08 0.08 0.08 0.08 0.08 0.08 0.08 0.08 0.08 0.08 

13 0.08 0.08 0.08 0.08 0.08 0.07 0.07 0.08 0.07 0.07 
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APPENDIX E  

 

FITTING PARAMETERS 

The fitting parameters and their uncertainties for both general and modified versions of the 

derived mathematical model of the portable BMS system are presented in Table D.1 and D.2. 

 

Table E.51 C1, C2, C3 fitting parameters at 48 scanning positions of the Al rod in the 

scanning plane for the general mathematical model of the portable BMS system.  

Al rod    

Point (x, y) 
C1×10-3 C2 C3 

(0, 0) 9.09 ± 0.32 16.98 ± 1.52 0.99 ± 0.09 

(2, 0) 0.77 ± 0.34 47.83 ± 3.19 -1.96 ± 0.72 

(4, 0) 1.12 ± 0.45 31.71 ± 2.93 -0.68 ± 0.37 

(6, 0) 0.71 ± 0.35 48.09 ± 4.15 -2.37 ± 0.41 

(0, 1) 2.19 ± 1.53 15.03 ± 1.13 0.15 ± 0.53 

(2, 1) 1.13 ± 0.51 27.57 ± 1.49 -1.34 ± 0.25 

(4, 1) 1.44 ± 0.72 28.44 ± 2.18 -1.19 ± 0.27 

(6, 1) 0.78 ± 0.44 41.81 ± 3.13 -1.92 ± 0.57 

(0, 2) 1.91 ± 0.16 45.81 ± 3.98 -3.89 ± 0.08 

(2, 2) 2.11 ± 0.79 32.46 ± 2.75 -2.33 ± 0.31 

(4, 2) 1.82 ± 1.41 28.58 ± 0.44 -1.56 ± 0.41 

(6, 2) 0.65 ± 0.59 38.17 ± 3.55 -2.31 ± 0.11 

(0, 3) 1.89 ± 0.21 42.31 ± 4.16 -3.67 ± 0.09 

(2, 3) 2.48 ± 0.97 32.52 ± 2.96 -2.26 ± 0.11 

(4, 3) 1.81 ± 1.11 30.44 ± 1.51 -2.03 ± 0.31 

(6, 3) 0.31 ± 0.63 17.91 ± 4.19 0.02 ± 0.01 

(0, 4) -1.98 ± 0.14 39.69 ± 2.41 -6.62 ± 0.05 

(2, 4) 1.87 ± 0.76 39.93 ± 0.62 -3.46 ± 0.30 

(4, 4) 1.54 ± 0.77 33.56 ± 5.26 -2.71 ± 0.27 

(6, 4) 0.34 ± 0.48 32.71 ± 5.52 -2.53 ± 0.95 

(0, 5) 1.56 ± 0.49 46.38 ± 5.20 -4.53 ± 0.25 

(2, 5) 1.44 ± 0.57 39.97 ± 5.99 -3.83 ± 0.29 

(4, 5) 1.03 ± 0.30 38.52 ± 1.22 -3.71 ± 0.18 

(0, 6) 1.51 ± 0.53 36.49 ± 5.75 -3.58 ± 0.14 

(2, 6) 1.01 ± 0.49 45.47 ± 1.56 -5.01 ± 0.35 

(4, 6) 0.78 ± 0.23 42.71 ± 1.21 -4.65 ± 0.19 

(0, -1) 8.94 ± 0.88 16.21 ± 3.85 1.21 ± 0.03 

(2, -1) 5.51 ± 1.23 11.19 ± 2.91 1.19 ± 0.03 

(4, -1) 1.74 ± 0.78 31.71 ± 4.11 -0.81 ± 0.24 

(6, -1) 1.52 ± 0.69 27.49 ± 3.94 -0.65 ± 0.29 

(0, -2) 9.24 ± 0.25 29.93 ± 0.55 0.65 ± 0.07 

(2, -2) 0.67 ± 0.53 60.42 ± 6.14 -2.89 ± 0.76 

(4, -2) -1.61 ± 0.97 67.55 ± 1.95 -5.86 ± 0.28 
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(6, -2) 1.51 ± 2.94 32.56 ± 1.43 -1.23 ± 0.85 

(0, -3) 8.78 ± 0.19 26.71 ± 2.24 -5.15 ± 0.08 

(2, -3) 2.35 ± 2.25 13.84 ± 1.56 0.95 ± 0.11 

(4, -3) 1.81 ± 1.11 34.53 ± 4.98 -0.63 ± 0.31 

(6, -3) 1.98 ± 1.21 28.91 ± 0.96 -0.41 ± 0.29 

(0, -4) 7.75 ± 0.34 39.34 ± 1.63 0.68 ± 0.13 

(2, -4) 0.43 ± 0.77 41.66 ± 0.31 -0.17 ± 0.95 

(4, -4) 1.98 ± 1.71 23.58 ± 4.13 0.31 ± 0.21 

(6, -4) 2.16 ± 1.24 24.02 ± 2.51 0.06 ± 0.21 

(0, -5) 6.31 ± 0.24 58.91 ± 5.89 -0.02 ± 0.11 

(2, -5) 0.98 ± 0.41 24.59 ± 1.71 0.78 ± 0.64 

(4, -5) 3.56 ± 1.11 19.85 ± 3.27 1.01 ± 0.04 

(0, -6) 4.79 ± 0.27 42.75 ± 5.01 1.52 ± 0.15 

(2, -6) -1.03 ± 0.56 30.53 ± 2.46 -2.43 ± 0.41 

(4, -6) 2.35 ± 0.26 27.89 ± 4.13 0.81 ± 0.18 
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Table E.62 C1, C2, C4 fitting parameters at 48 scanning position of the Al rod in the 

scanning plane for the modified mathematical model of the portable BMS system. 

Al rod    

Point (x, y) 
C1×10-3 C2 C4×10-3 

(0, 0) 3.11 ± 0.55 30.02 ± 0.09 8.73 ± 0.36 

(2, 0) 1.48 ± 1.57 25.54 ± 1.50 4.13 ± 7.53 

(4, 0) 0.91 ± 0.55 18.60 ± 1.05 2.88 ± 5.15 

(6, 0) 0.62 ± 0.21 25.60 ± 2.28 0.62 ± 0.21 

(0, 1) -0.84 ± 0.25 44.27 ± 0.31 0.84 ± 0.25 

(2, 1) 1.97 ± 0.43 17.17 ± 0.55 2.86 ± 3.28 

(4, 1) 2.13 ± 0.73 15.55 ± 0.57 0.28 ± 2.61 

(6, 1) 1.16 ± 1.31 13.98 ± 0.74 0.74 ± 1.67 

(0, 2) -1.95 ± 0.23 39.59 ± 0.12 1.95 ± 0.23 

(2, 2) 4.03 ± 1.97 14.60 ± 1.19 2.63 ± 7.15 

(4, 2) 2.82 ± 1.75 13.17 ± 0.88 0.05 ± 4.06 

(6, 2) 1.25 ± 1.71 11.71 ± 0.66 0.64 ± 1.83 

(0, 3) -1.96 ± 0.22 38.33 ± 0.08 1.96 ± 0.22 

(2, 3) 5.23 ± 2.21 14.25 ± 0.61 2.36 ± 3.51 

(4, 3) 3.03 ± 1.87 13.38 ± 0.63 0.85 ± 2.63 

(6, 3) 0.48 ± 1.06 10.72 ± 1.01 1.04 ± 3.29 

(0, 4) 3.41 ± 1.42 08.84 ± 1.04 2.98 ± 6.21 

(2, 4) 3.84 ± 2.76 12.11 ± 0.88 0.47 ± 4.86 

(4, 4) 2.85 ± 1.81 12.44 ± 0.43 0.61 ± 1.54 

(6, 4) 0.82 ± 0.72 11.40 ± 0.25 0.04 ± 0.38 

(0, 5) 2.86 ± 1.26 11.33 ± 0.81 0.33 ± 4.49 

(2, 5) 2.83 ± 1.21 10.94 ± 0.63 0.21 ± 3.05 

(4, 5) 2.12 ± 1.12 11.07 ± 0.26 0.09 ± 0.77 

(0, 6) 1.04 ± 1.71 09.81 ± 1.07 1.13 ± 5.05 

(2, 6) 1.84 ± 1.95 10.45 ± 0.53 0.15 ± 1.91 

(4, 6) 2.08 ± 0.81 10.72 ± 0.12 0.19 ± 0.22 

(0, -1) 2.17 ± 1.08 32.13 ± 0.37 7.76 ± 1.63 

(2, -1) 2.22 ± 1.16 29.60 ± 0.74 7.61 ± 1.99 

(4, -1) 2.33 ± 0.63 19.80 ± 0.54 0.44 ± 2.13 

(6, -1) 2.33 ± 1.05 17.81 ± 0.41 0.68 ± 0.91 

(0, -2) 5.23 ± 2.53 39.28 ± 0.21 8.41 ± 0.81 

(2, -2) 1.51 ± 0.83 22.95 ± 0.28 1.51 ± 0.83 

(4, -2) 2.32 ± 1.19 09.91 ± 1.88 7.71 ± 0.73 

(6, -2) 3.83 ± 2.06 14.41 ± 0.57 1.61 ± 0.22 

(0, -3) 2.85 ± 2.11 44.82 ± 0.33 7.21 ± 0.14 

(2, -3) 1.36 ± 0.71 36.48 ± 1.04 5.59 ± 0.24 

(4, -3) 2.31 ± 0.75 23.24 ± 1.04 0.52 ± 0.36 

(6, -3) 2.57 ± 1.07 19.46 ± 0.67 0.13 ± 0.24 

(0, -4) 4.49 ± 3.28 51.04 ± 0.32 7.19 ± 0.66 
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(2, -4) 0.46 ± 0.35 37.91± 2.23 0.46 ± 0.35 

(4, -4) 1.67 ± 0.55 30.86 ± 1.31 3.11 ± 1.31 

(6, -4) 2.19 ± 0.88 22.89 ± 1.01 1.19 ± 1.33 

(0, -5) 6.31 ± 0.24 59.91 ± 1.94 6.31 ± 2.05 

(2, -5) 0.61 ± 0.26 43.48 ± 1.31 0.61 ± 0.26 

(4, -5) 1.71 ± 0.49 42.33 ± 1.27 3.69 ± 1.41 

(0, -6) -3.01 ± 0.15 19.28 ± 1.39 2.91 ± 0.51 

(2, -6) 1.39 ± 0.81 10.32 ± 0.12 7.74 ± 0.22 

(4, -6) 1.44 ± 0.38 47.39 ± 1.72 1.41 ± 2.05 
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APPENDIX F  
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