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ABSTRACT

Maonetir. harrlenino in Çg-^Pt,^ and FePt^ -Ni^ " hasa "'- --5¿ -4a -0.7-'-o.J
been examined through X-ray diffraction, electron microscopy

and electron diffraction in correlation with magnetic mea-

surements.

Both allo)¡s can be quenched from a high temperature to

retain a disordered f. c. c cubic structure. Aging at lower

temperatures produces a.t: ordered tetragonal phase of type

AuCu I with tll - 0.g7. The c-axis is an easy axis of magne-
d.

tization with an anisotropy constant of -107 erg/cc- Upon

ordering the alloys become magnetically hard. The crystal

structure and morphology of the alloys has been examined by

electron microscopy.

In Co..rPto* at the ear11z stages of ordering, ordered)¿ +Õ 
o

regions of diameter 50 - I00 A were found with their c-axes

oriented at random parallel to one of the three original dis-

ordered cubic rra' axes. In the optimum high coercivity

state, particles with the same c-axis having a diameter of
^-200 Ã group together on {110} planes with their c-axes at

45o to the {ffO} pIane. In the overaged. state like particles

coal-esce to form lamellae of one particular c-axis, the

other two orientati-ons being consumed.

Conventional domain walls could not be seen in an

nn+' i mrrm ^'r, Þr- '.-i *^ r ^eentz miCfOscopy althOUgh maCro-(JP LJ.ltlLutl 4452. 
"4 g LaÐlrlY !\J!

scopic domains were observed on a mechanically polished sur-



v

face with the Bitter technique"

In the optimum FePtO.ZNiO.¡ the {ffO} famellar struc-
ture was found; the c-axis of the tetragonal lamellae being

at 90o to the dominant tetragonal matrix. Lorentz micro-

scopy revealed 1800 domain watl-s parallel to the matrix

c-axis.

In an attempt to elucidate the origin of magnetic har-

dening in both alloys, the hard magnet-ic ¡¡roperties were

examined in different ordering stages and at temperatures

from 4"2 to 600 K" The large values of the reduced reman-

ence ratios are explained in terms of exchange interact.ions

between the particl-es of different c-axis " This interaction

being proportional to the overall- sample magnetization

(ÀI) modifies the Stoner and Wohlfarth magnetization curves

of single domain particles and allows the reducecl remanence

ratio to be higher than 0.5. Values of the interaction
parameter À were found from the measured remanence ratio.

The coercivity increases on cooling below room 'tem-

perature" This increase can be attributed t.o the decreased

probability of the thermal activation of domain wall seg-

ments over barriers as temperature falls (thermal effects) and

to the change of the intrinsic properties (magnetocrystal-

line anisotropy and saturation magnetization) with tempera-

ture "

Magnetic viscosity measurements \,{ere used over a wide

range of temperatures (4.2 to 600 K) to separate thermal



xi
activation from intrinsic temperature effects. No obser-

vable time effects were seen in optimum CorrPLng .t 4"2 K"

fn addition, values of the saturation magnetization

and magnetocrystalline anisotropy r¡rere obtained by least

squares fitting to the law of "approach to saturation".

Magnetization measurements were taken in fields up to t00

kOe and. at temperatures from 4"2 to 300 K" It was found that

some of the magnetization curves could be supei:imposed on. the

overaged magnetization curve after translating the Il axis by

a proper amount, ÀI" This is also an indication of the

exchange interaction hypothesis and the values of ), ol:tained

by this !,¡ay were consistent with those obtained from the

reduced remanence ratio"

From the picture of the experimental obse::vatj-ons a

model has been set up to explain the magnel-i-c har:derr.íng in

FePtO.ZNiO.g" It is assumed that the lamellar jr:nctions are

the pinning centres of domain walls and, Lherefore, l-he souræ

of magnetic hardening" Ä linear variation of coer:civi.ty

with temperature is predicted through continuous pinning of

domain walls provided the intrinsic effects are not impor-

tant "

No simple domain interaction is consistent with the

structure observed. in CoUrPtnB at its optimum state" How-

ever, the applicability of a recent coherent rotation random

anisotropy model- of coercivity is discussed"
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CHAPTER T

TNTRODUCTTON AND SUMMARY

1" 1 TNTRODÜCTTON

A ferromagnetic material is characterized by the pheno-

menon of hysteresis or irreversibility in magnetization M as

shown in Fig" 1"1"

The value which the magneLízatiorr acquires at high rnag-

neLic fields H is called the saturation magtletization. M..

After the removal of the field, the *.gr,"iization does not

reduce to zero but to a definite value called the ::emanent

magnetization or remanenc" MR. The reverse field required

to bring the magnetization to zero is call-ed the coercive

force or coercivity Hc. Similarly, th.e fiel.d reguj-::ed to

bring the remanent magnetization M* to zei:o is called l-he

remanent coercivity Hn (fig. 1.1) .

Weiss (1907) tried to e>ç1ain this irreversibiliLy

by assuming the existence of "domains" inside ivhich the mag-

netization is saturated, but various domains have d-ifferent

directions of magnetizations so that in the absence of the

field there is no net magnetization. The boundary layers

between these domains are known as "domain walls" -

This study is mainly concerned with the properties of

hard magnetic materiats which resist demagnetization well

and are characterized by hiqh coercivities and remanences.
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Fis. 1.1 Demagnetization curves.

ization curve
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There are two possible mechanisms of magnetic hardening.

a) The reversal of anisotropic single domain partici_es
' as shown by Stoner and Wohlfarth (1948). (The sub-

division of the crystal into domains reduces the .

magnetostatic energy, but a domain waIl energy must

be introduced to effect t.his reduction. As the

size of the crystal is reduced the diminution in
magnetostatic energtr' fal-Is off more rapidly than the

increase in domain wall enerqy and below a critical
size the crystal prefers to stay in the single

domain state. ) It is found that larqe fiel_ds are

needed to reverse these single domain particles if
they a.re magnetized in the anisotropic direction.

b) The pinning of domain wall-s by inhomogeneities is
the alternative mechanism of magnetic hardenj-ng as

first suggested by Becker (I932) and Kersten (1943).

The second mechanism is responsible for the magnetic har-

dening of the alloys examined in this study sj-nce they are

mainly consisted of muLtidomaj-n grains.

Consj-der an area A of a 18Oo domain wall interacti-ng

with a pinning site of interaction energy U(x) , Fig. I"2"
Assuming that when the field is zero the minimum of the

interaction energy u (x) lies at x = 0 then the total maqnetic

energy in a field H can be written as:



P
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Et = U(x) 2HIAx 1" I

where r is the magnetization per r:nit vo]ume and x is the
distance the wall- moved after the applicati_on of the field
IJ

The equilibrium state can be found w.hen

õH's!
L ñII

¿*=0 or ä-2HfA=0 L.2

and is one of maximum or minimum energy depending on whether
d2u

- 

'ì q lêqq ôr crra=|.ar {- ir =æã 
.Þ IsSÞ Çr y!çqLç! urro.Il, ZeTO-

At zero fierd the domain warl will sit on the positions
of ndnimum energv facing a barrier of height AE = au, Fig.
L.2b. As the field slowIy increases the domain wall wirl
move from A to B reversiblv and therc is no hysteresis. One

can actualJ-y see that the action of the field is to brinq.the
positions of maximum and minimum energ'y closer together thus

decreasing the height of the energy barrier, Fig. L.2c,
which is then

AE = AU-zHfAx 1.3

At a particular value of the fierd the domain warl
reaches position B, where the slope of the interaction enersv
is a maximum and where there ceases to be a-n enerqy barrier.
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The walI then suffers an irreversibre jurnp to a new position
F which has the same slope as B" This reaves the sampl_e with
an increased remanent macnetization"

At absorute zero T = 0, there is no thermar activation.
The particular value of the magnetic field required to push

the wal-l past the energy barrier, corresponds to the coerci-
wifw of theJ- barrier and iS oirzen frnm Eo¡ation 1 ) l-v! LJ v! u¿¡qL 9q!I¿gJ_ c:,l¡t,I IÞ v¿ vç¡¿ !!\Jltt L_ sse¿v¿ Jlz

I ,OU.H = 

- 

t-tmzv '1 
^"î 

^ 
tÎ^ \'¡r'/ ¡rt.*¡' ¿. tvtv ¿J-2), (l-À,

At any other temperature T, there is always a finite
probability that the wa1l will cross the enersy barrier
through thermal activation in a lower fierd than H",o. The

probability that the wall will pass the energy barrier aE

in time 'r is given by

- I -AE,/kT t\

where k is Bortzma¡'s constant and c a constant equal to
exp (25) Hz (Bean and Livi-ngston, 1959 ) . Assuminq that ther-
mar activation is the only contribution to the temperature

variation of the coercivity, then H" should. follow the rela-
tion derived by Gaunt (1972).

^ 
l'1

II _ llu _ ¿3K'L' 1 ." c ,l 2IAAx 2lAAx ¿. o



rt is obvious from the previous arguments that if one

attempts to calcul-ate the coercivity H^, he must have anv

expression for the interaction energy U(x). That is Èhe

ñr1rñ^ê a aÇ +l-'i e cl-rr¡ft2. {-n glUCidate the nrì ni n n€ m=_rneJ.i ns¿¡¿ù È uuuy , utJ ErL¡u¿L.¡,d.Le LIlg u¿Ig¿Ir oI maEr.__-_

hardening by looki-ng at the nature and. distribution of
these imperfections throughout the crystal.

L.2 SUMMARY

For this purpose,

el Tl'ro nnrc#¿] structure and the r:rt¡stallocrr:nhir.-t r u! qeeq!ç u¿¡s u¿as vr.y Ð uq+¿uyJ_o.|Jlr¿u

n rrio ri n a n€ þl-ra â 'l 1 ^.,^or trne arJ_oys v/ere examined by X_rav dif_
fraction analysis (Chapter IfI) .

b) The hard magnetic properties (Hc, HR, Mn) were

exami-ned for various ordering stages and at differ-
ent temperatures (Chapter IV). The variation of
coercivity H" with Lemperature is mainly due to:
i) thermal activation
ii) the change of saturation maginetization M= and

magnetocrystalline anisotropy K with tempera_

ture (intrinsic effects) .

c) Magnetic aftereffect or mag'netic viscosity measure-

ments were used (Chapter V) " This is a rel_axation

effect in the magnetization of the sample after the
sudden application or the removal of a magnetic

field. rt is the resurt of thermal activation of
domain waIls over the energy barriers. With the



B

use of magnetic viscosity measurements one can

separate thermal activation from the intrinsic
effects" Finally, these measurements have to be

consistent with the model set up to explain the mag-

netic hardening.

High field magnetization measurements were

determine the saturation magnetization M=

magnetocrystalline anisotropíc I(. l:y least squares

fitting to the "law of approach to sa-turation,'
(Chapter VI) "

The curie temperature was measured in order to esti-
mate approximately the exchange constant. J"*
(Chapter VII) " This value was then used to cal_cu-

late the domain wall energy (Chapi:er VIII).
FinalIy, optical and el-ectron microscopy were

employed to image the imperfections and their inter-
actions with domain wal1s (Chap{:er IX) "

Most of the present work has been devoted to .bhe study

of an FePtO.ZNiO.: and a Corrptn alloy. Both of these sys_

tems undergo a disorder/order transition bel_ow a critical
temperature " This transition is from a face-centred cubic
to a face-centred tetragonal structure. I{ard magnetic pro-
perties are produced by appropriate heat treatment.

d) used to

and the

e)

f)



CHAPTER II

EXPERIMENTAL TECHNIQUES

2"L SAMPLE PREPARATTON

The alloys were melted by arc casting from high purity

materials in a water cooled copper boat under an atmoonlrora

of purif ied argon. To ensure homogeneity 'the alloys were

melted several times " The cast i^ieigh'ts r,vere recorded ín

order to detect any significant meltj-ng losses" Ï'7eÍ-ght l-os-

ses ranged from 0 " 5 to LZ and were attributed 'to the tendency

of the alloys to splatter when melting"

After the all-oys \,\Iere preparedo samples v/ere cut off

using the diamond wheel. A final spherical or oblate

spheroidal shape of the specimens was obtained using a grínd-

ing apparatuso Fig" 2"J.b" (rhe method is based on the prin-

ciple that a spinning body which is free to choose its axis

of rotation will spin about its axis of maximum moment of

inertia" If, then, it touches an abrasir¡e surface i-t r,¡ill

reduce its largest diameter) "

Subsequently, the samples were etched in concentrated

HCI acid and thev were readv for the heat treatment"

2"I"L Heat Treatment

The samples were sealed into a clean vycor tube under

argon pressure and they were homogenized at a temperature of

1l-00oC forseveral hours. Subsequently, the temperature was
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1t
reduced. to -1O0OoC anC the safnpl-es were quenched by breaking

the vycor tube under tap water. Furthermore, the specimens

were. annealed at various fixed temperatures (600 - 700oC) for

different times at the end of which ihey were quenched in

the above way.

All the annealingi was done in tube furnaces with tempera-

ture control of t2oC. Since the highest available temperature

from the tube furnaces was 110OoC, a modified single crystal
€r,-¡=¡a /ç.ja ,l 1^\ ..-- "^orl fnr h.i OhCr.l-am¡ara{-rrrnc, ThgfìJfnA(Jg \f fg. ¿.Ldl wdb uÞeu ru! tr!V¡¡ç! L€rll¡:E.t-a.Lu!Çr'

sample was held with a molybdenum wire inside an alumina

tube around which there was a carbon resistance heater. A

mj-xture of argon with 1A H gas was flowing into the tube to

prevent oxidation of the sample. The advantage of this sys-

tem is that the sample can be quenched quickly into the water

by cutting the molybdenum wire.

2.2 MAGNETIZATTON MEASUREMENTS

The extraction method was used for all the magnetiza-

tion measurements. This method is based on the flux change

in a search coil when the Specimen is removed from the coiI.

The total flux through the coil in an applied field H" is

given by

ô1 =BA= (Hi+4nI)A= (Ha-HO*4rI)A



Where B is the magnetic induction

of the specimen, A is the area of

to b'e the same as the area of the

netizing coefficient

H 
= -l\l 

I

¡ L _LÞ LIIC

J-L¡ ^^**1^Lr.lE ÞC¿trlP-LC

r.ni'ì ì :nÄvvLL I f

L2

magnetization

(it is assumed

N is the demag-

After
+h-n'r^L +-1..aL¡¡¡ V qY rt L¿¡g

the sample is removed

coil is given by

from the coil the flux

0^ = H A,/a

|Fho r-Ïr:naa i n f I rrw i\ró tharofnro i ce= f e¡.e!v4v!et !È

A0 = 0. 0. = (N 4n)IA
¿L

And J-s proportional to the magnetization

The emf (er) generated on the coils
in flux is

2.I

of the spec j-men f .

due to the change

¿.¿g.
I

d0
Ar

2.3 MAGNETOMETER FOR LOW FIELD MEÀSUREMENTS

The magnetometer consists of an electromagnet, a power

supply, a pick-up coil and an integrator. Through a cold
finger, temperatures down to 4 "2 K were achieved. For hiqh
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temperatures up to 700 K a hot finger was used"

2.3.L Electromagnet

A water cooled Magnion electromagnet driven by a 25 amp

regulated power supply was used for aI1 the low field magne-

tic measurements. The maximum available fíeld was 16 kOe and

it could be reversed by a switch in the output of the power

supply. The latter was shorted out while the polarity of

the coils was reversed, because of the large inductance of

the coils of the electromagnet. A 9 mm diameter hole was

bored in the pole faces along the axis of the core.

r|tha macrnetic field was set by a ten turns potentiometer
¿¡¡v ¿¡rsY¿¡¡

in the control circuit and it was calibrated against this

setting by a fIiP coil flu¡aneter.

i) Field Profile Curves

A small sensing coil was used to determine the field.

profile in the longitudinal and radial directions of the pole

faces of the electromagnet. It was found that in the longi-

tudinal direction the field falls off from the centre

(Fig. 2.2) by an amount given bY

h, = 0.126x'%
I

Where x is in mm and h, is the percentage change of the field.

Along the rad.ial d.irection (perpendicular to the hole axis )



I4

I
s
;6

Fig. 2.2 k1ôt^ ñr^11 tô
È/Àv!44u

h >nrl h ârô., .l ^'r
rÊqnar-.l- i ïzaI rz

4
x;y (mm)

curves in the electromagnet
the longitudinal and radial

y)

nnla f:r-oc.
f.i ^r,t^! ICJSÐ t



t5

the field increases from the centre by

ht = o'I2IY'z

Therefore, for centered specimens of length L and radius R

the averag'e change of the field relative to the central

I IgJ-L¡ J--

ñr = -0"]]6'ze" and' ñr = o'121 *z*

The specimens used for the magnetic measurements had

dimensions of L - 6 mm and R - 2 nm. That would give

ñ, = -0.85U and ñ- = 0.165%
If

which are within the expected experimental error.

2.3"2 Coils - Intesrator

A compensated pick-up coil of 15 r 000 turns of no " 44

B.S copper wire was used. The coil was sitting between the

pole tips of the electromagnet so that its centre was co-

axial with the pole tips.

When the sample vras removed from the coils to the

interior of the magnet core an emf (ej ) was generated on

the coil-s due to the change in f lux (Equation 2.2) . This

emf (u., ) was, subsequently, integrated through an electronic
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integrator (Fig. 2.3) based on a chopper stabilized opera-

tìon¡'l emn'l 'ifior fn nrndrrr.o ân nrr.l-nlrt omf êq¡(¡1,¿¿!¿u! uv }J!vuuçg q¿l vuLt/qL ç¡lLI 
=o

'ì.ô=-o (R.+R )C ., -i*v ''r

Where Rí, R= and C are defined in Figr 2.3. Using Equations

2.L, 2.2 and 2.3 one can easily see that e^ is proportional

to the magnetic moment of the sample.

I r d0-
==-o (R, +R )C r dt*"

a

= - ñ_+__c (N - 4r ) rA\lf . -r¡t ., U
-LÞ

ecI

For sÈatic measurements the output vortage was disprayed on

a digital voltmeter and for magnetic aftereffect measure-

ments on a chart recorder whose full-scale sensitivity varied

from 0.5 mV to 500 V. The output drift rate is typically
10 mv/sec when offset voltage and curvent have been adjusted

(.H'fg. ¿.3).

2"3"3 Image Effect

The measurements which were made with an electromagnet

had to be corrected for the image effect. This is due ro

the magnetic image of the specimen (f ig. 2. 4a) which is pre-
sent because of the high permeability p of the pole faces.
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Tho m=crnetir.: moment of the image equals that of the specimen¿ ¡¡v ¡rrqY¿

for infinite permeability U pole faces, decreases as U

decreases and becomes zero for a perfect diamagnet, U = 0.

It interacts wíth the specimen and increases the flux density

around. it. It, therefore, increases the fIu:sneter deflection

due to the removal of the specimen from the search coil.

The image effect depends strongly on the fie1d, even

when the magnetic moment of the specimen is kept constant.

The higher the field, the closer the pole caps to saturation

and the lower the permeability. This variation causes the

magnetic output for a constant moment sample to decrease as

much as 5Z at 16 kOe"

A small coil of the same size as the specimen carrying

cOnstant current to produce a constant magnetic moment was

used to find the correction image factor. Fig. 2.4b shows

the variation of the magnetometer output V¡ due to the image

effect and the correction factor L so that LVr. is constant.

2.3.4 Calibration of the Magnetometer

An annealed nj-cke1 specimen was used to calj-brate the

magnetometer. The readings after being corrected for the

image effect, produced constant results for the field range

of I - 16 kQe, establishíng thus a confidence for the image

correction factor. By using M = 55.11 emu/g for the magne-

tic moment of nickel [Crangle and Goodman' I97l-) the calibra-

tion factor is found to be
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calibration factor = (0.1078 j O. O0O5 ) emu./mV

This was also checked and verified with an iron sampre.

2.3.5 Cold Finqer

The spatial constraints imposed by the proximity of
the pole faces allowed the use of a col_d finger arrangiemenr

shown in Fig. 2.5 in order to achieve a temperature range

from 4.2 K up to room temperature (300 K). This consists
of f our co-axial stainl-ess steel tubes. Liquid helium (or

liquid nitrogen) flows down the inner tube which is isolated
by a vacuum space. The two inner tubes are sordered Eo an

oxygen-free high conductivity copper brock. At the top of
the block there is a hole for the escape of helium gas

through the space between the second and third tube.

The copper block is used for the heater and the sample

holder. The heater is made out of nichrome wire havinq a

resistance of 40 CI" At the end of the heater, there is a

Au 0.03å at Fe thermocouple used for the temperature control-
JçI .

The sample holder is made out of aluminum. At its end

there is a copper-constantan thermocouple for measuring the
1- cmncral-rrro nf J-ho q.amrr'l os 9s4 u v¡ us¿!!v¿u.

Bell-ows are used in some places to give more flexibility
to the cold finger and reduce the possibility of breaking

the joints due to thermal- contraction. To prevent the tubes
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from touching each other, teflon spacers were used. The

sample was centered through the position adjustment shown

ìn fho fiarrra Tiarli'l h^'l!¿yq¿u ,r=riurn is transferred into the col-d

finger through the transfer tube shown in the block dj-aqram

of Fig. 2.6.

2.3.6 Hot Finqer

Fig. 2.7 shows a schematic diagram of the hot finger.
rt basically consists of a copper block thermally isolaÈed.

from the surroundings by a stainless steel tube and a vacul.rm

jacket. The heater is made out of nichrome wire with a total
resi-stance, ft = 32 Q and it is wound around the copper tube.

The sample is mounted on the end of the copper block crose

to the thermocouple. A piece of glass served as a spacer

for thermal isolation of the heater"

2.4 ¡4AGNETOMETER FOR HIGH FIELD MAGNETTC MEASUREMENTS

2.4.I Superconducting Magnet

The "approach to saturation" magnetization measuremenËs

v/ere made in field.s produced by a supercond.ucting magnet from

S.H.E" Manufacturing Company (Superconducting Helium Elec-
tronics). The magnet (nig" 2.8) consi_sts of a solenoid. of
type rr superconducting wire rayer wou¡d to a non-magnetic

former" rt has a working bore of 40 mm and. an overall tenqth

of 220 ntrn. Test results show a maximum field at 4.2 K of
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below 4 "2 K
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quench fiel-d greater than 85 kG. At temperarures

a field higher than 100 kG can be obtained.

i) Superconducting Switch

A switch (Fig. 2.8) including a thermally isolated
superconducting wire is connected across the terminars of
the magnet to a1low the magnetic fierd to be maintained for
a long time without passing current into the cryostat. when

the switch is closed the wire is superconducting. when it
is open a heating coil heats the superconductor above its
transition temperature and the switch becomes resistive.

ii) Power Supply

A constant current polrer supply (DpS - 100) is used to
supply the current to the superconducting solenoid. Its
long-term stability is r in 103. rt provides a steady s\^/eep

rate because of the large inductance of the solenoid. The

fierd can be reversed by switching the terminars of the power

<lrnn'ì rz

iii) Field Profile

The shape of the winding of the superconducting wire is
arranged to provide adequate homogeneity of the magnetic

field in the working bore. Test results (Tabre z.L) sho'¡¡

that the homogeneity of the fierd is 0.0412 in a vertical
distance of 4 cm across the centre of the magnet. (ln
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lable 2"I, z is the vertical distance from the

bore, R is the radial dj_stance and. the fíeld is
Èrrr {- lra eôhðì l-i r¡i l-t¡ nf l-ha (r'ly Erre sensJ_c.-"*_r v¿ q¿¡s superconducting coil
+c¿ .r\r.

2B

centre of the

represented
H ,KG,t_¡ âf
T \ n / ss

2.4.2 Cryostat and Vacuum Systems

The magnet v/as verticalry suspended inside a pope dewar

through some stai-nIess steel tubes of 0.0r0" wal-l thickness
(Fig. 2.9). This dewar was filled with riquid. helium so that
the superconducting magnet is at liquid helium temperature
(4.2 K) during operation. The hel_ium dewar is arso immersed

in another Pope dewar which is filled. with nitrogen. The top
of the helium dewar is connected through an o-rj_ng to the
cryostat head which is made out of brass. Both dewars and

the cryostat head are fixed to a thick aluminum plate whi_ch

is the top of a cage enclosed on four sid.es by plexiglass
and plywood to protect the dewars and the magnet.

The current from the power supply is carried down the
magnet by lead coated brass tubes. Liquid. herium is crans-
ferred into the helium dewar through a stainless steel tube
which ends below the magnet. The flap val_ve is kept open

during operation for the escape of hel-ium gâs, in case the
superconducting magnet g-oes normal (magnet quench) .

This apparatus \^/as designed for a variety of experiments
so inserts v/ere made to fit into the cryostat which courd. be

decoupled from the vacuum systems. A flow diagram of the
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vacuum system is shown in Fiq. 2"I0

¿.+.5 fnserts

Three inserts were used for the experimental observa-
tions. Two of them \^/ere designed to be used f or dif ferenL
temperature ranges. The third one v/as made to be used with
a nehr set of very sensitive and well_ compensated coils.

i) High Temperature fnsert
This insert was initiarly designed to be used for the

temperature rangle of 4.2 K to 600 K. rt basically consists
of a nitrogen dewar jacket (fig. z.J,I) made out of copper

which is vacuum isorated from the sample and helium spaces.

The nitrogen dewar serves as a sink for the heat generated.

by the furnace¡ so that ress riquid helium boils off. rt
arso decreases the heat loss from the furnace due to radia-
tion processes.

The furnace is made out of a copper tube along which
there is a groove with a fr-at end. A nichrome wire is used

as the heater" rt runs up and down the groove having a total_
resistance of 15 a. A platinum resistance thermometer is
placed on the flat end for the temperature control_. The

furnace is isol-ated from the nitrogen dewar by a quartz
glass spacer.

The coils are fixed at the end of the outside part of
the insert which is immersed into Èhe maoner Ï"roro
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sj-nce this insert courd not go below 30 K, another one was

designed to be used at liquid. helium temperacures. (e¡

insert is constructed in such a way that t.he bottom part is
made out of copper for uniform temperature and the top is
made out of stainless steel so that less heat is transferred
from the outside down to the helium bath).

iiì T.nr^r¡11amn--, --....erature Insert I
Fig. 2.L2 shows a schematic diagram of the 1ow tempera-

ture insert. A vacuum is necessary to i_solate the furnace
from the helium bath. The sample could also be isorated from

the furnace by a vacuum space. The furnace is similar to
that used with the high temperature insert. Thermistors are

used for the temperature controL because the platinum resis-
tance thermometer is field dependent below 30 K.

This insert could be used from 4.2 K up to 100 K.

iii) Low Temperature Insert II
This insert could only be used at 4.2 K. The demand for

high accuracy in the high field. magnetization measurements

(1:104) made necessary the use of extremely well compensated

coils (new coils) whose restricted dimension forced the
design of the insert shown in Fig. 2"L3. The sampre is ther-
mally isorated from the helium bath by a vacuum jacker.
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2"4"4 Additional Parts of the Magnetometer

Other accessories which are needed to complete the

apparatus for the high field magnetization measurements

include the sample holder, the piston chamber for moving and

positioning the sample, the liquid nitrogen blow-off, the

integrator and the temperature controller.

i) Samp1e Rod

The sample rod consists of a stainless stee-l Èu-be joined

with a glass rod (for isolation) through a copper tube (nig"

2"I4) " The end of the glass rod is connected w-ith a coppell

block where the thermocouple sits and at the bo'L.tom of which

the sample is held with an alumÍnum holder" The glass rod is
fixed to the copper block with "pJio-bond!'gJ-ue" The top end

of the sample holder is made out of a stainl_ess s'L.eel plug

through which the thermocouple wires pass. The wires were

brought out of the vacuum space via a silicon rubber seal.

ii) Piston Chamber Sample positioning

The sample rod is fixed to a piston (nig" 2.I5) which

is driven by a solenoid valve with the help of helium gas

(Fig" 2"L6). In phase ln valves B and D only are opened

and the piston is moving to the right, while in phase 2 |

B and D are closed and the piston is moving to the l_eft.

Adjustment screw A (Fig. 2-J_5) is used only with the

new coil-s for the vertical- positioning of the sample in the
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centre of coil 2 (sample in up position) while screw B is

used with the new coils to centre the sample in coil I in the

down position or with the old coils to centre the sample in

the main coil.

iii) Liquid Nitrogen Blow-off

The liquid nitrogen blow-off is used to blow all nitro-
gen which was used to pre-cooI the superconducting magnet in

I

t'he helium dewar. It is made out of copper having the sche-

maùic diagram shown in Fig. 2.L7. This fits into the fill

tube of the helium dewar. On the fill tube there is a hole

J-o nrarzanf nsCillatiOn Of .l.he Iiouid helium bath. That is

why the two o-rings were used to help in building up a pres-

sure on the surface of the liquid nitrogen which is subse-

quently pushed out of the dewar through the tube.

.i tz\ Tnf aar=J-nrLV I lll LEur- o. |-v!

The integrator used with t,he high field magnetometer

was t.he same one used with the electromaqnet as described

earlier in Section 2"3.2.

r¡) Tomnar¡fure COntrol Unitvt

Temperatures above 4.2 K were obtained by slowly heating
&r-^ ç"-*^^e which is then coupled. to the sample with someu}J L¡¡ç À u!I¡49ç wI¡JçlI rÐ utl'

helium gas. The temperature v¡as controlled by the unit shown

in Fig. 2.L8. The controL element is a thermistor. The IR
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rr^nnôF ]-rrl-ri n^! çqv¿¡fY

Fí9. 2.L7 Liquid nitrogen blow off.



42
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drop across the thermistor creaLed by a constant current I ís

backed-off by a reference set point voltage Vs" The differ-

ence V" IR is fed into a null-detector, the analogue output

'from which is used as the input of the dc t.emperature control-

ler supply" Temperatures \^rere measured with a copper-con-

stantan thermocouple and then requlaLed to 11 K.

2.4.5 Instructions for the Use of Superconducting Magnet

There are some steps which should be followecì wh.e:r th.e

superconducting magnet is used" The following instrucLions

referred to the case where the high temperature insert ís

used" If other inserts are used avoid the steps associated

with the high temperature insert.

a) Flush (air) and pump He vacuum space (g1ass dewar)

several times, then seal in mechanical vacuum"

b) Flush (air) and pump N, vacuum space (insert)

several times then seal in diffusion pump vacuum.

c) F1ush (He) and pump sample and furnace spaces

(insert) several times then seal in exchange gas

(, atm. He) "

d) Fl-ush (dry Nr) and pump magnet space several times

then seal in 1 atmosphere N, gas"

e) Cool down system.

i) Filt liquid N, dewar (glass).

ii) Put LiN2 to top of magnet (He dewar) -

iii) FilI LiN2 dewar (insert) 
"
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L ] YYCLIL.

g) Blow LiN2 out of magnet space.
-h) Flush (He gas) and pump magnet space"

i) Fill magnet space with LiHe.

j) Adjust exchange gas pressures.

ñna

still in

^\*,

hlvt

^ivt

can change the sample while the liquid helj-um is

the dewar with the following steps.

Release pressure in piston chamber.

Disconnect polyflow tubing from the piston chamber.

Remove sample holder having helium gas flowing in
åL^ ^-*^1^L.[.Ie ì]c¡,J.ltlJIE ÞtJeUs.

2.4.6 Flux Creep Coils

r_ ) l,'Iux ureep

The phenomenon of flux creep accompanying the displace-

ment of the sample inside the superconducting magnet was

studied thoroughly by J. P. Rebouillat (1972). If a sample

is placed in the magnetic field of a superconducting magnet,

it will concentrate the lines of force" The flux through the

space between the sample and the magnet will not attain

immediately its equilibrium value but it wiIl increase with

time creeping back to the sample through the superconducting

material (rig" 2.19a). If the sample is then removed from

the magnet, the flux will decrease with time creeping back



AA

H

^âññlêÞ arLL|/ !v

uperconducting IooP

lanar IooP

sensing coil

\a/

(b)

Fis. 2.Ls (a) Frux creep throush i =,iÎ"'.:"ît:":åil:11""
when a sample is btol?l:r;å ;;-a planar loop

(b) a-áiPot-t moment represenr
carryÍng ttîiä"t-i inside-a sênsing coil

^arrviflq current I'



46

to its original place through the superconducting material.

The sensing coil which is around the sample wi1l, thus,

measure a change in flux A,Þ due to creeping of t.he lines of

force.

ft was found by J. P. Rebouillat that the change of

flux AO due to creep is a logarithic function of time up to
t^+t

L4O sec (c a M log (:Ïr:),"a" constant, M moment of the sample
-o

and ts a constant depending on the base of logarithim) and

beyond this time it is constant" He also observed that the

flux 
^O 

is proportional to the magnetic moment of the sample

and it is field independent. Sensing coils, therefore,

should be designed in order to minimize the flux creep.

r 1 ì ¡'^1 | C¿e l

The construction of a sensing coil is based on the

---"*-.{-i an +h^! B ^L^'-1¡ tr-â 'l eroe anrì nonstant over a largedÞSurttyLJU.tl Llld, l- 
i' 

Þrr\JrJJ-u !s !e!vç qt¡s v\

volume within the coil. B is the magnetic field produced

inside the coiL after a current I passes through it.. This

condition would be easily understood after considering

Fig. 2.Lgb. The moment M of the sample is represented by

a planar circular loop of surface S, carrying a current í,

M - Si. If the sample is ellipsoidal of uniform magnetiza-

.|- inn. i .l- rlân hc rcnrcsenJ-erl l-rw a d'i noì e aS above. Around9¿V¡¡, ¿L vq¡¡ !E lgvlvsv¡¡

the loop there is a sensing coil carrying current I. The

mutual inductance between the loop and the sensing coil is

L. If the field produced by the sensing coil at the loop
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is B then the flux through the loop is

0- = BS = LI
I

On the other hand, the flux passing through the sensing coil

due to the loop is

¿.t+

Therefore, the flux is proportional to the dipole moment to
Þ

be measured through the constant i. The coil is thus more

sensitive when -E' i" large .rr¿ "onltant over a large distance
I

within the coil (so that small displacements of the sample

from the centre of the coil will not affect the readJ-ngs).

a) Old coils system

The ol-d coils system (original coils which can be used

at 4.2-600 K) consists of the three coils shown in Fig.

z.LL. The two compensating coils B and C are connected in

series to each other and in opposition to the main sensing

coil a.

The coils are made out of no. 44 gauge "P-bondal magnet

wire". The superimposed film of thermoplastic bonding

materíal make the wire to be bonded turn by turn after heat-

ing it at 100"C.



The main coil has 100

sixth order corrected with

at its centre.

,000 turns wiLh
B
- ñ^ncÈ=n+ +r¡ II-".."u!

.ln

B0 kf¿.

- over an

4ö

It is
inch

However, this system does not correct for the fl_ux

creep. rt is found experimentally that the flux creep after
15 secs corresponds to IZ of the total_ siqnal of 1-ha sample.

b) New coil system

For the high field magnetization measurements one needs

high accuracy in the data in order to detect small changes

in moment corresponding to susceptibilities of x-10-6 emu/g/0e.

That would correspond to a resolution of more than 1:10-a .

The coils, therefore, must have the right sensitivity to
detect a change in flux of 1:10-4. This wil-r be the result
if the coils are corrected for the flux creep.

The dimension and the rerative positions of the coil_s

in the new coil system are shown in Fig. 2.20 (5:l scale).
The two main coils (coir 2t coil 3) are corrected indepen-
dently for the frux creep by having around them co-axial com-

pensation coíl-s (coil 1, coil- 4).. The coil dimensions \^/ere

adjusted experimentally for the best compensation. They are

made out of no" 44 gauge wire of 0.002" thickness. Each of
the main coils have l-0,941- turns at the sl_oL and an extra
L,3r2 turns at the ends" Their totat resistance is Rt =

l-0,560 a. The two compensating coils have gL2 turns each

with a total resístance of RZ = I,gI2 0"
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For a high resolution in the magnetj-c measurements a

nl=+-a=rr ^ñ +l.e 9 arrt-r" ru.= found at the centre Of the twgÈJ-LC,LEAU \.rrr L¡rs 
l- 

es! vs wGÐ

effective coils. That was done by computer and the results
P. -4are shown in Fig. 2.2L. i i= constant to 2zL0 over a dis-

tance of 4 .7 mm at the ".rrat"= of the two main coils.

In this new system the main coils are placed near the

sample and the compensating coils are near the superconduc-

tor. When the sample leaves the main coj-l 2, the trapped

flux near this coil will tend to decrease (by creep). the

same effect will be observed in the compensating coil L,

which is around the main coil 2. However, the total change

of flux is considerably reduced since the two coils are con-

nected in opposition. Similarly, when the sample reaches

the main coil 3, the flux near this coil will tend to

increase. This, however, is balanced by the decrease of

flux creep in coil 4 since the two coils are connected in

opposition.

The flux which has crept through the superconductor

in 15 secs represents a change of 0.lU of the total change

in flux due to the displacement of the sample. Thus, flux

creep correction for these coils is an order of magnitude

better than in the o1d coil- svstem"
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2" 4.7 Magnetization Measurements Calibration

i) Magnetization Measurements

Magnetization measurements were made by the extraction
method as described earlier in section 2.2. Because of
the desired high accuracy in the read.ings an attempt was

made to correct for the j¡forrrafnr Äri f¡ and the remaining

flux creep due to the non-perfect compensation of the pick-
,rn nai'l r-i^. 2.23 shows the intervals at which a magnetíza-

tion reading was taken.

rnitially, the sample Ís in the down position rabelled
as 'int', for a certain time t1. rf the rate of the inteqra-
tor drift is b then the readinq at A is

RA = btt

The sample is then moved in the up position raberled. as "out",
and it stays there for a time Lz at the end of which a read-

inq R- is taken'É

R. = b.r + M + a-M rnt$l + b-z

!¿rLa' LîWhere M is the moment of the sample and aM ln(-!--É) is
-o

related to the flux creep during the time interval of L).
Thi c r.rrn'la r¡7âq rona:.i-od .ovefa] timeS and the maqnetj,-uera1 times and the maqnetir-iron
readings RC, RO .... , were taken.
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Fig. 2.22 Magnetization measure¡rents at regular intervals
t., , Lr, .... i "out" and 'rinrr refers to the cases
wñere'the sample is out and in the main coj-I.
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Rc = b.r + M + aM i'tSl + brz * M aM ,-"ttîïr) +br?
LoJ

' The di-fference between the "out" and ,rirl,r readings is
n:morl rl*t

dl =Re RO=M*aMln
+ +J. ^

I V
t-l + ht\ + "".)LOL

And it includes the integrator drift, bt.. On the other
¿

hand, the difference between the rtinrr and "out" readings is
gJ-ven by

dz = Rc R" = M * âM r^ rt?ï31 - br:

ff, however, the time intervals are the same, tl =

t?, one can find. a reading ã proportional to the momenr

t;" sample by averaging dt and dz

,r +äga 'É^fl=_T=iü\i t^*tK - 'l + a lnl " I¡¿¡\ to ,

Ê--2

of

rt was, therefore, important to make Lhe measuremencs

at regular intervars t-o obtain a reproducible vaIue. The

time for which the sampre stays in the "in' position should

be equa'l to the time it. stays in the "out" positi-on. That

\¡¡as made possible by a tímer which activated the solenoid

valve and moved the sample in and out.
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A number of measurements had to be taken in the rritfrr

and "out" positions since after a few cycles the measurements

tended towards a final steady value. Therefore, in the final

analysis a number of rtillrr and "out" differences were averaged

with "out" and rrirlrr differences giving a value proportional

to the moment of the sample.

ii) Calibration

The magnetometer was calibrated with an annealed j-ron

sphere. By using J. P. Rebouillat's (L972) magnetization

values of Fe at different fields a calibration factor K (H)

ri/as found in the range of 20 - 7 0 kOe.

I\,e (H) = K (H) ("o)u. = +3 J erdt

^

Values of K (H) at different fields were least squares

fitted to a third degree polynomial in H for the old coils

and to a sixth d.egree polynomial in $ for the new coils
giving the following expressions for K (H)

K(H) =52.71356 +6.79682H+ 13.93258H2 - 5.88728H3' 'ol-d' cor-Is

5.81619 3.75412 1.38369 0.29453
' 'nev/ col_J_s ht trz tlJ H"

0.003377 0.00162+-
IiJ HO

2"5

(e^ is the integrator output)



56

The sample moment is then found by

M----^., ^ (H) = K (H) ta ì--SâIIl¡,+s '-O' Sample

In the case where magnetization measurements were taken above

70 Koe, a correction for the magnetoresistance of the coils
was necessary" Figures 2"23 and 2"24 show how the resistance

of Lhe coils varies wiLh the field" f f aJrove iO KOe

MFe (H) cc 
"o 

(Ro * Rcoil (H) )

Where R^ = 10 kç¿, is the input resistance of Lhe integratoro

and R.or, (H) is the resistance of the coíls at field H, then

K(H)H>70 koe = i1(Ho, ffio'-'coil

Where 6 (Ho) is found f rom Equation 2.5 wj-th Ho = 70 l<Oe.

2"5 X-RAY TECIINIQUES

Ordering in FePtO.ZNiO.g and CorrPt¿g has been studied

both photographically and by diffractometer using a copper

or cobalt radiation with the appropriate filters.
The diffractometer tracings were taken with chemically

etched samples in the form of thin foils. BuIk specimens

having a plate-like shape with sharp edges were used for
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the powder camera method. These samples were aligned in such

a way that while they \.vere rotating about the camera axis,

the collimated x-ray beam was striking the same edge aII the

time, This method gave an accurate estimate of the lattíce

parameters using the high angle lines in the final analysis.

Exposure times ranged from 4 - 6 hours with an anode current

of 20 mA at 40 kV for a copper tube and 15 mA at 40 kV for

a cobalt tube"

The single crystal grains \Àzere or'ï ented u.s j-trg a back

reflection Laue photograph and its stereographic projeci:ion

with the use of Greningeru s chart"

2"6 OPTTCAL AND ELECTRON MICROSCOPY

2. 6.L Optical Microscopy

Surface microstructure observations were made on speci-

mens which \^rere cut from the bulk sample by the díamond saw.

The flat surface of these specimens was then mechanj-cally

polished and examined with an ordinary optical microscope"

Extra care was taken for the surface of the samples

which were used for the domain wall observations. In this

case the surface was polished down Lo 1 }1 diamond powder. In

some cases etching followed polishing for the removal- of the

damaged surface layer" The samples then were annealed at

lOOOoc for 16 hrs for the rel-ief of the remaining surface

strains and t.hey were ready for the application of ferro-
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fluid. That was supplied by t.he Ferrofluidics Corporation
o

and is a magnetic fluid consisting of 300 A particles in a

water carrier. A total amount of 1 drop was satisfactory

for a specimen 1 cm diameter. The ferrofluid had to be

pressed down carefull-y on the specimen surface by a glass

cover slip so that the thínnest possible fluid layer existed.

This is important since the ferrofluid layer must be trans-

n¡rpnl- J-o observe the microstructure.
ì/g¿9¿¡

2.6.2 Electron Microscopy
o

Samples with thinned areas (-1000 A) for the electron

microscopy observations were produced by electropolishing.

Specimens in the form of plates of 5 mm thickness v/ere cut

from the bulk ignot by a diamond saw and they \úere cold rolled

down to 0.005". Since the specimens are fairly brittle,

especially in their ordered state, a cycle of rolling and

anneal-ing was repeated several times, before the desired

thickness was obtai-ned.

Using the cornmon window technique a 1 x I cm2 sample

whose edges were laquered was electropolished in a concen-

trated HCI acid bath using a voltage of 2 - 3 V. In some

cases thin foils were prepared by cutting discs of 3 mm dia-

meter with a spark cutting machine and electro-jetting them

with an electrolyte of HCl acid using a current of approxi-

mately 100 mA. These discs were finally electropolished

in the previously described way. In any case, the samples
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were heat treated just before they were electropolished.

They were examined in a 100 kV Philips EM 300 electron micro-

scope "
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CHAPTER ITI

CRYSTAL STRUCTURE AND ORDERING

3.1 TNTRODUCTTON

A review of the crystal structures of Fept and copt
alloys is given.

FePtNi arloys h/ere made by substituting some of the pra-
ti-num atoms with Ni and they v¡ere exami-ned crystallographi-
cally. The ordering process has been investigated for an

FePtO. ZNiO.: and a Co, ZptA, a11oy.

3.2 IRON PLATINUM

Below the solidus iron and platinum form a continuous
series of solid solutions which on being cooled to lower tem-
peratures undergo transformations. Their constítution dia_
gram Fig. 3. la (e" Kqssmann, 1950 ) shows three stabl-e super_
structures: pt3Fe, ptFe, and ptFer. The y-solid sorution of
the Fe-Pt system has a disord.ered face centered cubic struc_
ture of the cu type. Fig.3.2a shows the unit celr of cu
type. The variation of the ratti-ce spacing of this phase with
composition is shown on Fig. 3.2b.

The superstructures Ferpt and Fept, have an ordered
cubic structure of the CurAu t1zpe. Their unit cells are shown

in Fig - 3 -2 b and 3.2 c and they can be thought of in terms of
four interpenetrating simple cubic sublattices.
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The ordered FePt phase which according to the phase dia-
gram exists in the rang'e of 30 - 65 atomic e pt has a tetra-
gona.I structure of the CuAu type. In this specific case,

the ordering transformation ínvolves a decrease in dimensions

along the Z axis and an increase along y and X Ieading to
tetragonality with ?. f. Fig. 3.2d shows its unit ce1l. Fea

and Pt atoms are disposed in layers para11el to {roo} planes.

A. Z. Menshikov (L974) has recently studied the type of
structure and magnetic ordering, the lattice parameters and

the degree of long range order of a number of Fept alloys
with different compositions.

The existence of a disordered f.c.c. state in the equi-.
atomic FePt alloy could not be shown so far. This is because

in FePt, ordering is so rapid that it cannot be suppressed by

quenching so that the altoy is overaged after any form of
heat treatment. Kussman et. al. (1950) supposed from inves-

tigation on off-stiochiometric alloys the critical tempera-

ture for the order/disorder transition near 130OoC.

P. Gaunt and G. Hadjipanayis (1976 ) prepared a1lo1's in
which some of the platinum was replaced by nickel" These

alloys retained the cubic phase on quenching and whire order-
ing one can easily control the volume fraction of the ordered

phase by the appropriate heat treatment.
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3" 3 IRON PLATTNUM - NTCKEL

The three binary compounds formed from the erements of
iron, nickel and pratinum have a number of ordered phases

with either CurAu structure (Fe3pt, Ni3ptr Fepty FeNir) or
the cuAu tetragonal superstructure (Fept, Nipt) " paulene

(1962) has also reported a tetragonal superlattice in neutron

irradiated FeNi" shôtaro shimizu and Eigô Hashimoto (r97r)

have studied the ordering in ptFe-pt.Ní al1oys by replaci-ng

some of the Fe atoms with Ni" Fig" 3"3 shows the va_ria1-ion

of the lattice parameters of disordered and ordered Fept-ptNi
alloys "

Alloys of composition ptr_*Ni*Fe harze arso been examined

crystallographically (C" Hadjipanayis , I974) " Compounds with
composition x = 0"2 and 0"3 showed a disordered face-centered

cubic structure after quenching from 10000 c. Both of these

form a tetragonal ordered structure of cuAu type at rower tem-

peratures with PtlNi atoms at [ooo_J and bZoJ and Fe atom at

loZ'"1 and ú0,"f "

The alloy with x = 0"4 showed the cubic ordered structure
PtFe3 on subsequent annearing with pt/Ni atoms at [ooo] and

Fe atoms at Vrr,o) , to\ and lorrÐ "

These results agree with the recent observations of
G" T" Stevens et" aI. (1978) who determined qualitatively the
form of the 600oc isothermal section of the ternarv equili-
brium diagram FePtNi (Fig" 3"4),
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J. ¿. L V! sU¿ !¿¿Y I- U.I U.J
f)rriarincr rlllrino i sotherm¡'l J- cmncrir- r^^^ 1-^^- ^'íamined\JI Ugrf ¡rv 

= -- - ---JrlllG! us¡LLvE! +¡1U tIO.Ð IJegll V¿

in a"foil of FePtn zNin . alloy which has been homogenized at

1000oc and quenched in water. The change in x-ray diffrac-

tion lines d.uring ordering at 600oc and 700oc is d.escribed as

continuous. The fundamental cubic lines gradually broaden

into bands that are later resolved into the tetragonal lines

correspondíng to the ordered structure. This process is best

studied from a (311) reflection. The profiles of (311) lines

are shown in Fig. 3.5. The original (311) cubic line broadens

in the process of ordering and gradually divides into two

smeared (311) and (fl3) tetragonal phase lines which then

shift to their final position and become more di-stinct.

The lattice parameters and the a ratios are shown in

Table 3.1 for tempering at 70ooc, fJi=a, is the ratj-o deter-

mined from the main lines (311) and' (1131 and r9l isr t ta'super

determined from (203) and (312) super structure lines.

During tempering at 700oc the value of (3) 
"a, 

gradually

falls as ordering proceeds. Even i-n the early stages of

nrriorincr_ thc f9l ratio is sig'nifi¡¡nt'l w lnwcr than Onev!uç!!¡¡Y, s¡¡ç ta, Supef 
!qL¿v 4p !+es¿¡u¿J

and less than (i) .*-. This sucports the conclusíon that

ordering involves the nucleation and growth of ordered phase

domains with a relatively high degree of long range order S.

states f or which (?) 
=*. and (?) 

=rr,,", 
do not coincide

d DLI ct Ðq.L

have frequently been reported by E. V. Kozl-ov et. al. (L967) ,

G. V. Ivanova et. al-. (1975) and L. M. Magat et. al. (1971) .
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'1'a.o1e J.I Variation in tål ratio
process of isothermal
mated error 10.002) .

]I
of FePt6. ZNiO.: in the

annealing at 70OoC (esti-

Annealing Time
ñã ¡/^\ **f.c.ct^' ¡cr\ã/ str tã'super

I min

5rt

20'
40 rf

/ 
^ 

hÉ

48 '
500 '!,

0.988

0.983

0.980

n o70

0.978

n qeo

n qQ?

0.979

n q?q

0 . 9 78

ñ a'7'7

Lattice parameter of the disordered cubic phase.
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This is due to the fact that (:) ---*^- corresponds to the
d. Þ L¡|, Er

'l ewc'1 of 'l nncr râncre ordeli nsi de anti nh¡ ^^ 't^-.- 'i -^ -vhile!çv ç¿ v! ¿v¿ru --- --:.-JÞg u\JIIIA-J-¡rÐ t v

tll ---- corresponds to the average level of long range order'a'str
inside the alloy. At the early stages of ordering (Chapter

VIII) the entire volume is occupied by small ordered nuclei

of the tetragonal phase but due to their partial or complete

coherence the structure reflections give an average pattern

of the tetragonal phase with a lower tetragonatity (lower S

thus hicrher f 9l I or even that of a d.istorted cubic phase.ta"

The smaller the nuclei are the more the difference is.

However, when the nuclei are grov¡n in size they give the

ì ndenendenf x-rãv n¡ttcrn - ThiS Can be Seen ffOm the COn-

------i- - -c tc' ' 'c' I in¡ ¡nn1-'ìnrro-Vefqanq Ot (-ì ânõ (-) ãc :nnôâr -- 'a/ str or¡u tã'super qÐ e¿¿¡¡çs¿¿r¿Y çv¡ru¿i¡qç- '

The same alloy has been homogenized at 1350oc (high

homogenization), quenched from 1000"C and subsequently

annealed at 700oc. The x-ray results are identical to the

previously discussed.

3.4 COBALT PLATINUM

Below the crystallization temperature, cobalt and platj--

num form a continuous series of solid solutions althouqh

transformations occur at lower temperatures.

J. B. Newkirk et" al. (1951) demonstrated the existence

of discrete regions of order in equilibrium within regions of

disorder at composition on either side of the 50 atomic per-

cent alloy. These observations, together with the sharp dis-
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continuities found on the resistance temperature curves

(Fig" 3"6), confirmed that the ordering process based on the

ecr]ri'af nmi r-. (:oha'lt-olatinrm -11^'- ': - ^ ^t^-^^ ^L^*^^ ^: thed'¿-LUì/ -LÞ C' Urla-ç UrlarlVs Uf

first kind.

The phase diagram Fig. 3.7 shows two stable superstruc-

tures CoPt and CoPt.. The ordered CoPt phase has a tetragonal

structure of CuAu aJn" similar to that of FePt, Fig. 3.2d.

As a result of careful x-ray work, Rudman et. al. (f957)

establj-shed the true critical temperature as B33o ! 2oc. The

lnncr râncrê ÐârâmêJ-êr nnitw at 615oC was found to be 0.78 at¿v¡¡Y

+l-ra ¡ri {-i ¡¡'l l-omnar:J-rrrau¡¡u ev¡rrì/e4

mL^rrrc suycrstructure compound CoPt? v/as reported by

^^:_i^- ^! -1. (1952). Tl._1'gJ-ÞJ-Ë! €L. o1. (lg52). The symmetry of the lattice is undis-

irrrlro¿ hr¡ fhi - ^-¡^--i^^ ^-CCgSS Which reSUl_tS in a mOvementLUJ-rJçU Ðy Lrr!Ð u!uç!¿¡lY yr,

ot cobalt atoms to the corner sites and platinum atoms to the

face centres of the original unit cell (Fig. 3.2c). The cri-

tical temperature of this transformation is between 700o and

8oooc.

The lattice parameters for the disordered alloys quenched
a'tfrom 1000"C are shown in Fig. 3.8a.

The axial ratio is strongly influenced by the temperature

of the heat treatment. As shown by P. S. Rudman et. al.

(1957), it increases from 0.9680 at 600oc to 0.7800 at the

critical- temperature for the equiatomic CoPt alloy (Fig. 3.8b).

The lattice parameter of the CoPt.. disordered al1oy at

i18 after ordering at
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700"C, as shown by A. H. Geisler et. al. (1952).

3 " 4 " l- Ordering in CoUrPtn,

ordering during isothermal tempering has been examined

in a Co-.Pt,. alloy at 6OOoC and 700oC eftar lroinrr h
3¿ +ó \- d.Jre. /UU L cL!Lsr JJc¿rrg rrOInO$êIIJ_-

zed at 1000oc and quenched in water. x-raw strrdics reveal
two modes of ordering as has been reported earlier by J. B.

Newkirk et. al. (1951) and H. N. Southworth and. B. Ralph (1969)"

ordering at 600oc is described. as "discontinuous". Tetraqonar

phase lines appear immediatery beside the cubic lines and

become stronger as time goes on. For a time the f.c.c. rines
coexist with them, then they become weaker and eventually dis-
appear and only tetragonar phase lines are observed" This

is shown in Fig. 3.9 for the (3lI) profiles.
The superlattice lines initially appear diffuse and in

later stages become sharp in the centre with shoulders on

either side of the peak (Fig. 3.r0). As it wirl be seen from

electron mj-croscopy observations, the broadening of these

lines is mainly due to coherency strains between regions of
ordered and disordered material. The sharp peaks which

appear on the top of the ordered diffuse lines are due tro

large ordered domains which grow i rregularly and rapidry at
the grain boundaries.

The variation of the lattice parameters and f3l ratios
c¡

are shown in Table 3.2a. 'c'(á) 
=t, 

was determined from the

positions of (3tl) and (113) lines whil-e f9l was deter-' tzt crrnôrv sFç!
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Table 3.2
BO

Resul-ts of X-rav diffraction anal1'sis of CorrPtor.
(a) Annealed at 600oC; (b) annçaled. at
700oC, and (c) annealed at 70OuC after being
homogenized at 135OoC (high homogenization).

Annealing Time ^
^ /1\a _ t¿\,

f ô õ' \T/ -¡- * t-t
super

5
T2
16
J¿

hr
t1

I

il

3.76I
3.762
3.760

ô q7q
f I th9

0.970
N QÁO

0.972
n q7n
0.969
0.969

(b)

Annealing Time \ ^ 
/ 

^! -
\ã/ *rr.-,o.

2
7

L7
16

mLn
ft

tl

'l.r r

0.991

U.Y I4

0.982
0.976
0.972

Annealing Time \î/ ^r-
( -)a c t1ñô r

L7
q¿

m'Ì n
tl n oQ'l

0"985
0.977
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mined from the (203) and (312) superstructure lines.
Ordering at 70OoC is similar to that of Fept."ZNiO.g

(nig. 3.6) " The process is described as ,'continuous'. The

disordered f.c.c rines initially broaden and later are resol-
ved ínto the tetragonar lines corresponding to the ordered

structure" The (:) ratios are shown in Table 3"2b.

The axial- ratios (!) 
=a, 

ana (3) 
=,rnu, 

dif fer markedly

for the same polycrystalline specimens during temperi-ng aL

700oC but they are practically the same at 600oc" T,em¡¡e::ing

at TOOoc produces a homogenous finely dispersed s'tructure with
comparatively high degree of long range order" The deg::ee

of long range is higher at.600oc but'L.he s{:ructure i.s very

inhomogenous.

The fact that t9l is much tres¡ 'c'a suPer - - - i cnan (ãJ str sulr'-

ports the idea that ordering in coPt proceeds via the nuclea-

tion and growth of d.iscrete ordered domains in a disordered

matrix" This is al-so supported by the examination of preci-
pitation-hardening aging curves of Copt a)-loys, (Fig " 3"L2

by J" B" Newkirk et" aI" (1950) ) " It is obvious ttrat the

maximum hardness occurs when the a1loy is not fully ordered

so that the high strength can be interpreted in terms of a

domain-size hardening "

The same procedure has been repeated with the same alloy
homogenized at r35ooc (high homogenization) and quenched from

1000oc in water. After being annealed for 17 minutes at 700oc

the aI1oy was ordered with no detectable splitting of the
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tetragonal lines. The superstructure lines are broad and dif-
fuse and this is due to the very smal-l size of the ordered

regions. Further annealing produces splitting of the main

lines. The lattice parameters are shown in Table 3.2c.
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CHAPTER IV

HARD MAGNETIC PROPERTIES

(rnitial Magnetizatlon, Remanence and Coercivitv)

4.L TNTRODUCTION

rt has been seen from earrier discussions that coerci_
vity H" and remanence Mp (technical magnetic properties) are
important parameters in determining the magnetic hardeninq
of a material.

rn this chapter these technical magnetic properties are
being investigated at different temperatures and for various
stages of orderinq.

4"2 HYSTERESTS AND REMANENCE LOOPS

wohlfarth (1958) has shown that for an assembly of non_
interacting single domain particles with uniaxi-al anisorror:v
the equation

Mp (H) = MR (-) 2MR (H) is obeyed. A1

MR (H) is the initiar remanence of freshly aged speci-
mens, Mo (H) is the remanence obtained after saturating the
specimen and apprying a reverse fierd H and Mp (*) is the
saturation remanence.

However, McCurrie and Gaunt (1964) showed that a similar
relation hords for specimens containing energy barriers tro



B5

domain wall motion. suppose a specimen consisting of grains
which contain obstacles to domain wall movements " The mass

of grains with barriers which require a field H to aJ_r_ow

free waI1 motion is given by

dm = m(H)dH

ïn a freshly aged specimen the resultant magnetization of
each grain is zero. After the application of a fierd H the
specimen acquires a remanence M*(H) given by

Mo (H¡ = 'rs. /H m rH¡ aHt( m J ¡rr\¡¡

¡Øw',ere m = J m (H) dH is the total mass of the specimen ando
Ms is the saturation magnetization (m (H) is a distribution
f rrn a{- 'i nn \u¿v¡¡ / .

After saturating the specimen and. reversing the fierd,
th1 grai-n of coercivity ress than the reverse field will be

completely reversed and will not return to the zero magneti-
zation initial state. Thus

4.L



B6

This relationship is satisfied as long as the coercivitv of
= ar-ì¡ ì^ *'.õÌa }lj^Ì.^- !l^-.a gra.r-n as Írlr.urr rrrgrrer tr.n.an the field required to sweep a

domain waII through the grain in the absence of barriers and

if the density of barriers is hiqh.

4.2.I Corrections for the True Remanence Loop

i) Correction for Applied Field
In order to find the remanence one must take into account

the effect of the demagnetizing field due to the shape of the
specimen. rn a uniformly magnetized body, a demagnetizing

field H¡ always exists which acts in the opposite direction
to the magnetization which creates it and is siven bv

HD=-NI=-NpM A')

where N is the demagnetization factor known from the shape of
the specimen, r is the magnetizati-on per unit volume and p is
the density. The total field acting on the material is sener-
ally known as the "internal" H1 and is given by

H1 =Ha-NpM +.J

hihere Ha is the applied f ield. This is r,he annrnnr.i.lls f ierd
for Equation 4. I.



B7

ii) Correction for Remanence

The true saturat j-on renanence Mp (c.) is found from the

ordi'nary hysteresis loop after correcting for the demagneti-

zing field and it is the value of the magnetization when H; = 0.

All the other remanence measurements were taken in zero

applied field H., but what actualry is measured is the magne-

tization in a small demagnetizing field HD. One, therefore,

has to make certain corrections in order to plot the true
zero field remanence loop. These corrections are different
for the various parts of the loop.

a) Initial Remanence

fn the freshly demagnetized specimen the magneLiza-

tion and remanence are zero. One can assume the

simplified case where the specimen consists of

regions of different coercivities dj-stributed in
such a way, Fig. 4.7a, that in the absence of a

field, the net remanence ís zero.

When a smal1 field H, is applied some of the soft
regions (Hc . Hil, 

"r- 
j = Ha - NpM (Ha) ) which origj--

naIly opposed the field will flip over towards the

field direction so that the remanence has a non-
.7êr-r\ r¡:'l rra M- /IJ. \ tE; - ¡ .lb) . If the appliedaur v v qr ue ¡'¡R \r¿I1/ \r 1Y . =

field H- is switched to zero, a demagnetizing field
HD = -NpMR (Hi1) is acting on the specimen so that
HíZ = -NpMR(Hif). This field is of opposite direction

to the remanence so it causes some of the soft
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regions, (Hc<Hi2) to turn towards its direction
thus reducing the remanence (Fig. 4.lc). So the
observed remanence in zero appried field is always

smaller than the actual val-ue. The correct remanence

is found in the following \day. First, plot the ordi-
nary demagnetization curve using the internar fíeld
Hi instead of the applied. field H_ (Fig. 4.2a).
Because in the region of interest, H..?K , it can

.r-s

be assumed that the magnetization of al_l regions is
either para1le1 or antiparaller- to the rocal easy

directions (i.e. eg. 4.L hold.s for this part of the
curve)- Plot al-so the remanence Mp(H1) as a function
of the internal field Hi_, Fig. 4.2b. rf the measured

remanence at Hj_t is up(HiI), that would correspond to
a demagnetizì-ng field HD = Hi2 = -NpMR(Hi1). This
field wourd lower the remanence to the value of
M(H12) as shown in Fig'. 4.2a.

To find the correct remanence Mp(Hi1) one has to add

the dif f .r.rr". l,tp (-) - M (H12 ) to the observed value
Mn (Hil ) .

As the applied field is increasing, more and. more

regions turn towards its d.i-rection so that the reman-

ence is increasing until it is saturated at hiqh
fields, Fig. 4.ld.
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b) Demagnetizing Remanence

The application of a small negative field H: will

cause some of the soft regions (having coercivi-ti_es
__t __t t I tHc< Hil, Hil = -Ha NpMR(Ha)) to turn back in the

field d.irection, Fig. 4.ler so that the remanence

is decreasing from the saturation val_ue tut* (*) of
Fig. 4.ld. When the applied field is reduced to
zero, Fig. 4.lf, there wirl be a demagnetizating field

I

HD = HíZ = -NpMR(Hi1) acting on the specimen which

is in the same direction as the applied negative

field. It is, however, Iess than the effective
applied and, therefore, no correction is reguireo as

no further reversals take p1ace.

However, in the region where the magnetization be-

comes negative the demagnetizing field is of opposite
di-rection to the applied field H;, Fig. 4.Ig.
rn the absence of the applied field Hå this demagne-

tizing field will cause some of the soft resions to
turn towards its direction thus reducinq the reman-

âñ^ô /çi -\r¿y.4.Ih). One, therefore, has to increase

the observed remanence in the same way as it was

shown for the initial remanence.

After all the corrections have been made, the apprication

of relationship 4.I to both Fept'.ZN1O.: and. CorZpL+, systems

has been examined carefully.
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4.2.2 FePt^ -Ni^U.I U.J

An FePt,., 
"Ni^ " sample with the shane of ân nt-rlv . t \J. J _ .e wl_T.n E.ne SII*¡,s v! arr ul¡.1âtê Sphef_

oid was used for the remanence measurements. The plane of
+-1^^ ^^-^1^ ----- 

I IEne sampre was parallel to the applied field having a d.emag_

netizing factor N = 2.168. Fig. 4.3 shor,rs the hysteresis
loops of two d.ifferent stages of the sample. rt is crosely
seen that for the early stages of ordering (L2 min. at 700oC)

the remanence has a varue of M* (-) = s7 emu/g which j_s much

higher than one-half the saturation magnetization (Ms-g4

emu/g, see Chapter VI)" This value drops to Mp(-) = 49

emu/g for the optimum state to Mp(-) = 6"4 emur/g for the
overaged case, Tab1e 4.I.

The remanence curves are shown in Fig. 4.4. Ã fo¡J-lrra

worth noting is the observed d.ecrease in remanence as the
appried field increases. rt always appears in the initial
remanence curve and it. disappears after the sample has been

cycred. This effect is stronger for the sample at the
early stages of orderi.g, (rig. 4"4) and it might be asso-
ciated with some kind of interaction between the individual
domains" The type of i-nteraction is not- ver r:ra¡r }-,ut is
being investigated.

Fis.4.s showsrhepror"f #4*asainstþf=ì " rher'rp \*/ - ryIR (-)
varues of these ratios \^/ere taken from the remanence curves
of Fig. 4.4. One can easi.tv sêê th¡t +he remanence reLation-
ship
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Table 4.I Thg_ room temperature remanence in Feptg. TNio - rfollowing an isothermal annea li no .ar zónóC. "'-

Ànnoal ì na rFi-^¿u¿¿¿vq¿4¡¡v ¿ Àattc M^ lamlr ,/-1 MR,/MS *

12 min

tl

thr

J/.U

uu\

¿tl tl

6.7

0.58

lt I {

0"0836

* tvt = 9 | tt amt¡ /¡^-s e¡.¡sl Y.
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is satisfied in the field rangie of Hi = o to Hi = Hc for the

sample at the optimum state. The deviations which are obser-

ved above this field are associated with the observed anomaly

in the initial remanence which makes the measured remanence

higher than the saturation (Mg (-) ) . The largest deviations

are observed for the early ordering sample.

The remanent magnetization increases on cooling the sanple

down to 77 K as shown by the hysteresis loops of Fig. 4.6.
Mn lrco\

However, the ratio ('ff), remains fairly constant. The tem-

rlêrâl-rrra rlonan¿lanr.a nf ramãl,rân1-â ì c clrn¡^ztr a\ñ T:ì'rl a 
^----ndence of remanence is shown on Table 4.2.

4.2.3 Co-^Pt--52- -48

A1l the maqnetization and remanence measurements were

taken with a specimen in the shape of an oblate spheroid.

The equiatorial plane of the sample was perpendicular to the

=nn] i o¡l €i a'l ¡l Ha having a demagnetizing factor N = 5.480.

Figures 4" 7 and 4.8 show the hysteresis and remanence

loops for a CorrPtn, sample in two differenL ordering stages.

The applied field Ha is apparently not big enough to saturate

the remanence as it was for FePtO.7NiO.3. That is probably

the reason whv the anomalv in the initial remanence is not

seen in this case.

4.s F* *-= plotted. asainst H*. rhe solid
ivlp(æ) ' J ¿¿lt,

'l i nc rênrêscnlg the theOfet'i r:al .ìnr\/ê nrodi r.f od hrz J-ha r-êmâñ-e -Y!

ence relationship, Equation 4.1. It is obvious that this
ro] ¡+i nnclri n is Obeyed f airly well f Or CO_"Pt, o in the two' '-,¿ ur<
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Table 4.2 Temner¡f lrro rìenen rlan r-o r-¡F rêm.ân ên ôô i n- -"'.È. sçÈ/ç¡¡ug¡r ug \J I F'oÐt l\Ì i--- '0 . 7'"'0 " 3'

Heat Treatment
( Toooc)

T (K) M* (emu,/g) M^/M *--K/ "s

L7

23

L2 min

thr

It

Â^+.2

300

Aa

77

300

Àa.t.¿

1'7

300

o+.o

3b"y

62"r
60 " 0

54"0

)¿t"u
4qq

52"8
45 " 0

0. 71

u"o /

0.68
0"68
0 .64

0.61
0.60

0.58
ô tr?

4.2
300

* values of Ms were used from high field magnetization
measurement5 (Chapter VI) .
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different ordering stages.

The temperature variation of remanence is shown in Tabl-e
M-4"3" However, the ratios (;5)* remain fairly constant.
I']S

Table 4"4 shows the variation of remanence with orderincr.

4"3 VARIATTON OF COERCIVITY WITH ORDERING

The transformation of Lhe disordered phase to an ordered

phase involves 'the nucleaLion and g::ov,rth of orde::ed particles

at the expense of the disordered matrix (Ch.apter IX) "

The changes in the coerciviLy thall occur during this

transformation for an accumulative aging al- 70Ooc are shown

in Fig" 4"10" The disordered cubic phase iras coercivities

less than 50 0e" The coercive force increases to a maximum

and then decreases with addj-tional aging time" After long

aging timesthe coercivity comes to a consl-ant value of 200 0e

which is higher from that of the disordered state. The high-

est leveIs of coercive force correspond to states at which

the alloys consist predomínantly of an ordered tetragonal

phase 
"

It is obvious from Fig" 4"10 that the coercivity peak

of Co.rPtro is much higher (3500 0e) than that of FeP+ \'r;
)¿ .to Ð ¡tluvr¡ ¡¡rYrrç! \JJvv wç, L¡¡qr¡ u¡rqe vr lçl u0.7t"t0.3

(1600 0e) " This peak is reached much faster in Co-^Pt*,

than in FePtO.7Ni0.3.

It is worth noting that for CorrPtn, the coercivity is

significantly affected by the slight difference of heat

treatment "



'l^ll
¿vT

Table 4 " 3 Variation of
cotrPtn t "

remanence with temperature in

Heat Treatment r (K) It* (emu,/V) MR,/MS *

Quenched from 1000oC,
annealed for 2 min
at 700oc
(early ordering)

Quenched from 1000oC,
annealed for 17 min
at 700oc
(optimum)

4"2

300

4"2

300

38" B

35"ù

29"4

26"9

0 "74

0 " 69

0.57

0"53

Values of M=
measurements

vrere obtained
(Chapter VI) "

from high field magnetization
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at 300 K as a function of orderinsThe remanence
in fln Ð+""52- " 48'

Anneali¡g Time
( 70 0"c)

M* (emu/g) M/M*"R'"s

2 min

Atr

L7 'Il

cn ll

/ \ ñT

16 rr

30. 0

¿6 -9

23"0

18.5

13.2

0.69

A AÉ.

n ??

0 "26

Ms has been taken as 50.76 emu/g.
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4" 4 TEMPERATURE DEPENDENCE OF

COERCIVTTY

Lt7

THE COERCIVTTY AND REMANENT

The coercive fierd H" and the remanent coercivity HR

were both found to be strongry temperature dependent and

increased markedly on cooring to liquid helium temperaturles.
Thermal activation of the domain walls over the energy ]car-
riers will make the coercívity increase as the temperature
decreases (eg" r"6) " This is because at ror,¡ temperatures
thermal activatíon is smalr and higher fields aïe ïequi::ed to
push the domain wall-s over the energy barriers" Another rea-
son for this variaLion of the coercivity is .l_h.e cha-nge of
the intrinsic properties (saturatj_on magnetizaLion Mr= and

magnetocrystalline anisotropy K) with temperature. This wi1l
affect the interaction energy u (x) and consequently, the coer_
civity Hg, EQuation 1.6.

4" 4"I FePtO. 
ZNíO. ¡

The variation of the coercj-ve field Hc and the remanent

coercivity Hn with temperature for an Fepto"zNÍo"s sample in
its optimum state is shown in Figures 4.11 and 4.L2. The

1ow temperature measurements (T<300 K, FÍg- 4.1r) \,vere taken
at a different time with the sample not in the same state as

it was used for the high temperature measurements (T>300 K,

Fig. 4"l-2)" The temperature dependence of Hc and Hp appears

to be linear in these two sets of measurements. From Fig.
4. rr the val-ues of the coercivity and remanent coercivitv at
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absolute zero are Hc,o = 2450 Oe and Hp,o = 2650 Oe. A

feature worth noting is the apparent kink in these curves at
about 77 K where the slope * ch-nqes from 3.2 Ie/K todT

2.4 le/K, Fig. 4.11.

Fig. 4.13 shows again the variation of Hc and. Hp with
temperature for FePto. zNio. ¡ in its early ordering stages.

This change appears to be linear in the range of 77 - 300 K blït

at higher temperatures it. slows down and it devj-ates from the
straight line " At these high temperatures the values of H,-

and H* move closer together.

4.4.2 Co-^Pt--52- -48
rFho #amnp¡¡f-111-6 denanflgngg Of Hg anrl Hn f or Cr¡ -pf .. inssqle sçyç¡¡sç¡¡vç ur rrc a¡lL¿ ßR ru.L ,52a r4g J-lt

its optimum state is shown in Fig. 4.L4. rt is obvious that
the variatj-on is not linear, leveling off at low temperacures.

The extrapolated values of the coercivity and remanent coer-
civity to absolute zero are Hsro = 6250 oe and HR,o = 6500 oe

respectively.

The value or þ is 1.04 indicating a sharply defined d.is-rlR

tribution of anisotropies.

In order to separate the thermal contribution to the vaï-

iation of the coercivity with temperature from that d.ue to
the change of the intrj-nsic properties (K and Ms) magnetic

aftereffect measurements were used.
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CHAPTER V

MAGNETIC AFTEREFFECT

5" 1 INTRODUCTION

rf the magnetic field applied to a ferromagnetic sub-

stance is sud.denly increased or decreased, Lhe magneLization

continues to change with time after the field change as shown

in Fig" 5"1" The magnitude and the change of Lhe magnet.íza*

tion f or some ferromagnetic materials ís too bÍg to I¡e accounted

for by eddy currents" This phenomenon is carred "magnetic

viscosity" or "magnetic aftereffectoo and is due to Lhe 1-hermal

activation of domain wal1s over the energy barriers (domain

wall- creep) .

rn this study, as in the case of the majority of others,
the magnetization is found to vary J-inearly with lnt ove:: 6re

entire measurement time interval t

Pl=const+Slnt 5.1

where S is the magnetic aftereffect constant.

5.2 THERMAL ACTIVATION THEORY OF MAGNBTIC VTSCOSTTY

The many attempts to derive a universal theory for the
magnetic aftereffect produce different expecl-ed temperature

and fiel-d dependences for the phenomena. street and woolley
(1949 ) were the first to derive Equation 5.1 from Lhermar
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H1ñ h I \e/
(b)

The variation of magnetization with
âfter the instantaneous application

l-ì*^L ¿¡ttg t

of a field.



1t5

activation considerations. They found that this eguation is
obeyed for a wide range of ferromagnets and. over severa] dec-

ades in time of observation. They also predicted a coefficient
s proportional to the temperature T (street and woolley, 1956).

S= - KTX

' âH'.n
5.2

where x is the irreversible susceptibility, E the activation
energy for a single barrier ju¡rp and H the magnetic field.
Hahn and Paulus (1973) presented Equation S.Z in the form

^kT\="V AAF
-;idñ

q
where S.,= î a¡d ÂF is equivalent to E.

YA

In a recent paper, P. Gar:nt (1976) has reviewed the ther-
mal activation theory of magnetic viscosity. His principles
are shown j-n the followinq discussions.

5.2.L Viscosity With a Single Activation Energv

rn this theory each activation is characterized. by an

individuar coercivity Ho differing from process to process.

The basic equation of thermar activation phenomena gives the
probability dp (<<1) of a change occuring j_n a short time dt
in terms of the activatíon energlz E, that is the height of
the energy barrier which must be overcome for the chanqe to
occur, and the absolute temperature T.
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_E/kr -.

-lWhere C is ei<p (25) sec (Bean and Livi¡crsrnn - l gqq\
LJJJ J .

The characteristic time for a process which appears as

a relaxatj-On time ri s crir¡on hwvf

'l rln -F /v,r.
i = ã-a = ce u/)\!

For a static experiment where the time of measurement varies

from I second to 11000 seconds, barriers whose heiqhts are

: 25kT (for T = ls, 1= Ce -"t- or E - kT lnC = 25kT) have

already been passed. Those whose heights are between 25kT and

31.9kT will contribute to magnetic aftereffect during this
time interval. Barriers of higher energy wil-l have no measur-

able effect on masnetic aftereffect.
Suppose a ferromagnet with saturation magnetization Mo.

At a time t after the sudden application of a reverse field
H, there are n regions with activation energy E not reversed.

Än
The rate of reversal # isot,

dn -F, /kr
Ç: - -nCe 

ut J"
õ?

M rì-n | ?n-nÞ.rr{- r-r = li- =M"o 0o no 5.5



LLl
| ' 'he number of : ;ed and n = ,,.' + nWhere n is the number of regions revers 

o

total number of such activation processes.

The rate of change in magnetization # t= found. hv di f-- d.t

ferentiating Equation 5.5

dnSubsti-tuting ff f rom Equation 5 .4 one gets

and because from Equation 5.5

¿dM = ¿dn
¡b dt no dt

'lM
rf=1,%*l)no

then Equation 5.6 becomes

Which gives the rate of change of magnetization due to

thermal activation. Integration of Equation 5.7 gives an

exponential change of magnetization

rrr -E,/kTii= -C(M + M )eoE o'

p! = 2M e)<p (-ct-ElkT) - M
^ I,
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The exponential decay of magnetization is an unusual

case which has never been confirmed by experiments. Horr,lever,

the Int dependence can be derived if there is a spectrum of

activation energies "

5"2.2 Viscosity I{ith A Range Of Activation Energies

Suppose that the barriers can be classified according

to their activaLion enersies so that

/ ttnldE=t 5"9
-æ

Where f (E) dE is the number of regions having acl-j.vation ener-

gies between E and E + dE" Equation 5"8 thus l:ecomes

|rr = zu^ f?xp çcte-E/kt)r(n)ar - M^ 5.r0od-o

The integral in Equation 5" 10 is taken from o to - sínce nega-

tive activation energies correspond. to insLantarleous ::eversals

with no waitinq time.

By differentiating Equation 5.10 with respect to lnt

-s - #k--2Mo /-t"-lr(E)dE , À = cre-Elkr
o

If, however, f(E) is a slow1y varying function compared to
Àe ", it can be taken out of the integrand and after integra-
tion o
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5"11

The change

E, when the

tion 5" 8"

$ = 2MokTf (E), ct>>I

in M associated with

field ís changed by

a particular energy barrier
ðH, can be found from Equa-

Assuming again that f (E) and t$$¡,'rtnl are srowry varying func-drr1'

tions an expression for the irreversible susceptibility can

be found from Eguation 5"I2"

ôM = 2M exp (-cte-E/ot)r(nl tffilron

x = rH), = zror(E)(H)r

s=-\Y
(åË) 

'

By dividing Equations 5"11 and 5"13¡ one gets

5.L2

s"13

s. 14

This equation is modet free and it allows one to deter-
1tìmine (¡-Ë), from measurements of X, S and T.

In order to investigate t**l for a particular set of'dH- 
T

barriers in the total distribution f (E) one has to make sure

that he is looking at the same set al-I the time as H and T

vary. usually, one looks at the set of barriers correspond-

ing to the maximum value of s,so" This peak of s occurs near
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the coercive field of the specimen" defined as Hs" The be-

haviour of this maximum value reflects the behaviour of the

most numerous barriers of energy e. For a particular tempera-

ture of observation, Equation 5.14 then becomes

^ KTX
5 =-æ"o ,ðg \tâH /t

s

dE _ ,â8, dH , ,â8,
ãT - *ãH/1 dT - rãT/H

28.5k = (H), åä . (ffih

^n 28.sk- r**ltegt _ d'r' H
'AH,T dH

ãr

5"15

5"2"3 Intrinsic Temperature Of The ActivaLj.on trnergy

In general, the activation energy E is a function of

both the magnetic field H and the temperature T. Thus

5. 16

In a viscosity experiment over a time range of I to 10000

seconds only energies from 25kT to 31"9kT will be activated"

Thus, the average activation energy is 28"skT. Then Equation

5" 16 becomes



If one looks

corresponding to

12T

nurnerous barriers of energy e

value of So at H= then

5"17

-t

!l^ ^

the most

maximum

cltl c: is the temoeratrrre wariation of the coercive field atdT

which S is maximum. Thus, experimental measurements of S^,
. dH .âr

X, T and *^ts with Equation 5.15 and 5.17 :llnr'r /""\
dr 

¿''" 'äT' J-ha
H

intrinsj-c temperature dependence of the barrier energy to be

determined" It is, therefore, possible to separate thermal

activation and intrinsic temperature contributions to the

coercive force. Equation 5.I7 becomes particularly simple if

- 
= 1-\ ql ntìô

AT

âc )9, qÞ
/ vv \\AÎf ÄT{

dT
\ tx

If this equation is not found it, indicates that intrinsic tem-

perature effects are important. Any further analysis of the

viscosity parameters is not possible without a model for the

energy barrier.
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5.3 QUANTUM MECHANTCAL TUNNELTNG

The previous calculations have been carried out employ-

ing classical models, whereas quantum mechanical effects may

be found when the walls become extremely narrow" The most

important quantum effect appears to be domain waII tunneling

through the energy barrier"
Egami (1973) has examined this case for some heavy ïare

earth metal-s and their compounds which har¡e extremely naïrow

domain waIls" rn his calculations he shoi.ved that a domain

waIl behaves like a particle with a finite effective mass.

The concept of tunneling, therefore, applies when the motíon

of the wall through the barrier talçes place"

Quantum mechanical tunneling might become detectable at
low temperatures where thermal- activation is very small"

one, therefore, may observe a coefficient s i:emperature irrde-

pendent 
"

Experimental observations on Dy (ngami, Ig73) show a telri-

perature independent magnetization ra'te belov¿ liquid helir:m

temperatures. Theoretical calculations predíct a transition
from tunneling to thermal activation at about 3 K" simirar
discussions have been made by J. Hunter and K.N.R. Tay1or

(I977 ) f or the Dy (Corli ) , system.

5.4 EXPERIMENTAL OBSERVATIONS

Magnetic aftereffect has been measured in the followinq

wav:
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The sample is first saturated and withdrawn from the

fie1d. Then it is re-inserted into a chosen stable reverse

fietd. The change in magnetization with time is then integra-

ted and displayed on a chart recorder giving the output trace

shown in Fig. 5.2. Subtracting the instrumental- drift rate

and plotting AI{ (change in magnetization) against ln (time)

gives Fig.5.2 which shows a linear relationship up to 32

seconds. The slope S of AM agaj-nst lnt curves shows a maximrm

ri âf H" ^.s"

This maximum and the shape of the S against H curves

closely mirror the shape and maxj-mum of the irreversible sus-
a¡n.- i 1^.i 'r .i r-., ,9Me', - ^^ .i -.ceptrr-Drrr-ry X (ãçJ) agarnst H curves. This is illustrated
1n Htd h <

As it was mentioned earlier, attention is directed towards

the maximum value S^, because it reflects the behaviour of the
U

most numerous energy barriers. In a viscosi-ty experiment one/

therefore, has to know for a particular temperature T the

¡z:'1 rra Q l-ha fielrl H at whiCh it OcCurS and the irreVerSible"ol

susceptibility X at this fie1d. It is then possible by using

EquatS-ons 5.15 and 5.17 to separate thermal activation and

intrinsic temperature contributions to the coercive force.

5.4.I FePt^ -Ni^ .U.I U.J

The magnetic aftereffect has been investigated for the

a¡rl r¡ nr¡larì na :nä {- ha nn# i¡¡11¿¡¡1 State Of an FePt^ -Ni. ^ -*^'r^sqrrJ v!uç!r¡¡y qlfs L¿¡ç vyu-Lrltr¿Ilt ÞLcl LE (J! 
u. r ù.3 

ÞCLIIIIJJ-E

over a wide range of temperatures (4.2 600 K). The sample
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lnt

Fig. 5-2 (a) output trace from integrator and chart record.er
after insertion of specimen into a stable demagneti-
zíng fíeId. (b) Change in magnetization against
time after insertion into a reversed demaqnet:-zínq
!JE fU-

AIl
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has been quenched from r0oOoc and annealed at 700oc for 11

minutes for the early state and 22 minutes for the optimum
a*. + t'^

Fig. 5-4 shows the magnetic aftereffect coefficient s as

a functj-on of the temperature T. rt is obvious that the
aftereffect is larger for the early stages of ordering for
which it peaks around room temperature (300 K) while S is
still increasing at 440 K for the optimum state.

Tl'ro tamnar¡*-rrua,l^^^-J^-^^ ^E rðEtf r.E ue*ryêrâture dependence of (¡-Ë),, f or both the stages
of ordering is shown in Fig.5.5. The shape of this curve

for the earry ordering sampre is different from the optimum

state, having a peak at about 420 K.

All the experimental observaÈions are tabul-ated on

Tables 5.1 and 5"2.

5.4"2 Co-^Ptr¿ 48
rrha m:nnetic viscosity has been measured for a cn Þ+v ¿svvù¿ LJ ¿¡qÐ !È:c¡¡ J.r¡.cctÞ r,¿I eLl f (J.r A ,O 

5Zr, 4g
sample in its optimum state from 77 K up to 460 K. The

values of S and t*31 as functions of the absolute lpmnor.:-dH' T 
ee'¡'ì'v4 s

ture T are shown in Fig. 5.6. rn this temperature range s
increases with the temperature, while tå#l_ increases with T

at 1ow temperatures, then it leve1s off .rã starts increasinq
again at about 300 K.

varues of all the measured experimental quantities are
listed on Table 5 " 3.
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'Ja.ore 5. I Experimental
parameters in

130

values of the magnetic viscosity
an optimum Feptn ,Ni., ., sample.

m lrr\a \^,, X ( 1O-2mv/Oe) b lmv) H= (0e)

+.¿
11

20

OU

77

LI4
136

152
I t¿r \

2I0
232

253

293

315

5>¿

37L

394

413

433

7"3
t-)

7.2
-a

8" 0

8"1
R1

Âr
8.0
8.2
8.2
9,)

1'7

'1 1

7.7

0.t2
0 "24
0.34
0. 69

0 .87
'l 

^?

| /u

1" 66
tt\¿

J. ö /

2.09
¿. L+

¿.¿ /
2"36
2"44
2 "s0
¿-J I

¿-oL

2 "64

26I8
2590

2500

¿+3ö

2342
2)'7 1

2223

2143

20 87

¿v) I

19 61

18 89

1 711

1608

1537

J-¿tb J

139 9
I ?1il¿J¿=

12 30

113 7
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Table 5 .2 Experimental values of
parameters in an Fept^
o¡r'ìrz nrÄarin^ o+--^^^U"v!sç!¡¡¡Y È LegçÞ.

the magnetic viscositv
,Ni^ - sample at its/ u-

f \^,, X ( 10 -2 mv/0e) S (mV) H= (0e)

11

ln?

L24

L73

/ 49

?on

f,UU

562

12 .0

ra 
^J-Z . V

T¿.V

L2"4

'l? ô

J-J-. U

f,"U

1 aar. oo

¿. L4

2"26

2.49

¿"ö¿

J. ¿lJ

J" f /

J. UI

¿.vo

'ì Á't

11 80

IUf,U

980

880

800

750

560

450

400
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Table 5.3 Experimental
parameters in

values of the maginetic viscositlz
an onl- i mirm Cn P1- q:mn] o

-"q?. "¿R oqLrÈJ4L.

T (K) X(10-2mV/Oe) Þ ( mv,) H= (oe)

77

1^^L¿+

L7I

235

290

322

356

407

478

1. 70

1" 80

I qô

') n^

l. 80

1. 86

2.00

2 .20

n?n

U.¿TJ

0 .67

0.68

n Q]

5520

5200

^ 
A 

^^==UU

410 0

3678

3380

toqrì

2350
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No detectable time ef f ect was obse:r'r¡ed i n Co - Pi--52-:48 at

liquid helium temperature although a measurabl-e effect was

f 
^rrñ,^ 

f 
^É 

9'ò ul l\l a!vglu¿vI'-."0.7".*0.3.

For both FePt^ rNi^ " and Co".Pt,. Equation 5.IB does notu. / u.J 5¿ 4ö

hold (the deviation is not very large) indicating the presence

of some intrinsic temperature effects. These effects are

due to the variation of the magnetrocrystalline anisotropy K

and the saturation magnetization M. with temperature. The

val-ues of K and M= \,vere oUtained nl fitting some high field

magnetization measurements to the law of approach to satura-

tion.
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CHAPTER VI

HTGH FIELD MAGNETIZATION MEASUREMENTS

6.1 INTRODUCTION

The variations of the magnetocrystalline anisotropy K

and the saturation mag:netization Ms with temperature and

ordering have been investigated. since all the experimental

observations have been carried out on polycrystalline speci-
mens, high f ierd magnetization measu.rements \dere taken in
order to determine K and M= by least squares fitting to the

1aw of "approach to saturation".

6.2 SATURATTON AND SPONTANEOUS MAGNETIZATTON

At very high fields the magnetization increases srowly

and armost linearly with the applied field. This is the

saturation magnetj-zation within a domain. rn this stat.e,

even all magnetization vectors lie close to the field direc-
tion, the magnetization increases slowIy because of the effect
of the strong applied fields in the redistribution of the

spin states within the domain"

The value of the saturation magnetj_zation does not go

to zeyo when the external field is zero but to a value

slightly lower than its varue in a high fierd. This is the

spontaneous magnetization which is spontaneously present

within domaj-ns when no external field is appried.. rt, thus,
slightly differs from the saturation magnetization measured.



13s

in a strong fieId. However, this effect is nearly always

small and can be allowed for by suitable extrapolation.
' The large values of the spontaneous magnetization were

explained by Weiss (1907) on the basis of a hypothetical

molecular field within the material. The internal molecular

field H* is proportional to the magnetization M and is respon-

sible for the alignment of the magnetic carriers against

thermal forces

H1n=YM

Where Y is the molecular field coefficient. However, in his

theory, Weiss was unable to postulate any mechanism for the

origín of this molecular field" In seeking for a physical

rrricrin - Hei senhero (19?8) showed that the molecular field is\+¿-v I e¿

caused by quantum mechanj-caI exchange forces. The magnetic

moments of neighbouring electrons are coupled via an exchange

interaction which tends to align them. The exchange energy

between two adjacent atoms with spins Si and Si, respectively,

is given by

Eex = -2Jex ft.fj

Where Jex is the exchang:e integral

lation of the exchange effect" The

on the relative orientation of the

6.2

which occurs in the calcu-
avnÌ'r¡nna ônêrñ17 rlonanrlq

spins and is minimum when



136

the spins are aligned paraIleI, (Morrish, 1965)

6.3 MAGNETOCRYSTATLINE ANISOTROPY

According to the molecular field theory in a demagnetized

single crystal, the domain magnetizations coul-d tie in all
directi-ons. This would mean that the measured maqnetization

curves for the crystal would be the same whatever the direc-

tion of the applied field relative to the crvstal axes. How-

ever, experimental- magnetization curves show that the approach

to saturation differs accordins to the orientation of the

fiel-d. with respect to crystal axes, Fig. 6.1. Some directions

are directicns of easv maqnetization and others are hard

directions. This is a fundamental effect called magnetocry-

stalline anisotropy. The anisotroplz energy of a cubic crystal

can be written as

Ko+K1(o!'a22 + cr12o32 + a2'u3') + K2cxl"o2'o3'+.

6.3

Where Ko, Kl, and K2 are the anisotropy constants and u.!rcl')r

and o3 are the direction cosines of the magnetization direction

with respect to the cubic axes of the crystal (usualIy Ko is
ignored because it is independent of the angle). For a uni-
axial ferromagnet the anisotropy is given by

E6

. )^f;i4 = i\ lsl-n - U
' h^.r\2 Sl-n ' U
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Where 0 is the angle between the magnetization vector and

the direction of the crystallographic c-axis.

Magnetocrystalline energy plays a large part in deter-

mining the thickness, energy and the mobility of domain walls.
It is bel-ieved this is mainly due to the spin-orbit coupling.

When an external field tries to reorient the spin of an elec-

tron the orbit of that electron tends to be reoriented. But

because of the strong orbit-la-ttice cou,pling, the o::bit

resists the attempt to rotate the spin axis. The magnetocry-

stalline anisotropy energy is the energy requí::ed to break

this spin-orbit coupling"

6.4 APPROACH TO SATURATION

The approach to saturation is a complex mechanism" It
becomes even more difficult when one attempts, in formulating

the theory, to allow for the quite considerable effect the

structure of the material has on the magnetization processes"

This is because the structure effect varies from sample to
sample whereas the theory tries to establish certain univer-

sal regularities of the phenomenon. The measurements pre-

sented here are not directed towards a systematic study of
the process.
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6.4.L Magnetization Processes

The approach to saturation as a function of fiel-d is
illustrated in Fig. 6.2. In the low field region (I) numer-

ous contributions including strains, impurities and anisotro-
pic effects limit complete saturation. rn this region magne-

tization changes occur by domain wa11 displacements.

Region (2) involves high fields where mos-, of these limitinq
interactions are overcome but anisotropic contributions and

spin wave excitations may stilI be present (in addition to
band contributions to the high field susceptibility x). The

total magnetization varies onry by rotations. Region (3) is
reversed for ultra-high fields where the interaction between

the applied fiel-d and the magnetic system may be large enough

to produce magnetic phase transitions.

6.4.2 Expressions for the Law of Approach to Saturation

The anisotropy produced by the crystalline defects and

the magnetocrystalline anisotropy are the origin of the diffi-
culties in achieving the state of the magnetic saturation of
the samples. For a long time one has attributed to these two

contributions, laws of variation t" å ana fr, respectively.
But the raws become very much different as the calculations
become more sophisticated.

According to Brown (1941) crystalline defects or

stresses lead to laws in + wiLh n = I, Z or 3 for point,
+

H.
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¡t

General features of magnetization versus fieId. In
region (1) domain wal-I motion takes placer in region(2) anisotropic contribution and spin wave excitations
nlaw ¡ rnlo fn the Ultrahioh fielfl reoion l3l nâ.r-.È/**_¿ Ç¡¡ç q!s!q¡¡¿yrt !rç4u rç!lvtt \ J,/ ]u,clg-
netic phase transitions may occur.

Fig. 6 "2
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line and plane geometryr rêspecti-vely. Néel (1948) from his

part taking into account the role of cavities and inclusions
1

has'determined one complex law changing continuously trcm $t¡
1

in weak fields to å in high fields.
174

It is generally believed that experimental values of

magnetization in high fields (much larger than the coercive

force of the specimen) can be analyzed as

M = M (1--s ) + p(tt)

p (H) is known as the parasitic paramagnetism or the high

r-i^rr arraaa*Èihi'lifw term- Anv'l imitations of the number ofI-Lg¿Lf ÞlJÞ\,çl/(.¿!¿I¿g! Ug!¿ll . d¡r !¿¡Ll¿uqsJ

turns in series (6.5) depends considerably on the values of

the anisotropy constants as well as on the field strength H.

6.4.3 Physical Nature of Terms

To ascertain the phvsical nature of the coefficients in

the law governing the approach of magnetization to saturation,

one must find out what are the forces against which work

must be carried out in the process of magnetizing single

crystals in different crystallographic directions "

ñ
i ) -w and F, terms -

If it is assumed that the magnetization in the field

range of interest takes place by rotations then the course

of magnetization curve in high fields should be determined

by the influence of å an¿ a- terms. Akulov (1931) hasrr- I{3

ABC
aa) 

"r 
?rI
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shown that for a polycrystalline cubic structure, the coeffi-
cient B in th Ie ter* Ë, is a function of the magnetocrystalline

energy, represented here with one single constant K

Vergne (1966) showed that the influence "f F, term is
not negligible up to internal fields of 500 0e in the case

of Ni and 1000 0e in the case of íron, Flo\¡rever? one e>r¡:ect-s

this term to be important at Iow temperatures since usually
there is a substantial increase of Lhe second anisotropy

constant K, at these temperatures (C is a function of I{r_

and. K, as shown by Equations I"5 and I.8 in Appendix I).

Al-]. J ¡: term

It is very difficult to find the origin of this term so

that a rigorous law like the one stated in Equation 6.5 can-

not be established. A representation including $ t"t*À¡

would lead to infinite magnetization energy

gK2
H= 105 J=' 6.6

6.7

Therefore, one has to find a mechanism leading to a magnetiza-

tion law in which å t" medium fields is transformed to a law

of ä in high fi"fA=. néel (le aS¡ showed that a substance

whose magnetization varied irregularly from point to point
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I ^-- ^-^ ì -obeys in internal fields a complex magnetization

gous to that stated in the previous paragraph"
' On the other hand, Brown (1941) considering

of high localized forces acting on the spins at

defects, observed a law leading to tf." fr term.

the effect
r.rrzqJ- a'l I i na

iii) p (H) , the parasitic paramagnetism or high field suscep-

tibility term

This term represents the increase of the magnetization

within one domain over the spontaneous value. It probably

origi-nates from the redistribution of the popul-ations of

spin states in high fields. It is an increasing function of

temperature and is important near the Curie point and at high

fields. The paramagnetic terms are contributed by

a) the high field susceptibílity Xr so thai p (H) = XH.

X is the sum of ,(p, Xrr.r, .td Xdiu.,

f, = X* + X,--- + X,.-, where X^(-10-6 emu/g/Ie) is thep vv 'dr-a' p

Pauli spin paramaginetic contribution, X,rv (-10-t-I0-'

emu/g/0e) is the Van Vleck paramagnetism (Place

and Rhodes, 1968) and Xdiu.(-10-6emu/g/}e) is the

contribution from the diamagnetism of the core elec-

tron and the Landau conduction electrons (Danan,

1968). X is found to be high in alloys and it is

greater in polycrystalline specimens than in single

crvstal-s.
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the Holstein-Þrim¡Þnff /1 o40) spin-wave amplitude
reduction due to the magnetic fierd H. The e).pected

increase in magnetization, p(H) , is pred.icted to be

roughly proportional to (H)2.

6.4"4 Derivation of B and. C Coefficients
various authors have stud.ied the law of approach to

saturation of a polycrystalline ferromagnet free of al_l_ exter_
nal constraints. They have calculated the variation of mag-

netization due to the rotation of spontaneous magnetization,
consi-dered as a vector of constant modulus Js, under the
influence of the appried magnetic field H. rn this type of
calculation one assumes that the polycrystal is composed of
randomly oriented crystalli-tes free of internal stresses,
microscopic defects (Iattice defects) and macroscopÍc d.efects
(holes, inclusions and grain boundaries). A further assump_

tion is arso made that the applied field is sufficient to
make each crystal-lite a single domain. The raw of approach
to saturation is then determi_ned by finding the equilibrium
position of the magneti-zation vector Js in a crystarlite for
fields sufficiently rarge that the angre 0 between the field
and the magnetization can be regarded as smalr. For this, one

finds the free energy of the crystar with respect to the
angre 0 and minimizes it. The magnetization of the polycry-
stal as a function of the field is then found by averaging
the singre crystal eq)ression taking into account alr the
possible orientations of the crystallites (Append.ix I),

hì
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6"4"5 rnfruence of rnteractions on the Law of Approach to
Saturation

" The interactions among the crystarrites come in the cal-
culations in such a way that the total field actinq on the

crystallite is the sum of the external- field and the internal
fierd created by the neighbouring crystallites. The inter-
actions modify strongly the law of approach to saturation.

According to Holstein and primakoff (1940) and Néel

(1948) the expansion series in Equation 6.5 is multiplied by
(: ArT

a f acf or of Y l= " tS ) ¡¡=rr¡i nn trnm ( .ì - .) , rr !¡v¡!r .J ¿¡¿ zero field to 1 in
inf inite f i"i¿= . For verr¡ h i oh f i a'l rls,¡¡¿y¿¿ !¿srsÞ (H>>4nI* )

By substituting back to Equation 6.5

the effect of the interactions is to
total magnetic field Ha which is the

field H. and the Lorentz field !t.-___" --l_ Ls¿u _ã_-.

4r- 4rHr- = H.: * iif = H_ H., * *fr-l_Jd.uJ

(a. Herpin, 1968).

one can easily see that
change the field into a

sum of the internal

6.8

u
II

/l+="tSlz
\¿ ' lrt I

Jl:1
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6"4.6 Determination of Magnetocrystalline Anisotropy and

Saturation Magnetization

A specimen has attained a state of an effecti-ve satura-
tion at H = Hs, if for H>Hs the variation of the magnetiza-

tion with the field is linear. The saturation magnetizati-on

Ms is then found by extrapolating the linear part of the nrag-

netization curve to zero internal fields (Fig. 6.3). The

slope of this line is the susceptibility X. This is also
rzorì f iaÁ ì'rrz +þg fact that the values of X anrl M-. fnrrnd hrzu¿¡q ç u¡¡ç v qJ us Þ (Jr /\ ér¿L¿ I,Is , I u LrrI\¿ lJy

least sguares fitting the high field magnetization measure-

ments to the law of approach to saturation, are very similar
to those found by extrapolation.

Generally, whether or not a state of an effective saru-
ration is obtained, values of x, Ms and the magnetocrystal-

line anisotropy K can be found. by least squares fitting the
high field magnetizatj-on measurements (H>20 kOe) to a "law
of approach" having the form

F,A

where H¡ j-s the total fierd shown in Equation 6.9. Ms and x
were varying until a best fit was found" The varues of the

coefficient Band the saturation magnetizat"i_on Ms correspond-

ing to the best fit were used to determine the anisotropy
constant K1 with the help of Equation I.5 and I.g (Appendix I)
assuming K2 = O" This is because the second term (3, ) in

"t

M = M-(1 +.onC
D\,
,rçJt^¡¡+I-ic' Ç

c
rr tr.rrt'
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Equation 6 "9 is very sensitive to the chosen form of the

total field H* while the first term fP-l is not. In fact,t 'H*t

smafl variations of the field coul-d 
"",1=" rapid. variations

in the second term coefficient C (Equation 6.10). Let the

field Ht change by a small amount AH, then Equation 6.9

becomes

6.10

For this reason no reliable values of the second anisotropy

constant RZ could be obtained.

The sensitivity of this method was tested using the

numerical results of Lee and Bishop (1966) for magnetization

as a function of field of an assembly of non-interacting

single domain particles.

The root mean sguares deviation (RMS)

/rMo---M n^1\2
ñÂrô / \ e¿Lt' vs4/

vn
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!ìzas used to show how well- the cal_culated curves fit to the
experimental points (n is the number of experimental points).
This was found after fitting the expression (*.*n - Ms XHt)

of Equation 6.9 to a fourth degree polynomiar in H. (1" + g^"t"H.2 ' H 3.

.D\-Etr+ fr-u ) - As stated earlier, by varying x and M^ a best fit...t--S

was found. The values of 8,, C, , D,, X,, and frt! correspond-

ing to the best fit were used to find the calculated vaLue of
magnetization M^-., .

M
UAI

- 
¡¡l

- rvJ'
Þ

6. 5 EXPERTMENTAL OBSERVATTONS

The accuracy of the above method. was checked with samples

of known saturation magnetization and. magnetocrystalline ani-
sotropy such as Nickel (Ni) for the cubic case and cobart
(Co) for the uniaxial- case.

6,5.1 l¡i - Co

Annealed samples of Ni and co with ellipsoidal shapes

of known au*rgrr"tizing factors were used for the high field.
magnetization measurements. Figures 6.3 and 6.4 show the
magnetization curves for Ni and co, respectively at 4.2 K.

rn the case of Ni an effective saturation has been

achieved at Hs = 58 kOe (fig. 6.3). By extrapolating the
linear part of the magnetization curve a value of M^ = 5g.43Þ

emu/g is obtained. The ss5rronl-il-ri'li+,r¡ X is found to be
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Table 6.1 Experimental-
samples of Co

val-ues of K, M=
and Ni at 4.2

and X in annealed
K

S amp 1es M (amtt/n\
¿¿S \v¿llg/ Y/

T{/ln6 a-n/nn\¡\\4vv&Y/v9l
-ÂX (10 - emu/g/}e)

t\ l- 58.430

L62. I30

1.57

q ??

3.7

?n

0.002

0.006

NCo (demagneLizing coefficient) = 5.2894

Nni = 3.3653.
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_c3.5 10 " em:u/g/0e.

The listed. values of M=, K and X (Table 6"1) were found

aft,er fitting the ex¡:erimental points of Figures 6.4 and 6.5

to a law of approach having the form shown in Equation 6.9.

The values obtained for Ms, K and X are very close to those

reported by J" Rebouillat (I972) z

M= = 58.53 emu./g

K1 = L.24 106 erg/cc

X = 1.98 10-6 enru/g/Oe for Ni

and M_ = 161.90 emu/g
S

Kl = 7"66 106 erg/cc

-6X = 4.5 10 emu/g/Oe for Co.

Á q ? EaaÐf i\Tì0.7"*0"3
The variations of the magnetocrystalline anisotropy K and

saturation magnetization M. of FePt^ "Ni^ " have been investi-J U. / U.J

n:#aÁ Ç¡r Ái ç-*-ferent ordering stages and. at d.ifferent Èempera-

LL,l.IEÞ.

i) Influence of ordering on magnetocrystalline anJ-sotropy

and saturation magnetization.

Fig. 6.5 shows the magnetization curves at 4.2 R of an

allinqnìÄa'l nePtr., 
"Ni.,, 

sample through the course of nrdarinn
0./-.-0.3g¡¡lvgy¿¿
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from the initial_ cubic phase to the overagred tetragonal-.
The magentization cuïve of the cubic phase is shown on

a finer scale in Fig . 6.6. By extraporation the varues of
Ms = 89.44 emu/g and x = 3.75 10-6 emu/g/oe v¡ere found.

Tabl-e 6-2 shows the varues of I4=, K and. x which v/ere

found by fitting the experimentar point.s to the law of
approach in the same way as before.

The sample while ordering shows a slight increase in
saturation magnetization and a drastic change in the magnero_

crystalline anisotropy constant. simil-ar increases in the
saturation magnetization with ord.ering has been reported by

v" Kussman (L964) for an Fepd. aIloy. The obtained varues
of susceptibilities a.re of the same order as those cal-culated.
theoretically (6.4.2, Sec. iii). The change in M= and K as

the susceptj-bility x varies from o to 5 10-6 emu/g/Oe is .5å
and 32, respectively.

For the overaged sample, the magnetization measurements

above 70 kOe were taken at 1.5 K while those below 70 kOe

were taken at 4.2 K. That was the resurt after the tempera-
ture of the helium bath was decreased to r"5 K. This increased
the critical field of the superconducting magnet and extended
the maximum availabr-e field to roo k0e. The calibration of
the magnetometer was done in fierds up to 70 kOe so that for
the measurements in higher fields the magnetoresistance of
the coils vras used for calibratj-on. But the magnetoresistance
was measured f n rlrrao ri ^r,¡gs whj-le the wanted accuracy was
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Table 6.2 Experimental values of K,
at 4"2 K.

Ms and x in FePto. zNio. :

Ileat T:eaüænt It= (enu/ø) K(107 erg/cc) X (10-6 eru/g/Oe)

Quendred frcm
1000oC (cubic)

Annealed 12 miJr
at 700oC
(early orderjng)

.Annealed 23 irriJr
at 700oC
f rçrJ-ì rr¡rml

Anna=laá fnr 'l l^'-

at 700oc

AnneaLed for 48 hr
-.¡- znnOn

(otreraged)

89 .47

89"89

90.05

9r.26

92.7t

0 .37

1. 83

3-28

4 .20

6.78

¿"u

1"0

5.0

0 " 002

0.020

0.070

0"030

0. 100

?^

N = 1.3661.
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1:10*. That was probably the reason for the observed rela-

tively high values of RMS.

ii) Temperature dependence of magnetocrystall-ine anisotropy

and saturation maqnetization.
rFho m=rrn,rrrc rr.r.dgrretization curves of the same FePtO.ZNiO.S sample

at different temperatures are shown in Fig. 6.7 . A least

squares fit to the law of approach to saturation gave the

values listed in Table 6.3.

The considerable chanqe in maqnetization between 4.2 K

and 300 K is d.ue to the relatively low Curie temperature of

FePt^ .Ni^ " (T^-760 K, Sec. 7"4.I). The unexpected. increaseU./ U.J C

in magnetocrystalline anisotropy at 150 K might be associated

wíth the observed ki-nk in the coercivity at -100 K.

6"5.3 Co-^Pt)¿ 48

i) Influence of ordering on the saturation magnetization

and magnetocrystalline anj-sotropy.

An oblate spheroid of CorrPtng vlas used for the magneti-

zation measurements whi-ch are shown in Fiq" 6.8. It is

obvious from the shape of the curves that the sample becomes

harder to saturate whi-Ie orderinq. This is associated with

an increase in magnetocrystalline anisotropy.

The magnetization curve of the cubic phase is shown on

a finer scale in Fig. 6.9. By extrapolation the values of
_6

Ms = 51"16 emu/g and X = 3.3 10 emu/g/Oe were obtained.
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Xinan optimumTemperature dependence of K, M. and
IaaD# NT i'*-"0.7"*0.3'

T (K) M= (emu/g) K (10 7 erg/cc) X (10-t emu/g /Oe) RJqS

4.2

77.0

150. 0

300.0

oô nq

88 .92

87.92

84"74

J"¿ó

2.93

3. 40

I

ô

¿

0.07

0.08

0.03

0.06
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Table 6.4 Variation
at 4.2 K.

of K, M= and X with orderinq in Co-^Pt,3

Heat T:=atnent M=(emu/g) K(107 erg/cc) X (10-6 emt/g/oe)

ôrran¡haä fmm
Y.r. ¿¿s¿çs !!\4!1

1000oc (culcic)

Ànneal-ed for 2 mi¡l
at 700oC
(early ordering)

An¡reafed for 17 mi¡
at 700oC (cpLinun)

Annealed for 16 hr
at 700oc (oraeraged)

51. 16

52 .20

5r.95

50" r7

0"184

4 .96

5.76

0.004

0.005

0.070

0.100A^

N - 5.4796



163

Following the same technique of least squares fitting,

the listed values of M., K and X were found at 4.2 K (Table

6"Ð "

ii) Temperature dependence of saturation magnetization and

magnetocrystalline anisotroPY .

Tamncratrrro has \zerv little effect on the shape of the!ç¡lrÈ/9!q

magnetization curves as shown on Fig. 6.I0. Table 6.5

shows the values of Ms, K and X found by the usual way. The

slight decrease in saturation magnetization in the tempera-

ture range of 4.2 300 K is due to the high Curie temperature

of co."Ptro (Tc -900 K). The anisotropy constant changes
)¿ ¿¡o

verv little in the above range of temperature and it is con-

sj-stent with the result.s shown by O. A" Ivanov (L972) who

reported high values of magnetic anisotropy even at tempera-

tures close to the Curie Point.

The values obtained for K and M5 are comparable to those

found. by Y. A. Shur (1968) for a single cyrstal of Co50.S

Pt.4̂9.)
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Table 6.5 Temperature dependence of K, M= and X in an optimum
Ca Þ+""52- "48'

T (K) M- (emu,/q) l¿ ( 1ñ7 o-n / nn\r\ \ +v -ÂY f lf l êmrr/aÎ /ttêl
/\\-v e¿LLs/ Y/ vvt RMS

.r. ¿

7.7

300

51.23

4.96

A tr,^

4 .26

0.07

0 " 06

0.05
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CHAPTER VTT

CURIE TEMPERATURE

7 "I TNTRODUCTTON

ïn a ferromaginetic material the spontaneous maginetiza-

tion depends on temperature having a maximum value at absolute
zero (Fig. 7.1). The magnetization falls with an increasinq
rate with increasing temperature and becomes zero at a charac-
teristic temperature called the Curie point Ts.

At this temperature thermar agitation is sufficient to
destroy the strong interaction which tends to aliqn the atomic

moments.

Measurements of the curie temperature will give an

approximate value of the exchang'e integral Jex. The value
of this exchange j-ntegral will be used to calculate the domai¡r

walI enersv.

7.2 DETERMTNATION OF THE CURTE TEMPERATURE

The curie temperature of a ferromag'net is not obviousry
identified in a superficial examination of the magnetization
measurements because of the disturbing influence of the mag-

netic f ield at which the measurements \^/ere taken. A sharp
second order phase transition exj_sts when there is no field.
However, the Arrot method (Arrot, Igll-) for determining the
curie temperature is suitable to be applied when a set of
I (H, T) curves ís avaj-lable (f is the magnetization per unit
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volume) "

Close to Curie temperature the magneLtzation I is very

smafl- so that the free energy F of a ferromagnetic body can

be expanded in power series of I and in the presence of a

field H it can be written as

I¡ = F + a. I + a^I2 + a^It + a,Iq + ....-I.H 7.LOI¿J+

Under the condj-tion that the Curie point must represent

a stable state (Landau and Lifshitz , 1964) Equation 7.I trans-

forms to

7.2

With t4r0 and u.r) for T>Tc and ^2.0 for T.Tc. At ! = Tc,

u2 = 0. Close to the Curie temperature u2 can be expanded in

powers of the difference T - Tc at constant pressure

aZ = a(T-Tc) + a>0

mtr,.- ç^- ^*-'l 'l T - Frrrr¡t.i nn 7.2 can be written asJ.1ILIÞ, !tJ! Þ¡Ltctf f L t !u ua L¿UJ

F = Fo * a(T-T")t2 + u4r' Hr

The equilibrium condition

^ñ n 2n
--:- > n lo=.1 - .l-n

ãT = U, TI_r, u J-edLrlt E{'J
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?E = 2a(T-T-)r + 4a,rt -" = 0 i.4âI +

From thís, one can find the init.ial susceptibility
,ar.Y = r--ì above and below the Curie point.'aH'H=0

Ê,r¡ rlifforan*iaì-'ina Fnrr:{-ìnn 1 
^ 

nal-oDj uJr!s!E¡rL¿qur¡¡y !s4 qqL¿v¡¡ I ..t (JI.tg \-¡ËLÞ

ForT.TcwhereI-0atfl=0

x = (H) 
"=o 

= ãEITJ = Ë

Which is the Curie-Weiss law (1907). Equati-on 7.4 can be

rewritten in the form

H - 2a(T -T.)I + 4anl3 or

E=a'(T-T^) +b'ï2 7.sI * \¿ -cl

ar = 2a, bt = 4u4

It thus follows from Equation 7.5 that magnetization

fipld d:t: nlOtted aS 12 vêrclrc A chn:rid reSUIt in a straightì/¿vguvg

line for each temperature of measurement. The intercept of

l-he sl-r¡icrhl. 'l 'i ne n'lnf r^rit-þ 3 axis ShOUlrì l-re nêcrâtìwç whenÈ/¿v9 T 
gJl+u ¿¡vYgu¿Y\

rF¿rF . ñ^ciÈi¡¡o r^zlran T>rf' rnd ZeTO When T - m mLrr^, thgr-rcr IJ\JùfLrvs wrJ,çrl ,-tc airu LeL\) lvllg¡¡ L - tc. J-l¡LlÞ,

line \^iith T = Ts passes through the origin and separates the
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paramagnetic from the ferromagnetic regíon.

For routine measurements the curie point can be found.

roughly by considering that the magnetization r measured at
a field strength H sufficient to align the domains (bur not
very large) approximates to the spontaneous mag.netization
at temperatures around the curie point. The curie tempera-
ture is then for:nd by plotting T2 versus T and extrapolating
-2r- to the temperature axis.

--t.J RELATIONSHIP BETWEEN THE EXCHANGE INTEGRAL AND THE CURIE

TEMPERATURE {

since the ferromagnetic state depends on the magnetic
interactions represented by the molecular field or exchanqe

interaction there will- be a relationship between them and the
curie temperature at which the ferromagnetic state breaks
down.

The molecular field and exchange interaction are esuiva-
lent so there is a relation between them (,r. D. patterson,
't o?t \

ZzJou ^z1/tt 
- 

h

m rl
Ftl rl

7.6

where z ís the number of nearest neighbors (assume exchange

forces to be effective in nearest neighbors), and .l-r¡¡ is the
magnetic moment of the atom in the field direction. But the
molecurar field is related to the curie temperaiure bv
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r\n=yrvr=ffËfu,

By substituting Equat.ion 7 .7

I J= s ì*pure spin/

to Equation 7 "5

= 3kT^¡t : e-ex 2z (S+t) S 7.8

The exchange integral J"* is thus proportional to the
Curie temperature Tc.

7.4 EXPERTMENTAL OBSERVATIONS

rn determining the curie Temperat.ure an experimen.r- has
been done on Fepto.TNio"a whire a reference is used fo:: trre
Curie point of Corrpt¿g.

7"4"I FeptO.ZNiO"¡

Fig- 7 "2 shows the temperature dependence of the magnetí_
zation of FePto"zNio": around the curie temperature fordiffer-
ent applied f ields H. Values of (?1, carl be deduced from
these curves after the proper correction for Lhe demagnetiz_
ing fie1d. The plot of 12 versus (?1, is shown in Fig. 7.3
for different temperatures of measurement, and it resur_ts in
a straight line according to Equation 7.6. The line with
T = Tc passes through the origin. such a line and, conse-
quently, the curie temperature lies between 4600 and 465oc for
the case of ordered Fepto.zNio.g- The deviations observed at
high fields are expected since the conditions of the approxi_
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mations wilf not hold at these fierds" rn Fig. 7.4 var_ues of
T.2 are plotted versus T. The va.Lues of I have been taken
from Fig. 7.2 and from the curve corresponding to the rowest
applied field H = 7r7 0e. By extraporating ï2 to the tempera_
ture axi-s a rough value of the curie temperature t = 45goc is
found' The value of Jex is found from Equation 7.g by substi-
l-rrti n^ 't')LL¡LJ-Ir9 z: L¿ fOr the number of nearest neighbors, Tc = 733 K

ands-1.

Jex = 3 (1.38 10{6t 733 êrñ
-* ìi

-t 
- 1 .õ- '^-.1 4uex - ¿.oÕO IU e.Eg

7.4"2 Co52pr48

The variation of the curie temperature with the composi-
tion for cobalt-platinum alloys is shown in Fig . 7.5 (e. S.
Darling, L963). The depression in the curie point due to
ordering in the vicinity of the 25 atomic per cent cobart
alloy is obvious. The Curie temperature of Co52pt4g is
Tc = 900 K consistent with the varue reported by J. B. Newkirk
et' al. (1950)- By substituting back to Equation 7.g, z = L2,
s=\andT"=900K

(2) (tz) (3/4)

"ex - ffi"'n
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Fig. 7.5 Variation of Curie temperature with composition
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The values of the

next chapter for

width.

exchange integral

the cal-culation of

J"* will be

domain wall-

Jex = 2.07 10 -iu .tg 7 .I0

used in the

ê11êra;\l :nrl
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CHAPÎER VIIT

DOMAIN WALL ENERGY

8.1 INTRODUCTION

The change in direction of the magnetization between

one domain and the next does not occur in a di_scontinuous

jurop but it takes place gradually over many atomic planes.
rnside the walI the spins are no longer para1le1 to each

other or to the easy directions. Therefore, the exchange and

the magnetocrystalline anisotropy energy increase and then
contribute to the domain walr energy. while the exchange

energy tries to make the waIl as wide as possible, in order
to make the angle between adjacent spj_ns as small as possible,
the anisotropy energy tries to make the wall thin, in order to
reduce the num.ber of spins pointing in non-easy d.irections.

8.2 BLOCH WALLS

Fig. 8.1 shows the structure of a 1g0o domain warl_. This

type of boundary is often referred to as a rg0o "Bloch" wall
and it is here assumed that the rotation of the magnetization
across the waIl is such that the magnetization always lies
paralleI to the plane of the waIl, itself assumed planar. The

domain wa1l energy per unit area is given by the sum of the
exchange and anisotropy energy

vr-lex-lan
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wcl-LJ-

easy-axis

Fig. 8.1 Structure of a 1B0o wall (by e. o. CuJ_lity , L972) .
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Erar.l-ha ñ--+.irur LrÌ,e pd.rrrcular case of a 1800 domain waII in a simple

cubic structure of edge'a'and paralLer to a cube face {tooi,
the domain warl eneïgy is a function of the thickness ô of
the wa1l and it is shown in Fig.8"2. The thickness of the

wall is a compromise between the opposing influences of ex-

change energy and magnetocrystalline anisotropy energy. It
is found (;. Crangle, L971) to be

r--=115--/. | \ 4 fr ê

o =v..-:-

The smaller the anisotropy the thicker the

walI thickness increases with temoerafrrro

:'lr^zarzc Äanra2SeS With f iSino f emneref lrroq!¿È¿¡¡y uç¡ttÈJç!qUUILv.

domain wall energy is given by

8"1

wa11. Therefore,
'I^^^^,.-^ Ì, -1-uçuauÈrs r\ o.¿rrrOSt

The correspondj-ng

t- 8.2

8. 3 NÉEL W'ALL

In recent years great interest has developed in the

properties of thin films. rn this case the thj-ckness of the

specimen is comparable v¡ith the thickness of the domain wall
so that it j-s no longer possibre to neglect the interaction
between the strips of the free poles formed at the int.ersec-
tions of the domain wall with the surface of the specimen.
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Fig. 8.2 Dependence of total wall energry y on wall thickness.

l-n

o
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By taking into account this interaction a new type spin
transition was predicted. This new domain wal I . r-:a't lsfl Néel

wa11', is characterized by the fact that the magnetization

rotates from one domain into the other without l-eavi_nq the
plane of the sample (Fig. 8"3, by Carey et. a1., Lg66).

8 " 4 CALCULATED VA],UES OF DOMAIN WALL ENERGY AND WIDTH

Equation 8.2 was used to calculate the domain wall ener-
gies of the cubic and tetragonal phase of the samples. since

there is an uncertainty about the exact theoretical relation-
ship between Ts and Js)< an order of magnitude treatment has

been worked out"
n¡arrm.in^ S - \ and a3 = ---Æ$e 

of unj-t ceI1---- J *..*.. ìr .) -Z ai¡u e

the listed varues of domain wal1 energies were found (Table

8.1)" values of the domain warr width ô were determined bv

using Equation 8.1.
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Table 8.1 Calcul-ated values of domain walI enerqv and width.

K(107 erg/cc) Jex(10-I4
at

erg) a(A) y (erg/arrz)
(J

ô (A)

T q 2*2v
" e}(" ¡¡ ¡\

!'aÞl- NIi'-- "0. 7'"0.3

cr:bic

tetragcnal

îa Þ.l.*52" -48

a'Li ^

tet::agcn-ra1

U.J/

3" 30

'l Qn

s. 00

L-7

I"7

2"7

2"L

2"61 4.9

2"6L 14" 5

2"98 3.6

2"98 18.4

66

22

9B

19
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CHAPTER TX

MTCROSTRUCTURE OBSERVATIONS

9" I INTRODUCTION

Before a model is set up to explain the observed magne-

tic properties of the samples, it is very important to look

at the microstructure of the specimens and determine the

nature of the interaction responsible for their magnetic

hardening. For this electron microscopy has been employed

where one can actually see the microscopic inhomogenelties

and their interactions with domain walls (Lorentz microscopy).

The Bitter technique was used for the observatíon of magnetic

domains in Co52Pt¿B because no domains could be seen on a
aamn'la ìn ì+- anl-ìmtm ¡.1-r'f-a lrq'inc T,nronfsampre r-n r-rs oPtrr-mum sEaEL ---Jz mr-croscoplz.

9.2 ELECTRON MICROSCOPY TMAGING AND DIFFRACTION

A paralle1 beam of electrons accelerated by a potential

V is transmitted through a specimen (thin foil-) and is dif-

fracted in a number of directions by the crystal (Fig. 9.1).

The diffracted el-ectron beams are brouqht into focus in the

back focal plane of the objective lens, forming a diffraction

pattern. This pattern can be suj-tably magnified and studied

if subsequent lenses in the microscope are arranged to focus

on the rear focal plane of the obiective. The diffraction
pattern consists of an approximately two dimensional array of

spots, each spot corresponding to a particular set of reflect-
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.i-- ^1--^rng pr-anes. From the dj-ffraction pattern one can find the
orientation of the foir. The objective lens also forms an

image of the lower surface of the specimen in the imaqe prane.

This image can be magnified. subsequently by other renses of
the instrument and finalry is projected into the fluorescent
screen (Fig.9.1) .

9.2.L Bright and Dark Field Images

rt can be seen from Fig. 9. r that the transmitted and

diffracted beams from the same area of specimen meet in the
image plane. rf the diffracted bea¡ns are all_owed to contri-
bute to the finar image, the quality of the image is poor

mainly because of lens aberrations. However, this can be

avoided if only the transmitted beam or one of the diffracted
beams is allowed to contribute to the final image. This is
achieved by using a small aperture which can brock either the
transmitted or the diffracted rays. rf the aperture is cen-
tred on the main transmitted beam blocking the diffraction
rays a so-caI1ed bright fierd image is produced.. A dark
field picture is obtained when the aperture is centred on one

of the diffracted beams thus blocking the d.irect beam.

9.2.2 Contrast Theorv

rn order to explain the contrast observed at rattice
Áofaal-c i+ iuç!ççLÞ¡ rL rs necessary to calculate the diffracted intensity
from a perfect crystal and then try to see how this intensity
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is modified by the presence of lattice defects. It is simple

to base the discussion on the kinematical theory of diffrac-

An incident beam of unit intensity is directed vertically

onto the foil (Fig. 9.2). The foil is assumed to be oriented

in such a way that only one beam, with ind.ices hkl- correspond-

incr J-6 1-ho rer.inrnr-:l rzcr.1-or È_ is l¡eino Äiffr:r,farl at the!À¡Y ev u¡¡ç r uv !t/! vvq¿ Y I

Bragg angle 0. According to the kinematical theory the foil

is divided into small rectansular columns such as AB. The

-*^r.i+,.,{^ ^ç the diffracted beam from that column isq,¡trIJJf uuus \J!

"t)

íç^T

Ij
r F

=).ts,; -"1-l-
2+
1.T: 1q

fi is the scattering factor for electrons from the atoms

in the unit cel-l- Located at a d.istance ?+ within the col-umn-*
Ë is the deviation of the reciprocal vector Ç from the Ewald.

sphere measured along the length of the column.

The intensities of the diffracted and transmitted beams are

- t- ItT =lA l'anci r =l-In, respectively" For a perfect crystal both*D r "Dr *..- -T D

transmitted and diffracted intensities at the bottom of the

foil will be uniform from one area to the next and no con-

trast is observed. If, however, a planar defect is present

along the line CD one portion of the crystal is displaced
->with respect to the other by a vector R. The amplitude,

therefore, of the diffracted beam by this region is
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Thus, if a fault is present, the intensity of the diffracted
beam is modified by an additional phase angle o given by

-+ -+q, = 2ng"R v<

The difference between this intensity and that of the surround-
ing perfect crystal gives rise to the contrast observed at
the crystal defects.

9.3 OBSERVATION OF DOMAIN WALLS

Among the techniques which are currentry in use for the
observation and investigation of magnetic domai-n structures,
the Bitter pattern and Lorentz microscopy method are the most

fruitful and still the most widely used. Both of these

model-s disclose domain walls. The individual domains appear

the same but the domain walls are delineated.

9.3.1 Optical Microscopy Bitter Technique

In the Bitter method (or the CoIloid technique) devised
by Bitter in 1931¡ ârr aqueous suspension of extremery fine
particles of magnetite, Feron, is applied to a strain-free
and highly pou-shed surface of the specimen. These particles
are attracted to regions of high magnetic field. gradient
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which are produced nearî domain walls. Imagine a 1800 wal-I

intersecting the surface as in Fig. 9.3a, where the spins in

the wall are represented simply by the one in the centre nor-

mal to the surface. This gives rise to a free north pole and

to localized fiel-ds spread in the directions shown in the

figure. Using an optical microscope, in the "bright field"

conditions, Fig. 9.3b, the domain wall-s will appear as dark

lines on a light background and vice versa for the "dark field"

conditions, Fig. 9.3c"

9.3.2 Lorentz Electron Microscopv

Lorentz microscopy has been used commonly in studying

domain wall-s because of its high resolution" It allows the

examination of the fine details of domain structures and it
permits the direct observation of inhomogeneities and their

interactions with domain walls. Electrons with velocity t
passing through a magnetic sample of magnetization ü experi-

ence a force Ë, known as the Lorentz force, given by

i¡ = -e(ü * È) = -¿ne(ü ' ü) Y4

where Ë i-= the magnetic induction, È = È + 4nü and neglecting

the effect of the applied and demagnetizíng fields.

Because of this force, the electron beam passing through

the specimen will be deviated by an amount and in a direction

d.etermined by the magnitude and direction of the local ü=
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vector" rn adjacent domaj-ns this will lead to a deficiencv

of erectrons in some places and an excess of el-ectrons co

others (Fig. g.4). If one, therefore, observes the foil
out of focus the positions of domain walls wi1l appear as

white lines for the deficient in intensity places or black

lines for the places of excess in intensity. Switching

from the underfocused to the overfocused state the white

lines become black and vice-versa.

9 .4 DO¡4AIN MICROSTRUCTURE

Both a11oys examined in this study undergo a

cubic ordered tetragonal transition by means of
tion and growth. Electron diffraction microscopv

anallzsis reveal that the transition takes place in
f ollowing \úay.

a) Nucleation of coherent ordered particles

disordered

nuclea-

:nd Y-r:rz

+l1^

in the

b)

disordered matrix.

Clustering of particles having parallel c-axes

into common crystallographic planes.

Growth of clustered nuclei to coalesce forming

lameIlae. Adjacent lamellae are twin related.
Growth of lamellae of dominant c-axis converting

the entire crystal into a mosaic of perfectly

ordered domains"

rlì
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A detailed examination of the microstructure of co52pt4g
and FePto.zNio.¡ through the course of ordering has been
carried out- since the resurts are very si_mir-ar for both
systems, co52Pt4g was chosen to serve as an example of the
disordered-ordered reaction.

An analysis of the observed structure features and
their modification was carried out by means of a correr-ation
of bright and d.ark field mi-crographs with selected area dif-
fraction patterns.

9.4.1 Ordering and. Microstructure in Co52pt4g

As has been seen earlier (Sec. 2.4.L), ordering in
cottPtng can be suppressed by quenching from 1000oc. Aging
at 700oc orders the arloy which becomes magnetically hard.

Microstructure observations were reported for four
different aging stages: early (Z min. at 700oC), optimum
(17 min. at 70ooc), intermediate (r50 min. ) , and overaqed.
(960 min. ) .

Penisson et. aL, (197I) also examined the microstruc_
ture of an equiatomic copt al1oy after an isochronous ther_
mar treatment, but they did not correrate their observations
with the magnetic properties of the sample. since the mag-
netic properties are very sensitive to the exact composi-
tion and heat treatment, it was very difficurt to correl_ate
Èhe observed magnetic properties with their microstructrr_rre
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observations.

i I Ê¡r'lr¡ l-)r¡iarinn Q{-:{-aL I !q¿ ¿J V! sç! ¿¿¿Y U Uq Ug

As stated earrier, x-ray analysis shows broad superst.ruc-

ture lines with no evidence of spritting of the main rines.
Electron microscopy observations show a motLling contrast

in all grains on the bright and dark field micrographs

(Figures 9.5 and 9.7). The electron diffraction pattern of
(001) plane shows the presence of three superlattj-ce spots,

100, 010, and 001. This is because the c-axes of the ordered

crystallites always remain effectively pararl-el- to one of the

cube axes oi the original crystal. Thus, the ordering of a

single crystal resul-ts in a formation of three classes of
crystallites referred to as a reference system consisting
of the cube axes of the oriqinal disordered matrix.

Dark field micrographs, using al-1 three different super-
q].rrr.irrra cnnlg (Fig. 9.5) revealed different ordered regions\! +:, . J . r )

consisting of randomly distributed quasi spherical particles
having a 50 - loo ã dj-ameter. This suggests that the ordered

nuclei have the coPt tetragonal structure. The ordered

phase covers a large proportion of the grain vol_ume.

since ordering involves a change in symmetry, the reac-
tion is accompanied by sizabre internal- strains due to the

lattice misfit between the mutualry coherent parent and pro-
duct phases. The strains, being very large at the beginning,

tend to relax in later stages of ordering" The strain



Fig. 9"5 Dark field image taken from a 010 superlattice
reflection of a (001) foil at the early stages
of ordering.

Fig. 9"6 Diffraction pattern of a (101) zone" Super-
lattice reflections appear to be rnrashed out; the
appearance of some "streaking" indicates the pre-
sence of sÈrains in the matrix"
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effect is seen on the diffraction pattern (rig" 9"6), by the
appearance of asymmetric streaks along <110> directions on

the diffraction spots" (As a resurt of the strains, stria-
tions are observed in the bright field micrographs). The

shape of the main spots is modified because a1Ì three orien-
tations of the ordered phase are superimposed on each other
in the reciprocal lattice of the disordered mal-rix.

An interesting result is shown on micrographs 9 "7a and

9"7b" The dark field pictr-rres were talce¡r rrsi.rrg the 01.0 supel:-

lattice spot and the 020 main spot of a (1.01) foil. TIre

spacing of the observed thickness fringes is dj-fferent on the
two micrographs and it is consistent with the 1:::edíctioirs of
the kinematical theory of diffraction. Ãccording to the

latteru the extinction distance eg is Ei-rzen l:12 (IJirsch et. al-.

196s)

tg

where u is the vol-ume of the unit ceJ-r, F is the strucLur.e

factor and ), the lv'averength of the erectro¡rs at 100 kv.
(The extinction distance is a measure of the depth periodi-
city of the thickness fringes appeared in the micrographs).

Since ,g is inversely proportional to F, and F is smal-

ler for the superlattice spot

_TU
IA



Fig. g.7 Dark field images from a (010) superlatt{ce reflec-
tion (a) and (õ20) main reflection (b) of a (101)
foi1.



(a)

(b)
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f k t = ï + T" hkl-' *Co *Pt
tltêril

' 18' \ = Slf f I
'- hkl' - '-Co *Pt'

super

The spacing of the thickness fringes is much larger for the

micrograph taken with the superlattice spot.

i i \ ^^+i -,,- StateL! I VÈ/ ç¿¡rrqrr

Further aging of the sample results in a process charac-

terized by

1) The change in size and shape of nuclei from spheri-

cal- to an ellipsoidal form"

2) A change of the spatial distribution showing the

existence of alignment of the nuctei along {110}

r--rwsfal locrr¡nhi r. n'l ano¡ mL'i ^ ^-^ri:ces on the mic-v!J o uq¿¿vY-LALrllrrv u¿AIfçÞ. Jl¿rÐ lJMl

rocrraohs alionment directions which are consistent

with intersections of {110} planes with the foil

plane. The c-axis makes a 45o angle with the normal

to the {rro} pl-anes.

3) Thc nresence of distinct streaks on the electronrl

diffraction patterns. These streaks lie along
I ! r 

^ì<Il-u> on tlJ_uJ pJanes.

a) The (012) Foil.

The above features are shown on microqraph 9.8" This

is a dark field picture using the 100 superlattice spot of



Îlin O aJ.v Dark fielo picture from a 100 superlattice reflec-
tion of a fõfel foil at_the opt+qgrn_ state showing
ordered nuclei alonq' lz7tJ and l22tl "
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100 îoa

Fig" 9.9 Stereographic projection of (012) zone showing
the six possibl-e {ffO} planes- The points Aand D are parallel_ to alignment directions in
Fig" 9.8; these are also the directions of thestreaks observed on the diffraction pattern
(Fig. 9.10). The point E shows the ãitection
at which the particles are elongated.
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Fig. 9.10 ñi f €ra¡li nn n=#f or-n
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the (012) foil plane. rt gives a picture of. the projection
to the plane of observation of the col_lection of ordered
nuclèi whose c-axis corresponds to this particul_ar diffrac-
tion spot (100) " The length of the ordered. nucrei ranges

from 200 - 300 I lenq'thA with ffi = 3-+5. These nuclei are cluste:ied

in lzïtl and t22tl dj-rections in the foil plane. These are
consistent with the intersections of (110) and (11-0) planes

with the foil plane as shown in the stereographic analysis
(Fis. e.e) " The c-axis is at 45o to both of these planes.
rn addition, the ordered nucrei appeared. to be elongated. along

the IfOO] direction shown on the (012) stereographic projec-
tion (Fig. 9 .9 ) .

The diffraction pattern of this area is shown on Fig.
9. I0 " Asymmetric streaks are observed in directions close to
l22tl and lzTt). But rhe angle berween rhe rraces ¡22t] and

lz2tl as measured from the micrograph is 960 while the angle

between the streaks is onry Boo. rt is, therefore, believed
that these streaks are projections of f rrol and t riol direc-
tj-ons to the plane of the foir. rn fact, the projection of
tlrol into the (012) ptane is

[012] f r l nl f-nr?l r ãî^ r
= | \a) |

.\t ml | âr t\7 f fî ô9¿ru

angle between

angle between

projection t t10l

tsTzl and ls4zl is
the streaks (B0o).

i nJ-n {-ha |^1)' . r -î^ r1-,-) l_s L54Zl. The

83.6", close to the measured
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The asymmetric streaking observed on the diffraction

spots is characteristic of relrods in the reciprocal lattice.

The elastic distortions induced by the cubic-tetragonal trans-

formation cause displacement and streaking of the lattice
ooint-s in a direr:tion rlãrãllel to the distortion. That would

lead to the formation of relrods in the reciprocal lattice.

The intersection of the Ewald sphere with the relrods will

give rise to the streaks observed on the diffraction pattern
/+hê di ffr:r..f-i nn n.aJ-.l-arn i - - -r -*-- ^^^f i ôn J-hrnlrcrh\e¡¡v s¿r!! -s a pranar seu---.. recl-pro-

cal space).

Streaks due to coherency strai-ns are d.istinguishable

from those due to particle shape. The former are asymmetric;

*l.rorz Áa nn{- rnnô2r ¡{- {-}ra nr'ì crì n .lr i n fef leCtiOnS Unaf f eCtede¿¿e_1

by the strains and their length increases with increasing

order of reflection. The streaking observed at the origin is

believed to be the result of double diffraction (Hirsch et. al.

196s ) .
I

In summary, the ordered nuclei are aligned in (I10) and

¡rînr -1-*^- and j-hew âre elongated along the If OO] d.irection.\ -Lr v / !/.LArrç - q¡¡s L¿¡s)' qr e

The streaks on the diffraction spots and, therefore, the

shears on the lattice points are along the tffOl direction

which lies on the (110) plane and along the lf10 I which lies

on the other alignment plane (ffO) (Fig. 9.9).

The alignment of nuclei in certain crystallographic

planes is believed to be due to the asymmetric strains indu-

ced by the cubic tetragonal transformat,ion (Tanner, L968)"
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The ordered nucrei which initially are randomly distributed
in the matrix become centers of tetragonal distortion and

they impose a bias on nucl-eation in their vicinity. rn order
to minimize the strain energy, the succeeding nuclei take the
same orientation as their nearest predecessor.

A dispersion in size of the nucrei as well as a shape

irregurarity has been also observed on the micrographs. This
could be expl¿f¡ç'd as follows" Starting r¡7j-¡¡ ¿n ini¡1r¡- l:an_

dom distribution some nuclei which are well placed wirl der¡e-
lop preferentially while others tend to disolve. This leads
to a dispersion in size. The shape of the nuclei is al-so

irregular since the direction of growth varies from one ¡uclej-
to the other with each nucrei tending to grow in certain direc*
tions which are energetically favoured..

b) The (111) Foil ptane

one sees on the reciprocal lattice that the spots
corresponding to the three different c-axes are presen,u only
in certain planes l_ike {0Ol}, {IlI} and {2I0} whereas in
{110} and {112} planes onry one type of nucl-eus is observabre.

The spatial distribution of the ordered nucleí corre-
sponding to the three different c-axes (100f 010 and 00r)
are shown in Figures 9.r2, 9.r3 and 9"r4. These are dark field
pictures using the oIt, ror and rro superlattice spots of a

(111) foil_. The nuclei corresponding to the IOOfI c_axis
(rro spot) are aligned in trãrl and l2ltl directions
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Fig. 9" 11 Stereographic projection of the (Itl) zone show_ing the sJ-x possibl-e {ffO} planes. peiirts A, Cand E are thc ¡lianmanl .rirections of Lfie nucleiin *i.'"si"fhJ ;:ir':"é.'irl ."u s.L4. point Hshows the elongation direction of nuclei. points
K and L are the direction of the streaks obser_ved in the diffraction pattern.
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Dark field picture from the lOf superlattice
reflection of a (11I) foil- showing ordered nuclei
corresponding to one kind of c-axis I0101.
ordereã nuclei are alonq I-112I and. tZf rl.

Dark fíe1d image of the same area as in Fig.9.L2,
from the ItO superstructure reflection showing
ordered nuclei corresponding_to a different c-axis
10011. Nuclei are älonq irzrl and iZrrl.





Hlõ V t4r ¿:. Dark field-picture of the sarne area as in Fig" 9"L2'
from the orr superlattice reflection showing ordered
nuclei corresponding to the-third c-a5is I1001.
ordered. nuclei lie along Irrzl and IL2I) directions"
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(Fig. 9"13). These are consistent with intersections of (f01)

and (Off) planes with the (111) plane (Fig" 9.11), The

c-axis makes an angle of 45o with the normal to both these

planes. The average length of nuclei is 150 R with an average

- lenqthratio of ffi = I"7. The separation between the rows of

the aligned particles is 140 l" The dark field micrograph

with the ÏOf spot (nig" g"L2) lights the nuclei of tOfOl

c-axis" The clustering of the nuclei is along tIfZ ] and

[211 ] directions, which again are consisl,ent v,zj.-Lh j-nt-e::sectíons

of (110) and (Off l planes with the plane of obserrza'l-ion (111)

(rig" 9"11). The c-axis is at 45o to both of t-hese ¡rlanes.

The average length of nuclei is 150 L and the ::atío of lelglit
width

= 2.5"

The third kind of nuclei corresponding to [:-OO ] c-a-xis

(dark field with Off spot, .Fig. g.14) show alignment- along

tIfZl and tlZll which as seen previously (nig. 9"11) âre

consistent with intersection of {ffO} planes with the (11f)

plane "

In all three different cases, the ordered nuclei are

elongated along the tfOf I directions. The sLreaks appearing

on the diffraction spots are along the [Off J ana t110 ] direc-
tions (nig. 9. 11) "

c) Short Range Order

P. Eurin et. al. (1973) claimed a short range order in

the spatial distribution of the ordered nuclei. They proposed
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Èhat same ordered nucl-ei are arranged locally in a b.c.c.

lattice, forming a three dimensional- pseudoperiodic structure.

That was shown by optical Fraunhofer diffraction.

A similar technique was used to examine the possibility

of any periodical arrangement of nuclei. A photographic

plate associated with, the dark field micrograph of Fig . 9.I4

\üas illuminated by a parallel beam of coherent light of a

laser (.IW). The diffraction pattern (fig. 9.15) was obtained

in the focal plane of a converging lens. It is similar to

that obtained by P. Eurin et. al-. However, it is not uniform

but rather dense lines of spots appear in two directions

which are identified as normals to the alignment directions

of nuclei. (That was actually the hint to re-examine the

results of P. Eurin et" al" since the optical diffraction

patterns obtained with the dark field micrographs of three

different foils (001), (f10) and (111) showed dense lines

perpendicular to the direction of alignment of nuclei).

This is the kind of diffraction pattern which is formed when

coherent light falls on a rectangular hole.

mL^ -^-a j ¡6 nf the or¡t i ncr fl whi ch ': ^ ç^-^^Ã 1^.' the'LIIg 5IJctu-Lr¡9 (Jr l-J.ls Yrour¿rY s w¡¡!e¿¿ lÐ l\J!lllçu uY

nuclei and gives the observed optical diffraction pattern is
ofound to be -900 A by measuring the distance D between the

maxima and using the relation d - S; where L is the d.istance

from the dark fiel-d micrograph to the diffraction pattern and

), is the wavelength of the light of the Lazer. This spacing

corresponds to rectangular holes of this size, observed on



Fig" 9 " t5 Optical diffraction pattern obtaj-ned from the dark
field micrograph of Fig" 9"14 after i]luminating

' t.he photographic plate by coherent light from a
laser'
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the dark field micrographs (Figures 9. 13 and 9 "I4) , which

are formed by the aligned nuclei. The oensity of nuclei is
high around these holes and if the coherent light happens tro

hit, one of them the observed pattern is obtained.. However,

these holes are not periodically distributed and the obtaine¿

pattern is not uniform.

iii) Intermediate and Overaqed State

Upon prolonged aging

1) A fine lameIlar structure vras d.eveloped.

2) Lamellar si-ze increases and is characterized bv

a maze pattern which is a manifestation of anti-
phase domain structure.
Intensity of superlattice spots on the diffraction
pattern increases and the tetragonal split is dis-
tinct indícating a more advanced stage of ordering.

Intermediate State.

AL this aging state, ordered nuclei having parallel
c-axes coalesced to form fine lamellae shown on Fig. 9 "16 .

The bright regions of the dark field micrograph represent

lameIlae corresponding t.o one of the three different c-axes

(dark field picture was taken with the 100 superlattice spot

of a (012) foil). The relationship of the contrast between

the lamellae is inverted with the use of the .qlrrtêrìar-if6s

spots corresponding to the other two c-axes. This sussests

J)
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122il directions.
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a twin structure with the c-axes between each successive

lamelIae having a sequence I, 2o l_, 2,. ". The twin inter-
face is parallel to {110} planes (nig" 9"]-7) "

The lamellar traces on Fig" 9.16 are along |22rl and.

I and then are consistent with intersections of (rro)
tffOl with the (0I2) foil as shown in Fig" 9.9" They
-OO150 - 200 A wide and 700 - 800 Ã tong"

The process of twinning is a good e>rampJ-e of .the reduc-
tíon of the strains buil-t up in the cubi.c*tet::agorial trans-
formation" since twinning is equivalent to a systematíc
shear on each successive atomic pranes, ii_ car-l reJ ieve sone

of the stresses (Hanson et." âr., 1964). rn addition to .the

stress relief by shearo there ís an extra rerief due to the
rotation of the c-axis by 90o resurting from tv,rinning since
the stress in the twinned region wiII no longer auqment .that

due to the matrix, (Marcinkowski , 1963) .

b) Overaged State.

ïn an overag;ed sample there is a progressive Erowth of
the lamellar size" Antiphase domains (aeo¡ become visible in
the interior of the ordered lamel-l-ae. These may be regarded

as lattice domains in which the configuration of the cobart
and platinum atoms has been reversed. so that the atoms of
two adjacent domains are out of step by a displacement vector
f" For cobalt-platinum Ê may ne egual to any one of the
fot-lowins vecrors; 7 ltot l, 7 tror- l, ä torr I ana I torl l
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\a/

Fig. 9.L7 (a) Schematic representation of the microstruc-
ture. (b) Angular relationships of the matrix
ci-rr:sls¡s and resulting twins (tan([ + O) = 9) .

=q
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(rig- 9.18) . The bound.aries separating the out-of-srep
domains are ca]led antiphase domain boundaries.

'An interesting feature of the antiphase domain struc-
ture is the observed complex maze pattern. This can be

explained satisfactorily on the basis of the kinematical_

theory of diffraction contrast. The phase difference o¿ bet-
ween the diffracted beam on either si-de of the antj_phase

boundary is given by e: Zni.Ë (Equation 9.3) where È i= of
the type å "tloll. For a maín reflection (hkl) the phase

shift is zero or tT. But for a superratti_ce reflection cr

is +¡ and contrast for antiphase domains becomes visibl_e.
These features are shown on FJ-g. 9.19. The dark field.

micrograph was taken with the r00 superlattice spot of a

(012) foil" The bright regions correspond to lamellae of a

particular c-axis [loo] and. they Iie along the lzitl and

12211 directions. These are consistent with intersections of
(110) and (ilO) planes wirh rhe (012) foil (Fis. 9.9).
Both of these planes make an angle of 45o with the lroo ¡
c-axis. The Iamellar width now varies from several thousand.

1.l

to 200 Ã. Antiphase domain boundaries are visible in the
interior of the ramelrae. Each ramella is decorated with
fringes. This is not surprising and it can be explained by

considering Fig. 9.20. A lamella of definite width vú is
inclined to the foil at an angle O. rf the l_amella is a per-
fect crystal (with no defects) there exists a region ABCD

where no contrast is observed. This is because the thickness



/l
I

I

'-d/ |\'/ |js/ .&
/ - n\/ 1 \ \),

./ > r,a\J.¡-/ 9.= t-

Fig" 9. IB Antiphase
asÊ=\at
sites. On
are formed
There are

yectors in Copt. Displacements such1011 place Co and pt ätoms co b¿ronglthe other hand, no antiphase bounáaries
_by displacemenrs such .ä É = t"iiioj:--four possible antiphase vecrors.
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Fig. 9.20 A lamerla of width w is incrined to the foil at an
angle 0. In the region ABCD no contrast is obser-
ved. On either side of this region, thickness
fringes appear on the micrographs.

Fi 

-l
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of this column is constant and the diffracted beams at any
point on the bottom of the column wirl be identical_" Ho\.^/-

ever, the regions on either side of the column wilr give a

fringe contrast because the diffracted intensity oscillates
witrr depth in the crystal (Equation 9"1)" As the lamerlar
width decreases the region of no contrast diminishes and

beyond a criticar size it is no longer observed. The fringes
then cover all the width of the lamell_ae. From the rength r
of frÍnges and the angre o the plane <¡f the .lamella ma]."es

with the foil the thickness t of the foil can be determined
by

| = ltanQ q'i1

1 is found from the micrograph to vary from 100 R (pJ_ace

labeled A) to 170 I (B). The angle ber.ween (1r0) oï (110)

and (012) ís 7ro34'" substituting these values to Equa-

tion 9"1t t is found to vary from 300 to 500 I irr an*
regions of interest.

rnspection of the corresponding selected area di_ffrac-
tion patterns (rig. 9.2t) disclosed an increased splitting
of the refl-ections indicating a more advanced ordering
stage " From the tetragonal split of the 200 spot an approxi-
mate value of $ can be found

c
a

di
d2 #+# = a.s74



Fig. 9.2L Oiffraction pattern of the (012) foil correspondi-ng
to the area shown on Fig" 9.19. The assymetric
streaks have not yet dj-sappeared and the tetragonal
splitting is nor^/ dlstinct.





233

(df and d2 are the corresponding distances of 200 and 002

from the cenLral spot of diffraction pattern) " This value

"f : ratio is very close to the value obtained by X-ray dif-

fraction. Asymmetric streaks are also observed on the diffrac-

tion spots suggesting the presence of some strains. These

are long range straÍns caused by the structural misfit at the

junction of the growing lamellae with differenL c-axes. These

strains may eventually relax by further twinning" Coarse twin

lamellae o twin bands, may be f ormed in the inLe::i-or of v,'hiclr

exist microtwin lamellae (P" Eurin et" 41" , 1973). or by fur-

ther expansion of a dominant orientatj-on as shottrn on Fig " 9,22 "

One of the c-axes predominates over the other two and ¡tlays

the role of matrix inside which exist lamellae following the

twin relations" Eventually, the size of the ordered l.a:rell.ae

diminishes to the profit of the ordered mal-rix, producíng

large monodomain areas with antiphase domain contrast"

iv) Magnetic Hardening and Microstructure

Besides the observations made j-n the previous sections

the relation between the microstructure and magnetic harden-

ing was examined in additional ordering stages giving the

resufts shown on micrographs, (Figures 9'23a - 9'23f) ' The

coercivíty is smal-l in the early ordering, it peaks at the

optimum and settles down to a low val-ue in the overaged"

a) At the early ordering, ordered tetragonal nucl-ei

having a nearly spheríca1 shape with 50 100 R



.22 Dark field image from a 010
of a (I01) foiL at the late
of the c*axis predominated

cr1ñêr'l:.f-'{-i na raFla¡l-i nnv el/v¿
cf =na¡ nF ^-rlari nn ônaÞLqugÞ uJ- \Jrug!rlrq. \JrlE

over the other two.
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diameter are randomly distributed in the cubic

matrix. This is shown on the dark field microqraph

(f ig. 9.23a) using the 010 superlattice spot of a

(101) foil. The coercivity measured is 350 0e.

At an intermediate stage to the optimum the nuclej_

start aligning in groups as shown by the dark field
micrograph (fig. 9.23b) using the 100 superstructure

spot of a (012) foi1. The ordered nuclei have a
l anaJ-Ìr Or=J-in aF -ä = 2, with a length of g0 100 A.width - '

The coercivity increases to 2500 0e.

Near the optimum state the ordered nuclei are

aligned in certain directions and their dimensions
o lenqthare increased to a length of 100 - l-40 A ivith ffi

= 2" This is shown on the dark field microsraph

(Fig. 9.23c) using the ffO superlattice spot of a

(112) foil-. The coercivity is further increased

to 3000 0e.

Further annealing causes the nuclei to grow in one
1^-^+1^

dimension leadinq to a '=,"i?' = 4, with :t ã\/êrârrêwidth
Iength of 160 X. The dark field mÍcrograph

(Fig. 9.23d) was taken using the 010 superstructure

spot of a (101) foil. The measured coercivity is
3500 0e.

d)

At an intermeoiate state to the overaged, the

ordered nuclei having paralle1 c-axes start j
'{-nnal-har f armi -- +'.''i - 'ì â-^'l 'l =a ^ç I nn - 

O
! v! ¿!,¿rry uw rrr -o..,r,= 11ae of 10 0 - 2 0 0 A

or-nr_ng

thick-

oì



Fig. 9.23 Dark field rn-icrographs from

(a) 010 superlattice ref l-ection of a t101) foil
(2 min. at 7000 C) .

(b) 100 superstructure reflection of a (012)
foil (12 min. at 7000 C) .

(c) ffO superlattice reflection of a (112) foil
(17 min. at 7000 C) "

(d) 010 superstructure reflection of a (101)
foil (20 ¡nin. at 7000 C) .

(e) lOZ superlattice reflection of a (24L) foil
(150 m-in. at 7000 C).

(f) l-00 superstructure ref lection of a (012)
foil (960 min. at 7000 C) .



(a) (b)

(c)

(e) (f)
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ness. This is shown on the dark field micrograph
(Fig. 9.23e) using the tOZ superlattice spot of a

(24L) foil" The measured coercivity has dropped to
2000 0e.

f) At the overaged state the ramellar thickness

increases from severar thousand to zoo 8, as shown

on Fig. 9.23f. The dark field picture was taken

using the 100 superstructure spot of a (012) foil.
The coercivity measured is only ZOO 0e.

v) Aging at 600oc Inhomogenous ordering
As stated earlier in the X-ra1z analysis the ordering at

60ooc is discontinuous. Tetragonal rines appear from the
beginning besides the cubic and they grow at the expense of
the latter on further aging. The profile of a superlattice
line shows a sharp peak with a broad shoulder at either side.

Microstructure observations of an alloy at its optimum

state (Hc-1800 0e) revealed that the structure is not homo-

g'enous. Fig . 9 .24 shows large ordered regions which were

observed. next to very small ordered nuclei of 50 l, ¿iameter.
The dark field micrograph was taken with the 0r0 superlattice
spot of a (101) foil" The Iamellae lie along llrr I directions
consistent with intersections of (lI0) and (011) planes with
the (101) foi1. Both of these pranes make an ansr-e of 45o

with the c-axis.



Fig. 9.24 Dark
tion
along

fiald imaoe from
of a (101) foil.

¡raa I

t t-J-l- I .

¡ lO'l O'l snnerstructure ref lec-\v¿v/

The large ordered regions lie
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The interface between these ordered domains and. the

matrix is irregular and somewhat diffuse. These larqe irre-
gular ordered domains are responsible for the sharp peak

observed in the x-rays and the very small nuclei give rise
to the broad shoul-der of the superstructure lines.

Complete dj-sordered regions were also observed (Fiq.

9.25) in some areas of the foil suggesting that ordering is
not homogenous as was the case for aging at 700oc. The dif-
fraction pattern of Fig. g "25 belongs to a (z2o) foil where

the absence of 010 and Ïor superlattj-ce spots is obvious.

9.5 SURFACE MORPHOLOGY AND MAGNETIC DOMATNS IN Co.^Pt--t¿- "48

9. 5" 1 Surface Microstructure

the surface of some mechanically porished sampres has

been examined with an optical microscope. After homogeniz-

ing the specimens there was a noticeable graj-n growth espe-

ciaIly for those which were homogenized at 1350oc. This

effect \^ras more pronounced in co52pt4B for which grains of
a few millimeters \^iere observed"

Fig" 9.26 shows the surface of a Corrptn, sample after
being mechanically porished and annealed for L7 minutes aE

70Ooc (in its optimum magnetic hardness). A stereographic

analysis of all the traces observed is shown in Fig. 9.27 "

Markings labeled with 7, 3 and 4 lie close to <110> and

<l-11> directions. However, some of these are ber-ieved to



li"ì ñ 9 )\ llì 1-1-râôf 1^ñ

of the 010
inÄir.a#ina
structure.

pattern of a (220) zone. The absence
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Fig" 9.26 Surface
optimum

microstructure of
¡! ¡!a ^çI^- 1^,sËaEe drter rJeLngi

^ ^^ n& -^**l^ ¡* iå^d. \-(J-ofL¡ô ¡arr|/¿s aL Ju-. >¿, .+ð-mecháñicálly polished.
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I'ia q )1 Stereographic projection of the Co_^pt,^ qrain
shown on Fig. 9.26. Markins 5 is ÈÉ" å8*ái"wal-l direction as it. appears on Fig. g.2g afterthe application of the ferrofl_uid.
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be annealing twins lf ing in <111> directions since they are

formed in the cubic state and they do not disappear after
the êurface layer is removed. (ln fact, they travel from

one.side to the other side of the thin foil). Markinqs

labeled 2 lie along <110> directions and these as well as

some of the 1,3 and 4 traces are assumed to be associated

with the stresses built up in the sample during the cubic-
tetragonal transformation.

Trace 5 is the direction of domain wall_s appearing in
the polished surface of the gÉain after the ferrofluid was

applied "

9. 5. 2 ÞlagnetJ-c Domains

Although Lorentz microscopy was employed to image domain

walls no magnetic contrast was observed for a Corrptn, sample

at its optimum state. on the other hand, conventionar 1B0o

domain walls were observed in the overaged samples where the

microstructure consists of ordered 1amellae embeded to a

tetragonal matrix. However, magnetic domain walls rìreïe mac-

roscopically present on the polished surface of a Co5Zpt4B

specimen. Since a strain free surface is required the

polished specimen was annealed at l-100oc for 24 hours and

then it was brought up to the optimum state by the appropri-
ate heat treatment (I7 min. at 700oC) .

The Comain structures were typical of those for stronotv

uniaxial material-s. Fig, 9"28 shows domain structures



characteristic of planes parallel to
or making an angle between 0 and l80o
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+h^ - --.: -Lrre easy axl_s (area A)

with the easy axis of
magnetizatlon (areà B) .

A series of observations was carried out or. a singre
grain (rig. 9-26) which was oriented. by x-rays. The domai-n

structure of the grain in the demagnetized state is shown on
Fig- 9.29. Most of the sample's area is occupied by 1g0o

domain wal1s with the easy axis on the pIane. rt is found
by stereographic analysis that these domai-ns are parallel to
a IOOf ] direcrion (Flg. g.z7) .

The application of a fierd of 2000 0e changes the pat-
tern to that shown on Fig. 9.30. some of the domain war_rs

grrow in size at the expense of the others and at the new

remanent sta'te are arrang-ed in the way shown on Fig. g. 30 .

At the overaged state the magnetic domains grow in size as

shown on Fig. g-31. This is consistent with the er_ect.ron

microscopy observations of large ordered mono-domain reqions.
However, in spite of the precautions taken, it was

not certain that ordering did not occur to a greater extent
near the surface than throughout the burk specimen so that
the observations do not represent a true picture of the
interi-or of the specimen. An attempt was made to remove the
surface layer by electroporishing. However, this technique
is tricky because of the difficulty in electropolishing
these a]1oys. rn most of the cases the surface was rather
etched than electropolished failing to reveal any domain



Fig. g.2B Bitter domain patterns in- CoOrPtn, characteristic
of uniaxial materials \,vith tñé eáðy axis on the
foil plane (A) or at the angle 0 between 0 -90o
(B) 

"

Fig" g.2g Bitter domain pattern of the CotrlPtro grain at the
demaqnetízed state"





Fig. 9.30 Magnetic domains on the same grain as in Fig.9"29
after the application and removal of a field of
-2000 0e.

Fig. 9"31 Magnetic domain structure of the Co'tPtng grain in
an overaged demagnetized state"
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strllctures- But in a few cases erectroporished grains were
obtained showing the same domain contrast observed on the
previously shown Figures 9.29.

9 . 6 MAGNETIC DOMA,TNS rN Fepr' 
. ZNi O . ¡

Ordering in Fept'.ZNiO.g is similar to that of Co, ZpLqg
so that the change of microstructure through the course of
nrrlari n n '.'ì 1 'l nn# l-ra nra c¡r¡ f-p¡l hara ìv¡uç!Å¡¡y wr-r¿ rl(JL IJe pr€su-^ees ¿¡çrç. .Towever, the crystal

morphology of the sample (Fig. g.32) in its optimum state
(Hc 1400 0e) closely pararlels the intermediate state of
Co52Pt4B" The brighr fietd micrograph of a (0C1) foil
(p" Gaunt, L977) shows ramerlar traces with murtiantiphase
domai-n boundari-es. This confirms the idea that each ramelra
does not develop from a singJ-e nucreus but from a group of
nuclei having paralleI c-axes. The lamellar traces lie
along { rro } directions and they are in twin relations with
their c-axis at 90o to that of the tetragonar_ matrix. That
was confirmed for six different orientati_ons by trace anal_y-
sis and dark field micrographs from the superlattice spots.

Fig. 9-33 is an overfocused image of the same area
shown on Fig - g "32. Each Iamellar trace is decorated with
black and white contrast and these are identified as 90o
domain walls, since the c-axis rotates through 90o in cross_
ing from the lamelIae to the matrix. The rong brack and white
lines, paraIIel to [oof ] are 1B0o domain wa-lls. They are
determined from the matrix whose c-axis and therefore the
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easy direction of magnetization is parallel to [OOf]. When

a 1800 domain wall- crosses a lamel-lar trace the bl-ack and

white contrast of the lamellae reverses. This is shown on

the ringed areas of figures and is sketched in Fig. 9.33.

After the application and removal of a field of 2000 0e

the domain walls are displaced and in the new remanent state

seem to show preference in crossj-ng 90o lameLlar junctions

(Fis. 9.34).



rag. 9. J¿ RrinhJ- fial¿ì 'im=no nf :n laaD'l-^ -N'lì^ - q¡mn'la ¡J-.".-U./..*U.Jvl4.¡ì/+v

+!: - lptimum^:!?tt: L3T.llar traces are al-onq the
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kl^ v < <! ¡Y . J o ¿ ¿ Overfocused. image of the area shown-on Fig" 9"32"
The walls paralíel to Ioorl are 1800 domain walls"
The (011) and (011) lamellae are decorated by pairs
of 90o domain walls. The ringed area shows the^
reversal of lamellae contrast on crossing a 180"
w d,rr o





Fig" 9 " 34 Overfocused image of same
after the application and
fìa.lri rlârâl'leI to I0011.vs& s¿*v

walI crossing a lamell-ar

removal of
Þinna¡i ârââ¡\¿¡¿ Yv s
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CHAPTER X

PROPOSED THEORY OF MAGNETTC HARDNESS

AND DISCUSSTON OF RESULTS

10.1 TNTRODUCTION

Based on the electron microscopy observations a mod.el

is set up to explain magnetíc hardening in Fept^ _Ni,u./-'-0.3'
The model leads to a linear variation of coercivity with tem-
perature through continuous pinning of domain wa1ls.

The appricability of the random anisotropy mod.el on

the co."Pt,o a11oy is also investigated. The mocer exora.inq3¿ 4ð ¿¿¡u ¡rlvuç¿ LÃt/¿q¿¡¡Ð

the measured high values of the remanent ma.,nefizariq¡¡ in
both systems.

I0.2 PROPOSED MODEL FOR FeptO. ZNiO. ¡
The micrographs (9 . 33-9 -34) of. an Fepto 

. zNio . ¡ sampre at
its optimum state show 1B0o domain wal_ls crossing 90o lamel-
lar junctions after the apprication and removal of a fierd
of 2000 0e. These lamellar junctions are assumed. to be the
pinning centres of the magnetic domain walls.

when a 18oo domain wa1l crosses a lamelrar junction
there is no need for extra domai-n wa1l segments or uncompen-

sated poles \,,iithin the lamellae (Fig. I0.la). However, the
application of a field will cause the warl to move a dis-
tance z introducing an extra segment of a r80o d.omain wal-l
and the uncompensated poles within the lame1l_ae Fíg. 10.Ic)"
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(a)

010

001

B

(a) Change in^lamel_Iar 90o wallcrossing a IB0" domain rvafl andlamellar junctions; R and W indil¡lack and wirite contrast. (b)
lamellar junctions"

contrast on
l-80" rvaff meeting
caLe lines of
lB0" wa11 leaving

tÐl

Fig I0. I
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The interaction energy u (z) arises from the increase in
domain wall energy Ev and the demagnetizing energy ED. Both

of these will act like a barrier to domain wall- motion after
the apprication of a fieId. However, the wall crosses this
barrier at the coercive field H^ given by (Chapter I)

1 .ll1
H = 

-f 
-ì

,)Tì\ \:ol 
-^--v LLâ Vû lttdÃ

1^ rIU .I

rn ord.er to eval-uate H the maximum value of f9:UlO 
j Itldi(lIIIuIIt Vd.J.ue ()I taZJ*"* l-S

Fôñrri ro¡l Þrrl f or an order of mâ.rni J- rrrìp 1- roaJ-manl-! v! s¡¡ v! uç! v! ¡ttqu¡ll u uug u! gq Lr[EI1 L ,

JlÌ 
^ 

rr¡dur AU Ev + En(¿"i*u.* = ñi = --# 10.2

assuming that the maximum of the slope of the energy barrj_er

occurs halfway between the minimum and maximum energy at
Lz = z/2.

From Fig" 9.33 the lamellar spacing d., = 10-s cm the

other dimension dznormal to the figure is io-t cm < dz110-4

cm and the lamellar thi-ckness t - 710-t .*. The domain

wall energy introduced when the wall moves a distance

z = /7 t is given by

Ey = yz% = y,Etð,, 10. 3

Substituting to Equation 10.3, the above values of t, d..

and Y = I4.5 erg/cm2 (Chapter \IIIf)avalue of E^r is found
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Ey = L-44 lo-to "tn.
The demagnetizing eneïgy of the uncompensated poles

can be approximated to Eo = 2.rdtdztr2" (This is found after
treating the uncompensated poles rike a capacitor whose

charged plates are separated by dr). substituting the mea-

sured values of z, dl and r:1r9r emu/cc, ED is foi¡nd to be

ED = Q Io-to"tn.

The demagnetizing energy

domain wall_ energy. Therefore,

treatment the barrier energy 
^U

is thus comparable to the

to an order of magnj-tude

is given b1z

AU = En * En = g 10-ro"rg,

A substitution back to Equation L}.Z leads to

o=5kOe

This is higher than the observed varue of coercívity"
However, Ho is very sensitive to the varue of r99l anrr-'dz'max
therefore, to the righL choice of the interaction energy,
rn this treatment the interaction energy v/as oversimprified
but more exact calcu]ations aïe required to dete::mine the
true form.
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10"3 CONTTNUOUS AND DISCONTTNUOUS PTNNING

There are two modes of domain warr pinning: the con-
tinuous and discontinuous mode. continuous domain wa]r- pin_
ning refers to the case of continuous pins. ïn the other
mode, domain walls tend to bow out between discrete obstacl_es.

rn this study the pinning centres are actually r-ines
(lame1lar junctions) and continuous pinning probably takes
place" However, there is a certain críterion for one of the
two modes to occur.

10"3"1 Discontinuous Domain Vüall pinni-ng

consideradomain warr and a planar pin lying on an xy
plane" The planar pin is assumed. not continuous having an
area "cÌrr associated with an area A of domai_n wal_l per pin"

ïn the absence of a fie]d the domain wa]r is pinned
at z = -b" However, the application of a field wirl cause
the domain warr to bow between discrete pins. ïf the inter-
action energy of the pin per unit area is \/, the equilibrium
condition is determined by minímizing the total energy G

associated with the wàIl with respect to the displacement z.

G

dG
dz

dV
d,z

= V0, 2HIA (z + b)

=oËå= 2HIA = 0

= 2HIA/a

f0.4
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The simplest sor-ution to this equation wir] be two

varues of zì one correspondíng to a minimum value of G and
the other one to a maximum value,

rf V is assumed anti-symmetrical about z it has to be an
odd function of z plus a constant. rn the region of interest
z is small so the simplest form of V is given by

v = F{¡ + z _ (d+èi } lo.s

where F is a force constant and arb are constants at fixed
temperature" Substituting back to Equation L0.4

dv = rr/r _ ,r, 2HrAd¿- r(r - 6z) = Ë

z (F-znrÀ) %

+b --E--F'

10"6

The positive sign corresponds to a maximum value of
G and the negaLive sign to a minimum vaIue"

The absolute value of coercivity, Ho¡ corresponds to
the inflection point at z = 0

F - 2HIA/a



r = G*t* Gmj-n = $ron (r ä'å

this energy barrier may be overcome by thermal_ activa-
tion if E = 25kT (Bean et. al_. I95g)

The energy barrier preventing escape of the walr is
given by

1ô '7

Equation 10. 7 leads to the coerci-ve force at tempera_
ture T, which is given bv

268
By substi-tuting Equation 10.6 back to Equation 10.4

),t3G*u.* = lrau (1 
fu,t * o

r--3
Gmir, = - lrao (1 #.,r * 0

0 = (s¡. 2HrA)b #"*

_2¡¡m

Ho - ¿ i7ft5i

n--32skr = lrou (1 
ä,t

10. B

I0 " 3.2 Continuous pinning

Equation 10- 4 can be used for the total energy per
unit area U assoc j_ated with a domain wall,



U = V - 2Hr(z + b)

V has the same form as Equation 10,5 and
states are found at
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10" 9

the stationary

z
-=+Jf,

( g:?ëI) *
E,

The corresponding energy barrier is given bv

aE = $rou (r _E_
Ho

3

)z 10 .10

rt is obvious from Equation r0.r_0 that f_or a continuously
pinned domain where A is large (A+*) the domain wal1 will-
not escape until 

"-tHo" However, in a recent theor¡z (p.
Gaunt et. al" I97B) have shown that a ,,b'i_ster,, cou.i-d. be
formed on the plane of a domain warr which wourd alrow the
domain warl to break away at. fierds much lower than Ho.

The activation energy required 'bo form the ,,blister,,
is given by the sum of the extra domain wall energy rlecessary
to create the br-ister and the field and interaction energies
E_,I

E - E^, + B- = ZrrNYh2 (1 2Hr\
y -L -¡r¡rru (J- 

F / 10.11

Where N is an integral equal to 4.g3.
Lhermally activated when E _ 25kT.

This energy can be
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25kr = 2nNyb2 (I ffl

lTha nnarni.'-i +.¿¿¡Þ vvç!u_r-vruyz at temperature T is

t.1 25kT
t J- -¡7;p5z;r

given by

ñ

2I

If, thus, F, I and y are
the coercivity Hc should vary

10. 12

of temperature

temperature.

independent

Iinearly with

10.3.3 criterion for continuous and Discontinuous pinning
Both of the pinning modes are a110wab1e. unpinning

domain walrs through thermar- acti-vation shour-d take prace
the lower of the coerci-ve fierds given by Equations r0.B
and l0-12- The continuous pinning mode will dominate when

nf

a!

fTskrr4 _ 25krr4mi- < 
Z,TWE-2

'1 
^ 

f î
¿U. J-J

10.3.4 comparison with Magnetic viscosity Experiments
The parameter ($å)* which was derived in the magneric

viscosity discussion (sec.5.2-2), can be determined for con-
tinuous pinning by differentiating Equation 10. 11

\Ã;, =dE mI

4ll INYb2
F 10.14

After eliminating
the following expression

bz between Equations

for F is found

10.14 and LO .I2
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where Ho is the coercivity at absor-ute zero. This arr-ows
the calculation of I since thc.rnânririac in {-lra -:.-r.o y L¿¡ç yuoJ.r"..,_uies in the right hand
side are experJ-mentally measured.

simirarly, an expression for b2 is found after combin-
ing Equations 10.14 and I0 " 12

-ÉT+ = I (þ- t=tjtl
! o 'o no t**ldI:l I

tr ô1 rl! ô ¿ L^I7^
v

nñ
-H^ (=) + 25kT

F,

IU " J-f,

JU. IO

values of f$*l - were determined. in chanfcr r\/ rrnm mâñ-O 11 T 
v"sr- evt ¿ v !! v¡rr rttc¡,V -

netj-c viscosity measurements. These \^rere used to evaluate
F and b2 according to Equations 10.15 and 10.16. Finalry,
the carculated values of F and b2 are used to check the var_i-_

dity of conti-nuous domain walr pinning through the criterion
shown in Equation 10"13. Thus, a self-consistent method was
developed.

The temperature depend.ence of the calcurat"d 5 is
shown on Fig. IO.2 together with the variation of ;"
reduced coercivity with temperature. The 152 red.uction in
the value of F between 4.2 K and 300 K is consistent with
the 10% drop of the magnetocrystalline anisotropy observed
in this range (Sec. 6.5.2).
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The separation between the two eurves shown in Fig.

r0"2 repïesents the reduction of the coercive fierd by ther_
mal processes. Tt is clear from this curve that the reduc_
tion of coercivity, rr¡ith temperature rise, comes from thermal
activation effects.

The calculated values of b2 are ri=teo on Table 10.1
a::"an:5 with rhe vatues of rhe criterion expression

(2nNy ) Z
6"C7T-lfT " The criterion for continuous donrain iqialr 1:ínnirrg
is satisfied since in this case o, = 2Æ ur. substitutÍng
the observed varues of | = 7 ro-t 

"*, d2 = r0-4 cil, a var_ue
of o' = 10*10"*'" rt is clear from .he varues risted o'
Table 10"1 that þ t= always bigger than _(2rrsy)2 *,,, 6:67_F7m tnrougtrout-
the temperature range covered.

However, the cal_culated_ values of b appeared to be \/erJ/
small -10 8" since, b is a measlrre of t.he ínteraction ra'g,e
attention has to be paid to thís point because the demagneti_
zíng energy E¡ might dominate the domain wall energy and must
be taken into account when formulating the theorv"

similar calculations have been carríed out on an
ordering Fept'.ZNiO.: sample and on an optim* Co52pt4B
The results are listed on Tables 10.2 and 10.3.

early

sample.
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LO " 4 REMANENT MAGNETIZATTON

The large values of the observed remanent rnagnetiza_
tion are explained satisfactorily using the random anisotropy
model 0f callen et. aI. (cal'en, 1g77). si-nce their discus-
sion j_s based on a Stoner and lVohlfarth (1948) model modified.
to include the exchange interaction, it is easier to under-
stand the theory by first discussing the original stoner and
lVohlfarth theory of single domain particl-es.

10 ' 4 ' 1 stoner and wohlfarth Theory of single Domain particles
stoner and wohlfarth (1g48) have car-culated the field

dependence of the magneti-zation for non-interacting single
domain particles possessi-ng a certain form of anisotropy
(shape, mag,netocrystalline oï strain anisotropy). The total
energy Ea of a particle with uniaxial anisotropy K and magne_
tization r= in a field H is the sum of the magnetocrystar-line
energy E6 and the magnetostatic energy E,n

tr=E'-Ltl ¡!
¡tl l^ 1tJ-V.Lt

If the magnetization and easy axis
0 respectively with the field H, then to

make an angle 0 and

the first order

EK = Ksin2 (O-0)

--.J

E* = -HI=cos0

(Kr=0 
)



¿ tó
Thorofnra +t.¿¡¡ç¡ ç! \rr- E, Ltre tOtal ene¡. gy Câ n ho r^zr i .{- 1- a¡Yv! ¿ g ugJt ctÞ

t' Ksin' (0-0 ) Hf cos0 ln'lR

rn an equir-ibrium state the magnetization of the par_
ticle in a given field H, points to the direction where EJ_

is minimum

FÙr*-
ÁF.*!t
--- =a!H ¿ K sl_n

-rh qi n

HT
h--

^a,

ln'lq

I n )ñ

and the

a func-

is found

dEt
-=fì

de

ï
T

,12r..

#>o

(0-0 ) cos (ô-0 ) + Hr= cosO = 0

2(ó-0) + h sino = O

Equation L0.20 provides a reration between h
angle 0 and Q. fn the final analysis, 0 is given as
tion of ô and h, 0 - 0 (O,h), and the magnetization
from the average value of cosO.

= <cos0>

Stoner and Wohlfarth solved the
and have calculated hysteresis curves

ô shown on Fig. I0.3a. The hysteresis
array of non-interacting single domain

on Fig. 10.3b" According to this, the

1n )'l

problem numerically

for various val_ues of
curve for a random

particles is shown

remanence ratio
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I
I -

-10

-I0 0
h

l¡ì

I
T

Þ̂

1.0

-0.5

-t.0

li'l õ 10' 3 (a) calculated -magnetization curves for r:niformlymagnetized prolate'ellipsoids. (f¡te numbers on thecurves are the values in degrees of the .ogi.-[between the polar axj-s and Éfre field. (¡) Calcu_lated magnetization curves for a rand,om array ofnon-interacting single domain prrli_"f"=.



m(0) is 0"5 and the coercivity hc =

can be written as

280

0" 480" Therefore, Hc

H"=

By the same arg-uments

netic spin possessing

AS

I0.22

the magnetization changes

= 0"5 and is given by

10"23

L0 "24

o"e6o+

The critical field H., where
-ÄnabruPtlY ( (äË)* : o) occurs at h,rcr

K
cr T^-Þ

L0"4"2 Random Anisotropy Model

Callen et. al_" (1977) in a recent theory discussed the
properties of amorphous Rare-earth-iron a110ys in terms of a
stoner and wohlfarth theory modified by an effective field
Heff to incl-ude an exchange term (¡,I) proportional to the
average magnetiz ation,

Heff=H+ÀÏ

as before the total
uniaxial anisotropy

energy Ea of a mag-

K can be written

Et = Ksin2 (O-O ) (u + lï¡ r.cos0 10.25



The equilibrium state is given by

->2 sin2 (0-0 ) + h'sing = O

h' = h + ),tm

1o - 
Àr"'t, - -r{

m = <cos0>

dEt
de

2BT

0 and leads to

r0.26

L0 "27

10"28

The graph of m agai-nst hn is identical to that of
stoner and wohlfarth shown on Fig. 10.3b" However, the solu_
tions of m must rie on the curve shown by Equatíon Lo.z6
and on the straight line of Equation 10,27. For a gíven
val-ue of field h" the probl-em was solved using the ',foad line,,
technique" The intersections of the straight line with the
curve m(h') are possible solutions. However, only those wíth
an mr a positively increasing function of h¿ are arlowed.
By varying h from large positive values to negative, the
self-consistent magnetization is found, (Fig. r0.4) .

call-en et" a1" distinguished three different regions.
For a high value of ),' = Ài (small- slopes) ttre straight l_ine
passes through the origin (h'= 0) and is tangent to the
m(h') curve at A. Therefore, by reducing h to zero, the mag-
netization m is decreasing untir- h = 0 where it switches
abruptly to a negative varue, giving a zero coercivity. For
negative h the stabr-e solution is the one with the most
negative m (ni.g. 10. 4) .



¿ö¿

^d
+1 1m

-1.0 +0.5 h +I.0

-1

Fig. IC. 4 stoner and wohlfarth magnetization curve for an
3::1y pf lg"-inreracting single domain parricles.bErar-gnE rr-nes are p10ts of reduced maqnetiza-tion m versus reducèd fierd h' "."oräiñg toEquation 10.27, h'=h+À'm. --'
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For \'2 t À' < À'r, as h is decreased the sor-ution moves

toward smaller m. However, ât a certain negat,_ve varue of
h J-ho cl-r=i^¡¡ ç¡¿ç o"'o'rght line is tangent to the curve at A and the mag_
naJ-i zaþia¡ Ä.¿¡ve¿.sL¿v¿¡ urrops to a negative value giving a definite coer_
civì-ty and a high remanence. (The value of the field h where
this occurs is the coercivity hs).

when À' reaches the smarl var-ue x'2 (at very large
slopes) arr- lines pass through point E !^iith co-ordinating
m = 0 and h - 0.5. The coercl_vity is thus given by h. = 0.5
and the remanence by m(0) = 0.5.

The predicted dependence of the remanence and coerci-
vity on Èhe exchangre parameter À' is shown on Fig. 10.5.
For large values of À' th" coercivity drops d.rasticarJ_y from
that of stoner and. wohlfarth and the remanence is higher
than 0'5' However, when À+0, the resur-ts approach the values
predj-cted by Stoner ánd Wohlfarth.

i) Experimentar values of the exchange parameter À.
As stated earlier for a given value of À one can con_

struct the corresponding magnetization loop (m = m (h' ) ) from
the stoner and lvohrfarth curve where À - 0 with the herp
of Equations Lo.26 and ro.2i. The car-cur-ated loop can then
be transformed to an m = m(h) curve by changing the field h,
to h with the use of Equation 10.27, h _ h, Àlm. This is
shown on Fig. I0.6 for À - ÀÊ. ,,rr Àfoz= 4b iÀ = 2f =L.67). rt is cl_ear
that the exchange interaction shifts the curves to rower
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À' ( ro-2¡

(b)
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tion between
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the larger the separa_
stronger the interaction,
the curves is-

ii) carcuration of r from the observed remanence ratio.
ïnversery, one can find À from the observed remanence

rati'o" rn þ = o, with no exchange interaction, the remanence
ratio shour-d be 0.5- However, with exchange interaction pre_
sent, in h - o, the effective field equals the exchange field
and the corresponding magnetization ratio appears higher
than 0'5' rn other words, the exchange term is equar to the
field which is required to shift the observed varue of the
remanence ratio ùo the stoner and lr/ohLf arth curve with À = 0.
A sample calculation is shown below.

The observed reduced remanence ratio in Fept'. ZNiO.:at the early stages of ordering and at 4.2 K is 0.7r. That
would correspond to an exchange field of h, = 0.39 (Fig. 10.6).
using Equation Lo.2B with Ms = 1204 emu/cc and K _ 6. g Lo7
erg/cc, À is found to be 52. values of the exchange parameter
À for FeptO.ZNiO.: and Co, Zpt'ng are lísted on Tab1e I0.4.
The large varues of À at the early stages of ordering are
consistent with the electron microscopy observati_ons. There
will be exchang'e interaction between the surface layers of
particles with different 'c, axes. rf the parti_cles are
smal-1, therefore, the interacti-on energy per unit volume of
particle wir-1 be significantry greater than for rarger par_
ticles. The low varue of the remanence ratio in the over_
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Table 10 - 4 car-culated varues of the exchange interactionparameter À for (a) FePt^, ZNiã.: and (b)

Co52pt4 g. u.

t Õ,,

Annealinq Time(at Zoooc) À* À **

1) min

)" rr

thr

an aa

)tr, )^

thì

Annc:'l inn Tima¡Y^ ¿ +¡rK-
( a1- 7n nvr'\\se ,vv vJ l* À**

2 min

17 r'

I08.0

37 .2 2,'7 n rì

* Found from the measured remanence rati_o.
** 

iîiu^,::om rhe superposj-tion of rhe high fier-d. magneriza-
-qr vêS.
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aged state suggests that domain warls have been activated.
Howeverr orê can assume that the overaged state represents
the case with À = 0, sínce the particles have grown substan_
tially in size and the exchange interaction among them is
almost negligible and can be neglected.

iii) calculati-on of À from the high fierd magnetization
measurements.

since the effective field incrudes the exchange cerm
ÀÏ, the law of approach to saturation is modified to take
this into account. However, it is found that some of the
magnetization cuïves, Fig. 10.7, can be superimposed on the over_
aged state curve with À - 0 after shifting them by an amount
ÀÏ" One,'therefore, can find À from the amount they are
shifted. The agireement between the À,s found by this way
and those derived from the remanence ratios is surprisingly
good (Table 10.4)- The superimposed. curves are shown on
Fig. L0.7.

The fact that the magnetization curves of the sampres
at different ordering stages could be superimposed suggests
that they have the same saturation mag.netization and aniso_
tropy constants. However, some discrepancy was observed for
the early ordered state in both systems. The corresponding
magnetization curves could not be superimposed on the over_
aged state curve. However, after using the À found from
the observed remanence ratio and shifting the curve by the
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290proper amount, À1, the new curve shown on Fig. 10.7 was
found" rts shape suggests that it has a higher anisotropy
than the overaged state. But the behaviour is not as simple
since as shown from the fitting of the new curve to the,,r_a\n¡
of approach to saturatioh,,, the reration between the aniso_
tropy constant= Kl and K, has changed from the early ordered
state to the overag,ed state.

10"5 DEGREE OF LONG RANGE ORDER

The previous resur-t was initialr-y surprising since the
phenomenological reduction of the fål ratio whil_e orderíng
suggested that the overaged state had a higher degree of
order than the early ordered state. However, a careful ana_
lysis of the diffractometer t.raci-ngs showed that the degree
of long rang'e order s was the same throughout the course of
orderíngs (Table 10"5 ) (from the early ordered to the over_
aged state) - The parameter s was fou'd from the ratio of the
integrated intensíties of the 20L superlattice a'cr 200 funcra_
mental refl_ections after using the right formula

S2 =A=A¡ I0 -29

lvhere A"' Af are the areas under the superlattice (201) and
the fundamental (200) peaks, respectively, m is the mul_tip1i_
citv factor" Lp is rhe Lorenrz polarizarion factor rlfpffil
and fo' fB are the atomic scattering factors. rn Fepto.zNio.s

m(LP) t fA+fB )2
( f¡- t¡z
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Table 10.5 Values of the rong range order parameÈer S.

Samples
S

Co- ^Pt , ^)¿ 4 ð

Eìa Ð *- l\'r .i¡v! L/.\ ?l\Jnv. t u.J

^ 
'7-7

1" 00



atom was

Fe atom

10.6 ELASTTC STRA'N TN THE ÏNÏTTAL STAGES OF ORDERTNG
The fact that the sample has the maximum degree of 10ngrange order from the early stages of ordering while the mea_sured f 9l r.a, -.atio is very close to 1o suggests tha.t bhe sampleis under considerabl_e strain so that the measured. fål doesnot reflect its true state - This strain energy arises fromthe cubic-tetragonal transformation, (Eshelby" lg57) .

A tetragonal particle is in a strain_free state whenit is completely j.solated from its surroundings, In theearly stages of ordering the specimen consists of randomly
distributed ordered nuclei which are highly constrained.
(Ãny change in the nuclei will create an internal stress
due to the constraints imposed by its surroundings). How_ever' the specímen does not rer-ax its strai' Icy expanding
to the equilibrium tetragonar state because each nucr-ei tendsto expand in different directions. $ince this woul_d probably
cause a further increase in energy, the nuclei prefer to
staY in this "squasþs¿r, state.

rn later ordering stages the nucÌei are aligned in
{rro} crystaJ-Ìographic planes- However, it is possible, inthis state, to factori-ze the strain energy i_nto two shears.
The first shear occurs on the plane of alignment and causes

the eguivalent pt
and the equivalent

292
assumed to be pt'., (irti'.3Fe) O.:

ï"f(NiO 
" ,Fe) I

il3
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a macroscopic shape change. The other shear takes place in
another {110} plane at 600 to the previous and is foll_owed
by an internar sripping of the specimen which will depend on
the size of the nucrei " rn the smalr- strain approximation
(e<<I, Burkhart et. â1., 1953) a shear on a (0lI) can be
represented by

100

0 l-e 0

00l+e

'l aì¿v

^1

rl^VL'

I+e00

^1v l_-è U

001

L+e00

0 L-2¿ 0

00l+e
I ô ?n+v . JV

tl

I t^

Therefore, according to the previous argument, one has

X

The product of these two shears is the tetragonal
structure shown in the right hand side of Equati_on r0.30.
(rn the exact treatment the finar tetragonar crystal is
slightly rotated with respect to the initiar cubic).

The internal slip will depend on the totar_ number of
dislocations in the sample. For a particle of radius r the
total number of dislocations n is given by

dnr2 = n



IVhere d is the density of
to -1011-10i2 disl_ocation

roughly the particle size
tion could take place
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dislocations approximately equal
lines/cm2. Therefore, one can find
before the tetragonal transforma_

oì'tT' = # = frizcm2,
r i1008

i-0"7 MAGNETTC HARDENTNG ïN Co'rptn,
The predicted coercivity for Corrpt4g according

Stoner and Wohlfarth theory should be

t.o the

c = 0"96 0.96 x 5.8 107 0e:69 kOe

This, horvever, is much higher than the experimentarry obser_
ved value"

Accordíng to the random anisotropy.exchange model, the
coercive field required for the coherent rotation of cio¡nain is
much 10wer. using th.e values of the calculated parameter |,
the following coercivi-ties were found from .the graph of Fiq.

"", early orderi-ng 
^ 

u - 105 
= 33 kOe

H"c, optimum = 63 kOe

^t = 37

K
T_¿Þ̂



These values again

ties measured. at 4.2 K.

reversal process has been

coercive field than that
domains.

295
exceed the 1.5 a¡d 6 kOe coercivi_
This implies that a domain wall
activated at a lower value of

required for coherent rotation of

The existence of large scale domains trig. g.2g) suggests
the applicability of theories based on domai_n warr_ imped.ance.
The warrs r¡¡ere pararler to a <r00> direction. rf they are a
rrue reflection of the underlying surface, they suggest the
existence of a dominant c-axis over macroscopic regions of
the sample. This could not be observed in electron micro_
scopy because of the high magnifj_cation. One, therefore, has
to confirm this hypothesis in order to construct a d.omain
war-1 impedance model for magnetic hardening consistent with
the structural and magnetic data.

Domain walls could possibly occur in a ferromagnet with
random magnetic anisotropy as v/as recently suggested by
T' Egami (1978) who tried to explai_n the remperature depen_
dence of the coercivity of amorphous TbFer.
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APPENDTX I

Expressions for the coefficients B and c of the law of
approach to saturation"

i) Uniaxial Crystal
Assume a crystallite whose spontaneous magneti_zation Js

makes an angle 0 with the applied field H (rig. r. t). ïf the
angle between the easy axis and the fåerd is 0, then the
total energy E is the sum of the magnetocrystalline energy
E¡ and the magnetostatic energy E*.

Easy AXISJ

-r

Ŷ

Fig. r.1

E - EX * E¡¡¡ = Krsin2 (O_0) î Krsinu {O-o) HJ=coso ï.1

The equilibrium condition is found by minimizing Equation r.1

XE-

-=a0
Ltl -

sin (2 þ-20)
EqE-
K1

zffisin2 (o-o)sin (2ô-20) + hsino = o

r.2
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rn high fields the crystallite will be almost saturated

so that the magneti-zation wilr be very close to the fierd
dlrection and the angle 0 will be very smalr-. Therefore,
one can e)<press 0 in a series expansion $ as shown in Equa_
rlatrì | {

NA
ô-rPv---r-^-1-hln¿ r.3

Equation r--2 can be rearrang'ed by approximating sin0=0 and
expanding cosO in series of o and. negrecting the terms beyond
second order- rf one substitutes for o the expression given
in Equation r. 3, and equates the coefficients of the same order
1

6 t.erms, he wil-l get o and ß as functions of ó. But

I
1

or

I
T¿s

^,=cos0=1u- T

from Equation I"3

'r - a'2 o'ß
-- - .- -¿n h" r.4

s and ß being functicns of g could be substi_tuted in
Equation 1-4 and averaged. over all possibre values of 0 (alr
orientations of easy axis). By carrying out the calculations
the coefficients B and c of Equation 6.5 can be found and thev
ârê âñ1râ I tnuv



B = il {r + þ * ffin,, S

ii) cubic crystal
For the cubic case the

(Becker and Döringo I939) "

in the form

"=#(r #*') Ss
*$n* þ,* *:ff
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r"5

calculatÍons are

The total energy

more difficult
can be written

n = r(ü) - HJ

0i=ßi+XA.+X28.+

It can be shown that

= coso = 'ßi = 1

= f "ißi r"6

r"7

frlhere F (ü) is the magnetocrystalline energy , aí and ßj- are the
directional cosines of magnetization and fierd, respectively.
Following the same procedure as for .the uniaxi-al case one
minimizes Equatíon I.6 with the condition 

î or, = 1. ïn high
fields o, is very close to ßi so it can be-expressed as

1v-
E --

11ù
s

x2 --ã Ì^i
I cr.,l
I

I
I

s

ç^2
Í^i

F.
l_

2 - x3rA.'8.
il- l-

wl_t'n

and

= I tr' (rFißi) 2

= t#l 0. =ß.l_l_a



By expressj_ng F1 and. Fiß; as functions of

F (o) = K1 (or2o,2 + arza=z + orrorr ) + R2 olro2ror,

Lhe coefficients B and C of Equation 6.5 can be calculated

B - # ( 1+r1*,. ¡fu*') #
e = # (# - #¡3* - 11#+r?., 1p$ff.ae*,r *:,
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ßi and knowing that

Kt
Vt
" J- T. B
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