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Abstract: 

(for the Alzheimer’s Disease Neuroimaging Initiative*) 

Alzheimer’s disease (AD) is typically characterized by hypometabolism in 

medial-frontal lobes, posterior cingulum and temporal lobes which can be 

assessed using fluorodeoxyglucose (FDG) positron emission tomography 

(PET) in vivo. Hypermetabolism in cerebellum and pons have been also 

consistently reported, but it is often neglected. Some studies have dismissed it 

as an artifact of global mean normalization. We hypothesize that the 

hypermetabolic regions are also important in disease pathology in AD. Using 

88 AD subjects and 88 age-sex matched Normal Controls (NL1) from the 

publicly available neuroimaging database enabled by Alzheimer’s disease 

Neuroimaging Initiative (ADNI; http://adni.loni.usc.edu/ ), we established FDG 

PET-based AD Classifier (FAC) that differentiated AD patients from normal 

individuals (sensitivity= 87.50%, specificity = 82.95%). To rule out that the 

observed hypermetabolism is an artifact induced by global signal intensity 

normalization, we replicated FAC using white matter (WM) as a reference 

region, and we confirmed the presence of hypermetabolism in cerebellum and 

pons. The brain metabolic network of AD and NL has been further analyzed 

using graph theory. The differences in Betweenness Centrality (BC, a measure 

http://adni.loni.usc.edu/
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of hubness of information flow) between AD vs NL network were correlated 

with region weights of FAC, which was driven by a few brain regions. In 

particular, the hypermetabolism in cerebellum was accompanied with higher 

BC while the hypometabolism in temporal lobe and posterior cingulum were 

accompanied with lower BC in AD. The brain regions with higher BC in AD 

network showed a progressive increase in FDG uptake (hypermetabolism) over 

2 years in prodromal AD patients (n=39), whose baseline scans were acquired 

at least 2 years prior to the AD diagnosis. This progressive increase of FDG 

uptake was not observed in the control subjects who had mild cognitive 

impairment but did not develop AD over the next 2 years (n=39) nor in NL who 

were followed up for 2 years (n=39). This study suggests that hypermetabolism 

in the cerebellum associated with AD may play an important role in forming the 

AD-related metabolic network. 
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*Data used in preparation of this article were obtained from the Alzheimer’s 

Disease Neuroimaging Initiative (ADNI) database (adni.loni.usc.edu). As such, 

the investigators within the ADNI contributed to the design and implementation 

of ADNI and/or provided data but did not participate in analysis or writing of 

this report. 

A complete listing of ADNI investigators can be found at: 

http://adni.loni.usc.edu/wp-

content/uploads/how_to_apply/ADNI_Acknowledgement_List.pdf 
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Chapter 1: Introduction: 

Alzheimer’s Disease (AD) is the most common form of dementia 

affecting 5.8 million people in the United States alone (1). AD has accounted 

for 110,561 deaths in 2015 in United States, which makes AD the sixth leading 

cause of death in the United States (2). By 2050, the number of people living 

with AD dementia in the United States may grow to 13.8 million on account of 

the aging baby-boom generation (3).  

AD is a neurodegenerative disorder marked by an irreversible, 

progressive decline in cognitive capabilities leading to the deterioration of 

memory and thinking skills, which eventually results in the loss of ability to 

carry out the simplest tasks. Studies have established that AD pathology begins 

20 years or more before symptoms arise, with small changes in the brain that 

are unnoticeable to the person (4). The accumulation of beta-amyloid plaques 

and tau tangles are associated with AD pathophysiology (5). 

Fluorodeoxyglucose (FDG) positron emission tomography (PET) signal 

has often been used to approximate synaptic activity (6); thus, it has been 

commonly accepted as an imaging biomarker sensitive to cognitive decline in 

AD (7). AD is typically characterized by hypometabolism in medial-frontal 

lobes, posterior cingulum and temporal lobes when compared to age-gender 
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matched normal controls (8, 9). Yet, due to significant variation in patient PET 

signal expression, clinical reading of FDG PET images is usually based on the 

subjective impression of relative hypo-metabolism (10). The subjective nature 

of FDG-PET readings limit the use of a biomarker-related definitive threshold 

of FDG uptake in AD diagnosis (7).   

In recent times, there has been an increased focus to develop better 

biomarkers to aid in AD diagnosis, e.g., the Alzheimer’s Disease Neuroimaging 

Initiative (ADNI) is a longitudinal multicenter study involving combined efforts 

of multiple research centers across North America 

(http://adni.loni.usc.edu/about/). ADNI has collected the largest available 

multi-modal longitudinal brain imaging database for patients with AD, mild 

cognitive impairment (MCI) and normal control subjects (11). Utilizing the 

ADNI database, several studies have established quantitative biomarkers that 

may aid in AD diagnosis. Regardless of the type of pattern recognition 

approach, multi-modal prediction model studies suggest that FDG PET is one 

of the most relevant imaging modalities that aided AD classification (9, 10, 12-

15).   

Previous neuroimaging studies have consistently reported a decline in 

FDG uptake within medial-frontal lobes, temporo-parietal and posterior 

http://adni.loni.usc.edu/about/
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cingulum cortices in AD (7, 9). Recent studies have also reported increased 

FDG uptake in cerebellum and pons (8). Despite being consistently reported in 

various studies, hypermetabolism observed in AD is often neglected in AD 

diagnosis (16, 17).  

Some studies have suggested that hypermetabolism is observed in 

neurodegenerative disorders on account of different signal intensity 

normalization procedure (e.g., global mean normalization) (17). In addition, 

these hypermetabolic regions (e.g., cerebellum and pons) are not traditionally 

perceived as key anatomical structures that are affected by AD; although recent 

studies demand reconsideration of their positions (18, 19). For example, it has 

been suggested that the cerebellum has an integral contribution to cognitive and 

neuropsychiatric deficits in AD (18). Neuroprotective compounds such as 

hormone Kisspeptine (KP) have been shown to be neuroprotective against Aβ 

toxicity in pons of AD brain (20) and might explain increased metabolism 

observed in pontine region in AD subjects.  

Graph theory is an analytic approach that investigates the hierarchy of 

nodal structure within a network, e.g., identifying the hub of the information 

transfer (21, 22). With anatomical parcellation scheme and group-wise region-

to-region correlation map, one can investigate the brain metabolic network 
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topology associated with neurodegenerative disorders (23). Studies have shown 

brain network connectivity to be altered and impaired in AD patients partly due 

to increased amyloid plaque pathology (24).  

Using graph theory analysis on the brain metabolic network, a previous 

study revealed an important contribution of hypermetabolic anatomical 

structures including the cerebellum in the pathological network formulation in 

Parkinson’s disease (25), the hypermetabolism of which has been similarly 

disregarded, previously. To our knowledge, this has not been explicitly 

investigated in AD. To address this issue, we explored the topographical 

relationship between the disease-related metabolic status (hypermetabolism vs. 

hypometabolism) of different regions identified in the FDG PET-based AD 

Classifier (FAC) and their functional hubness measured by Betweenness 

Centrality (BC) (25).  

In the current study, we investigated the role of hypermetabolic regions 

such as cerebellum in AD metabolic network. We validated the relevance of 

hypermetabolism observed in AD patients using White Matter mean for signal 

normalization. Using BC as a measure of hubness of the regions, we 

investigated the significance of each region in the information flow network on 
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AD patients. We also examined the longitudinal metabolic changes via FDG 

uptake in regions with increased hubness in AD metabolic network. 

To validate if our results are dependent on different brain parcellation 

approach, the analysis has been repeated with two different parcellation 

schemes, automated anatomical labeling (AAL, the most widely used brain 

parcellation method) (26) and 268-node functional atlas generated via group-

wise spectral clustering (an atlas based on functional homogeneity within each 

subunit) (27, 28).   
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Chapter 2: Background 

 In this chapter, a review on the basics and existing literarture on various 

components of study is provided. 

2.1. Alzheimer’s Disease 

AD was first identified by German psychiatrist Aloïs Alzheimer in 1906 

(29), but about 70 years passed before it was recognized as a common cause of 

dementia and major cause of death (30).  As of 2015, the economic burden of 

AD exceeds USD 818 million per year (31). The decline in cognitive abilities 

in patients suffering from AD is a difficult burden on patients, families and 

caregivers.  

The symptoms of dementia due to Alzheimer’s vary among people over 

a wide array of cognitive deficiencies such as memory loss, personality and 

behavioral changes and difficulty in performing daily tasks. The neurological 

changes taking place in the brain due to Alzheimer’s pathology precede the 

onset of symptoms; changes at the molecular level are thought to begin 20 years 

or more before cognitive changes become detectable (32). There are no simple 

and inexpensive tests available for AD diagnosis which could be used reliably. 

Early detection of AD improves the treatment outcome by allowing early 
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intervention (3), and subsequent psychosocial education allows patients and 

caregivers an opportunity to plan better for the future (1). 

With the exception of familial Alzheimer’s disease which is linked to 

genetic mutation, it is believed that AD develops as a result of multiple risk 

factors. The primary risk factor for AD remains old age with high incidence 

reported in individuals older than 65 years (33). AD is also associated with risk 

factors such as education, cardiovascular health, social and cognitive 

engagement; which can be changed to reduce the risk of cognitive decline and 

dementia. Some researchers believe that having more years of formal education 

builds the ‘cognitive reserve’ of an individual. Cognitive reserve is the brain’s 

ability to utilize pre-existing cognitive networks to enable a person to carry out 

cognitive tasks despite the changes in brain.  

Cognitive reserve is also shown to be more robust in individuals with 

mentally stimulating jobs or who are more frequently engaged in mentally 

stimulating activities (34). Studies suggest that remaining socially and mentally 

engaged throughout life contributes to cognitive reserve in an individual and 

helps in reducing the risk of Alzheimer’s and other dementias (35). More 

research needs to be conducted to better understand the role of social and 

cognitive engagement in reducing the risk of dementia due to Alzheimer’s (34).  
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Neuroprotective factors such as maintaining a low dietary intake of saturated 

fats and engaging in mentally stimulating activities and exercises such as 

learning new languages have been shown to decrease the overall risk of 

developing AD (35).  

2.2. Pathophysiology of Alzheimer’s Disease 

The prominent pathological characteristic of AD is the formation and 

accumulation of abnormally folded protein fragments called beta-amyloid 

(plaques) outside neurons in the brain and twisted strands of protein tau 

(tangles) inside neurons (36).  Post-mortem studies of AD patients have 

revealed that Aβ deposition is abundantly distributed in the cortex early in the 

course of AD progression, whereas tau formation, synaptic loss and gliosis 

progress to advanced stages of AD (37). The exact causes of AD are only known 

in cases of familial Alzheimer’s disease, which have a clear genetic link.  

The relationship between amyloid plaques, neurofibrillary tangles, and 

dementia is not very well understood in sporadic AD (38).  Several hypotheses 

have been proposed for AD based on different causative factors to explain the 

multifactorial nature of AD (39) such as the beta-amyloid hypothesis, 

cholinergic hypothesis, tau hypothesis, and inflammation hypothesis (38). One 

of the most prevalent pathophysiologic hypotheses for senile plaque formation 
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in AD is the amyloid cascade hypothesis which suggests that the primary cause 

for Alzheimer’s dementia is related to the accumulation of amyloid-beta protein 

(36).  

As per the amyloid cascade hypothesis, the amyloid precursor protein 

(APP) in brain is cleaved by α-secretase and atypically processed by β- and γ- 

secretases resulting in formation of amyloid beta (38). This process causes an 

imbalance between production and removal of beta-amyloid peptides resulting 

in accumulation of beta-amyloid peptides into soluble oligomers and they are 

eventually deposited in diffuse senile plaques (39). The presence of congophilic 

Aβ-enriched plaques in the brains of AD patients revealed through post-mortem 

studies encourages the amyloid cascade hypothesis (36). The sequence of 

pathogenic events leading to AD (5) as proposed by the amyloid cascade 

hypothesis are shown in figure 1. The gradual accumulation of beta-amyloid 

plaques in our brain with aging suggests the presence of a threshold 

concentration of beta-amyloid beyond which they become toxic and results in 

further symptoms of AD (40).  

Accumulation of neurofibrillary tau tangles inside the neurons, which are 

comprised of tau proteins, is another characteristic feature of AD (41). The 

balance between the phosphorylation of tau by kinase proteins and 
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dephosphorylation by phosphatase proteins determines the level of 

phosphorylation in target tau molecules. In AD, protein phosphatase 2A (PP-

2A) is found 20-30% less active (42). The presence of neurofibrillary tangle in 

AD patients increases in parallel with the severity and duration of AD (41).  
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Figure 1: The sequence of pathogenic events as outlined by the amyloid 

cascade hypothesis. The curved black arrow indicates that beta-amyloid 

oligomers may cause damage to the synapses and neurons directly, in addition 

to activating microglia and astrocytes [adapted from 38].  
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2.3. Clinical Expression 

In accordance with the cognitive impairment observed in patients, AD is 

thought to occur in three stages– preclinical AD, MCI due to AD and dementia 

due to AD (3). The differences between typical age-related cognitive changes 

and changes induced by Alzheimer’s dementia can be subtle in the pre-dementia 

stage. The physical symptoms associated with AD include difficulty in planning 

or solving problems, challenges in completing familiar tasks, difficulty in 

interpreting visual cues and spatial relationships, decreased or poor judgment, 

misplacing things and changes in mood and personality among others (2). The 

symptoms observed in AD are often progressive and worsen with time.  

The changes in preclinical AD, the first stage, are still under investigation 

and can often be subtle, occurring ten to fifteen years prior to the appearance of 

observable symptoms in AD (1). While studies have observed measurable 

changes in brain, cerebrospinal fluid (CSF) and blood-based biomarkers that are 

indicative of the earliest signs of AD, additional research is required to fine-

tune the accuracy of these tools before they become available for use in clinical 

settings (43). Preclinical AD is often marked by changes in mood and 

personality of individuals causing them to become confused, depressed or 

anxious in places where they are out of their comfort zones. 
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Mild cognitive impairment (MCI) due to AD is the subsequent stage in 

AD. People suffering from MCI show biomarker evidence of AD related brain 

changes such as elevated levels of beta-amyloid deposition in their brains. 

Consequently, they exhibit greater cognitive decline than expected for their age, 

but it does not interfere with their daily activities (43). In the MCI stage, patients 

are able to work independently in most areas in their life, but they likely require 

some assistance with certain activities to maximize their independence and to 

remain safe. An estimate of 15% of all patients suffering from MCI convert to 

clinical AD, the final stage of illness (44).  

In the clinically manifested stage of AD illness i.e. dementia due to 

Alzheimer’s, the effects of AD on the physical health of a patient become 

especially apparent. Noticeable changes in memory, thinking and behavioral 

profile are characteristic of patients suffering from dementia due to AD which 

impair their ability to function in daily life. Because of the damages to the areas 

of brain involved in motor movements, coordination and memory; by the 

clinical AD stage patients become bed-bound with limited ability to verbally 

communicate. These changes in patients’ physical health and personality are 

first observed by family members or primary healthcare members, which 

prompts them to seek medical attention.  
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2.4. Current State of Diagnosis 

Since dementia due to Alzheimer’s is thought to be caused by multiple 

factors, there is no single test to diagnose it. Physicians along with the help from 

specialists such as neurologists, geriatricians and geriatric psychiatrists use 

several criteria before they confer a diagnosis of AD. These criteria include 

obtaining a medical and family history from the patients, conducting cognitive 

tests, neurologic and physical examinations, using brain imaging tools to check 

for deposition of high levels of beta-amyloid and asking feedback from family 

members regarding changes in thinking skills and behavior (45). 

For diagnosis of AD, the National Institute of Neurological and 

Communicative Disorders and Strokes and the Alzheimer’s disease and Related 

Diseases Association (NINCS-ADRDA) criteria has been used as the gold 

standard. As per the NINCS-ADRDA criteria, for a patient to receive a probable 

AD diagnosis, they must satisfy the following conditions: onset and worsening 

of characteristic AD symptoms for a period of many months or a few years, 

memory deficits including inability to recall new learned information and 

forgetting names or appointments but remembering them later, and the onset of 

nonamnestic symptoms such as decline in language abilities, loss of 

coordination and executive functions among others (46).  
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Various neuropsychological examinations are incorporated in clinical 

diagnosis of AD to supplement clinical interviews and brain imaging tests. 

Mini-Mental State Examination (MMSE) (45), Clinical Dementia Rating 

(CDR) (47), Montreal Cognitive Assessment (MoCA) (48) and Functional 

Assessment Questionnaire (FAQ) (49) are the most common 

neuropsychological examinations being conducted in AD diagnosis.  FDG PET 

and MRI based brain scans of AD patients are often used to complement clinical 

diagnosis by clinicians.  

Currently, it is well accepted that patients suffering from MCI are at 

higher risk of progression to AD dementia when compared to cognitively 

normal adults. Studies have shown that approximately 20%-40% of amnestic 

MCI patients convert to AD dementia (44).  Therefore, early intervention for 

MCI patients prone to conversion to AD has been the focus of healthcare 

practices around the globe. Physicians recommend regular interviews and 

neuropsychological assessments of individuals suffering from MCI for early 

detection and management of AD (48).  

To complement the traditional clinical diagnosis of AD, use of 

radiofluorinated [18F] FDG PET has been commonly accepted (40). FDG PET 

is used to measure regional glucose metabolism by estimating cerebral 
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metabolic rate of glucose (CMRglc) (50). Several FDG PET-based automated 

biomarkers have been established which have helped to obtain highly objective 

and sensitive clinical diagnosis in patients with suspected neurodegenerative 

disorders (8). These biomarkers and classifiers have especially helped in 

separating patients suffering from AD dementia from other forms of dementia 

which mimics AD symptoms (9).  

Due to the lack of a standardized scanning protocol, the current method 

of examining FDG PET scans of patients by nuclear medicine physicians has 

not been standardized across globe; let alone individual countries like Canada 

or United States. This induces inter-physician variability as the reading 

techniques vary vastly from one physician to another. This variability among 

physicians is also caused by factors such as their training obtained during 

residency, personal preferences in methodologies and the amount of expertise 

and training they have in the same field (10). Also, the differences in PET 

cameras, imaging protocols, and image reconstruction algorithms, etc, induces 

variability in PET images of patients. Hence the variabilities in examining FDG 

PET scans pose a challenge in differential diagnosis of AD from other forms of 

dementias, and in early diagnosis. 
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2.5. Treatment of Alzheimer’s Disease 

The life expectancy of individuals who have been diagnosed with AD is 

approximately 7-10 years. Currently, none of the pharmacologic treatments or 

medications available for AD slow the progression of AD or stop the loss of 

neurons that make the disease fatal. The process of developing effective 

treatments for AD is limited by factors such as the slow pace of recruitment of 

patients into clinical studies and large time periods needed to observe whether 

investigational drugs affect disease progression (51). Design of pharmacologic 

drugs for AD treatment is also hindered by the gap in knowledge about the 

precise molecular changes and biological processes responsible for AD 

pathology. 

   The treatment options available for AD patients consist of administration 

of cholinesterase inhibitors such as donepezil, memantine or galantamine. As 

of 2019, six drugs have been approved by the U.S. Food and Drug 

Administration (FDA) for treatment of Alzheimer’s symptoms- rivastigmine, 

galantamine, donepezil, memantine, memantine combined with donepezil, and 

tacrine. In 40-58% of responder cases, these drugs have been found to be 

successful in providing symptomatic relief in AD patients (52). 
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Acetylcholinesterase inhibitors such as donepezil work by preventing 

depletion of acetylcholine within the synaptic cleft. This results in an increase 

in cerebral acetylcholine levels which promote cholinergic neurotransmission 

within the brain (53). In addition, other drugs are currently being developed 

which could serve as potential treatment options in the future. P7C3, a 

derivative of the antihistamine drug dimebon, has been shown to have 

neuroprotective properties via binding to the serotonin receptors in brain (54). 

Other potential treatments include the administration of α-melanocyte 

stimulating hormone and metal-protein attenuating compounds (MPACs) such 

as PBT2 (54). 

Non pharmacologic therapies have been studied in patients with AD 

dementia with the goal of maintaining or improving cognitive function in these 

patients (54).  These therapies are targeted at reducing behavioral symptoms 

among AD patients such as depression, apathy, sleep disturbances, agitation and 

aggression. Repetitive transcranial magnetic stimulation (rTMS) combined with 

cognitive training has been suggested as safe and effective modality for 

treatment of AD (55). Studies have shown that exercise has a positive effect on 

overall cognitive function, and hence it can help Alzheimer’s patients by 

slowing the rate of cognitive decline in these patients (34). Similarly cognitive 
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stimulation, ranging from object categorization exercises to reality orientation 

exercises, has been shown to have beneficial effects in cognitive functions of 

people with Alzheimer’s dementia (54, 55). 

2.6 Overview of PET Imaging 

 PET is an analytical nuclear imaging modality developed to use 

radioisotopes as molecular probes to image and measure biochemical processes 

in vivo (56). PET imaging involves administration of compounds labeled with 

positron emitting radioisotopes, called radiotracers, into the subjects to provide 

diagnostic information on various physiological processes. Traditionally, PET 

imaging has been used to measure glucose metabolism, tissue perfusion, the 

activity of specific receptors in the brain and gene expression. 

 The positron emitting radiotracers used in PET imaging have a proton 

rich nuclei which attempts to stabilize itself by getting rid of the excess protons. 

In this process, the positron emitting radiotracer stabilizes by decay of a proton 

into a positron, neutron and a neutrino. Schematically the process can be 

represented by: 

mXn --------------------------------------> m-1Y
n + β+ + v             (1) 



20 
 

 There occurs a transmutation of elements (i.e. from element X to Y) with 

the resulting nucleus having same mass number, but the atomic number  reduced 

by 1. The positron produced in this process has a very short life time and 

combines with an electron resulting in production of two photons through mass 

energy conversion as shown in the equation below: 

 +1β
0  + -1e

0 -------------------> 2 0γ
0   (2) 

 The two photons produced as a result of this reaction have equal energy 

of about 511 keV and have approximately 1800 degree separation (antiparallel) 

between them. These antiparallel photons are detected by gamma ray detectors 

creating a line of response (LOR). The opposite PET detectors register the 

arrival of these antiparallel photons to acquire these coincidence events. Using 

these coincidence events of annihilation photons, a map of the distribution of 

radiotracers is determined to approximate the regions with higher tracer activity 

(57).  

 Commonly used PET radiotracers are labelled with radionuclides such as 

11C, 13N, 15O and 18F. Clinically the most commonly used radiotracer in PET 

imaging is 18F labelled fluorodeoxyglucose (18F-FDG), a glucose analog 

labelled with isotope fluorine-18 (58). 18F-FDG tracer localizes in cells with 

high rate of glucose utilization; hence it has diagnostic utility in oncology and 
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neurological disorders. Increased FDG uptake in a region reflects increased 

metabolism (or ‘hypermetabolism’) in that brain region, while decreased FDG 

uptake reflects decreased metabolism (or ‘hypometabolism’) in a brain region. 

18F-FDG is useful in diagnosis of neurological disorders due to difference in 

rate of cerebral glucose utilization in patients as compared to normal controls. 

Similarly, as tumor tissues consume more glucose than surrounding tissues in 

cancer patients, 18F-FDG uptake serves as an indicator of proliferation of tumor 

cells and degree of malignancy (58).  

2.7. Factors influencing FDG uptake in AD 

 Skoloff’s radiographic method for measuring cerebral metabolic 

rate of glucose (CMRglc) using [14-C] deoxyglucose laid the foundation of 

modern FDG PET imaging. FDG PET based brain imaging has been established 

as the benchmark for AD neuroimaging diagnosis, however subjective 

impression of FDG PET readings limits its use in clinical practice (10). 

Standardized automated analysis of FDG PET is increasingly used to provide 

an objective and sensitive support to clinical diagnosis in patients with 

suspected major neurodegenerative disorders like AD, dementia with lewy body 

(DLB) and frontotemporal dementia (FTD) (59).  
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Glucose utilization has been shown to correlate with neuronal activity 

(50), hence activity dependent accumulation of radiofluorinated [18F] FDG 

brain uptake is viewed as a proxy for neuronal activity (58). However adult rat 

model studies have shown that activation of astrocytic glutamate transport 

triggers widespread glucose uptake in the rodent brain (60). This calls for 

revaluation of the contribution of glial cells to neuroenergetics. Even though 

stimulation of astrocytic glutamate uptake may increase glucose utilization, 

brain glucose metabolism is still indicative of synaptic activity (61). 

Studies have shown decreased activities of key enzymes involved in 

energy metabolism such as cytochrome c oxidase and α-ketoglutarate 

dehydrogenase complex, in brains of AD patients (62). In addition, altered 

proteolytic processing of APP protein has been associated with impaired energy 

metabolism. Transgenic APP mice studies have established that transgenic  APP 

mice exhibit age-dependent reduction in glucose metabolism in brain regions 

associated with cognitive processes (63). These findings suggest that perturbed 

glucose metabolism play a role in AD pathogenesis.  

There has been increased research interest in the differential contribution 

of neurofibrillary tangles and beta-amyloid burden on the degree of 

neurodegeneration measured by glucose metabolism in AD patients. The 



23 
 

accumulation of neurofibrillary tau tangles (measured with [18F]AV-1451)) has 

been associated with hypometabolism in AD patients (64). Studies have found 

no correlation between mean amyloid deviation (measured with [11C]PIB) and 

mean FDG deviation suggesting that there is no distinct regional relationship 

between Aβ deposition and neurodegeneration (37). A recent study using 

transgenic APP/PS1 mice model suggested a synergistic effect of Aβ mediated 

tau-propagation and neuronal loss (65).  

Across brain regions in AD patients, an interactive effect of beta-amyloid 

burden and tau deposition on glucose metabolism was observed most 

prominently in the parietal lobe (37), which supports the hypothesis of 

synergistic effect of Aβ induced tau propagation resulting in AD related 

hypometabolism. However, factors that may increase the brain glucose 

metabolism in AD have not been thoroughly investigated. 

2.8. Alzheimer’s Disease Neuroimaging Initiative (ADNI) 

The Alzheimer’s Disease Neuroimaging Initiative (ADNI) is a 

longitudinal multicenter study. The main aim of ADNI is to develop clinical, 

imaging and genetic biomarkers for the early diagnosis of AD 

(http://adni.loni.usc.edu/about/).  ADNI is a combined effort of multiple research 

centres across North America which have collected data from thousands of AD, 

http://adni.loni.usc.edu/about/
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MCI and normal subjects across the region with the purpose of tracking AD 

conversion and progression.  

The main goals of ADNI study are: 

i) To develop biomarkers which would aid in detection of AD at the 

earliest possible stage (pre-dementia) and help in tracking disease 

progression. 

ii) To design new diagnostic methods for AD diagnosis which would 

make intervention possible at the earliest possible stages of disease; 

thereby supporting most effective advances in AD intervention, 

prevention, and treatment. 

iii) To regularly administer ADNI’s  data-access policy with an aim to 

provide all data without embargo to scientists around the world. 

The ADNI project was launched in 2004 and is funded by the National 

Institute on Aging (NIA) and the National Institute of Biomedical Imaging and 

Bioengineering (NIBIB) of the National Institutes of Health (NIH), the Food 

and Drug Administration (FDA), several private pharmaceutical companies , 

and foundations (Alzheimer’s Association, Institute for Study of Aging) in 

conjunction with the NIH Foundation (66). It was launched as a $60 million, 5- 

year public private partnership with the primary goal to investigate the 
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combined utility of positron emission tomography (PET), magnetic resonance 

imaging (MRI), other genetic and biological markers and neuropsychological 

assessments to measure the progression of mild cognitive impairment (MCI) 

and AD (67). 

  The depth of imaging, genetics and biological marker data available on 

ADNI has made several valuable discoveries possible. It has provided a 

platform to detect AD at the earliest possible stage (pre-dementia)  by 

development of novel ways of diagnosing early AD and tracking disease 

progression through biomarkers such as CSF-tau and amyloid beta levels (66). 

Development of specific biomarkers sensitive to changes in early AD 

progression will aid researchers and clinicians in development of new 

therapeutic treatments for AD (67). These biomarkers will also lessen the time 

and cost of clinical trials by providing an effective way to monitor the 

effectiveness of treatments (68).  

Utilizing the ADNI database, a number of studies have established 

quantitative biomarkers that may aid in AD diagnosis (12-15). Various 

automated diagnostic tools have been developed for objective diagnosis of AD 

patients which are sensitive to early cognitive changes in AD progression. A 

comparative study of diagnostic accuracy between a quantitative software-aided 
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approach and visual analysis found that the sensitivity, specificity and accuracy 

of software-aided approach in classifying dementia patients from normal 

controls was higher than traditional visual analysis (12).  

A comparative study on predictive utility reported significant increase in 

accuracy in predicting conversion to AD when MR imaging, FDG PET and CSF 

data are combined with routine clinical tests as compared to clinical tests alone 

(13). The use of multiparametric PET obtained by combining quantitative 

functional FDG PET and pathological amyloid-β PET, along with cerebrospinal 

fluid (CSF) biomarkers and clinical neuropsychological assessments have 

potential clinical utility in prediction of AD progression (14). However, the 

presence of CSF-tau is not specific to AD dementia as high CSF-tau 

concentration can be observed in one patient with AD dementia and also in 

patient with some other form of dementia.  

2.9. Graph Theory 

 Graph theory is the branch of mathematics that deals with the study of 

graphs, which are mathematical structures used to model pairwise relationships 

between objects (69). Graphs are comprised of nodes, representing an object of 

substantive interest, which are connected by edges signifying the existence of a 

relationship between the two objects. Graph theory has traditionally been used 
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to facilitate the understanding of relational structure represented by complex 

graphs; and to aid in better comprehension of relational dynamics by 

simplification and reorganization of a complex graph (70). 

 Swiss mathematician Leonhard Euler introduced the basic idea of graphs 

in the 18th century to solve the Königsberg bridge problem. Since then, graph 

theory has been used in a diverse range of problems to model the relations and 

process in physical, biological (71), social (72) and information systems. Graph 

theory has been famously used in modern day social network analysis to model 

social interactions between individual users on social networking platforms 

such as Facebook, Instagram, etc (72). There has been increased research 

interest to evaluate the potential utility of graph theory in modelling of real-

world systems. For instance, it is being used in computer science to represent 

networks of communication and data organization, it is being used in biology 

to track disease propagation (73), and it is being used in condensed matter 

physics to study the three-dimensional structure of complicated simulated 

atomic structures.  

Global and local graph theoretic metrics are evaluated to model and 

analyze the complex relational structure and dynamics of a graph. Global 

metrics such as Characteristic Path Length (L) and Clustering Coefficient (C) 
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are commonly used to measure efficiency and resilience of a graph respectively. 

A ‘path’ in a graph is defined as the sequence of distinct connected nodes in a 

network. The ‘geodesic’ distance d(i,j) between nodes i and j is defined as the 

length of the shortest path between these two  nodes, which is measured by the 

number of lines traversed to reach from i to j. The average distance for a node i 

[𝑑̅(i)] to all other nodes in the network is defined as 𝑑̅(i) = 1/(n-1) ∑ 𝑑(𝑖, 𝑗).𝑛
𝑗=1   

L is the average of these shortest path lengths of all the nodes in the network, 

or L = 1/n∑ 𝑑̅(i)𝑛
𝑖=1  (74).  

 The C of  a graph was introduced by Watts and Strogatz in context of 

social network analysis. C of a graph measures the cliquishness of a typical 

graph neighborhood and is a measure of the degree to which nodes in a graph 

tend to cluster together (75). Given three nodes p, q and r in a graph with mutual 

relations between p and q and p and r, C represents the likeness that q and r are 

also related. C is the fraction of nearest neighbors of a node that are in turn 

nearest neighbors of each other (76). C of  a graph has become a frequently used 

tool for analyzing graphs as evidence suggests that in most real-world networks, 

nodes tend to create tightly knit clusters characterized by relatively high density 

of connections or ties between the clusters (75, 77, 78).  
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Betweenness Centrality, a local graph theoretic measure, is the measure 

of ‘hubness’ of a node and is represented by the fraction of shortest paths 

passing through the node (79). BC measures define “centrality in terms of the 

frequency with which a node falls on the shortest path between others; and thus 

BC has a potential for control of communication in a network” (80). BC 

algorithm is designed to rank the nodes according to their position in the 

network and is interpreted as the prominence of nodes in the information flow 

structure of the network.  For information to efficiently transfer within a 

network, it will pass more frequently through the nodes with the maximum 

number of shortest paths passing through them (79). 

2.10. Application of Graph Theory in AD 

 Amyloid-β plaques and tau related neurofibrillary tangles, the hallmarks 

of AD pathology, have been associated with local synaptic disruptions (81, 82). 

Studies have also established that during disease progression in AD, cortical 

atrophy spreads in a systematic order from subcortical structures like the 

hippocampus into associative cortical areas and finally reaches into primary 

sensory areas (83, 84). These findings advocate that AD is a dysconnectivity 

disease and certain cortical areas are more vulnerable for AD pathology, which 

in turn could be used to determine how AD propagates across different paths in 
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a network. This also leads to the conclusion that if AD is indeed a 

dysconnectivity disease, AD progression could be captured with a graph theory 

based network approach as the structural elements of the brain form complex 

networks at various spatial scales which in turn give rise to functional dynamics 

(85). 

There has been increased research interest to investigate the structural 

and functional properties of abnormal networks associated with AD. Graph 

theory models interrelationships (denoted via edges on a graph) between 

different brain regions (denoted via nodes on a graph) and estimates the 

properties of brain networks using different graph theoretic metrics (86). 

Several studies have shown that modelling of the brain via graph theory is 

critical in the understanding of underlying brain networks in psychiatric and 

neurological disorders (87, 88). Graph theory has been efficiently used to 

characterize different aspects of brain networks in AD patients by evaluating 

measures of integration and segregation via graph theoretic metrics.  

A recent study showed that graph measures generated for brain networks 

on the basis of resting-state (RS) functional magnetic resonance imaging 

(fMRI) scans were able to accurately classify AD patients from healthy controls 

with high accuracy (22). In a study investigating the connectivity patterns of the 
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default mode (DMN), frontoparietal, executive and salience networks, it was 

found that AD was associated with opposing connectivity effects in DMN 

(decreased) and frontal networks (increased) (89). The study also found that the 

mean executive network connectivity in AD patients was highly correlated with 

frontal-executive and language neuropsychological scores. These results are 

evidence of alteration of large-scale functional brain networks in AD which 

extend well beyond the DMN.  

AD disrupts the whole-brain topological organization of the functional 

connectome which provides novel insights into the pathophysiological 

mechanism of AD (90). Along with the disruption in the topological 

architecture of whole brain connectivity, several research groups have reported 

redistribution of hubs in AD connectome (91, 92). Studies have suggested that 

there is loss of hubs in AD network as compared to normal controls (93). The 

loss of hubs in AD might be explained by atrophy of particular areas in AD as 

the areas like temporal region, insula, cingulate are known to be lesioned in AD 

(94). 
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Chapter 3: Experimental Approach 

In this chapter, details on experimental methodology used in the study 

are provided. Data used in the preparation of this article were obtained from the 

Alzheimer’s Disease Neuroimaging Initiative (ADNI) database 

(http://adni.loni.usc.edu/).  

3.1. Subjects 

The ADNI database comprised of 1000 subjects including 200 

Alzheimer’s (AD), 200 Normal Controls (NL) and 600 mild cognitive 

impairment subjects (MCI) who have been recruited from across more than 50 

sites in the US and Canada (68). Longitudinal imaging data including structural 

MRI and FDG PET scans, along with neuropsychological and clinical 

assessments were collected at baseline, and at follow-up visits occurring at six-

to twelve-month intervals. For each study site, approval from Institutional 

Review Board was obtained prior to start of study.   Written informed consent 

was obtained from all study participants, or their authorized representatives. 

Diagnosis of AD was conferred as per the criteria established by the 

National Institute of Neurological and Communicative Diseases and Stroke—

Alzheimer’s Disease and Related Disorders Association criteria for probable 

AD (95). Similarly, diagnosis for amnestic MCI was conferred if the patient 

http://adni.loni.usc.edu/
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reported memory complaints and presented with objective memory deficits, 

intact functional activities, and had Clinical Dementia Rating (96) (CDR) Scale 

global score of 0.5, and a MMSE (97) score of 24 or more. 

Based on availability of FDG PET and MRI scans at baseline, 116 AD 

patients were selected from the ADNI cohort. FDG PET and MRI scans of each 

of these subjects were visually inspected to assure quality. Based on availability 

of whole brain scans (i.e. checking whether entire cerebellum is included in 

FDG-PET and MRI scans), 28 AD subjects were excluded which had partial 

scans of cerebellar regions. Hence, finally we selected 88 AD patients using this 

selection protocol for AD network analysis and biomarker derivation. Of the 

200 normal controls available in ADNI database, 154 had FDG PET and MRI 

scans available. Of the 154 normal controls, based on image quality assurance 

and follow up period of 36 months, 127 normal controls were selected. 88 age-

sex matched normal controls (NL1) were selected from this cohort for 

comparative network analysis. Demographic details of subjects included in the 

study from ADNI cohort are mentioned in Table1. 

For an additional longitudinal study, MCI subjects were further 

categorized into two categories: stable MCI (sMCI), subjects who remained 

MCI after a follow up greater than three years and Prodromal AD (PAD), MCI 
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subjects who developed Alzheimer’s later during follow up period. Of the 445 

MCI subjects for which FDG PET and MRI scans were available, 54 converted 

to AD and 186 subjects remained stable MCI (sMCI). 39 PAD subjects (n=39) 

were selected for whose scans were available at three time points (conversion 

year, 1 year prior to conversion and 2 years prior to conversion). Of the 186 

sMCI subjects, 67 subjects had FDG PET and MRI scans available at three 

consecutive time points. Of these, 39 sMCI subjects to match the sex and age 

of 39 PAD patients. Similarly, 39 normal controls (NL2) were selected among 

whose PET and MRI images are available at baseline and two-year follow-up. 

It should be noted that NL2 is a subgroup of NL1.  

We carefully selected the sub-samples of control groups (sMCI, NL1, 

NL2) to match the sample size of the active groups (AD and PAD) because the 

graphs were constructed from group-wise correlation matrices; and the 

significant group difference of which was tested via random permutation 

procedure. Subject selection from ADNI database is shown in Figure 2. 
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TABLE 1 

 

Table1: Demographic data for patients. 

  

AD NL1 

t-test 

(AD vs 

NL1) 

PAD 
sMCI(matched 

for PAD) 
NL2 

1-way 

ANOVA 

(AD vs 

NL1 vs 

sMCI) 

Number 

of 

Patients 

88 88  39 39 39  

Age 

Mean±SD 

(min-

max) 

75.23±7.29 

(63-92) 

74.66±8.32 

(56-90) 
p=0.6247 

74.52±7.47 

(60-87) 

73.91±8.16 

(59-90) 

72.96±8.83 

(63-88) 
p=0.4792 

Sex(M:F) 55:33 54:34 p=0.8775 25:14 24:15 23:16 p=0.3671 

MMSE 
 23.6±2.2 

(20-26) 

28.8±1.1 

(26-30) 

p=0.5437 

  

26.7±2.3 

(24-30) 

27.9±1.6  

(24-30) 

28.9±1.0 

(26-30) 

 

p=0.2851 
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Figure 2: Subject Selection Protocol. ADNI database comprised of 1000 

subjects including 200 Alzheimer’s patients (AD), 200 Normal Controls (NL) 

and 600 mild cognitive impairment subjects (MCI). Based on availability of 
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PET and MRI scans, 116 AD patients were selected. 28 AD patients were 

excluded after image quality assurance such as inclusion of whole cerebellum 

in PET scans. Finally, 88 AD patients were selected for biomarker derivation 

and network analysis. Follow up duration was neglected for AD as dementia 

was already present at the time of screening in the subjects. Out of the 154 NL 

subjects with available PET and MRI scans, 127 remained NL after a follow up 

of three years. 88 age-sex matched NL subjects were selected from the 127 

stable NL subjects. Of the 445 MCI subjects for which PET and MRI scans 

were available, based on a follow up period of atleast three years, 186 remained 

stable MCI and 54 converted to AD (PAD). 39 PAD subjects had scans 

available at three time points (conversion year, 1 year prior to conversion and 2 

years prior to conversion). For longitudinal FDG-SUR analysis, 39 age-sex 

matched stable MCI and NL subjects were selected which had scans available 

at three time points. 
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3.2. Image Acquisition 

FDG PET images for the study were downloaded from publicly available 

online ADNI Laboratory of Neuroimaging (LONI) database. Pre-processed 

images where frames had been co-registered to one another and averaged, 

followed by standardization were acquired from the LONI database. For FDG 

PET images, six five-minute frames are acquired 30 to 60 minutes post 

injection, and each frame is realigned to the first frame.  

The realigned images are averaged, and the averaged images are then 

reoriented to 160x160x96 standard voxel image grid. These images are then 

filtered with a scanner specific function resulting in images of a uniform 

isotropic resolution of 8 mm FWHM, the approximate resolution of the lowest 

resolution scanners used in ADNI. The detailed procedure followed in pre-

processing of FDG PET images in ADNI can be found at: 

http://adni.loni.usc.edu/methods/pet-analysis-method/pet-analysis/#pet-pre-

processing-container.  

Structural MRI images used in pre-processing of FDG PET images were 

also acquired from LONI database for each scan. The MRI scans were obtained 

from a 3T T1-weighted images, which were typically 240 x 256 x 176 voxels 

with a voxel size of  2mm x 2mm x 2mm (98). To correct the MRI images for 

http://adni.loni.usc.edu/methods/pet-analysis-method/pet-analysis/#pet-pre-processing-container
http://adni.loni.usc.edu/methods/pet-analysis-method/pet-analysis/#pet-pre-processing-container
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the geometric distortion induced by gradient non-linearity, MR image 

corrections such as GradWarp were applied (95). These corrections also correct 

for distortions induced by bias field due to the absence of uniformity in the radio 

frequency receiver coils (99). The detailed procedure followed by ADNI in MRI 

image acquisition can be found at: http://adni.loni.usc.edu/methods/mri-

tool/mri-analysis/ .  

3.3. Image Preprocessing 

FDG PET images were preprocessed using standard preprocessing 

pipeline using statistical parametric mapping 12 (SPM 12) software 

(www.fil.ion.ucl.ac.uk/spm/). FDG PET images were coregistered to structural 

MRI images using rigid body transformation in SPM12. CAT12 was used to 

segment structural MRI images and generate forward deformation fields from 

MRI used in normalization (http://www.neuro.uni-jena.de/cat/). The 

segmentation routine by CAT12 segments and spatially normalises the MRI 

segments all in the same model. 

FDG PET images were normalized to standard MNI (Montreal 

Neuroimaging Institute) space using forward deformation fields. The 

normalized images were subsequently smoothed using an 8mm x 8mm x 8mm 

Gaussian filter. Smoothing is used to suppress noise artefacts arising due to 

http://adni.loni.usc.edu/methods/mri-tool/mri-analysis/
http://adni.loni.usc.edu/methods/mri-tool/mri-analysis/
http://www.fil.ion.ucl.ac.uk/spm/
http://www.neuro.uni-jena.de/cat/
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residual differences in functional and gyral anatomy during inter-subject 

averaging. 

 

3.4. FDG PET based AD Classifier (FAC) 

 

The preprocessed FDG PET images were proportionally scaled to whole 

brain and WM mean for signal intensity normalization. We derived AD 

classifier using whole brain mean (as used in conventional studies), and WM 

mean as well. The metabolic topography and performance of  classifiers based 

on both reference regions was evaluated and compared. 

 The brain mask was produced by combining the grey matter and white 

matter masks from each subjects’ segmented structural MRIs and used as an 

inclusive mask, as previously described (8).  For each voxel within the brain 

mask, we used a linear regression model of least squares which can be 

represented by equation 3: 

Y = β .* X + C                                             (3) 

In this equation, X is the dummy variable used for group classification, 

Y is subject’s observed image, β is the slope of regression model and C is the 

constant. Using this regression model, β map was constructed. The dot product 

between the reconstructed (i.e., FAC) and each individual’s proportionally 

scaled images within the brain mask is defined as a subject score, which 
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differentiated the two subject groups (AD vs NL) (8). We used 10-fold cross 

validation to test the predictive accuracy of classifier model for an independent 

dataset, and to check for problems like overfitting or selection bias. 

 

The AAL atlas was masked with the whole brain mask that was described 

above. Pons were added to the original AAL atlas as described elsewhere (25). 

The mean value of each of 118 regions-of-interest were extracted from FDG 

PET images of all subjects, then proportionally scaled to the mean value of 

whole brain WM mean. Using the same regression model used in voxel-based 

analysis, slope coefficient β is calculated for all ROIs. Based on their β values 

(β > 0 or β<0) and Bonferroni corrected p-values for the model [p < 

(0.05/number of ROIs)], regions are classified as hypermetabolic or 

hypometabolic respectively. Regions with p>0.05/number of ROIs were 

classified as non-significant (NS). To test reproducibility and interchangeability 

of voxel-based vs. ROI-based FAC, topographical similarity was evaluated by 

Pearson’s correlation. For this, the mean of β values from each ROI was 

extracted from the voxel-based β map. 
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3.5. AD Network Analysis Using Graph Theory 

 

Normalized metabolic activity with respect to WM mean in all ROIs is 

used to generate a region * region correlation matrix for AD group and NL 

group, separately. The absolute r-values were ranked and undirected 

unweighted adjacency matrices were generated at varying cost thresholds (1-

50%) (100). Cost threshold is a measure of network density of the graph and is 

defined as the proportion of actual edges to the maximum number of possible 

edges in a graph. For instance, a graph thresholded at network density of 30% 

corresponds to an undirected adjacency matrix generated by setting the top 30% 

elements in absolute correlation matrix to 1, and the rest of the elements 

including diagonal elements are set to 0. Minimum network density is defined 

as the minimum cost at which all nodes become fully connected in brain 

networks of both groups and was found to be at 16% (101).  

To compare the overall network efficiency between AD and NL1, we 

computed Characteristic Path Length (L) and Clustering Coefficient (C) (75) at 

varying cost thresholds of 16-25%. L is a measure of the average shortest path 

length between all pairs of nodes in a network and represents the efficiency of 

interaction of different nodes in a network. C is the fraction of node’s 



43 
 

neighbours that are in turn nearest neighbours of each other and represents the 

resiliency of the network.  

To compare the relative nodal importance within the constructed graphs 

of AD vs. NL1, we computed Betweenness Centrality (BC) as a measure of 

hubness of each region in the network for the cost threshold range 16-25% (22). 

BC is the fraction of all shortest paths in the network that contain a given node 

and approximates the role of a region in information transfer through the 

network (102). Nodes with high values of BC participate in a large number of 

shortest paths, and thus play a significant role in information transfer acting as 

‘hubs’ in the network.  

In order to test for statistical significance of the group differences 

between AD and NL groups in C, L and BC, a non-parametric permutation test 

with 1000 iterations was used (91). The data from subjects from both groups is 

merged into a combined subject pool. For each iteration, subjects are randomly 

reassigned into one of the two groups; so that each randomized groups has an 

equal number of subjects as the original two subject groups. Then correlation 

matrices are obtained for each group.  

Using network thresholding procedure described above, binary 

adjacency matrices for each pseudo-group over the cost range 16-25% are 
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computed (100). The C, L and BC were calculated at each cost density. The 

differences in network measures at each density between randomized groups 

are calculated. This results in a permutation distribution of differences between 

two randomized groups under null hypothesis. The actual difference of network 

measures between AD and NL groups is placed in the corresponding 

permutation distribution. The  difference between AD and NL groups is deemed 

statistically significant if it lies outside 95% confidence interval of permutation 

distribution (two-tailed) (103). 

The correlation between regional β from FAC and their corresponding 

BC were evaluated by computing Pearson product-moment correlation 

coefficient (25). The regional BCs were averaged within 16-25% cost range, 

then z-scored within each group (AD and NL), then the group difference was 

computed within each region. The regional β-values defined in FAC were z-

scored and the difference in z-scored β-values was computed between AD vs. 

NL groups. 

 

3.6. Longitudinal Changes in FDG SUR  

 

To examine the metabolic relevance of the regions identified as ‘AD 

related pathological hubs’ in BC measures, we investigated the longitudinal 

changes in FDG standard uptake ratios (SUR) referenced to WM mean in PAD, 
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sMCI and NL subjects who were repeatedly scanned over the period of 2 years. 

To examine the comparative metabolic changes in regions according to their 

‘hubness’ as observed in AD network, we divided regions into three groups 

based on their BC: regions with  significantly high hubness (normalized 

difference in BC of ROI > 2), regions with significantly low hubness 

(normalized difference in BC of ROI < -2) and regions with non-significant 

change in hubness  (| normalized difference in BC of ROI | < 2). Similarly based 

on their β values and Bonferroni corrected p-values for the analyses, regions 

were classified as hypermetabolic, hypometabolic and metabolically non 

significant regions. 

To examine the differences in FDG-SUR between regions identified as 

‘hubs’ in AD progression as compared to ‘non-hub’ regions, we evaluated 

interaction effect of ROI group and time using repeated measures analysis of 

variance (RM-ANOVA) in PAD, sMCI and NL groups separately. To examine 

the effects of using different brain parcellation scheme on FAC and graph 

theory network measures, we repeated all analyses with a 268-node functional 

atlas (27). The parcellation image is publicly available on the BioImage Suite 

NITRC page (https://www.nitrc.org/frs/?group_id=51).  

 

 

https://www.nitrc.org/frs/?group_id=51
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Chapter 4: Results 

 In this chapter, results of various analyses conducted in the study are 

provided. 

4.1. FDG PET-based AD Classifier (FAC) 

 

Using a GLM linear regression analysis on 88 AD patients and 88 age-

sex matched healthy controls, we derived voxel-based and ROI-based FAC. The 

β map is characterized by decline in FDG uptake (or hypometabolism) in 

medial-frontal lobes, posterior cingulum, precuneus, inferior-parietal and 

temporal lobes (Fig. 3). It also shows increased FDG uptake (hypermetabolism) 

in cerebellum, paracentral lobule and pons (Fig. 3).  

The voxel-based FAC demonstrated excellent sensitivity (87.50%) and 

specificity (82.95%) in classification of AD vs NL subjects. This was preserved 

in 10-fold cross-validation with high sensitivity (84.09%) and specificity 

(80.95%). ROI-based FAC had almost identical metabolic topology with high 

topographical similarity between two classifiers (r=0.9720, p=8.92E-75). 

Slightly less performance was achieved with ROI-based FAC (sensitivity of 

71.59% and specificity of 86.39%; 10-fold cross-validation sensitivity of 

79.55% and specificity of 77.27%). 
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Figure3: FDG PET-based AD Classifier (FAC). AD classifier FAC is 

characterized by AD-like hypometabolism (shown in blue) in medial-frontal 

lobes, posterior cingulum, precuneus, inferior-parietal and temporal lobes. 

Hypermetabolism (shown in red) is observed in cerebellum, paracentral lobule 

and pons in AD. The voxel-wise coefficient (voxel-weights of FAC) was z-

scored to the mean and standard deviation of the whole-brain. 
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4.2. AD Metabolic Network Profile  

 

Overall, the L in AD metabolic network was lower than the L in NL1 

metabolic network over the network density range of 16%-25% (Fig. 4A left). 

The decrease in L was statistically significant over the examined network 

density range by 1000 permutations (Fig. 4A right). This is indicative of 

increased global efficiency in AD network for information transfer. On the 

contrary, C in AD metabolic network was not statistically different from the C 

in NL1 metabolic network over the network density range of 16%-25% (Fig. 

4B).  
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Figure 4: Changes in Global network metrics in AD network and NL1 

network as a function of network cost (left). A) The changes in Characteristic 

Path Length (L) of AD and NL1 network over the network density range of 16-

25%. B) The changes in Normalized Clustering Coefficient (C) of AD and NL1 
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network over the cost range of 16-25%. Between Group Differences in AD 

and NL1 network global metrics as a function of network density (right). 

The 95% confidence interval determined by 1000 permutation test and between-

group differences in Characteristic Path Length (top) and Clustering Coefficient 

(bottom). The + marker shows the difference between NL1 and AD network 

(i.e NL1metric - ADmetric), the + marker falling outside the confidence interval 

shows network densities at which between-group differences are significant. 

The positive values of + indicates NL1metric > ADmetric, while the negative values 

of + indicates NL1metric < ADmetric. 
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4.3. Hubness correlate with abnormal AD metabolic topography 

Regional analysis revealed that the cerebellum, paracentral lobule, mid 

temporal pole and lingual gyrus showed significantly higher BC in AD network 

than NL network. Conversely, caudate, inferior occipital, mid-occipital and 

mid-temporal had significantly lower BC in AD network as compared to NL 

network. These group differences in BC were significantly correlated with β in 

FAC (r=0.254, p<0.005) (Fig. 5). This suggests that the hub regions (high BC) 

of AD brain network generally demanded more energy consumption while the 

peripheral brain regions (low BC) in the AD brain network was associated with 

decreased glucose metabolism.  

The relationship between hubness and abnormal AD metabolic 

topography was replicated when a 268-node functional atlas was used as an 

alternate parcellation scheme (r=0.125, p=0.04) (Fig. 6). The functional atlas 

used here is produced using a groupwise graph theory based parcellation 

scheme for node definition in network analysis. This suggests that this 

relationship is independent of how brain regions are defined in a brain 

parcellation atlas. 
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Figure 5: Correlation between FAC Region Weights and Betweenness 

Centrality of regions. The region weights of regions on FAC are plotted on x-

axis, while the normalized difference in BC between AD and NL network is 

plotted on y-axis. The regions are delineated using AAL (26). The regions 

shown by red circles are identified as hypermetabolic on AD metabolic pattern, 
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while the ones shown in blue are identified as hypometabolic on FAC. The 

regions denoted by green circles are the ones which do not undergo significant 

metabolic change in AD. Significant correlation (r=0.254, p<0.005), shown by 

solid black line, exists between region weights of regions on FAC and their 

corresponding BC values. 
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Figure 6: Effect of Brain Parcellation Scheme on Relationship between FAC 

Region Weights and Betweenness Centrality. The region weights of regions 

identified from 268 region Atlas (27) on FAC are plotted on x-axis, while the 

normalized difference in BC for these regions between AD and NL network is 
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plotted on y-axis. The regions shown by red circles are identified as 

hypermetabolic on AD metabolic pattern, while the ones shown in blue are 

identified as hypometabolic on FAC. The regions denoted by green circles are 

the ones which do not undergo significant metabolic change in AD. Correlation 

(r=0.125, p=0.04), shown by solid black line, exists between region weights of 

regions on FAC and their corresponding BC values. This suggests that the 

relationship between FAC region weights and their corresponding BC values is 

independent of brain parcellation scheme. 
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4.4. Longitudinal Changes of FDG-SUR in Hub vs Non-Hub Regions 

 

We investigated the longitudinally measured changes in FDG-SUR to 

compare metabolism in the regions with high ∆BC, regions with non-significant 

∆BC and regions with low ∆BC in NL, sMCI and PAD. Significant main effects 

of time were observed in all three groups (NL, sMCI, and PAD; p<0.001). 

Significant interaction effect between time and brain regions (divided by BC) 

were observed only in PAD (F(4,152)=10.962, p=7.764E-08, Fig. 7). In 

particular, the hub regions of AD network with high BC showed increased 

metabolism over time (p=0.001, post-hoc Bonferroni). The metabolic changes 

in regions with low BC and non significant BC were not significant (p>0.147, 

post-hoc Bonferroni). No significant interaction effect was observed between 

time and brain regions in NL (F(2,73)=1.144, p=0.324) or sMCI 

(F(4,152)=0.706, p=0.589). 
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Figure 7: Longitudinal Changes in FDG-SUR. The overall averaged changes 

in FDG-SUR in the high ∆BC regions (shown by dotted red line), non-

significant ∆BC regions (shown by dotted black line) and low ∆BC regions 
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(shown by dotted blue line).  The high, non-significant, and low ∆BC regions 

were determined based on BC differences between AD vs. NL1 shown in Figure 

5 (∆BC>2, -2<∆BC<2, ∆BC<-2, respectively). A) In the PAD subjects, there is 

significant difference in averaged FDG-SUR between three groups with a 

significant interaction effect of ROI group and time (F(4,152)=10.962, 

p=7.764E-08). The metabolism increases significantly in ‘hub’ regions in PAD 

subjects near conversion to AD. B) In the sMCI subjects, there is no significant 

difference in averaged FDG-SUR between three ROI groups (F(4,152)=0.706, 

p=0.589). C) In the NL2 subjects, there is no significant interaction effect of 

ROI group and time (F(2,73)=1.144, p=0.324).  
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Chapter 5: Discussion 

Conventional practices of FDG PET reading for AD diagnosis have 

focused on hypometabolism in key anatomical regions. Hypermetabolism 

observed in AD is often dismissed as an artefact arising due to use of global 

mean for normalization in traditional studies (17). There is increasing evidence 

from anatomical and neuroimaging studies which is leading to a paradigm shift 

in the role of hypermetabolic regions in neurodegenerative diseases (19). Using 

whole brain WM mean for signal normalization, we confirmed that 

hypermetabolism observed in AD is not an artefact merely introduced by the 

global signal normalization.  

Emerging evidence suggests that the hypermetabolism observed in AD 

patients is an integral part of AD pathophysiology (18). This calls for inclusion 

of cerebellar hypermetabolism while deriving biomarkers for AD diagnosis.  In 

our study, we derived FAC as AD classifier using whole brain WM mean. FAC 

has high sensitivity of 87.50% and specificity of 82.95%, and it has been 

demonstrated to be a robust classifier with high accuracy after 10-fold cross 

validation. We suspect that the performance of FAC could be improved if a final 

diagnosis was available so that clinically misdiagnosed patients were excluded 

from the analysis. 
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In further graph theory analysis on the metabolic network, we observed 

a statistically significant decrease in L in AD metabolic network when 

compared to NL1, whereas the changes in C were not statistically significant 

between the two groups. L of a network is the measure of the average shortest 

path length between all pairs of nodes in the network (74), whereas C of a graph 

measures the cliquishness of a typical graph neighborhood and is a measure of 

the degree to which nodes in a graph tend to cluster together (75). The 

phenomena of decreasing L and unchanging C is a well described characteristic 

in Watts-Strogatz ‘smallworld’ model (75), where it was explained as such that 

a network becomes a small world (and more cost-efficient) when there is more 

“randomness” in the re-wiring process. The random rewiring of the connections 

in a network introduces shortcuts among nodes resulting in decreased L while 

maintaining C.  

An RS-fMRI study of AD subjects found that decreased normalized path 

length is directly associated with lower MMSE scores of patients suggesting 

that increase in random topology of graph is associated with worse cognitive 

functioning (85). This balance of short path length and high clustering in AD 

network suggests an evolutionary optimization of the equilibrium between 

information segregation (represented by nodes forming particular clusters) and 
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information integration (represented by interactions among clusters) (94). The 

regional changes associated with this increased “randomness” (N.B. it should 

be noted that we are not implying that the brain network rewiring is happening 

in a random fashion, but it refers to the opposite of regular network in Watts-

Strogatz model) can be investigated by understanding which regions gained 

“hubness” (the new important functional node). 

BC for each node quantifies hubness of that node by incorporating 

connectivity information from the whole network (80). Brain regions acting as 

hubs make information processing in the network more efficient, thereby 

increasing the robustness of the network towards random failure (104). 

Cerebellar lobules, paracentral lobule and lingual gyrus (regions defined 

according to AAL region definition) were the key regions associated with 

increased hubness in AD network as compared to controls. The increased 

hubness in these regions may reflect the adaptive role of these regions (via 

increased recruitment) in AD patients to limit the clinical consequences of loss 

of functionality in large scale networks associated with high level cognition in 

AD patients. 

Recent neuroimaging and neurophysiological studies have suggested 

disruption in neuronal integrity of large scale functional networks associated 



62 
 

with high level cognition in AD patients (105). Emerging evidence from brain 

imaging studies have established the integral role of the cerebellum in 

modulation of cognition and emotion, establishing its contribution to cognitive 

and neuropsychiatric deficits in AD (18). The cerebellum is reported to be 

associated with cerebral sensorimotor regions and higher-order cognitive 

regions via feedback projections through thalamus (106). These connections 

suggest cerebellar involvement in cognitive processes, and the fact that these 

connections retain their functional capacity in early stages of AD may explain 

the increased hubness in cerebellar regions in AD patients. 

The paracentral lobule is associated with the control of motor and sensory 

innervations of the contralateral lower extremity. In light of AD-related loss in 

function of the primary sensorimotor regions, the increased hubness in 

paracentral lobule could be attributed to the increased recruitment of paracentral 

lobule to maintain task performance. Previous study has also reported increase 

in hubness of lingual gyrus (91). It is suggested that lingual gyrus retain its 

functional capacity in early stages of AD (107, 108), which might explain the 

observed increase in hubness of lingual gyrus in AD network when compared 

to normal controls. 
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We observed significant decrease in hubness of a few hypometabolic 

regions in AD network which may be a direct consequence of corticocortical 

dysconnectivity. These regions (middle temporal, occipitotemporal, and 

caudate) have been well documented to be affected in AD(109, 110). 

Interestingly, the above mentioned cortical areas that lose hubness have been 

also related to cortical atrophy (111). Moreover, the loss of local centrality in 

these cortical regions has been found to be strongly related with the cognitive 

decline in AD patients (112). And thus, decreased BC paired with decreased 

metabolism in the mid-temporal region, inferior occipital region and caudate 

may be explained by the loss of neuronal function and potentially accompanied 

by atrophy.  

It must be noted that the level of correlation between changes in BC and 

glucose metabolism was very weak (r=0.25) although it was statistically 

significant. The significance was primarily driven by a few hypermetabolic and 

hypometabolic nodes paired with increased and decreased BC, respectively, as 

described above. Yet, the majority of the brain regions showed preserved BC 

level in AD compared to NL1; while apparent metabolic changes has been 

consistently observed. This may be caused by relative insensitivity of BC 

measurement, the statistical significance of which was conservatively tested 
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with 1,000 permutations. And, it should be also noted that the AD individuals 

that were included in ADNI project had very early stage AD (MMSE score 

ranges from 20 to 26), and thus it may be possible that these regions retained 

some level of functional connectivity despite decreasing neuronal glucose 

metabolism. For example, it has been suggested that neurons in early AD 

become more reliant on ketone (primary alternative fuel to glucose in the brain) 

compared to glucose, which is relatively preserved in early AD. 

In order to understand the functional relevance of the regions with high 

or low ∆BC in AD development, the longitudinal metabolic changes were 

compared in PAD, sMCI, and NL2. When divided by ∆BC (AD vs. NL1), the 

regions with high ∆BC (which included cerebellar lobules, left lingual gyri, 

paracentral lobule) are the only regions that showed significant metabolic 

changes (increased) over the two years of follow-up period in PAD which was 

not observed in sMCI and NL2. This suggests that the progressive regional 

metabolic increases associated with increased hubness precedes AD diagnosis 

at least by one year and that it may be involved with rapid symptom worsening 

that can be observed one year prior to the clinical diagnosis.  
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Limitations 

Graph theory is being rigorously applied to derive and investigate brain 

networks obtained with anatomical and functional neuroimaging modalities. It 

is reasonable to assume that if brain networks are stable across neuroimaging 

techniques, then they should be consistent in their network topologies (87). 

Reviews on graph theoretic studies in AD patients have reported discrepancies 

among studies (85), which suggests the need to investigate that whether 

connectivity interpreted across various neuroimaging techniques refer to the 

same underlying construct.  

Although models based on graph theory explain important properties of 

brain networks in neurodegenerative diseases, they don’t predict what happens 

when neuronal connections are lost, which is characteristic of a 

neurodegenerative disease like AD (94). The interpretation of increased 

characteristic path length in AD network remains ambiguous as considerable 

variability exists across studies regarding characteristic path length (85, 92). 

These diverging results across imaging modalities might imply that brain graphs 

are not isomorphic across various modalities and different modalities measure 

different aspects of brain graphs. 
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A possible confounder in graph theory-based models of brain graphs is 

the lack of a standardized method to construct graphs. The differences in sizes 

and connectivity densities of nodes used to define a graph have been shown to 

influence graph metrics, so node definitions should therefore be kept constant 

across studies to enable comparing results (101). Moreover, the interpretation 

of graph theory based metrics is further complicated by node definitions, as 

nodes are comprised of different amount of cortical tissues, resulting in 

differences in signal to noise ratios (113). 

Future Perspectives 

 The use of graph theory to model disease network in AD and understand 

disease progression is still in early phase. Studies have established that AD 

patients have disruptive neuronal integrity in large scale brain networks 

associated with cognition, motor control and memory formation. The next step 

in modelling AD networks and understanding disease progression is to 

formulate a hypothesis generating framework to understand the role of altered 

topologies in cognitive dysfunctioning. 

 The models developed in graph theory for analysis of brain networks in 

neurodegenerative diseases like AD are developmental models; they are aimed 

at predicting what happens when connections are added or rewired; they do not 
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necessarily predict the effect of removing connections which is characteristic of 

a neurodegenerative disease. Future work is needed towards defining  more 

elegant models to generate hypotheses which allow us to investigate and predict 

the effect of rewiring connections, as well as loss of connections, in  a network.   

 There is significant potential for application of graph theory in early 

diagnosis of AD, especially in MCI patients who have increased risk to develop 

AD. Studies have suggested that topology of MCI graphs is intermediate 

between healthy subjects and AD patients. However, significant, but subtle, 

differences have been observed when comparing MCI subjects with normal 

controls suggesting that larger samples are required when comparing these three 

groups. 
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Chapter 6: Conclusion 

 Our study established that hypermetabolism observed in AD is not an 

artefact of using global mean in signal normalization; instead it suggests that 

hypermetabolism might be integral component of AD pathology. There is rich, 

but under-appreciated literature, documenting cerebellar hypermetabolism in 

AD and role of cerebellum in AD pathology. This study suggests that more 

research is needed to understand cause of hypermetabolism in AD and 

potentially investigate the role of cerebellum in neuropathology and disease 

progression in AD. The classifier FAC established using whole brain WM mean 

had high sensitivity and specificity in separating AD patients from normal 

controls. 

The disruption in large scale structural and functional neuronal networks 

in AD causes the network to become more random, resulting in an evolutionary 

optimization of the balance of information segregation and information 

integration. Within this framework, we propose that cerebellum is more than a 

silent bystander in the pathophysiology of AD. We suggest a robust model 

where the loss of hubness in cortical regions observed in AD patients is 

paralleled by increase in hubness of cerebellar regions, with the possible 
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adaptive role to limit the clinical consequences of tissue damage associated with 

AD.  
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