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The primary goal of this thesis was to investigate the individual and

combined effects of affective and cognitive-learning variables on university

students' final grades in introductory-level statistics. The study was exploratory in

nature, and it addressed the following general questions:

1. What is the nature of the relationship between statistics course
performance and statistics anxiety and attitudes toward statistics?

2. To what extent do differential learning strategies (e.g., surface-
instrumental versus deep-conceptual) and metacognitive problem-
solving procedures impact final grade outcome?

3. Are reported levels of cognitive interference, distractibility, or cognitive
concern (i.e., worry) related to achievement scores?

4. In what ways do measures of statistics anxiety, attitudes toward
statistics, leaming strategies, metacognitive problem-solving procedures,
and cognitive interference interact with statistics course performance?

A multi-modal research design was devised to investigate these objectives, which

combined both quantitative and qualitative methods of data collection and

analysis. A fwo-stage sample comprising 435 Brandon University students

provided questionnaire data for the study: (1) an existing data set (n : 358) based

on "in-class" surveys administered between 1994 and 1996 and (2) a new sample

(n : 77) collected in 1999. In addition, semi-structured interviews were conducted

with nine students in order to gather first-hand accounts of learning experiences

and affective responses to course demands.

The initiai aggregate of cases was randomly partitioned into two subgroups

for the purpose of internal (double) cross-validation. Beginning with the data in

Subgroup 1, multiple regression and principal components analysis were used to

identiff a total of 15 predictors: seven affective and eight cognitive-learning
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variables. The complete set of regressors accounts for approximately 40%o of the

criterion variance in either subgroup (i.e., R2s of .3989 and .4245). The squared

cross-validity coefficients obtained when weights derived in Subgroups 1 and 2

were applied to the data in opposing partitions (i.e., .3108 and .2948) affirm the

stability of the predictive equations. Similar results were found when the two sets

of regression coefficients were used separately to predict statistics achievement in

the new sample (Subgroup 3): .3481 and .2839.

Commonality analysis revealed that 6 of the 15 predictors make significant

þs < .05) unique contributions to the explanation of final course performance:

expected final grade (E)(PGRADE), attentional focus (FOCUSATT),

metacognitive problem solving (METAPROB), cognitive interference

(INTRFERE), surfac e-di sintegrated I eaming ( S LIRFMIP S ), and pro c edural

learning (PROCMIPS). Only one of these six regressors, EXPGRADE, is aligned

with the affective domain, but it proved to be the most powerful predictor of

students' final grades either alone or in conjunction with other affective or

cognitive factors. Furthermore, frve of the eight cognitive-learning factors used to

predict final grades significantly increment the R2.

The findings of this study suggest the need for (1) more refined methods of

investigating the nature of statistics affect (e.g., anxieties and attitudes), (2)

greater research attention to metacognitive, cognitive-attentional, and leaming-

strategy variables, and (3) closer examination of the interactive role of affective

and cognitive factors in statistics leaming, problem solving, and achievement.
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CHAPTER I

INTRODUCTION

The Emergence of Statistics Education

It has only been within the last century that statistics has become recognized

as a separate field or discipline, but its beginnings date back to the early centuries

of the first millennium A. D. (e.g., censuses conducted by Augustus in the Roman

Empire). A historical survey of the emergence of statistical and probabilistic

reasoning reveals a diverse collection of conhibutors from mathematics and from

the empirical and social sciences. The meaning of statistics has evolved along

with expanding conceptions and applications of quantitative technology in areas

such as astronomy, heredity, and demography. Hald (1990) traces the word

"statistics" to sixteenth century Italian origins, that is, the collection of

information and facts of interest to a statesman (statista) or pertaining to the state

(stato).Indications of a more modem use of statistics can be found in John

Graunt's (1662) descriptive analysis of plague mortality rates entitled Natural and

Political Observations made upon the Bills of Mortality (as cited in Hald, 1990).

Stigler (i986) has remarked that "modem statistics" arose out of the

interplay between mathematical concepts and the needs of various applied

sciences; "it is a logic and methodology for the measurement of uncertainty and

for an examination of the consequences of that uncertainty in the planning and

interpretation of experimentation and observation" (p. 1). This point is illustrated

by the rise of positivistic sociology in the nineteenth century, and the pursuit of

so-called "laws" of human nature. John Stuart Mill (1872) discussed the notion of



a "science" (albeit inexact) of human actions, which he contended was able to

furnish only "approximate generalizations" or "the lowest kind of empirical laws"

@.434). As such, this science could not provide a basis for predicting, with

"scientific accuracy," an individual's thoughts, feelings, or actions. However, Mill

(1872) states that "The very events which in their own nature appear most

capricious and uncertain, and which in any individual case no attainable degree of

knowledge would enable us to foresee, occur, when considerable numbers are

taken into the account, with a degree of regularity approaching to mathematical"

þp. s32-s33).

On a related matter, Lambert Adolphe Jacques Quetelet proposed what he

termed "social physics." Stigler (1986) observes that "Although the works of

Bemoulli and Laplace foreshadowed the application of probability to the

measurement of uncertainty in the social sciences, the works of Quetelet represent

the first steps toward making this wish a practical reality" (p. 161). Notable

among Quetelet's advances in statistical analysis is his notion of "the average

man" (l'homme moyen), which was intended as an analogue to the physical

concept of the centre of gravity; it represented a device for eliminating random

variations in order to reveal societal regularities. Quetelet (1535/1969) proffered

"the fundamental principle, that the greater the number of individuals observed,

the more do individual peculiarities, whether physical or moral, become effaced,

and leave in a prominent point of view the generalfacts, by virtue of which

society exists and is preserved'(p 6)



As the underpinnings of statistical and probabilistic methods have become

more firmly established, increased attention has been devoted to cross-disciplinary

applications. Expanded academic, resea.rch, and professional interests in statistics

have in turn contributed to their inclusion not only in university- and college-level

courses but also in school mathematics. Curricular attention to statistics and

probability topics, across all grade levels, is rooted in suggestions proffered by

committees and commissions on school mathematics established in the early to

mid-twentieth century (e.g., The Reorganization of Mathematics in Secondary

Education, 1923). Shulte and Smart (1981) have remarked that "All major

curriculum groups in this century-including the NCTM in its recommendations

for the curriculum of the 1980s-have stressed the importance of statistics and

probability" (p. ix). Indeed, considerable discussion has been focused on

rationalizing and justiffing the inclusion of statistics and probability topics in

school mathematics. Recently, the National Council of Teachers of Mathematics

(NCTM, 1989) and Manitoba Education and Training (1995, 1996,1997)

curriculum guidelines have devoted standards or strands explicitly to the

coverage of statistics and probability content at all grade levels.

Increased interest in statistics education stems partially from the widening

exposure to statistical methods and statistics curriculum content across a diverse

audience of academics, professionals, and students (Feinberg & Halperin, 1978).

Undergraduate degrees in the social and behavioral sciences, as well as in pre-

professional programs, now routinely require the completion of one or more

statistics courses. Statistics educators, in various disciplines , recognize the stress



that such requirements can evoke in students who have tended to avoid

mathematics-related courses because of limited prerequisite skills, poor prior

performance, low selÊconfidence, or negative attitudes (Blalock, 1987). Such

experiences have raised researchers' awareness of and cwiosity over the

involvement of not only cognitive (e.g., information-processing) skills but also

affective factors (e.g., attitudinal dispositions and anxiety responsiveness) in

learning statistics. As a consequence, there has been a recent expansion in

statistics education research, and some of it parallels investigative trends in

mathematics teaching, learning, and assessment.

Background of the Study

Research on statistics anxiety has to some extent grown out of the

exploration of affective and cognitive dimensions of mathematics learning and

problem solving (e.g., Mcleod, 1989a, 1989b). For example, early studies

conceming the nature of mathematics attitudes have influenced current research

on attitudes toward statistics and performance outcomes. Based on a meta-

analysis of 15 1 studies, Hembree ( 1990) asserts that "Positive attitudes toward

mathematics consistently related to lower mathematics anxiety, with strong

inverse relations observed for an enjoyment of mathematics and self-confidence in

the subject" (p. 38;.t Furthermore, theoretical and empirical analyses of linkages

among test anxiety, cognitive interference (Sarason, 1984), and ineffective study

skills (Kirkland & Hollandsworth, i980) suggest the potential involvement of

I Hembree (1990) reports mean correlalions of - .3J, - .47, and- .65 between
mathematics anxiety and th¡ee "attitudi¡al constructs": usefulness of, enjoyment of, and self-
confidence i¡ mathematics, respectively. The latter fwo coefficients are based on post-secondary
data.



cognitive-attentional factors in statistics achievement. It seems plausible that the

investigation of selected topics in statistics education may benefit from research

on affective and cognitive components of mathematics education.

Much has been written about the impact of cognitive and affective factors on

mathematics learning and performance outcomes. However, researchers have

tended to investigate these two broad classes of variables or influences separately,

that is, without attention to their individual and joint (interactive) effects on

achievement scores. Despite several decades of study, terminology within both the

affective and cognitive domains is fraught with classificatory problems, most

notably with regard to mathematics affect (e.g., anxiety, attitudes, and emotions).

Some three decades ago, May (1969) characterizedthe affective objectives of the

day as "notoriously lazzy and difficult to interpret" (p. 35), and he did not expect

these matters to improve with the publication of Krathwohl, Bloom, and Masia's

(1964) Afective Domain Taxonomy.

Several mathematics education researchers have suggested that the lack of

consistency in the definitions and uses of various affective concepts stems from an

inadequate theoretical base (Hart, 1989; Kulm, 1980; Mandler 1989a; Mcleod,

1988). Mandler (1989b) remarks that "absent some theoretical agreement, a

search for consensus may well be futile" $.237). Because of conceptual

confusion and imprecise or often overlapping definitions, a portion of the present

study will endeavor to clariff and to refine operational definitions of the central

variables (see Chapter IV, Analysis of the Questionnaire Data), followed by the

exploration of statistically significant relationships in the data.



Statement of Problem and Research Questions

Research that analyzes the involvement of affective and cognitive factors in

mathematics learning and problem-solving processes is at best suggestive

concerning key research questions or hypotheses in the field of statistics

education. These matters are further obscured by the relative dearth of literature

bearing on linkages between statistics course performance and measures of

statistics anxiety, attitudes toward statistics, and preferred or habituated leaming

practices. Harvey, Plake, and Wise (1985) have noted the importance of

examining "a variety of both cognitive and affective variables" because "neither

component should be isolated when attempting to predict performance or when

developing remediation programs" (p. 4). Therefore, the primary research goal

here is to investigate the individual and combined effects of affective and

cognitive variables on the hnal grade performance of university-level students

enrolled in introductory statistics courses. This resear ch is explordtory in nature,

and it examines the following general questions:

1. What is the nature of the relationship between statistics course
performance and statistics anxiety and attitudes toward statistics?

2. To what extent do differential leaming strategies (i.e., surface-
instrumental versus deep-conceptual) and metacognitive problem-
solving procedures impact fìnal grade outcome?

3. Is there empirical support for the suggested theoretical linkage between
co gnitive interference, anxiety, and performance?

Limitations and Potential Contributions

One of the main sources of data in the present study involves students'

responses to a series of self-report instruments. Forced-choice scales cannot fully



represent (or detect) nuances in students' affective responses to learning and

evaluative situations in statistics courses (e.g., intensity or magnitude of statistics

anxiety). It is for this and other related methodological reasons that this research

incorporates a qualitative dimension through the collection and analysis of semi-

structured interviews. The study sample is drawn from a subject pool of students

enrolled in introductory-level statistics courses at Brandon University. Although

the overall design is longitudinal in nature, the results are not necessarily

generalizable to the experiences of students of other post-secondary institutions.

Notwithstanding these cautionary remarks, this thesis represents an effort to

explore the involvement and the interaction of cognitive and affective variables in

statistics course performance. Treatment of the study data incorporates aspects of

both internal (double) cross-validation and extemal replication. Prior to the

widespread acceptance of qualitative methods, some educational researchers

rationalized such studies as building a foundation for quantitative-empirical

designs. In a somewhat parallel but reverse sense, it is hoped that the research

questions and findings associated with this thesis will prompt more in-depth

(qualitative) investigations of the complex linkages between cognitive and

affective processes, particularly with regard to their effects on statistics learning

outcomes. On a more practical note, such research is aimed at improving our

understanding of how statistics learning strategies are associated with affective

responses, which may in tum facilitate improved instruction and curriculum

design.



Statistics Anxiety

Research on what is termed "statistics anxiety" is relatively recent (e.g.,

Zeidner, i991). Prior to the consideration of statistics anxiety as a distinct topic of

investigation, researchers surveyed students enrolled in undergraduate and

graduate statistics courses with instmments designed to measure "mathematics

anxiety." As a result, some analyses of students' affective responses while

learning statistics content mirror aspects of mathematics anxiety research.

Interest in mathematics anxiety can be traced to Gough's (1954) early

discussion of "mathemaphobia" and Dreger and Aiken's (1957) research on

"number anxiety." Also, MacPherson (1966) used Cattell's IPAT Anxiety Scale

(Institute for Personality and Ability Testing, 1957) to investigate correlates of

anxiety in leaming programmed mathematics. More than four decades have

passed since Dreger and Aiken (1957) expressed the concem that "almost no

controlled research has been attempted in the realm of emotional problems

associated with arithmetic and mathematics" þ. 344).

ln the late i970s and throughout the 1980s, a considerable body of literature

developed on what is commonly referred to as mathematics anxiety (e.g., Brush,

1978; Rounds & Hendel, 1980). These studies frequently analyzedthe factorial

structure of the Mathematics Anxiety Rating Scale (MARS; Suinn, Edie,

Nicoletti, & Spinelli, 1972) and correlated extracted dimensions of the MARS

with a range of mathematics affect and performance variables. Hembree (1990)

THEORETICAL CONSIDERATIONS

CHAPTER II



reports inverse (mean) correlations between mathematics anxiety and college-

level perfonnance variables such as course grades and aptitude/achievement

measnres of computation, problem solving, and abstract reasoning (rs: - .27,

- .25, - .27, and - .40, respectively).2

Of late, there has been some research on statistics anxiety, a term which

shares several conceptual attributes with general anxiety and mathematics anxiety

(i.e., worry, emotionality, nervousness, tension, and physiological arousal). It is,

therefore, not surprising to find much of the substance and the language of

Richardson and Suinn's (1972) early and often-cited definition of mathematics

anxiety reflected inZeidner's (1991) conception of statistics anxiety. Zetdner

(1991) remarks that statistics anxiety "is commonly claimed to debilitate

performance in a wide variety of academic situations by interfering with the

manipulation of statistics data and solution of statistics problems" (p. 319).

Results of empirical studies, although mixed, generally suggest an inverse

relationship between mathematics-related anxiety and statistics performance (e.g.,

Harvey et al., 1985). Zeidner (1991) finds a negative correlation befween levels of

statistics anxiety3 and final course grades (i.e., r: - .13, p < .05). Lester and

Hand (1989) similarly observe that students' examination scores in a

psychological statistics course are negatively and significantly related to "anxiety

about mathematics evaluation," as measured by a modified version of the MARS

2 Hembree (1990) reports mean correlations for differing sample sizes and levels of
education. The coefficients for computation and problem solving were based on studies of school-
age (i.e., grades 7 and grades 9 to 12) andpost-secondary students, whereas the correlations
pertaining to course grades and absûact reasoning were restricted to the latter subject pool.

3 Zeidner ( l99l ) operationalizes statistics anxiety with a set of items adapted from the
MARS; this inventory is discussed n the Study Questionnaire: Instruments section of Chapter iII.



(i.e., r: - .47, p < .001). Recently, Birenbaum and Eylath (1994) have reported a

non-significant correlation of - .1 1 between course grades and statistics anxiety,

based on a single self-rating scale ranging from 1, "No anxiety at all" to 10, "A

very high level of arxiety" þ. 94). Zimmer and Fuller (i996) suggest that

discrepant empirical findings may be due to differences in operational measures

of statistics anxiety, that is, single items versus multi-item instruments.

It is important to note that mathematics anxiety and, by implication,

statistics anxiety, lack conceptual and operational clarity. Research on

mathematics-related anxiety has been (is) confronted by a range of theoretical,

conceptual, and measurement issues. In lieu of explicit conceptual definitions,

some researchers have tended to focus attention on operational measures of

mathematics attitudes and anxieties. Hart (1989) contends that some instruments

include items dealing with both anxiety and attitudes toward mathematics, a

matter of some concern to Kulm (1980), who cautions against "combining in

meaningless ways [affective] characteristics that ought to be considered

separately" (p. 365). Haft (1989) argues that the absence of clear and concise

meanings for many affective constructs has impaired valuable research on the role

of affect in mathematics learning.

Attitudes Toward Statistics

Some time ago, Rokeach (1968) noted confusion over the term 'attitude,'

but he recoÍrmended "continued critical analysis with the aim of giving it a more

precise conceptual and operational meaning" (p. 111). Research on what are

broadly termed "attitudes toward mathematics" is fairly recent. The potential

10



impact of affective factors on mathematics learning is of particular concern to

current researchers, educators, and curriculum constructors. The National

Assessment of Educational Progress, in conjunction with the NCTM, has

published a series of monographs since 1978 that report information on school

mathematics performance and students' affective responses to mathematics (e.g.,

Kenney & Silver, 1997). The investigation of attitudes toward mathematics has

gone beyond descriptive profiles; some resea.rchers have inquired into the

dynamic of attitude-performance interaction. On this point, Mcleod (1992) notes

that several major evaluation studies (both national and intemational) have

reported positive correlations between mathematics attitudes and achievement at

various grade levels.

Although a variety of measurement techniques have been devised to explore

attitudes toward mathematics, self-report paper-and-pencil instruments are

common in the literature (e.g., Thurstone- and Likert-type scales, inventories,

check lists, semantic differential scales, and projective techniques). Aiken (1974)

and Fennema and Sherman (1986) have constructed a series of multi-item scales

that focus on attitudinal dimensions such as mathematics enjoyment, valuation,

and selÊconfidence. Researchers interested in examining the impact of (self-rated)

attitudinal dispositions on statistics leaming must therefore consider whether they

will use existing measures of mathematics affect or construct new (content-

specific) instruments. Feinberg and Halperin (1978), for instance, reported a

statistically significant correlation (r: .35) between statistics performance and a

14-item scale dealing with attitudes toward quantitative concepts. Although such

l1



findings suggest that measures of attitudes toward mathematics may have some

explanatory value in specialized quantitative situations, a number of researchers

have perceived a need to develop instruments for use in statistics education.

Bendig and Hughes (195a) conducted one of the earliest studies conceming

the relationship between students' "emotional attitude" and achievement in an

introductory þsychological) statistics course. The authors solicited students'

views and attitudes about taking a statistics course and, from these, constructed a

Likert-format Statistics Course Attitude Scale (50 items). More recently, Roberts

and Bilderback (1980) developed the Statistics Attitude Survey (SAS) "that was

designed to be more relevant than other affective measures in the prediction of

performance in statistics" (p. 236).The SAS is composed of 33 items couched in

"statistical jargon," which cover themes such as beliefs about statistics, affective

responsiveness, problem-solving competence, and perceived usefulness of

statistics.

V/ise (1985) devised the Attitudes Toward Statistics (ATS) scale in response

to several perceived limitations of the SAS. His primary criticism of the SAS was

that many of the items, perhaps one-third, deal with students' success in solving

problems and understanding concepts, that is, matters of achievement rather than

attitudes. Wise designed the ATS to measure students' attitudes toward (1) the

statistics course in which they are currently enrolled and (2) the usefulness of

statistics in their chosen field of study. Of these two dimensions of the ATS, the

attitude toward course subscale has been found to be a stronger predictor of

statistics achievement (Elmore, Lewis, &Bay,1993;Harvey et al., 1985).
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Notwithstanding Wise's (1985) remarks, Roberts and Reese (1987) have

suggested that "the SAS and ATS are measuring the same characteristic" þ. 763).

The SAS and the ATS follow the general format and phrasing of mathematics

attitude scales, but constituent items describe leaming experiences that the authors

deem pertinent to the circumstances of statistics education.

Negative attitudes toward statistics have been linked to fear of failure (or

evaluation), low self-confidence, and anxiety. Feinberg and Halperin (1978)

report significant associations between mathematics background, attitudes toward

quantitative concepts, perceived mathematical ability, and achievement in

introductory statistics. Benson's (1989) findings indicate that the (indirect) effects

of prior mathematics courses on statistics test anxiety are mediated by

mathematics self-concept and achievement. Furthermore, students'

misconceptions about mathematical skill requirements and their perceptions of the

usefulness of statistics are thought to reinforce negative attitudes that interfere

with instruction and learning (Gal & Ginsburg, 1994).

Mandler's (1989a, 1989b) constructivist views on emotions and

mathematical problem solving provide a theoretical basis for interpreting the

interaction of affective and cognitive processes in statistics leaming. He suggested

that values about mathematics, in conjunction with other situational factors,

influence the intensity of emotions. Mandler (i989a) states that "The well-known

phenomenon of number shock demonstrates an underlying value that

mathematical manipulation is difficult, complex, and potentially frightening"

(p. 7) It follows that belief systems and attitudes toward statistics (e.g.,
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usefulness) may predispose individuals to respond differently to statistics leaming

and instruction.

Procedural versus Conceptual Learning of Statistics Content

A number of authors have referred to a theoretical distinction between

procedural and conceptual learning (e.g., Greeno, 1980; wertheimer, 1959).

Notwithstanding variation in terminology, there is some consensus that students

can leam, understand, or be taught mathematics concepts and procedures in quite

dissimilar fashions. skemp (1978,1986) has distinguished relational and

instrumental understanding, that is, knowing what to do and why, as contrasted

with simply applying a rule (i.e., "rules without reasons"). skemp (197s) suggests

that these two modes of teaching and learning are so entrenched that"there are

two ffictively dffirent subjects being taught under the same name,

'mathematics "' (p. 1 1).

Similar theoretical discussions have arisen in the field of educational

psychology regarding contrasting approaches to learning: "one described as deep,

meaning-oriented, transformational, or internalising; the other as surface-oriented,

reproducing, or memorising" (Speth & Brown, 1988, p. ZaT.Biggs (1985) has

outlined a model of student leaming in which three learning approaches (i.e.,

deep, surface, and achievíng) mediate the impacts of personal (e.g., previous

experiences, cognitive styles, and abilities) and situational factors (e.g., subject

matter, mode of instruction, and task demands) on performance. According to

Biggs, a "deep" approach is charactenzedby intrinsic interest in the subject

matter, integrative-associative learning strategies, and a focus on maximizing
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understanding, whereas a "surface" orientation is associated with extrinsic

motivation, rote memorization, and the investment of minimal effort to meet task

requirements. Biggs (1993) further suggests that an "achieving" approach

emphasizes ego-enhancement and the pursuit of high grades through organization,

time management, and efficient allocation of energy.

Characteristic differences in the type or mode of leaming, of the sort

proposed by mathematics education researchers and educational psychologists,

are relevant to research on statistics course performance. Variation in statistics

learning strategies and motives may be linked to attentional focus (i.e.,

susceptibility to cognitive interference) and to levels of processing in memory.

'Wachtel (1967) notes that "Concepts of breadth of attention have been prominent

in research on cognitive styles, much of which can be regarded as the study of

attention deployment" (p. 417). Craik and Lockhart (1972) have proposed a

framework in which retention is linked to the depth and type of encoding, that is,

"ttace persistence is a function of depth of analysis, with deeper levels of analysis

associated with more elaborate, longer lasting, and stronger traces" (p. 675).

These authors discuss levels of processing in terms of a continuum ranging from

transient, sensory analyses (shallow) to more elaborate, semantic-associative

(deep) operations. Variability in the depth of processing used to encode and

retrieve information is pivotal to learning.

Empirical studies have been conducted to explore the effects of students'

preferred or habituated modes of learning on proneness to mathematics-related

anxiety. Reece and Todd (1989) have reported a moderate inverse relationship
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between a formal-deductive style of thinking and anxiety over working with

numbers. These findings are consistent with other researchers' contentions that a

surface approach is linked to arxiety (Marton & Säljö, 1984) and negative affect

(Biggs, 1985). On a related topic, Hudak and Anderson (1990) find that success in

introductory statistics is positively related to level of formal operational ability,

whereas "the concrete style of learning, marked by lacking the use of theory and

inference, is particularly maladaptive in statistics and computer science courses"

G,.233).

Metacognitive Problem Solving

A number of researchers have deemed metacognitive knowledge and skills

gerrnane to mathematics leaming and problem solving (Lester, Garofalo, & K¡oll,

1989; Schoenfeld,l9ST; Silver, 1987). Garofalo and Lester (1985) have noted the

important role of executive management processes in mathematical problem

solving: using cognitive strategies to improve one's understanding of a task or

problem, formulating a plan, selecting appropriate strategies, monitoring the

execution of strategies and activities, evaluating outcomes, and revising

unproductive plans and procedures. Garofalo and Lester (1985) suggest that it is

the self-monitoring function that distinguishes metacognitive from cognitive

activities; "cognition is involved in doing, whereas metacognition is involved in

choosing and planning what to do and monitoring what is being done" (p. 16a).

Briars (1983) agrees that process-oriented aspects of metacognition are highly

relevant to strategy selection and problem solution.
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Further, Mcleod (1989a) has remarked that affective variables can have a

substantial effect on the cognitive and metacognitive processes involved in

mathematical problem solving. Mandler (1989a) states that "emotional

experiences are frequently not conducive to the full utilization of the cognitive

apparatus; thought may become simplified (i.e., stereotyped and canalized) and

tend to revert to simpler modes of problem solving" (p. 9). The relationship

between affective intensity and metacognition may be influenced þerhaps

mediated) by the beließ that students bring to the learning environment, that is,

beliefs about self, mathematics, and problem-solving processes. Schoenfeld

(1987) has argued convincingly that beliefs and metacognition can have

significant effects on mathematical behavior. Mandler (1989a) has pointed to the

role of students'beließ in explaining the inhibiting effects of affective arousal on

metacognitive experiences. According to Lester, Garofalo, and K¡oll (1989),

"Beliefs often interact with and, at times, shape attitudes and emotions, and

beliefs influence the decisions made during problem solving" (p.77).

Metacognitive problem solving implies greater control over the direction of

attention, systematic exploration of contextually relevant information, goal-

directed behavior, planful action, and ongoing evaluation. Further, metacognitive

awareness and skills have been linked to deep-level leaming motives, strategies,

and intentionality, as well as more positive (less-anxious) affective dispositions

toward learning (Biggs, 1985). Metacognitive functioning is highly pertinent to

the analysis of statistics learning and performance insofar as it is theoretically
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related to depth of information processing, leaming strategies, and affective

responsiveness while solving problems.

Cognitive Interference, Attentional Focus, and Cue Utilization

Some researchers (e.g., Sarason, 1984; Tobias, 1985; V/ine, 1980) have

discussed the cognitive-attentional components of test anxiety. In this approach,

individuals are presumed to have access to a limited cognitive capacity for

carrying out tasks at any given time. Heightened anxiety is thought to impair

performance by increasing negative self-focusing tendencies and diverting

attention away from task-completion behavior. Sarason (1984) has termed this

process cognitive interference,fhat is, "intrusive thoughts that keep the individual

from directing full attention to the task at hand" (p.932).

Easterbrook's ( 1 959) arousal-cue-utilization hypothesis is similar to

Sarason's (1984) notion of cognitive interference insofar as it predicts that

increased arxiety level can impact cognition by restricting attentional focus to a

nalrower or smaller set of central cues. Attention is devoted to essential cues,

while peripheral stimuli are progressively eliminated from consideration.

Easterbrook (1959) has proposed "that, when the direction of behavior is constant,

increase in drive is associated with a reduction in the range of cue use" þ. 183).

Wachtel (1967) uses the analogy of a beam of light to conceptually distinguish

types of broad and narow attention. Attentional scanning is represented by the

extent of the beam's movement around the perceptual field, whereas attentional

þcus is characterized as the overall width of the beam. Metaphorically speaking,

the attention of the very anxious person can be likened to "a narrow beam which
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roams all over the field" (Wachtel, 1967,p. 42I). On a related matter, Korchin

(1964) has suggested that, under conditions of extreme stress, attention may

become diffuse or poorly controlled "as part of the general breakdown of

or garized behavior" (p. 7 1 ).

Cognitive-attentional, cue-utilization, and interference models of test

anxiety assume that emotional arousal mediates the effects of cognition on

performance. Increased anxiety is thought to excite task-irrelevant cognitions that

impair concentration, cognitive efficiency, information retrieval, and performance.

However, a recursive effect is also possible; diminished cognitive functioning or

cognitive confusion may generate (or accentuate) emotional reactivity under

conditions of evaluative stress. In other words, if affective responsiveness to

learning tasks or evaluation can generate cognitive interference, it is also plausible

that certain modes of cognitive processing may make individuals more or less

prone to anxiety.

An Information-Processing Model of Cognition, Anxiety, and Perþrmance

Several concepts associated with information-processing models of

cognition (i.e., encoding, storage, organization, and retrieval) have been used to

analyze test anxiety (e.g., Mueller, i980). Information-processing models of test

anxiety commonly suggest that increased anxiety impairs cognitive functioning

through its effects on attentional structure, cue utilization, and memory processes.

Tobias (I979) has outlined an information-processing model of "the effects of

anxiety on learning from instruction" (p. 575). This model purports that anxiety
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affects learning indirectly through its impact on cognitive processes, particularly

"preprocessing," "processing," or "postprocessing."

Anxiety is thought to divert attention to task-irrelevant cognition, thereby

interfering with (1) the initial presentation of material, (2) the cognitive operations

students use to store, organize, and manipulate information, and (3) the retrieval

of previously-learned content. Tobias (1985) has proposed "a limited cognitive

processing capacity formulation" (p. 138) of the effects of anxiety and study skills

on academic performance. Low test-anxious students who employ competent

study methods are considered well-equipped to deal with learning demands,

whereas high anxiety and weak skills are thought to reduce available cognitive

capacity.

Benjamin, McKeachie, Lin, and Holinger (1981) have examined an

information-processing model of how test anxiety affects performance. They find

support for both the "encoding deficit hypothesis" (weak study skills) and the

"retrieval deficit hypothesis" (interference). Poor performance is attributed to

retrieval problems in the testing situation and to cognitive processes involved in

learning new information. The results of a study by Naveh-Benjamin, McKeachie,

and Lin (1987) are consistent with an information-processing framework insofar

as high-anxious students exhibited weaker cognitive organization of course

materials and concepts. Lower achievement levels of high test-anxious students

have been explained in terms of deficiencies in the encoding and organization of

information, as well as retrieval problems in evaluative settings (Naveh-Benjamin,

1991).
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Summary of Salient Relationships Among Study Variables

To the extent that this study is exploratory in nature, the foregoing review of

literature suggests relationships among variables that warrant particular anal¡ical

attention. The substantive issues raised in the discussion of relevant research have

been used to formulate six questions that expand on the more general goals

identified in Chapter I. However, this statement of research objectives does not

preclude the investigation of other relationships or combinations of variables

implied in the larger framework of analysis depicted in Figure 1.

1. Is statistics course performance related to self-reponed attitudes toward
statistics, as defined in terms of students'perceptions of their current
statistics course or the usefulness of statistics?

2. Is the level of statistics anxiety, that is, students' self-reported
responsiveness to leaming and evaluative processes, related to final
grade outcome?

3. Are deep-conceptual versus surface-procedural leaming strategies (or
learning preferences) differentially related to achievement scores?

4. Is the level of self-reported use of metacognitive problem-solving
strategies associated with statistics course performance?

5. Are reported levels of cognitive interference, distractibility, or cognitive
concern (i.e., worry) related to final grades?

6. In what ways do measures of statistics anxiety, attitudes toward
statistics, leaming strategies, metacognitive problem-solving procedures,
and cognitive interference interact with statistics course performance?
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Sample and Procedures

This study is based on a combination of questionnaire and personal

interview data collected in three interconnected processes: (1) an existing data set

(n : 358) consisting of "in-class" survey responses of Brandon University

students, (2) a subsequent administration of a refined set of the original study

instruments, and (3) supplementary interviews with consenting students.

Phase one of data collection. The initial data set was collected between

1994 and 1996. At the time these study questionnaires were administered, the

respondents were enrolled in one of three introductory-level statistics courses

offered by the departments of mathematics, psychology, or sociology. The

inclusion of the three "departmental" samples permitted access to students from

diverse mathematics backgrounds, faculties, and degree programs. The three

courses share similar curricula, for example, measures of central tendency and

dispersion, probability, sampling distributions, confi dence intervals, and

hypothesis testing.

All of the instructors who cooperated with phase one of this study provided

class time in which to administer the instruments. After an explanation of ethical

considerations and item response categories, students were asked to complete four

selÊrating scales in the following order: the Statistics Anxiety Scale (SAS), the

Mathematics Information Processing Scale (MIPS), the Attitudes Toward

CHAPTER III

METHOD
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Statistics (ATS) scale, and the Study Process Questionnaire (SPQ).4 Most

students required approximately 50 minutes to respond to the items and to provide

basic demographic information. In all instances, these data were collected midway

through the fall semester of each respective academic year. This procedure

ensured that the respondents were exposed to statistics content, instruction, and

evaluation processes prior to participating in the study.

Phase two of data collection. Following a review of the original

questionnaire, a revised set (or booklet) of instruments was administered in the

second phase of data collection. Chapter IV, Analysis of the Questionnaire Data,

includes a detailed discussion of the statistical procedures used to analyze the

existing data set in order to identi$r and to group selected items for the analysis of

phase-two data. The students who agreed to complete the follow-up questionnaire

were also invited to participate in a semi-structured interview conceming their

experiences while learning and taking tests in introductory statistics courses. The

primary goal of the interview component of this study was to ask students

supplementary questions conceming their affective responses to statistics cotuse

content and evaluative processes. It was anticipated that the information extracted

from the interviews would facilitate the interpretation of questionnaire data, focus

attention on factors not included in the study instruments, and provide direction

for future research. It should be noted that the interview data were nor included in

formal statistical analyses or tests of relationships.

24

4 Although Biggs' (1985) SPQ is included in the study questionnaire, the accompanying
data are not analyzed in this study. However, theoretical and conceptual discussions of the SPQ
(e.g., surface versus deep approaches to learning) bear some relevance to conceptual versus
procedural learning and, as such, are incorporated rnto the analysis of the MIPS.



The second phase of data collection proceeded as follows. As a preliminary

step, two statistics instructors at Brandon University were contacted regarding

their potential (and voluntary) involvement in the project. At this time, the

instructors were informed of the general nature of the research, the administration

of the questionnaires, and the estimated amount of class time needed to complete

the instruments. Both instructors agreed to participate and arrangements were then

made to visit their classrooms. After a brief introduction, I proceeded to describe

the study and to address matters of informed consent, confidentiality of

information, and voluntary participation. Students were asked to read the cover

letter prior to answering any questions, in order to familiarize them with research

goals, ethical considerations, and related instructions.

The final page of the booklet included a two-part consent form that

requested students' (1) informed (and signed) permission to access their final

statistics course grades (i.e., the dependent variable in this study) and (2)

voluntary participation in a brief interview concerning their experiences while

leaming and taking tests in the current statistics course. The questionnaire consent

form, in conjunction with the cover letter, assured students that they were under

no obligation to release grades or to participate in the interview, but if they

agreed, all collected survey responses would be held in the strictest confidence.

The consent form also explained the conditions under which grade information

would be requested and stored (i.e., coded for entry) in a computer data base so as

to safeguard the confidentiality of the data.
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The second part of the consent form asked students who had completed the

instruments if they would be willing to participate in a short, approximately 30-

minute interview. As noted earlier, the central aim of the interviews was to further

investigate the nature of students' affective responses (e.g., attitudes, anxieties,

and self-confidence) while learning content and taking tests in statistics courses.

Also, the interview component was included in the overall research design to

complement the analysis of the questionnaire data. Prior to conducting the

interviews, however, students were asked to read an "Interview Consent Form"

describing the general nature of the study and the interview process. lnterviews

were conducted with a total of nine students, and the results are summarized and

discussed in Chapter V, Analysis of the Interview Data.

The interviews were semi-structured in nature, which principally involved

informal discussions of students' affective and leaming experiences. Structured

instruments were incorporated into the interview process on a discretionary basis

to explore students' affective responsiveness (i.e., di¡ection and intensity) and

self-confidence in statistics courses, for example, the Positive and Negative Affect

Schedule5 (PANAS; Watson, Clark, & Tellegen, 1988) and the Fennema-Sherman

Mathematics Attitudes Scales (Fennema & Sherman, 1986). The administration of

the PANAS typically involves asking respondents to rate a series of "mood

descriptors" in terms of the extent to which or thefrequency withwhich they

experience the following affective states:
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Enthusiastic
Interested
Determined
Excited
Inspired
Alert
Active
Strong
Proud
Attentive

In constructing the PANAS, watson et al. (1988) identified only "high-pole"

adjective markers representing relatively extreme levels of either positive or

negative emotional intensity. Mossholder, Kemery, Harris, Armenakis, and

McGrath (1994) recoÍtmend the inclusion of "low-pole" measures of affectivity

such as "at ease," "calm," "relaxed," "drolvsy," or "sluggish." Therefore, the

PANAS was used, in conjunction with a number of low-pole adjectives, as a basis

for interviewing students concerning their affective responsiveness to statistics

learning tasks, most notably, preparing for and taking tests. Over the course of the

interviews, students were asked to indicate the extent to which they experienced

each of the various affective states using a 4-point scale: I (definitely do notfee[),

2 (do notfeet),3 (slightlyfeel), and 4 (definitelyfeel).6 Asking students to

consider high- and low-pole descriptors of negative and positive affectivity offers

an alternative method of gauging their affective responsiveness (i.e., direction and

intensity) to statistics learning and testing procedures.

Scared
Afraid
Upset
Distressed
Jittery
Nervous
Ashamed
Guilty
Irritable
Hostile
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The interviews also addressed students' perceptions of self-confidence while

learning and taking tests in statistics courses. These discussions focused on, but

were not restricted to, dimensions of the Fennema-Sherman Mathematics

Attitudes scales (Fennema & Sherman, 1986), for example, the confidence in

Leaming Mathematics Scale and the Effectance Motivation in Mathematics Scale

(see Appendix A). Students were encouraged to comment broadly about matters

of selÊconfidence as opposed to simply rating scale items.

Study Ques tionnaire : Instruments

Statistics Anxiety Scale.T A modified version of the MARS,8 entitled the

Statistics Anxiety Scale (SAS), was used to measure level of statistics anxiety.

Forty-two of the original 98 MARS items dealing with mathematics leaming,

instruction, and evaluation processes were reworded to reflect statistics content. In

responding to the SAS, students consider statements describing a variety of

course-related learning and evaluative situations, each of which they rate in terms

of how much they would be made anxious on a 5-point scale ranging from 7 (not

at al) to 5 (very much).Items defining learning or instructional contexts include

"'Watching a teacher work out a statistics problem...," "Walking into a statistics

class," and "Starting a new chapter...." The evaluation items describe situations

such as "Taking a final examination...," "Being given a 'pop' quiz...," "Thinking

about an upcoming statistics test...," and "Waiting to have a statistics test retumed."
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The SAS is pattemed after instruments developed by Richardson and

Woolfolk (1980) and Zeidner (1991). Richardson and Woolfolk (1980) selected

40 MARS items involving academic contexts or applications of mathematics that

exhibited highest item-to-total correlations. They presumed that the 40-item

MARS was "as reliable, stable, and valid as the original AMRS [sic]"

(Richardson & Woolfolk, 1980, p.27$. Zeidner (1991) constructed the Statistics

Anxiety Inventory (SAI) by revising the items included in Richardson and

Woolfolk's shortened version of the MARS so as to depict experiences associated

with leaming statistics. Zeidner (i991) has identified two empirical dimensions in

the SAI that reflect statistics content anxiety and statistics test anxiety, with

corresponding internal reliability estimates of .94 and .92.

Attitudes Toward Statistics scale.e An instrument developed by Wise (1985)

was employed to assess students' attitudes toward their introductory statistics

course(s). The Attitudes Toward Statistics (ATS) scale is composed of 29 items

that can be separated into two subscales: Attitude Toward Field of Statistics (20

items) andAttitude Toward Course (9 items). The Field subscale includes

statements such as "I feel that statistics will be useful to me in my profession" and

"Statistics is a worthwhile part of my professional training," whereas the Course

subscale contains items like "I get upset at the thought of enrolling in another

statistics course" and "Dealing with numbers makes me uneasy." Students rate

each item on a Likert-format scale of I (strongly disagree)to 5 (strongly agree).
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The direction of the weighting procedure generates scales on which higher scores

reflect more positive attitudes toward statistics. Wise (1985) reports alpha

coefficients of .92 and .90 for the Field and Course dimensions of the ATS,

followed by two-week, re-test reliability coefficients of .82 and .91, respectively.

Other writers have confirmed the reliability (Perney & Ravid, 1990) and factorial

validity (IVoehlke, 1991) of the ATS.

Differential statistics learning strategies. Differences in students' learning

and study strategies while dealing with statistics course content were gauged with

an instrument developed by the author entitled The Mathematics Information

Processing scalel0 (MIPS; Bessant, 1997). The 87 statements that comprise the

MIPS (see Appendix I) can be separated into three distinct sets of items pertaining

to students': (1) deep-conceptual (or relational) versus surface-procedural (or

instrumental) learning of statistics content (Items I to 52), (2) metacognitive

problem-solving strategies (Items 53a to 53i), and (3) attentional deployment

during tests and examinations (Items 54ato 542). Respondents use a 5-point scale

of 7 (not at all typica[) to 5 (very typicaf to rate statements dealing with their

experiences while learning, being instructed, and taking tests in statistics courses.

The initial 52 items of the MIPS are aimed at identifiing fundamental

differences in the ways that students study, learn, and understand statistics

content, for example, "I prepare for tests by looking for associations and

relationships between ideas" (relational or deep), "f am unsure what test questions

mean or what they are asking me to do" (superficial or surface), and "I do not care
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if I know what a statistic is used for, as long as I can perform the calculations"

(procedural or instrumental). This group of 52 items describes a wide range of

leaming tasks such as listening to lectures, reading textbooks, completing

assignments, developing problem-solving procedures, and preparing for tests and

examinations. The wording of these statements was designed to reflect

distinctions between deep-conceptual versus surface-procedural learning of

statistics content.

Metacognitive problem-solving procedures. A set of nine MIPS items

probes the extent to which sfudents use (metacognitive) problem-solving

procedures such as establishing a general framework to interpret the question,

identifying a major goal, determining relevant information, developing a plan of

action, as well as selecting and evaluating solution strategies. Again, students are

asked to indicate, on a 5-point scale, the extent to which they make use of the

stated problem-solving strategies. The content of these statements is based on

Garofalo and Lester's (1985) discussion of metacognition and mathematical

problem-solving processes.

Cognitive-attentionalfocus.The MIPS contains 26 items intended to gauge

the nature of students' attentional deployment, range of cue use, cognitive

interference, distractibility, and performance preoccupation in evaluative settings.

A number of scale elements are concerned with the breadth or n¿urowness of

attention (in testing situations), that is, the consideration of central and peripheral

problem cues, attentional focus and scanning, and cognitive (dis)organization.

Statements dealing with cognitive interference include external distractions (e.g.,
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noise) and lack of focus due to heightened arousal. Several items are pattemed

after Liebert and Morris' (1967) concept of cognitive concern. Exemplars include

"I spend a lot of time waiting for the answer to come to me" (cognitive

disorgærization), "I have difficulty determining what information in the question

or problem is crucial..." (cue deafness), "I restrict my æralysis to what I think is

the most important information" (attentional focus), and "I am preoccupied with

what others will think of my performance" (cognitive concern).

Procedures of Quantitative Data Analysis

The reproducibility of results is an important but often-neglected aspect of

social and behavioral science research (Shaver, 1993). This issue is made salient

by the realization that all classical parametric methods are correlational (Knapp,

1978) and, as such, capitalize on sampling error. on a related matter, there has

been extensive debate over the relative merits of tests of statistical significance,

measures of effect size, and estimates of replicability for evaluating result

importance.tt fu1g (1998) remarks that "Researchers have all too often ignored the

replicabilify of results because they overly rely on significance testing" þ. 1143).

Replication is a widely recognized method of investigating the robustness of

reported relationships and of addressing the threat to generalizabllity posed by

sampling bias (Carver, 1993).

In extending this discussion to multiple regression, a distinction should be

made between explanatory and predictive research. Used in the first sense,
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regression analysis estimates the strength of relationship befween a set of

independent variables and a dependent variable. The optimal linear composite of

variables is determined so as to maximize the multiple correlation in the

population (Huberty & Mourad, 1980). Sample regression weights are treated as

approximations of their population counterparts, but the R2 will almost always be

overestimated with regard to both the population (i.e., the coefficient of

determination, f) and a new sample (i.e., the squared coefficient of cross-

validation, pr').1,

In predictive regressioÍt, pr2 is of interest insofar as "the purpose is to

estimate the effectiveness of a specific prediction equation when the equation is

applied to data other than those in which the equation was derived" (Kromrey &

Hines, 1995, p. 902). The selection of regressor variables to be included in the

final equation is determined empirically so as to optimize the prediction of the

criterion. As noted above, when a set of weights derived in one sample is used to

predict the criterion scores in another sample, the resulting.Rt is typically smaller

than that obtained in the data used to calculate the regression coefficients.

Pedhazur (1982, 1997) refers to this phenomenon as shrinkage, which results

from optimizing the weights to fit the idiosyncrasies of the sample under analysis

and treating zero-order correlations as "error-free." Because of capitalization on

chance, the.R is biased upwards and the regression equation is zzn likely to fit any

other data as well as the original sample (Mosteller & Tukey, 1977).
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Pedhazur (1982) asserts that cross-validation is perhaps "the best method for

estimating the degree of shrinkage" (p. 149). As an alternative to carrying out

"external" replication studies, some researchers and statisticians have discussed

the merits of "data splitting" (e.g., Picard & Berk, 1990), that is, partitioning

available data into two subgroups for cross-validatory purposes. In this manner,

"the future can be constructed by reserving part of the present, available data"

(Picard & Cook, 1984, p. 576). Ang (1998) refers to this procedure as an

"internal" method of replication. Although the cross-validation procedurel3 has

been used for some time now to assess the validity of regression equations (e.g.,

Kurtz, 1948; Mosier, 1951), Bamard (1974) remarks that it "may perhaps be said

to be one of the most seriously neglected ideas in statistics" (p. 133).

In simple cross-validation, a predictive equation is based on the so-called

derivationla sample, for which the R2 and the regression coefficients are

calculated. The constituent weights are then applied to the predictor variables of a

second (i.e.,validation) sample to yield aY'for each subject. The correlation

(rrr), calculated in the validation sample, between observed values of the criterion

variable ()') and the predicted scores (Y,) generated with weights from the

derivation sample, is termed the cross-validity coefficient . rn double cross-

validation, the regression coefficients obtained in each of two samples (or each of

two partitions of a larger set of data) are carried over to the othersample and two
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separate ryy,s arecalculated. If the difference (i.e., shrinkage) between the two

corresponding sets of squared multiple correlations (l?'?s) and squared cross-validity

coefficients (,R.r2s) is small, the researcher may choose to base future predictions

on the larger, and presumably more stable, combined sample (Pedhazur, 1997). rn

either simple or double cross-validation procedures, coefficients of cross-validation

can be used to evaluate the predictive validity of regression equations.

This study incorporates several cross-validation procedures ofdata analysis:

1. The existing data set (n:358), collected between 1994 and 1996, was first
randomly partitioned into two pools: the derivation and the validation
samples (alternately termed Subgroups I and2).

2. Regression analysis was then used in the derivation sample to explore,
choose, and organize vanables so as to maximize the R2. stepwise and
backward elimination methods of regression analysis were used, in
conjunction with principal components analysis, to select predictor
variables from larger sets of scale items, to be retained and combined with
other similarly identified variables.

3. V/eights from the regression equation obtained in the derivation sample
were then applied to X,scores in the validation sample to predict statistics
course performance (Y,).The resulting Y'values were then correlated with
observed criterion scores (Ð to yield a coefficient of cross-validation (ro).

4. Based on the intemal double cross-validation procedure, and using a
uniform set of regressor variables, multiple -Rs and regression coefficients
were calculated in each of the two pools of data specified in Step 1. The
application of these two regression equations to the predictor scores in the
corresponding (validation) samples yielded separate coefficients of cross-
validation for each partition. This method permitted comparisons of the
actual.R2s and R.nzs between the two subgroups.

5. A new (external) sample was collected in 1999 (n:77) to further evaluate
the regression equations obtained in the two partitions of existing data. This
involved independently carrying the weights generated in Subgroups 1 and
2 over to this third pool of data (Subgroup 3) for the purposes of calculating
two additional coe ffi cients of cross-validation.
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In cross-validation designs of the type outlined above, it is acceptable to use

a series of predictor-selection procedures (e.g., multiple regression and factor

analysis) fo analyze the data in the derivation sample (Subgroup 1). Two key

objectives in this process are parsimony with regard to the number of predictors

and maximization of the multiple -R2. Once the selection of regressors has been

frnalized, the goal is to evaluate the predictive power of the derived weights in

other data, that is, in the validation sample (Subgroup 2), in the context of data-

splitting, or in new data (Subgroup 3), in the case of external replication.

Data Reduction

It should again be mentioned that the data under examination here take the

form of student responses to three instruments: the Statistics A¡xiety Scale (SAS),

the Attitudes Toward Statistics (ATS) scale, and the Mathematics Information

Processing Scale (MIPS). At the outset of this study, it was noted that there are a

number of conceptual and measurement issues bearing on the analysis of these or

other similarly collected data, most notably within the affective domain. Persistent

definitional ambiguity concerning anxiety and attitude constructs suggests the

need for a careful examination of the SAS and the ATS scale.

Previous research indicates the presence of two or more empirical

dimensions within each of these two "affective" instruments, that is, the SAS and

the ATS (refer to discussion in Chapter iI). For this reason, principal components

analysis was used as a data-reduction tool to assist the exploration and

identification of clusters of salient scale items to be included in the calculation of

regression coefficients. As part of the process of optimizing predictive equations,
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the items in all three scales were analyzedínterms of item-to-criterion

correlations, factorial structure (both within and across scale boundaries), content

validity, item-to-total(scale) correlations, and coefficients of internal consistency

(i.e., Cronbach's alpha).
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This chapter discusses the results of predictor-selection procedures, as well

as internal and external cross-validation. Chapter III, Method, provided a brief

overview of the major cross-validatory features included in this investigation of

statistics course performance. However, Figures 2 and 3 below present more

detailed representations of the constituent steps and methods of data analysis. The

directional and connective lines in these two figures show linkages among various

aspects of the data-analysis process, while the numbering of the boxes (which is

synchronized between Figures 2 and 3) indicates the order or sequence of

analysis. The numbers conesponding to the elements depicted in the two flow

charts are incorporated into the textual discussions of this chapter as parenthetical

notations (e.g., Figure 2, No. I).

Figure 2 outlines the general process of predictor selection in phase-one data

(n : 358), for example, the partitioning of these data for the purposes of cross-

validation. As is indicated in Figure 2, multiple regression and factor analysis

were used to select a smaller (i.e., more parsimonious) set of scale items from the

original instruments, to serve as predictors of statistics performance. Again, it is

important to note that, in this type of cross-validation design, the methods

outlined for the treatment or handling of the data in the derivation sample are

legitimate procedures for establishing a set of reglessors that best predicts the

criterion. In simple cross-validation, the weights derived in one sample are

applied to other data in order to evaluate the predictive power and stability of the

ANALYSIS OF THE QTIESTIONNAIRE DATA

CHAPTER IV
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regression equation. However, this study incorporates aspects of both internal

(double) cross-validation and external replication, as outlined in Figures 2 and 3.

Selection of Regression Predictors

The existing data set of 358 cases (Figure 2, No.1) was first randomly

partitioned into two samples (Figure 2, No. 2) usinga computerized random-

generator procedure (SPSS, 1993): the derivation sample (or Subgroup 1) and the

validation sample (or Subgroup 2).15 The selection of variables to be included in

the final predictive regression equation was carried out with the derivation sample

data. Predictor selection proceeded according to the following five blocks or

subsets of scale items (Figure 2, No. 3 & 4).

1. Statistics Anxiety Scale (SAS) - 42 items.
2. Attitudes Toward Statistics (ATS) scale - 29 items.
3. Leaming strategies component of the Mathematics lnformation

Processing Scale (MIPS) - 52 items.
4. Metacognitive problem-solving procedures - 9 (MIPS) items.
5. Cognitive-attentional focus in evaluative contexts - 26 (MIPS) items.

Each of these groups of variables \Ã/as first analyzed with a stepwise

selection method of multiple regression (Figure 2, No. 5a).Pedhazur (1997) has

discussed the relative merits of several regression-based procedures of selecting

predictors, but he remarks that such decisions ultimately reflect "the researcher's

specific aims, resources, and frame of referenc e" (çt. 211). The primary goal is to

identiff a set of predictors that is nearly as efficient as the entire pool. This

process began by submitting each of the five blocks of scale items (as noted

above) to separate regression procedures. For each of these five sub-artalyses, the
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variables retained in the initial stepwise solution were removed from the original

group of scale items, and the remaining predictors were re-submitted to

subsequent regression solutions. This procedure \ryas continued until no further

items met the criteria for inclusion.l6 A similar process was followed for each of

the five blocks of variables but with a backward elimination method of regression

analysis (Figure 2, No. 5b).

The two methods of regression analysis yielded somewhat different, but

largely overlapping, subsets of items for potential inclusion in the final predictive

equation. The two respective lists of variables were compared and compiled, in

conjunction with an examination of item-to-criterion corelations, for all variables

in each of the five blocks of scale items (Figure 2, No. ó). The resulting five

subsets of predictors were then submitted separately to principal components

analysis, with varimax rotation, for further data reduction (Figure 2, No. T). The

examination of rotated factor coefficients provided information conceming the

deletion of variables due either to high levels of factorial complexity or to weak

relationships with factors. Factor analysis was used primarily to explore empirical

dimensions among the various subsets of scale items, in order to assist the

construction of additive indices needed to calculate the final predictive regression

equation. The following subsections discuss the results of factor analyzing

predictor variables selected from the five blocks of original scale items. Rotated
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factor matrices for the associated principal components analyses are presented in

Appendix B.

Statistics Anxiety Scale regressors. The investigation of statistics anxiety is

commonly based on paper-and-pencil instruments adapted from earlier

mathematics anxiety research. Although it has been suggested that mathematics

and statistics arxiety represent content-specific forms of a more general concem

over evaluation, it is unclear to what extent subject matter issues contribute to

students' affective responsiveness to statistics learning. Some of the central

arguments against treating statistics anxiety as a specialized form of test anxiety

stem from the mathematical and problem-solving features of statistics content.

As was noted in Chapter III, Method, the Statistics Anxiety Scale (SAS)

used in this study comprises 42 items adapted from the MARS (Suinn et al.,

1972). The SAS items depict multiple facets of two general dimensions of

statistics anxiety, namely students' feelings of apprehensiveness while (1)

carrying out basic leaming activities and (2) preparing for or taking tests in a

current course. Zeidner ( 1 99 1 ) conducted research on statistics anxiety using a

similarly designed Statistics Anxiefy Inventory (SAI), within which he identifies

two factorial dimensions labelled Statistics Content Anxiety and Statistics Test

Anxiety.

Based on the results of regressing statistics course performance (i.e., final

grades) on all of the SAS items, 21 scale elements were retained for orthogonal

principal components analysis. Zeidner's (1991) work in this area suggests a

possible two-factor structure in the SAS. In this case, however, a decision was

43



made to retain three factors after comparing the predictive efficiencies of the two-

and three-factor solutions for the SAS. The results of these exploratory extraction

procedures indicated the presence of two substantive factors and one smaller,

nontrivial factor. The three-factor rotated extraction accounts for 58.2%o of the

total variance, with eigenvalues of 7.56, 3.47 , and 1 . 19, respectively (see Table

B1 of Appendix B for rotated factor matrix).

The first of the three principal components, Factor I, Statistics Evaluation

Anxiety, seems to tap students' self-reported responsiveness to evaluative

processes. This factor accounts for 360/o of the variance in the 21 items selected

from the original SAS, which represents more than one-half of the variance

explained by all three factors. Ten of the SAS items included in this analysis

exhibit highest correlations with Factor I, with coefficients ranging from .872 to

.469. Aprominent feature of the evaluation dimension involves students'

responsiveness while preparing for, thinking about, and awaiting the results of

statistics tests or examinations. Although the SAS includes items describing a

number of evaluative contexts, the results of factor analysis emphasize situations

pertaining to pre-test stress and study processes. Performance anxiety is also

evident in several of the item markers,lT for example, completing difficult

homework assignments and carrying out problem-solving activities. Three of the

10 items with largest coefficients on Factor I deal with statistical problem solving

(e.g., "Not knowing the formula needed to solve a problem").
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Factor II of the SAS, Sr¿r¡sfics Learning Anxiety, resembles a more general

form of apprehension associated with leaming statistical concepts, formulas, and

procedures. Nine SAS items are most highly associated with this factor. The

corresponding coefficients range between .797 and .522.Exemplary item markers

describe situations in which students anticipate having to read chapters, apply

formulas, attempt problems, and start assignments. As diverse as these items may

appear, they all revolve around students' needs to address the specialized demands

of acquiring statistical content. Factor II draws attention to the kinds of

experiences that evoke feelings of apprehensiveness in students as they begin to

confront statistics curricula through classroom instruction, textbook study, and

applied tasks.

The final factor extracted from the SAS, 
^S¡¿r¡sücs Course Anxiety, appears

to represent a subdimension of the statistics learning theme. The two items most

highly related to this factor address students' self-reported feelings of anxiety

while walking "to" and "into" a statistics class. It would seem that both of these

elements of the SAS capture feelings of anticipation about what will be covered in

the upcoming class period. In this sense, Factor III appears to blend aspects of the

two more substantive dimensions of the SAS, that is, students' responsivity both

to statistics content and to prospective evaluations (e.g., tests or problem-solving

exercises).

Attitudes Toward Statistics regressors. The investigation of attitude

structures in statistics is at least partially an outgrowth of similar research in

mathematics education. Specialized instruments, such as Wise's (1985) Attitudes
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Toward Statistics (ATS) scale, have been developed to gauge students' enjoyment

or valuation of statistics learning. The ATS is intended to probe students' general

attitudes toward statistics courses and their perceptions of the usefulness of

statistics in professional and everyday life. Analyses of the ATS scale ('Wise,

1985) commonly identiff a two-factor structure, that is, attitude toward the field

of statistics versus attitude toward course content.

Prior to the exploration of the factorial structure of the ATS, the complete

set of 29 scale items was analyzed with stepwise and backward selection methods

of multiple regression to identifli salient predictors of the criterion variable.

Thirteen ATS items were selected and subsequently submitted to principal

components analysis. As with the SAS, two factorial dimensions were expected,

but the three-factor solution yielded somewhat improved predictive efficiency.

These three factors together account for 60.30/o of the total variance in the 13 ATS

items with respective eigenvalues of 3.97,2.76, and 1.1 1 (see Table BZ of

Appendix B for factor coefÍicient matrix).

The first factor, Attitude Toward the Course, seems to depict students' self-

reported concerns over enrolling in a statistics course, as well as dealing with

numbers and formulas. The four items with highest coefficients on this factor (i.e.,

ranging from .896 to .807) imply discomfort, nervousness, and confusion while

taking a statistics course. Because of the potential overlap between the attitude

and anxiety constructs, all items selected from both the SAS and ATS scales were

jointly submitted to principal components analysis. The results reveal a clear
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separation between the ATS and SAS factors and their respective item markers

(see Table 83 of Appendix B for rotated matrix).

Factor II, Attitude Toward the Field, appears to emphasize students'

perceived valuation of statistics in their particular field of study, as defined by

research needs, professional activities, and performance or training requirements.

Six ATS items exhibit highest coefÍicients on Factor II, with corresponding values

ranging from .166 to .572.In this three-factor solution, three of the items that

Wise (1985) includes in the Attitude Toward Field subscale split away to form a

separate factor labelled Auitude Toward Statistics in Everyday Life. Tlttslatter

factor highlights a subdimension of students' attitudes toward the field of

statistics, which is concerned with the usefulness of statistics in everyday life. As

such, the ATS items associated with Factor III can be empirically distinguished

from those dealing with the perceived relevance of statistics to professional or

disciplinary applications. Otherwise, the factor analysis results reported here are

consistent with Wise's (1985) interpretation of the dimensionality of the ATS.

Statistics learning strategy regressors. Research dealing with the impact of

cognitive factors on mathematics anxiety and performance has often been

restricted to high-school achievement levels or basic mathematics skills. There are

many other cognitive variables that may influence statistics leaming outcomes. In

contrast to content-specific cognitive skills, the Mathematics Information

Processing Scale (MIPS, see Appendix I) probes learning-related factors such as

study method, knowledge acquisition, information processing, problem solving,

and attentional focus. Regression and dimensional analysis of the MIPS
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proceeded after separating the 87 scale items into three groups dealing with

(i) statistics learning strategies (Items l to 52), (2) metacognitive problem-solving

procedures (Items 53a to 53i), and (3) attentional deployment in evaluative

contexts (Items 54ato 542).

The initial 52 elements of the MIPS were designed to provide indications of

students' preferred or habituated study orientations to statistical material. These

items address a number of theoretical issues associated with the distinction made

b etween deep -conc eptual and surface-instrumental I earnin g :

o comprehensive (understanding) versus procedural-instrumental learning
o integrative versus reproductive (rote memorization) study techniques
o independent-mastery versus instructor-dependent learning
o pattern recognition versus random (spontaneous) recall
o structured versus disorganized study
o hierarchical versus serial storage and retrieval processes

This original set of 52 scale elements dealing with statistics learning strategies

was reduced to 31 variables based on the results of item-to-criterion correlations,

regression analysis, and estimates of internal consistency. The exploration of the

dimensionality of selected MIPS items began with a number of trial factor

solutions. Substantive factors representing deep-conceptual and surface-

instrumental features of statistics learning were highly stable across analyses

extracting 2 to 5 components, with some variation in the configuration of

peripheral factors. The final rotated solution was restricted to a four-factor

structure, based on explained variances and eigenvalues. These four factors

account for 41.2o/o of the total variance in the selected MIPS items, with
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eigenvalues of 5.16, 4.12,1.91, and 1.58 (see Table 84 in Appendix B for rotated

coefficient matrix).

Factor l, Surface-Disintegrated Learning, suggests lack of structure in study

processes and general uncertainty over how or what to leam. This latter issue is

illustrated by item markers that describe students' inabilify to grasp the meaning

of test questions and persistent unproductive problem-solving experiences.

Students who espouse surface learning strategies tend to be more easily confused

and lack confidence in their ability to manipulate formulas or to solve statistical

problems, whereas students who employ integrative study methods are more apt

to be deliberate and orderly in their acquisition of statistical material. The factor

coefficients corresponding to the 10 scale elements exhibiting highest associations

with this factor range befween .763 and .360.

Factor II, Deep-Conceptual Learning, seems to depict an organized

orientation to learning statistics that involves looking for associations between

ideas and probing deeper meanings in the content. Exemplary items describe

study strategies that parallel Biggs' (1985) deep approach to learning, for

example, identifring central ideas, clustering course materials, examining

theoretical issues, and preparing study objectives. Eleven of the MIPS items

manifest highest correlations with this factor, with coefficients ranging from .657

to .398.

Factor III, Strategic Learning, resembles aspects of Biggs' (1985) achieving

approach to learning and Entwistle's (1988) achieving orientation. Both of these

conceptions of learning imply an efficient, though not necessarily extensive, use
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of time and effort to perform tasks. The term strategic here connotes deliberate or

planned use of learning-related resources. Entwistle (198S) describes the

achieving orientation as "a combination of careful planning, systematic study

methods, positive attitudes, and conscientiousness which... fdepend] on the

student's individual conceptions of learning and purposes in studying" (p.43).

The seven items most highly associated with Factor III appear to reflect a strategic

orientation to statistics leaming that emphasizes independent study, metacognitive

problem solving, mastery learning, and selective use of memorization tactics for

test preparation. The rotated factor coefficients for corresponding item markers

range from .673 to .470.

Finally, Factor IY, Procedural Learning, seems to represent a subtle but

important departure from the f,rrst three factors. Of the MIPS items selected by

regtession analysis, only three show strong associations with Procedural Learning,

and of these, two are moderately cross-correlated with Surface-Disintegrated

Learning. Factor IV is reminiscent of Skemp's (1978) conception of instrumental

understanding, that is, performing tasks without knowledge of underlying

principles. Despite the negative connotation sometimes associated with procedural

learning, it need not impair course performance.

Metacognitive problem-solving regressors. The MIPS includes nine items

dealing with students' selÊreported use of metacognitive problem-solving

procedures. The combined results of stepwise and backward regression analyses

of these items identified five metacognitive strategies for potential inclusion in the

final equation (in descending order of predictive value): determining where the
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problem fits into the topics on the test (Item 54b), developing a general frame of

understanding (Item 54a), selecting strategies to carry out a plan (Item 54g),

identifying the major goal (Item 54c), and developing a plan of action (Item 54f).

On closer examination, multiple regression analysis revealed that Item 54b was as

efficient as (and often more efficient than) any additive combination of two or

more of the five metacognitive items in predicting the criterion variable. Hence,

only Item 54b was retained in the final regression equation.

Cognitive-attentional regressors. Earlier theoretical discussions in Chapter

II indicated that increased levels of test anxiety may affect the operation of a

number of cognitive-attentional processes. Twenty-six items in the MIPS probe

students' perceptions of how (or to what extent) evaluation procedures impact

their attentional focus, concentration levels, retrieval processes, self-preoccupied

thoughts, perceptions of selÊdoubt, and the like. Based on the results of multiple

regression, 17 of these MIPS items were submitted to principal components

analysis. The three-factor extraction yielded the most interpretable solution, with

eigenvalues of 4.72, 1.70, and 1.43, respectively, and a total explained variance of

46.2% (see Table B5 in Appendix B for factor matrix).

Factor I, Distractibility, appears to represent a darting and unfocused

attentional structure evoked by evaluative conditions. Six MIPS items exhibit

highest coefficients on this factor, with values ranging from .773 to .497.

Exemplary markers describe attentional disruptions (i.e., distractibility) associated

with increased levels of emotional reactivity, difficulties determining central cues,

51



and examining irrelevant or peripheral information. As a consequence, attention

moves across a broad range of cues in a haphazard and non-strategic manner.

The second component is labelled Cognitive Interference based on Sarason's

(1984) discussions of how internal (e.g., worry) and external (e.g., noise) factors

may obstruct or disrupt attentional focus on the task at hand. Seven of the 17

MIPS items included in this factor solution share highest associations with this

factor, and the corresponding coefficients range between .730 md.428. This

factor is related to a variety of self-focusing tendencies such as thinking about

grades and worrying about others'perceptions of one's performance. Concern

over poor performance is involved in this factor, which potentially involves

aspects of negative self-preoccupation.

Aspects of Factors I and II are consistent with Korchin's (1964)

charactenzation of high-anxious individuals as "unable to concentrate,

hyperresponsive, and hyperdistractible" (p. 71). Although the attentional field is

generally thought to narrow as arxiety increases, Korchin (1964) suggests that, at

extreme levels, there is a tendency toward cognitive disorganization or regression.

Furthermore, the progressive deployment of attention toward selÊpreoccupying

and self-deprecating thoughts may account for the occurrence of "mental blocks"

or intemrptions in problem-solving processes.

Factor III, Focused Attention, resembles a more strategic and directed form

of attentional deployment. Of the four items most highly related to this factor (i.e.,

coefficients of .706 to .447), two are concemed with the student's perceived

ability to manage or to control his or her own affective responsiveness to
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evaluative stressors. Factor III combines this capacity for self-regulation with

being able to shut out performance inhibitions. Concentration may then be

focused on identiffing central cues and finding strategies to answer questions,

thereby preventing the absorption of thought processes in self-doubt. In general,

the results of factor analyzing this block of MIPS items indicate the presence of

two substantive and quite distinctive forms of attentional deployment in

evaluative conditions, that is, highly focused attention as contrasted with

distractibility and cognitive interference.

Construction of additive indices. Based on the results of multiple regression

and principal components analysis, 83 out of a total of 158 original scale items

included in the SAS, the ATS, and the MIPS (see p. 41) were used to generate 14

subscales. Table I below provides the names, variable labels, and numbers of

items associated with the predictors selected for further analysis (Figure 2, No. 8).

Thirteen of these measures are multi-item additive indices, whereas metacognitive

problem solving is operationalized with a single scale item.

Table i identifies a fifteenth predictor, Expected Final Course Grade

(EXPGRADE), which was included in the final regression equation along with

the 14 affective and cognitive-learning variables. The socio-demographic section

of the study questionnaire included an item that asked "'What final grade do you

expect to receive in this course: (A+, A, A-, B+, B, B-, C*, C, D, F)?" Students'

indications of their expected final letter grades in introductory statistics were

converted into the numeric variable EXPGRADE, ranging from 0 ('F') to 9 ('A+'¡.
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Table 1

Nam?s, Labels, and Numbers of ltems Associated with Final Regressor Variables

Name of Index (Subscale)

Affective Variables:

Statistics Evaluation Anxiety
Statistics Learning Anxiety
Statistics Course Anxiety
Attitude Toward Course
Attitude Toward Field
Attitude Toward Statistics

in Everyday Life
Expected Final Course Grade

C o gnit iv e-L e arning Vari ab I es :

Surface-Di sintegrated Leaming
Deep-Conceptual Learning
Strategic Leaming
Procedural Learning
Metacognitive Problem Solving
Distractibility
Cognitive Interference
Focused Attention

Regressor Label
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SASEVAL
SASLEARN
SASCLASS
ATSCOURS
ATSFIELD

ATSLIFE
EXPGRADE

Number of Items

As is indicated both in Table 1 and in Figure 4, these 15 predictors can be broadly

group ed into affe c t iv e and c o g n i t iv e - I e a r n i n g v ari ab I es.

EXPGRADE combines aspects of self-attrÌbution, such as students'

estimations of their own cognitive skills, feelings of self-confidence, and

subjective interpretations of previous learning (and evaluative) experiences in

statistics or other related courses. In this sense, students' expectations concerning

their final grades may be understood to blend the effects of a multitude of

interrelated affective factors. Insofar as EXPGRADE can be interpreted as

SI-iRFMIPS
DEEPMIPS
ACHVMIPS
PROCMIPS
METAPROB
DISTRACT
INTRFERE
FOCUSATT

11

8

2
4
6

3

1

10
11

7
J

1

6
5

6



AFFECTIVE
VARIABLES

ATTITUDES TOWARD
STATTSTTCS (ArS)

COGNIT¡VE/
LEARNING

VARIABLES

STAT|ST|CS EVALUATTON ANX|ETY (SASEVAL)

STATTSTTCS LEARNTNG ANX|ETy (SASLEARN)

STATTSTTCS COURSE ANX|ETy (SASCLASS)

STATISTICS LEARNING
STRATEGIES

(M/PS ITEMS 1 TO 52)

ATTTTUDE TOWARD COURSE (ATSCOURS)

STATISTICS METACOGN ITIVE
STRATEGIES

(M/PS TTEMS 53A TO s3t)

ATTTTUDE TOWARD FTELD (ATSF|ELD)

ATTITUDE TOWARD STATISTICS IN EVERYDAY

Figure 4. Classification of 15 Regression Predictors into Affective and Cognitive-Learning Variables.

EXPECTED FINAL GRADE PERFORMANCE

COGN ITIVE-ATTENTIONAL
DEPLOYMENT DURING TESTS

(M/PS |TEMS 54ATO 54Zl

SURFACE-DISINTEGRATED LEARNI NG

DEEP-CONCEPTUAL LEARNING (DEEPMIPS)

STRATEGTC LEARNtNc (ACHVM¡PS)

PROCEDURAL LEARNTNG (PROCM|PS)

METACOGNITIVE PROBLEM-SOLVING

coGNtTtvE TNTERFERENCE (tNTRFERE)

DISTRACTTBT L|TY (DtSTRACT)

FOCUSED ATTENTTON (FOCUSATT)
(J¡r
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representing aspects of statistics self-confidence, it is highly relevant to the

prediction of course performance. Feinberg and Halperin (1978) and Goldstein

and High (1992) report significant positive correlations (i.e., rs : .33 and .15)

between expected or predicted grades and statistics performance.

The zero-order correlation between EXPGRADE and students' final grades,

in the derivation sample, is .51. Due to the overall magnitude of this coefficient,

EXPGRADE was entered in the last step of the regression analysis summarized in

Table 2 in order to prevent this variable from dominating or otherwise obscurino

the interpretation of the predictive equation. Put differently, EXPGRADE was

stepped into the regression procedure after all other affective and cognitive-

learning subscales had already been entered. This method of analyzing the data

permitted a clearer understanding of how the variables combined (or interacted) in

the prediction of final course performance.

Calculation of the Final Predíctive Regression Equation (Figure 2, No. 9)

Multiple regression procedures routinely optimize coefficients to suit the

idiosyncrasies of the data being analyzed. Holever, care was taken in this study

not to "overfit" the equation to the derivation sample, so as not to unduly

compromise its predictive efficiency in either the validation sample or newly

collected data. In an article entitled "Underprediction from Overfitting: 45 Years

of Shrinkage,"'Wherrlr (I975) discusses a series of issues surrounding the loss of

predictive power when weights derived in one sample are applied to new data

(e.g., .90 to .30). Wherry 0975) offers an important insight that has guided the

general process of selecting variables for inclusion in the final regression analysis;
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he states "f was still convinced, however, that the real basis of the problem

fshrinkage] was simply the overfitting of error" (p. 8).

Factor analysis and multiple regression were used here to identify a set of

affective and cognitive-learning variables that together yielded the most efficient

regression equation predicting statistics course performance. The predictor-

selection procedures were aimed at maximizing the R2, while simultaneously

minimizing the total number of regressor variables. Pedhazur (1997) has noted

that the overall .R2 coefficient is invariant regardless of the order in which the

predictors are entered into regression analysis. However, when the variables are

intercorrelated, the proportion of variance attributed to each variable depends on

the order or point of its inclusion. It is for this reason that some authors have

argued against making efforts to ascertain "unique contribution to variance"

(Darlington, 1968) or to determine the relative importance of intercor¡elated

predictors (Pedhazur, 1997).

No attempt is made in this study to apportion components of the,R2to

particular variables or sets thereof. Attention is focused instead on developing an

efficient and stable regression equation to predict statistics course performance in

available and new sample data. However, the results of commonality analysis (see

Tables 3 and 4) permit some general remarks conceming the relative contributions

of groups of variables (e.9., affective versus cognitive-learning) to the prediction

of the criterion variable.
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equivalent" formulas for R2, that is, one of several different sequences in which

the I 5 predictors outlined in Table 1 can be entered into regression analysis.ls

Table2
Summary of Multipte Regression Analysis (Enter Method) for Variables Predicting
Statistics Course Perþrmance in the Derivation Sample

Table 2 displays the results of one of many possible "algebraically

Predictor

1. SASEVAL
2. SASLEARN
3. SASCLASS
4. ATSCOURS
5. ATSFIELD
6. ATSLIFE
7. SURFMIPS
8. DEEPMIPS
9. ACHVMIPS
10. PROCMIPS
11. METAPROB
12. DISTRACT
13. INTRFERE
14. FOCUSATT
15. EXPGRADE
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R

.1851

.1 953

.2024

.240r

.2654

.29t8

.3346

.4075

.4091

.4377

.4567

.4612

.4729

.5204

.63r6

p2

Note. N:175. SASEVAL = Statistics Evaluation Anxiety, SASLEARN: Statistics Learning Anxiety,
SASCLASS : Statistics Course Anxiety, ATSCOLIRS : Attitude Toward Statistics Course, ATSFIELD
: Attitude Toward Field of Statistics, ATSLIFE = Attitude Toward Statistics in Everyday Life,
SURFMIPS : Surface-Disintegrated Learning, DEEPMIPS = Deep-Conceptual Learning, ACHVMIPS
: Strategic Learning, PROCMIPS : Procedural Learning, METAPROB : Metacognitive Problem
Solving, DISTRACT: Distractibility, INTRFERE = Cognitive Interference, FOCUSATT: Focused
Attention, and EXPGRADE : Expected Final Course Grade.
* p ..10. ** p 1.05. *** p < .01.

.0343

.0381

.0410

.0577

.0704

.08s 1

,TT2O

.1660

.1674

.1916

.2086

.2t27

.2236

.2708

.3989

p2
Change

.0343

.0039

.0029

.0r67

.0i28

.0147

.0268

.0541

.0014

.0242

.OT7T

.0040

.0109

.0472

.r281

F
Change

l8 More detailed results of multiple regression analysis, for both the derivation and
validation samples, are presented in Tables Cl and C2 of Appendix C.

6.74"*
0.69
0.5 i
3.01*
2.32
2.70
5.05 **

lQ.J$***
0.27
4.90**
3.51*
0.83
2.27

I Q.l J ***

ll.pQ***



In the derivation sample, the,R2 associated with these 15 predictors is .3989,

which represents slightly less than 40o/o of the total variance in the criterion

variable. The first six variables can be termed affective measures (i.e., statistics

anxieties and attitudes), followed by eight cognitive and learning-related factors

(e.g., study strategies, metacognitive problem solving, and attentional deployment

in evaluative contexts). For the reasons noted earlier, the E)GGRADE variable

(i.e., self-attribution), which is closely aligned with the affective domain, was

entered in the final step of the analysis. These same 15 variables were used to

establish two separate sets of regression weights calculated in the derivation

(Figures 2 & 3, No. 9) and the validation samples (Figures 2 & 3, No. I0), both of

which were required for double cross-validation (see Figure 3).

Although varying the order of entry would yield different coefficient values

for R, R', R'Change, and F Change, several broad comments are wamanted. First,

the three anxiety subscales account for 4.IYo of the variance in the criterion

variable, despite being entered in the initial three steps of this analysis. The th¡ee

attitude subscales explain an additional4.4To, bringing the total .R2 associated with

these particular affective variables to 8.5%. In this sequence of predictors, the six

affective measures, excluding EXPGRADE, are responsible for .0851/.3989 (or

2I.3%) of the total variance explained by the entire set of 15 regressors.

Second, of the eight learning-related and cognitive-attentional variables

entered after the inclusion of the anxiety and attitude subscales, four contribute

significantly (ps <.05) to the increment of.R2: SIIRFMIPS, DEEPMIPS,

PROCMIPS, and FOCUSATT. Taken together, the cognitive-learning predictors
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account fot 18.60/o of the variance in statistics course performance, over and above

the combined effects of the affective variables. Third, EXPGRADE, the global

measure of statistics selÊconfidence, explains an additional 12.8% of the variance

in the criterion variable (after partialing out the effects of all other predictors).

This brings the total R2 to .3989.

Although the results of multiple regression analysis are not explicitly

interpreted in terms of variance partitioning, a brief discussion of commonality

analysis is relevant to the research questions outlined in Chapter I. Commonality

analysis was "designed to identify the proportions of variance in the dependent

variable that may be attributed uniquely to each of the independent variables, and

the proportions of variance that are attributed to various combinations of

independent variables" (Pedhazur, 7997 , pp. 261-262). The unique contribution of

each predictor, that is, its uniqueness (Pedhazur, 1997) or usefulness (Darlington,

1968), is designated by the increment in the explained variance attributed to it

when it is entered in the last step of the regression procedure. This same logic or

method of data analysis may be extended to blocks of variables (e.g., affective

versus cognitive-learning factors), but with "the realization that commonality

analysis is useful and meaninglful in predictive but not in explanatory research"

(Pedhazur, 1997 , p.269).

Initially, separate multiple regression procedures were performed to

determine the increment in R2 when each of the 15 predictors was entered last into

the analysis. Six of the regressors contributed significantly (ps < .05) to the total

explained variance in statistics course performance, after partialing out the effects
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of all other variables: EXPGRADE, FOCUSATT, METAPROB, INTRFERE,

SURFMIPS, and PROCMIPS, in descending order of uniqueness. However,

estimations of the uniqueness of particular variables based on coÍtmonality

analysis should be interpreted carefully in light of the set of predictors under

investigation. Commonality analysis indicates the relative predictive power of

variables, both individually and jointly. Pedhazur (1991) amplifies this point by

noting that the inclusion or deletion of regressors may have a dramatic effect on

the proportion of variance (uniquely) athibuted to each variable.

Commonality analysis was next applied to the derivation sample data after

grouping all predictors except EXPGRADE into two broad classes of variables

(see Figure 4):

1. Affective Factors-the three subscales of the Statistics Anxiety Scale
(SASEVAL, SASLEARN, SASCLASS) and the three subscales of the
Attitudes Toward Statistics scale (ATSCOURS, ATSFIELD, ATSLIFE).

2. Cognitive-Learning Factors-the eight subscales of the Mathematics
Information Processing Scale (SIIRFMIPS, DEEPMIPS, ACHVMIPS,
PROCMIPS, METAPROB, DISTRACT, INTRFERE, and FOCUSATT).

Table 3 shows the results of this procedure when EXPGRADE is maintained as a

separate predictor apart from the affective and cognitive-learning variables. Two

regression analyses were performed with EXPGRADE entered in they'rsl step,

followed alternately by the block of affective factors (Analysis 1) and then the

cognitive-learning factors (Analysis 2). Two parallel regression solutions were

calculated in which EXPGRADE was entered last into the equation. EXPGRADE
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was introduced in the first and then in the last steps of these two sets of regression

analyses in order to shed light on the relative contributions of the affective and

cognitive-learning predictors in combination with EXPGRADE. Commonality

analysis for these four arrangements of regressor variables is presented below.

Table 3

Summary of Commonality Analysis for EXPGRADE, Affective, and Cognitive-
Learning Variables Predicting Statistics Course Performance in the Derivation
Sample

Predictor

Analysis l:
EXPGRADE
AFFECTIVE'
COGNITIVEb

Analysis 2:
EXPGRADE
COGMTIVE
AFFECTIVE

Analysis 3:
COGMTIVE
AFFECTIVE
EXPGRADE

Analysis 4:
AFFECTIVE
COGNITIVE
EXPGRADE
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R

.5098

.52s9

.6316

.5098

.6066

.63r6

.4698

.s204

.6316

.29t8

.s204

.63t6

p2

.2599

.2766

.3989

.2599

.3679

.3989

.2207

.2708

.3989

.0851

.2708

.3989

p2
Change

Note. N -- 175.
' The AFFECTIVE block of variables includes the three subscales of the SAS and the th¡ee subscales of
the ATS.
o Th" COGNITIVE block includes the eight subscales of the MIPS.
* p .. 10. ** p . .05. *** p . .01.

.2599

.0767

.1223

.2599

.1 080

.0310

.2207

.0501

.1281

.0851

.1 856

.1281

F
Change

SQ.JJ***
0.64
y'r.Qy',***

$Q.J J***
l,.Jl,***
1.37

J. $$***
1.83*

ll.ÇQ**x

2.61**
5.09***

ll.ÇQ'r**



As a final test of the relative predictive power of the two broad classes of

variables, ÐGGRADE was grouped with the affective measures. Statistics course

performance was again regressed on the affective and cognitive-learning factors,

after alternating the entry of each of these two blocks in the final step. Table 4 shows

the results of commonality analysis conceming the relative contributions of affective

versus cognitive-leaming variables to the prediction of final grades.

Table 4

Summary of Commonality Analysisfor BlocÌ<s of Affective (including EXPGRADE)
and Cognitive-Learning Variables Predicting Statistics Course Perþrmance in the
Derivation Sample

Predictor

Analysis I:
AFFECTIVE"
COGNITIVEb

Analysis 2:
COGNITIVE
AFFECTIVE

63

Note. N:775.
u 

The AFFECTIVE block of variables includes the three subscales of the SAS, the th¡ee subscales of the
ATS, and EXPGRADE.
o Th. COGNITIVE block includes the eight subscales of the MIpS.
*p..10. ** p 1.05. *** p <.01.

Internal (Double) Cross-Validation : Phase-One Data

As was noted in Chapter III, Method, cross-validation has been used to

empirically investigate the replicability of results. Table 5 presents invariance

statistics for an internal double cross-validation proceüLre (Figure 3, No. I I),

R

.5259

.63t6

.4698

.63r6

p2

.2766

.3989

.2207

.3989

p2
Change

.2766

.1223

.2207

.1782

F
Change

).1)***
z[.QJ***

J. $$***
$.JJ**+



which involved randomly splitting an available data set into two subgroups. This

method of analysis yielded separate multiple correlation coefficients (actual ,Rs)

for the two subgroups. For each data pool, correlations were calculated between

the observed (STATGRAD) andthe predicted criterion scores, the latter of which

were generated by applying a subgroup's regression weights to its own data (i.e.,

PREDY1 l and PREDY2}). The actual.Rs for Subgroups I and,2 are .6316

(rrroro*oxpREDyr) and .6515 (rrroro*o*r*o"rr), respectively. The corresponding

,R2s for these two subgroups are .3989 (R,2) versu s .4245 (Ar2). Although

researchers may choose merely to compare the squared multiple correlations

between subgroups, Thompson (1994) suggests that even this task is made

problematic by differences in sample size and sampling error. Notwithstanding

this caveat, the two sets of rRs and À2s for Subgroups 1 and 2 are very similar.

Table 5

C orr e I a t i o n C o effi c i ent s fr o m Inv ar i an c e An a ly s i s
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PREDY1 l
PREDYl2

PREDY2l

PREDY22

STATGRAD

t/ole. STATGRAD : Final Grade in Statistics Course (Ð, PREDYI l : Predicted Course
Performance using data ({) and regression coefficients from the derivation sample (Subgroup l),
PREDY12: Predicted Course Performance using data (X) in the derivation sample (Subgroup 1)
and regression coefficients obtained i¡ the validation sample (Subgroup 2), PREDY2l= Predicted
Course Performance using data (X') in the validation sample (Subgroup 2) and regression
coefficients obtained in the derivation sample (Subgroup 1), and PREDY22 = Predicted Course
Performance using data ({) and regression coefficients from the validation sample (Subgroup 2).

^ N:175. oN: toq.

.6316

.5430^

.5575b

.6515b

PREDY1 l

.8602^

PREDY2l

.9562b



Table 5 also provides "shrunken" Rs for the weights obtained in Subgroups

I and 2, sometimes termed cross-validity coefficients (rrr,): .557 5 (rrroro*o *

,*o"r,) and .5430 (rrroro*oxpREDyr2), respectively. The first of these two

correlations (rsrercn¡oxpREDy2r) was calculated using the data (i.e., observed scores

for the regressor and criterion variables) in Subgroup 2 and the weights from

Subgroup I (Figure 3, No. l la).The latter coefficient (rrro.,-GRADxpREDyrr) was

based on the actual scores in Subgroup 1 and the weights from Subgroup 2

(Figure 3, No. lIb).The squared cross-validity coefficients are .3108 (.5575'?) and

.2948 (.5430). Therefore, the actual Rs and the "shrunken" Rs are quite

comparable across the two subgroups.le

Invariance analysis represents an empirical process of cross-validation,

which also involves the calculation of two invariance coefficients: r,pREDy, xpREDyr2

and rpp¡py,r x pREDy22. By way of illustration, the first of these two invariance

coefficients (rpnroy,, x pREDyr2) is a correlation between two (separate) predicted

measures of final grade outcome using data in Subgroup 1 : PREDY1 1, which is

the product of applying the weights from Subgroup 1, and PREDY12, which is

obtained with weights derived in Subgroup 2. Aparallel procedure is used to

calculate /pR¡oyzr xpREDy22: that is, by separately applying the weights from

Subgroups I andZ to the data in Subgroup 2, and then correlating the two

predicted criterion variables (PREDY2l and PREDY22).
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The invariance coefficients for weights from Subgroups 1 and 2 are shown

in Table 5, that is, .8562 and .8602, respectively. According to Thompson (1994),

the invariance coefficient for weights derived from Subgroup 1 (rr^rDy2r x pREDy22)

reflectszj the degree of shrinkage between the actual R'z (.63i6'z : .3989) for

Subgroup 1 and the "shrunken" R2 (.55752: .3108). Further, as both of the

invariance coefficients approach one, "more confidence can be vested in the

generalizability of the results" (Thompson, 1994, p. 163). In summary, cross-

validation and invariance analysis indicate that the results of multiple regression

presented in Table 2 are stable across the two subgroups.

External Cross-Validation : Phase-Two Data

Additional questionnaire responses were collected (i.e., phase-two data) to

fuither evaluate the stability of the predictive regression equations derived from

the two subgroups of the original þhase-one) data set. The second phase or

external replication sample, labelled Subgroup 3, consists of 77 cases. Two

predicted measures of statistics course performance were generated by applying

the regression coefficients calculated in Subgroups 7 and2 (of the phase-one data)

to the newly collected sample or Subgroup 3: PREDY3l and PREDY32,

respectively.2l For each student in this new sample, there are two predicted values

and one actual score for final course perlormance.
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The external cross-validation procedure (Figure 3, No.12) yielded three

Pearson product-moment coefficients among the predicted and the observed

scores for statistics course performance. When the weights from Subgroups I and

2 are applied to phase-two data (Figure 3, No. l2a & I2b),the resulting

correlations are . 5 900 (rrroro*o x pREDy3 r) and .5 328 (rrroro*o * r*o"rr),

respectively. These values are highly comparable to the "shrunken" Ãs reported in

Table 5, when the regression coefficients derived in Subgroups 1 and 2 are used to

predict final grades in the opposing partitions of the phase-one data set: .5575

(rrroro*oxpREDy2r) and .5430 (rrroro*oxpREDyrz).The two squared cross-validity

coefficients for the external replication sample (n : 77) are .3481 (.5900'?) and

.2839 (.fi28). These shrunken R2s compare favorably to the results of intemal

cross-validation reported earlier. The correlation between the two predicted

criterion variables created by separately applying the regression weights from

Subgroups I and2 to the new sampl€ (r.n o"r, xpREpy¡z) is .8420, which further

supports the generalizability of the results.

Supplementary Analysis : Person-Related Variables

Studies that investigate the correlates or predictors of statistics performance

commonly examine the effects of affective, cognitive, and socio-demographic

variables, but seldom all three. Although the consideration of person-related

factors is not central to the aims of this thesis, some findings pertaining to the
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relationship between final grade outcomes and four background variables are

provided below:22

o highest level of school mathematics (HIGHMATH),
o r€cerrcy of formal education (LASTSCHL),
o number of years since taking a mathematics course (LASTMATH), and
o gender (GENDER).

The results of analysis of variance procedures comparing achievement levels

across categories of these four covariates are presented in Appendix E. Some

additional discussion of the relationship between "person" variables and statistics

performance is included in Chapter VI, Summary and Conclusions. It should also

be noted that the following summary of results is illustrative in nature, as these

matters require a more thorough examination than is permitted here.

Highest level of school mathemarics. Significant differences in average

course grades are evident for two ofthe four person-related factors noted above:

LASTSCHL lF (3,431): s.481,p: .0011 and HIGHMATH lF (3, 410) : 5.968,

p : .001]. V/ith regard to the latter variable, achievement increases with exposure

to more advanced mathematics curricula (, : .I8, p <.001). The mean criterion

scores corresponding to each of the four categories of HIGHMATH are 4.41,

4.51, 5.I4, and 6.49, respectively.

Recency offormal education and of last mathematics course.In this study,

statistics performance varies significantly according to the sequencing (or

intemrption) of students' participation in formal education. The largest proportion
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of the total sample comprises "fraditional" students (M:5.35). Of the three

categories of non-sequential students, the mean criterion score is lowest for those

who had not attended school for one to two years (M: 4.08). The average final

grade among individuals who had intemrpted their studies for more than two but

less than five years (M : 5.I2) is comparable to that of the "traditional" students,

whereas those who had been out of scho ol for five or more years exhibit the

highest mean achievement score (M:6.63). On a related topic, statistics

performance outcomes vary across categories of LASTMATH (i.e., the number of

years since last mathematics class) but not significantly (see Appendix E).

Gender. The average statistics grade for female students is higher than that of

their male counterparts (i.e., 5.39 versus 5.I2), but this difference is not

statistically significant [F (1, 433):0.9873, p: .32ll.lndeed, of the 15 regressors

used to predict statistics performance in this study, only five exhibit statistically

significant differences þs < .05) by gender (with means for female and male

students in parentheses): DEEPMIPS (Ms:32.34 versus 29.03), SASEVAL (Ms:

35.48 versus 32.31), ATSCOIiRS (Ms :14.27 versus 15.24), SIIRFMIPS (Ms:

24.98 versus 23.65), SASLEARN (Ms: 14.64 versus 13.59), in descending order

of the size of F. Further, the complete set of i5 variables accounts for 40.08% of

the criterion variance among female students, as comparedto 46.02o/o in the male

subsample, that is, Azs of .4008 (.æ3I) and .4602 (.6784), respectively (see

Appendix F).

Commonality analysis was used to examine the relative contributions of the

15 regressor variables to the prediction of female versus male students' course
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perfonnance. The total data set (n :435) was partitioned into female and male

subsamples. Two corresponding sets of 15 regression solutions were then

calculated (for both subsamples) in which each variable was entered in the final

step of a separate equation. This procedure revealed some noteworthy findings.

First, EXPGRADE is the single strongest predictor of the criterion variable in

both groups of students. Second, five of the six subscales derived from the

Statistics Anxiety Scale and the Attitudes Toward Statistics scale make

statistically significant þs < .05) unique contributions to the prediction of female

respondents' final grades: ATSFIELD, SASCLASS, ATSLIFE, SASLEARN, and

ATSCOURS, in descending order. Only one of the six affective subscales,

SASEVAL, adds significantly to the R2 for the male subsample. Third, of the eight

cognitive-learning variables, four show significant unique contributions to the

prediction of male students' course performance: INTRFERE, FOCUSATT,

DEEPMIPS, and PROCMIPS, in descending order. By comparison, three of these

predictors (i.e., PROCMIPS, SLIRFMIPS, and FOCUSATT) are responsible for

significant increments in the.R2 for female students.
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This chapter deals with the results of personal semi-structured interviews

conducted with nine statistics students. The interview component of this study

provided opportunities to probe students' perceptions of the involvement (and

interaction) of affective and cognitive factors in their statistics learning. This

information was beneficial to both the interpretation of the questionnaire-based

data and the consideration of further research (see Chapter VI). Indeed, many of

the students' comments during the interviews underscore theoretical issues and

concepts raised in earlier sections ofthis thesis.

Students were guided through a series of discussion points within a flexible

and open interview process. Although the content, sequence, and wording of the

questions varied somewhat, the interviewing protocol was organized around seven

main themes of inquiry:

1. Reasons for taking an introductory statistics course.

2. Exposure to statistics content in school mathematics curricula.

3. Descriptions of the types of learning or study strategies applied or
adapted to statistics content.

ANALYSIS OF THE INTERVIEW DATA

CHAPTER V
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4. Charactenzations of feelings, emotions, attitudes, or anxieties
experienced while learning or taking tests in a statistics course.

The Statistics Affect Grid (see Appendix G).

The Positive and Negative Affect Schedule (PANAS; 'Watson 
et a1.,

1 988).

5.

6.

7 . Perceptions of statistics self-confidence, including contributing factors
and changes over the duration ofthe course.



V/ith the exception of students' responses to the PANAS, the interviews were

largely unstructured in nature. Each of the seven topic areas was introduced

briefly, prior to asking any questions, in order to develop a suitable context for

discussion. The basic format and flow of the interviews were established by a

series of open-ended questions and supplementary prompts (see Appendix H for

exemplars). This method of inquiry was selected because it supplied a clear frame

of reference in which to conduct the interviews, without overly restricting the

content or manner of students' answers. In this regard, participants were

encouraged to comment freely when responding to thematic questions. The

interviews varied in length from25 to 58 minutes, with an average of

approximat ely 44 minutes.

Although the majority of the interviewees were "traditional" students, three

of the nine participants had not been involved in formal education for at least five

yea"rs. Indeed, it had been over 10 years since two of the non-sequential students

had completed a mathematics-related course. There was also variation in

mathematics backgrounds, which ranged from fairly limited to more advanced

high-school mathematics. Based on these socio-demographic variables, the

interview participants appear reasonably representative of the larger sample. The

following sections summarize coûunon themes and observations drawn from

discussions with the nine (i.e., five female and four male) students. In all

instances, the students' actual names have been replaced by pseudonyms,

although gender associations have been maintained.
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Reasons for Taking a Statistics Course

Six interviewees indicated that a statistics (or a mathematics) course \Ã/as

required for their intended educational programs (e.g., nursing, business, or social

work). Only one student (who had the most limited mathematics background)

indicated any degree ofapprehensiveness at the prospect of"having" to take

statistics, and she indicated that her concern dissipated within the first few classes.

The remaining students evidenced a range of affective responses to the requisite

statistics course, for example, interest, determination, confidence, and in some

instances, affective neutrality.23 Of those individuals who were not required to

take statistics, one thought it might be beneficial to her major and two other

(female) students chose the course because of previous success in high-school

mathematics.

Exposure to Statistics Content in High-School Mathematics

When asked about exposure to statistics topics in school mathematics, few

students could identiff any specific experiences with statistics. One of the non-

sequential students did recall some high-school instruction in the use of Venn

diagrams, which she now associated with probability concepts. A traditional

student indicated that he had dealt superficially with the mean, median, and mode

in grade 12 mathematics, although he later remarked that "everything [in the

university-level statistics course] was new." Only one student (again, non-

sequential) was able to state with any degree of certainty that he had covered
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topics in high school that were similar to those extending as far as the first test in

introductory statistics. For the most part, these particular students either had not

been exposed to statistics content, at least not to any significant extent, or they

were unable to make connections between previous and current learning.

Learning and Study Strategies in Introductory Statistics

A major component of the interview dealt with the tlpes of learning and

study strategies that students applied explicitly to their statistics course. In many

instances, problem solving emerged as a central theme of discussion, which

included considerations such as pattern recognition, templates or frames, heuristic

devices, practice exercises, homework assignments, and metacognitive and meta-

affective processes.

Several of the interviewees remarked on the importance of practicing a

variety of problems in preparation for tests and examinations which, for some,

included seeking out additional textbooks and exercises. This strategy was

considered particularly significant by students who indicated a preference for

independent or mastery learning. For example, three of the interview participants

routinely sought out supplementary exercises in order to learn how to select

formulas and to solve problems, but perhaps more important, to improve their

understanding of the content. Beth stated that "I found a need to do a lot of

questions to make myself familiar with.. .working with that kind of material."

Similarly, 'Wanda indicated that she felt a strong need to go over many different

types of problems until it "becomes part of me." She went on to say that "if I have

more examples. . .if I'm exposed to more variety, then. . .I can see it better, you
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know, I'm more sure of what I'm doing." Wanda deemed repetition an essential

strategy for understanding and remembering the material over an extended period

of time. Robert similarly indicated that it was not enough for him to know

formulas, he had to be able to apply them.

Almost all of the interview participants remarked on the importance of the

assignments in learning course material and preparing for evaluations. On a

related topic, two of the nine students mentioned that they had employed some

form of error analysis to improve their problem-solving skills. For example,

Kathy reviewed the erors that she made in homework assignments and practice

exercises as part of her preparation for tests. John used a similar technique while

studying for tests and examinations. He adapted this strategy when he noticed that

he was prone to making certain types of errors in practice problems. John also

commented on the role of heuristics in solving non-routine problems, for example,

looking at the situation logically or looking for similarities to known problem

types.

A number of students raised issues bearing on the distinction between

procedural and conceptual learning, or to use Skemp's (1978) terminology,

instrumental and relational understanding. One of the interviewees identified a

proclivity to implement procedural or reproductive strategies for learning and

taking tests in introductory statistics. Helen stated categorically that "It's all step-

by-step...It's very clear." She further rema¡ked that she prepared for statistics

tests by organizing lecture materials into blocks (i.e., headings and subheadings),

to which she attached key words or cues to trigger solution procedures. This is
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consistent with Davis' (1984) notion of constructing and using "frames" to solve

recognizable problems. When Helen encountered a situation in which she could

not make an immediate connection between a given problem and a known

procedure (i.e., a formula and an accompanying algorithm), she would "carr¡/" the

problem across every available frame until she eventually made a selection. In this

sense, Helen used a modified form of "templation" (MacPherson & Rousseau,

1996) for solving non-routine problems.

My conversation with Thomas, who was considering a major in

mathematics, highlighted aspects of instrumental and relational understanding.

Thomas' comments demonstrate, as Biggs (1985) would attest, that it is not

advisable to characterize students as "t¡rpes" of learners, because they may

effectively synthesize very distinctive strategies. Such individuals are sometimes

referred to as "versatile" learners due to their capacity to select or adapt

specialized tactics to suit variable task demands.

In the initial stages of the interview, Thomas likened his approach to

following a recipe, which is characteristic of procedural or reproductive learning.

However, Thomas seemed to contradict his earlier statement by saying that "I

never memorize. I try not to. lI] just understand the logic or the flow, the order, so

you can, you know, if you have to on an exam or a mid-tefin, you can just kind of

recreate." Thomas added that, when he answered test questions, he did not

"scroll" through all of the statistical procedures on his formula sheet in order to

identify a match; rather, he let them "kind of find each other." Indeed, he

described this problem-solution process as "intuitive" in nature, but he also

76



admitted to using anal¡ical procedures or heuristics (e.9., breaking things down

into their simplest form). Later in the interview, Thomas indicated a strong

interest in understanding the background of formulas (e.g., mathematical

derivations or knowing why a procedure is used) and, as such, he was appreciative

of instructors who focused on what he termed the "fundamentals." "You can

understand where a person's going, you know, with the question or you can

understand where they're coming from and where they're going to." Thomas'

comments exempliff a blend of procedural and conceptual leaming, as well as

intuitive and analytical problem solving.

In contrast to Thomas' experiences, Doug recounted some notable

difficulties with statistical problem solving, particularly on tests. Doug indicated

that he would consistently get lost or confused in tests because of missing

information, steps, or variables. His "frustration" over not being able to navigate a

solution path sometimes led him to consult with friends and tutors. "I'd just

ask...how to do it and they'd show me." Although he felt he understood the

problem-at-hand after receiving such assistance, he remarked that "I hardly ever

saw it on my own." In a similar fashion, Kathy also spoke to füends or attended

laboratory sessions when she was unable to answer questions on the homework

assignments. In addition to providing practical assistance, however, these

consultations seemed to facilitate Kathy's motivation to learn the material and to

complete the exercises. Kathy stated that "I have to know what the process is and

why before I really kind of get into it."
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Affe ctive Resp ons ivenes s t o Statistics Learning

ln addition to discussing cognitive-leaming strategies, the interviews

included a series of questions concerning students' attitudes, anxieties, and

emotions while leaming statistics content and taking tests or examinations. In

general, the individuals who agreed to be interviewed revealed quite variable

affective reactions to statistics learning, in terms of both the apparent direction

and the magnitude of their responses.

I will begin with those students who seemed to express low affective

intensity when they were questioned about leaming and evaluative components of

the statistics course. For example, Beth was neutrally disposed toward

introductory statistics at the outset and later developed a positive attitude toward

the course. Beth had originally planned to take linear algebra but decided instead

to enroll in a statistics course. After speaking to a number of students who had

taken introductory statistics, she came to the conclusion that "probably people

have different...have brains for different things and some people can handle it and

some people can't....I was wondering if my brain would be able to handle it." So,

Beth began the course with an open mind and became progressively more positive

and more confident over the duration of the course. Michelle was also affectively

neutral with regard to introductory statistics but for slightly different reasons.

Michelle described herself as a very organized person and "pretty confrdent,"

because she seemed to "pick up on it fairly easily." As a result, Michelle felt quite

positive about the course and her abilities to learn statistics content.
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In contrast, a number of students experienced some degree of anxiefy when

taking statistics tests or examinations. Wanda expressed a classic textbook

description of anxiety-induced "blocking" on tests: "I think, you know, there is

this mental blockage...you read the question and there is...one variable missing

or it's not that obvious as other questions...and everything freezes...You cannot

retrieve your information or your pattem." On a related topic, Kathy had

experienced fairly pronounced mathematics test anxiety in grade 12, which

subsequently led her to monitor and to make efforts to control her emotional

responses in the statistics course. Kathy indicated that she began to experience

panic attacks during mathematics examinations because of demands to provide

more detailed answers. She suggested that these experiences had contributed to

adverse emotional reactions in subsequent evaluative contexts. Further, Kathy felt

susceptible to similar types of affective responses (i.e., negative) in the statistics

course, for example, when she began an assignment and realized she did not

understand the questions.

Kathy described a situation in which she could not remember some of the

intermediary steps needed to solve a test question and, because of this, she

"started panicking." Kathy's awareness of the deleterious effects of anxiety

provoked her to devise meta-affective strategies aimed at preventing such feelings

from escalating. One such method involved sensing when she was about to panic

and then going back over everything (in the question or problem) very slowly in

order to regain control.
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The severity of Kathy's emotional reactions was not unique among the

interviewed students. For example, Doug also experienced fairly intense negative

responses to unsuccessful problem-solving episodes. He described the associated

affective states as "frustration" and "a little bit of anger." Further, Doug felt he

was somewhat more anxious than friends who were taking statistics, but he

emphasized that his feelings of frustration and anger occurred when he was unable

to solve a problem because of a missing detail. His self-described aversive

experiences seemed to be interconnected with his dependence on others (e.g.,

füends or the instructor) to show him where he had made mistakes.

Although Thomas admitted feeling some tension when he encountered non-

routine problems, he did not characterize such reactions as negative. He indicated

that he did not feel anything when he was dealing with recognizableproblems,

because he only had to check the question and write down the answer. However,

Thomas remarked that, in the course of solving non-routine problems, he would

sometimes feel tense because he was worrying about his grade or because he felt

he should know the material. In this sense, challenging problems evoked some

degree of anxiety or tension in Thomas, which he characterized as more positive

than negative and "4 out of 10" with regard to magnitude.2a For Thomas, tension

could be a good thing, that is, "it leans toward the positive." He also noted that

when he began to see the answer, his feelings of positive affect seemed to

intensify: "you start pumping...you feel good." He evinced a kind of exhilaration
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at being able to solve difficult problems. Later in the interview, Thomas added

that these types of affective experiences were more apt to occur outside of tests

and examinations.

With regard to changes in affective states over the duration of the course,

two non-sequential students indicated that they were fairly anxious at the

beginning of the statistics course, largely because they did not know what to

expect. For example, Robert expressed a highly positive disposition toward the

course, but he found the emphasis on formulas somewhat intimidating at the

outset. His concems seemed to diminish when he determined that "it's just a

matter of applying the right formula and putting the numbers in the right spots."

Helen experienced a similar shift in affect from the beginning to the end of the

statistics course; feelings of nervousness were replaced by enjoyment and self-

confidence. When Helen encountered difficulties during tests, she would invoke a

meta-affective strategy to control her emotions, cognition, and behavior. In order

to prevent what she called "meltdowns," Helen would tell herself to 'Just relax

and access." By her own admission, anxiety caused Helen to feel confused

or "emotionally jumbled," and it was at these times that she felt she must intervene.

Statistics Affect: Some lllustrative Events and Experiences

In addition to the more general discussion of attitudes, anxieties, and

emotions while learning statistics, the interviewees were asked to identify events

that best exemplified four categories of affective response: (1) high-intensity-

positive, (2) low-intensity-positive, (3) high-intensity-negative, (4) low-intensity-

negative. The object of this exercise was to have students appraise a range of
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experiences (e.9., solving problems or taking tests) in terms of two dimensions of

affect: direction and intensirT. Students were assisted in this task by a pictorial

aid, the Statistics Affect Grid (see Appendix G), which represented direction and

intensity as separate but intersecting axes or affective continua.

Interviewees were asked to provide exemplars for each of the four quadrants

of the Statistics Affect Grid corresponding to the general forms of statistics affect

noted above. With regardto htgh-intensity-positive, for example, students were

prompted to recount one or more of their most positive experiences in the course.

This line of questioning was repeated for the remaining three categories of

statistics affect. The Statistics Affect Grid was not used to quanti$ affective states

but rather to facilitate the interviewees' understanding of the task. Table 6

summarizes the types of events that students described as they reflected on their

affective or emotional reactions to statistics learning and course demands.

Performance on tests and examinations figured prominently in the minds of

seven of the nine interviewees when asked about their most positive experiences

in the statistics course. Two students indicated that achieving an understanding of

the course material elicited high-intensity-positive affect, but this learning issue

was just as coÍtmonly associated with the low-intensity-positive quadrant of the

Statistics Affect Grid. Indeed, positive affect (i.e., both low- and high-intensity)

was often linked to an admixture of three factors, that is, students' evaluations of

their understanding, problem-solving skills, and test scores.

Sources of high-intensity-negative affect were somewhat more diverse,

ranging anywhere from forgetting to hand in an assignment to receiving a poor

82



Table 6
Summary of Students' Affective Responses to Statistics Learning or Evaluative Demands

Student Hi gh- Int ens i ty - P os i tiv e

combination of understanding and
good grades: "knew what I was
talking about going into the exam"

"understanding a question," that is,
feeling "happy" and "satisfied"

"doing well on a mid-term" or
preparing for tests

taking the final exam

"getting back a good mark on
a test"

"getting back a good mark on
an gxam"

"aced a test"

solving an unfamiliar problem
(but not necessarily on a test)

Low - Int ens ity - P o s it iv e

working along in the course,
doing the exercises, and
getting answers correct

"doing a question on my own"

no response

understanding concepts :

"feels pretfy good"

"when you've done your
homework and you think
you've done good"

"understanding things in
class"

no response

no response

R

T

"finding the right answer"
on tests and in the homework

Hi gh- I nt ens ity- Ne ga t iv e

Note. T1ne letters in the Student column of this table are abbreviations for the pseudonyms used throughout Chapter V, that is, (B)eth, (D)oug, (H)elen, (J)ohn,
(K)athy, (M)ichelle, (R)obert, (T)homas, and (W)anda.

sitting in class waiting to actually
work on the material (was frustrating)

not seeing connections in a multi-
stage problem (feeling frustrated)

missing information about
how or when to use a formula

preparing for the final exam

"frustration on my homeworks,"
that is, not understanding what is
being asked

"going into an exam...sitting there
waiting for the exam"

not understanding some concepts

forgetting to hand in an assignment
or missing a final examination

Low- Int ens ity - N e ga t iv e

"confidence ofteacher
in students"

just sitting in the class
and getting bored

not knowing how to do
a homework question

forgetting some small
detail

disappointment with
results on assignments

"missing info in the
flecture] notes"

making a mistake on the
homework

no response

not going to class or
doing any assignments
and then going in to
write a mid-term test:
"there is no intensity"

intemrptions in class"poor test result," which led to
reduced sel f-confidence

oo
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result on a test or an examination. Some common threads include a perceived lack

of understanding of cowse content, encountering difficulties while solving

problems or completing assignments, as well as waiting to take a test or to learn

new material (i.e., anticipation). Some of these same factors also appeared to

contribute to low-intensity-negative affeú, but with slightly different

connotations. Less intense negative responses were more commonly associated

with the homework assignments, for example, not knowing how to answer a

question, missing a detail, or making minor errors.

Positive and Negative Affect Schedule (PANAS)

As part of the interview-based discussions of statistics affect, students

responded to and commented on the PANAS. As was mentioned in Chapter III,

Method, the PANAS includes 20 mood descriptors that subjects rate in terms of

extent orfrequency of occurrence. Watson et al. (1988) indicate that this set of

adjectives can be separated into two 1O-item scales dealing with positive and

negative affect (see note in Table 7). The PANAS was employed in this study as

an alternative instrument for gathering information about participants' affective

responsiveness while preparing for statistics tests.

Students were asked first to reflect on the two-day period just prior to a mid-

term test and then to indicate the extent to which they had experienced the

affective states implied by the 20 adjectives comprising the PANAS. Eight of the

nine interviewees rated each descriptor on a 4-point scale: | (definitely do not

f""[),2 (do not feel),3 (slightly fee[), and 4 (definitely fee[). One student (Thomas)

indicated that, other than feeling slightly "rìervous" just prior to an examination,
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none of the other adjectives really applied to him. Table 7 below shows

participants' individuai ratings of the 20 PANAS adjectives and the two

summative scales (i.e., POSAFECT and NEGAFECT).

TableT
Students' Ratings of PANAS Adjectives

Descriptor

Enthusiastic
Interested
Determined
Excited
Inspired
Alert
Active
Strong
Proud
Attentive
Scared
Afraid
Upset
Distressed
Jittery
Nervous
Ashamed
Guilty
Irritable
Hostile
POSAFECT
NEGAFECT

4t43123
4242224
4444444
3333134
4133433
3334344
413i333
3134333
4243333
4r43334
24r2332
2311331
231,2222
1213443
2312323
24T2324
I21l11i
1312311
3212432
1311321

37 19 3s 30 27 30 35
17 29 10 18 29 23 20
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MRTW

4
4
4
4
a
J

4
4
J

4
4
1

2

1

1

1

J

1

1

J

1

38
15

Note.The numbers in this table represent the actual rating scores that individual students provided
for each of the 20 adjectives comprising the PANAS. POSAFECT : Enthusiastic + Interested +
Determi¡ed+Excited+Inspi¡ed+Alert+Active+Strong+Proud+Attentive.NEGAFECT=
Scared+Afraid+Upset+Disuessed+Jittery+Nervous+Ashamed+Guilty+Irritable+
Hostile.

2.75 1.28
3.00 1.07
4.00 0.00
3.00 0.93
3.00 0.93
3.50 0.54
2.75 t.I7
2.88 0.84
3.25 0.71
3.25 1104

2.25 1.04
2.00 0.93
1.88 0.64
2.38 1.30
2.t3 0.84
2.63 1.06
1.13 0.35
r.63 0.92
2.50 0.93
r.63 0.92

31.38 6.30
20.r3 6.64

SD
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Individual scores for the POSAFECT and the NEGAFECT scales seem

consistent with other information extracted from the interview process. For

example, Doug indicated that he felt frustrated, and at times ffiSry, when he

encountered difficulties solving problems. In general conversation, he evidenced

the least positive and the most negative characterizations of leaming in the

statistics course, and this pattem is borne out in the results of the PANAS. Doug

had the lowest overall score on the positive affect component of this instrument

and one of the two highest scores on the negative dimension (i.e., 19 and29,

respectively).

Kathy's remarks in the interview suggested that while she felt positive about

her ability to leam statistics, she also experienced some apprehensiveness about

completing homework assignments and taking tests or examinations. Her scores

on the two affect scales are very similar in numerical value, that is, 27 for

POSAFECT and 29 for NEGAFECT. Further, several of the interview

participants (e.9., Beth, Helen, and Robert) expressed reasonably positive

dispositions toward the course and their abilities to learn statistics content. Again,

these students' scores on the two subscales of the PANAS resemble response

pattems suggested by other components of the interview.

Although the PANAS was not designed explicitly for use in the fields of

mathematics or statistics education research, it may prove useful as an altemative

method of inquiring into students' mood states while engaged in statistics leaming

or evaluative tasks. It appears that the PANAS provides indications of students'
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affective dispositions toward preparing for statistics tests. However, use of the

PANAS in this study was exploratory, and additional research is advisable.

St atis ti cs S elf- C onfi dence

The final aspect of the interview dealt with students' feelings of self-

confidence while learning and taking tests in their statistics course. Self-

confidence appeared to play a major role in defining the nature of students'

affective and cognitive experiences. Robert's comments perhaps best illustrate the

enigmatic linkage between confidence and anxiety. He recalled feeling anxious at

the beginning of the course and yet confident in his abilify to handle the

mathematical aspects of the content. Although his feelings of anxiety never totally

dissipated, his conf,rdence grew in response to successful test performance and

positive encouragement from the instructor. Not unlike Robert, Wanda began the

statistics course feeling fairly confident but anxious. However, her confidence

level plunged when she received a poor test score. Wanda indicated that it was the

instructor's confidence in her ability that enabled her to successfully complete the

course.

Helen began the statistics course feeling unsure of what to expect and

somewhat anxious. Over the span of the course, her self-confidence escalated to

the point where she remarked that "It's my only course where I know I'm going to

do well...I'm pretty proud." This transformation seemed to be the product of

several interacting factors: being able to follow the lecture material, completing

exercises and assignments, constructing templates (and related algorithms), as

well as performing well on tests. Helen's confidence stemmed partially from her
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own deliberate actions to establish control over the content. Thomas' comments

further illustrate this point. Thomas suggested that, prior to studying for a test, he

was no better able to answer questions or solve statistics problems than anyone

else in the course. However, he was very confident in his ability to learn the

material in preparation for evaluation: "After mid-terms or exams, I know what's

going on."

In speaking about the role of affective issues in learning statistics, Kathy

estimated that her feelings or emotions accounted for about 90% of how well she

performed in a course. She further remarked that her confidence was almost

exclusively a function of how well she thought she knew the material. "My

knowledge is a very integral part in how confident I feel in my knowing it." In

essence, interest in the cowse content was a key variable motivating her to work

on assignments, which in turn enhanced both her knowledge and her feelings of

selÊconfidence. Doug's confidence was also tied to his success in the homework

assignments. However, he expressed mixed feelings about his knowledge and his

selÊconfidence when he said "I knew it and I didn't know it."

In slight contrast, Beth was not apprehensive at the outset of the course,

although she did express some initial uncertainty because of previous difficulties

with high-school mathematics. Her confidence level increased in conjunction with

learning the material on an everyday basis, completing assignments, and

performing well on tests. Michelle also indicated that she lacked confidence in

high-school mathematics, although she seemed quite confident about the statistics

course. Later in the interview, Michelle suggested that she had experienced some
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mathematics anxiety in high school, primarily because she did not know what to

expect or how to prepare for the provincial examinations. Her sense of self-

confidence in learning statistics seemed to derive from organized study, careful

preparation for the tests, and familiarity with algorithmic problem-solving

procedures.

In summary, the interviews provided first-hand accounts of students'

affective and cognitive experiences while learning and taking tests in introductory

statistics courses. Some general observations are warranted here. First, the fact

that statistics was a required course for some of the students did not seem to have

any significant or lasting impact on their anxiety levels. A number of individuals

did experience varying degrees ofapprehensiveness about statistics tests and

assignments, but the notion of "having" to take statistics did not seem to overly

concem any of the interview participants. Second, it has been suggested that

aversive experiences in school mathematics may have long-term negative effects

on students' future mathematics learning. Several of the interviewees mentioned

that they were somewhat nervous at the beginning of the statistics coruse because

of previous difficulties or affective discomfort in high-school mathematics.

Perhaps what is most noteworthy here is that these same students went on to

develop positive attitudes toward the statistics corrrse and feelings of self-

confidence in their own abilities to learn the content.

Third, a number of the students emphasized the importance of developing

and rehearsing pattern-recognition skills, problem frames or templates, heuristic

strategies, and metacognitive procedures. Although the interviewees did vary in
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terms of how systematically they acquired these skills and strategies, it was clear

that the homework assignments and, in some instances, additional exercises

played a significant role in students' leaming and selÊconfidence. Finally,

discussions with the interview participants reinforced the importance of

investigating the interrelatedness of affective and cognitive factors in accounting

for differences in learning experiences and perfornance outcomes. The value of

this style of research was reinforced by students' remarks about their confidence

levels in the course and how they were affected not only by their earlier school

experiences but also by their own efforts and those of interested instructors. The

information collected in the interviews punctuates the intimate linkage and

constant interaction among students'perceptions of and attitudes toward the

statistics course, willingness to develop problem-solving strategies, motivation to

learn, performance outcomes, and self-esteem.
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CHAPTER VI

SUMMARY AND CONCLUSIONS

As an emerging field of academic and pedagogic interest, statistics

education has taken direction from mathematics education theory and research.

Inquiry into mathematics leaming and performance outcomes has, at different

times, examined cognitive and affective factors, but seldom simultaneously. The

primary goal of this study was to explore the individual and combined effects of

affective and cognitive-learning variables on statistics course performance. The

research questions, as outlined in Chapter II, Theoretical Considerations, were:

1. Is statistics course performance related to selÊreported attitudes toward
statistics, as defined in terms of students' perceptions of their current
statistics course or the usefulness of statistics?

2. Is the level of statistics anxiety, that is, students' selÊreported
responsiveness to learning and evaluative processes, related to final
grade outcome?

3. Are deep-conceptual versus surface-procedural learning strategies (or
learning preferences) differentially related to achievement scores?

4. Is the level of self-reported use of metacognitive problem-solving
strategies associ ated with stati stics course performance?

5. Are reported levels of cognitive interference, distractibility, or cognitive
concern (i.e., worry) related to final grades?

6. In what ways do measures of statistics anxiety, attitudes toward
statistics, leaming strategies, metacognitive problem-solving procedures,
and cognitive interference interact with statistics course performance?

Overview of Research Design and Methods of Analysis

This study used both quantitative and qualitative methods to collect and

analyze data pertaining to the above objectives. The quantitative or questionnaire-

based data were assembled in two stages: (1) an existing data set (n : 358)
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derived from "in-class" surveys administered between 1994 and 1996 and (2) a

new sample (n:77) collected in 1999. The second phase of the research design

included semi-structured interviews with nine students who had recently

completed an introductory statistics course (see Chapter V). A total of 435

Brandon University students responded to a series of background questions and

th¡ee multi-item instruments: the Statistics Anxiety Scale (SAS), the Attitudes

Toward Statistics (ATS) scale, and the Mathematics Information Processing Scale

(MrPS).

Internal (i.e., data-splitting) and external cross-validation procedures were

used to analyze the quantitative data. The available sample was randomly

partitioned into two subgroups for the purposes of data reduction and cross-

validation: Subgroup 1 (the derivation sample) and Subgroup 2 (the validation

sample). Stepwise and backward methods of multiple regression were used to

analyze the data in Subgroup 1, with the aim of identifying the most efficient

group of variables predicting statistics course performance. The subsets of scale

items selected from each of the three study instruments were independently

submitted to principal components analysis to assist in the specification of the

final set of predictors (see Table 1):

o three SAS subscales (SASEVAL, SASLEARN, and SASCLASS)
o three ATS subscales (ATSCOURS, ATSFIELD, and ATSLIFE)
o a measure of students' expected final course grade (ÐGGRADE)
o four MIPS leaming-strategy subscales (SIIRFMIPS, DEEPMIPS,

ACHVMIPS, and PROCMIPS)
o metacognitive problem solving, Item 54b of the MIPS (METAPROB)
o three MIPS cognitive-attentional subscales (DISTRACT, INTRFERE,

and FOCUSATT)
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This set of 15 regressor variables was included in the calculation of separate

predictive equations for each of the two subgroups of the original data, based on

double cross-validation and invariance analysis (see Table 5). The weights

derived from Subgroups 1 and2 were also applied to a new sample, Subgroup 3

(n:77), as an external replication of the regression results. Commonality æralysis

was used to explore the relative contributions of the selected variables (both

individually and in groups) to the prediction of statistics course performance. For

this latter pu{pose, the 15 regressors were categoized as either affective or

cognitive-learning factors. The six subscales extracted from the Statistics Anxiety

Scale (SAS) and the Attitudes Toward Statistics (ATS) scale, along with a global

measure of statistics selÊconfidence (EXPGRADE), were treated as affective

variables. The scale items selected from the MIPS were used to generate eight

co gnitive or learning-related variables.

Summary of Findings

Quantitative data.It should again be mentioned that the main purpose of

this study was to investigate linkages among affective, cognitive-leaming, and

performance variables. From an analytical standpoint, this process began with the

examination of the existing questionnaire-based data set (n :358). These data

were first partitioned into two subgroups in preparation for simple and double

cross-validation procedures of analysis. Subgroup 1 was used to identify and

combine scale items for inclusion in the final predictive equation, whereas

Subgroup 2 was retained to validate the regression results.
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In Subgroup 1, the 15 predictors (i.e., seven affective and eight cognitive-

learning variables) account for 39.89Yo (i.e., actual R2 : .63162 : .3989) of the

variance in students' final grades (see Tables 2 and 5). 'when the weights

corresponding to this regression solution were applied to the data in Subgroup 2,

the resultant shrunken Rz : .557 52 : .3 1 08. Although the actual and shrunken R2s

associated with simple cross-validation affirmed the overall explanatory value of

the regressor variables, additional analyses were carried out to evaluate the

stability of the results.

The predictive efficiency of the 15 regressors was further examined by

means of double (intemal) cross-validation. This procedure required the

calculation of two additional solutions. Statistics course outcomes were first

regressed on all of the predictors using the data in Subgroup 2, and the

corresponding weights were then applied to the data in Subgroup 1. The actual

and shrunken.R2s are.4245 (.6515'z) and.2948 (.5ß0),respectively. As a final

evaluation of these findings, the weights generated in Subgroups 1 and 2 were

used (separately) to predict statistics performance in new data (n:71): .3481

(.5900'?) and .2839 (.fi281. The shrunken.R2s associared with this external

validation procedure compare quite favorably to the results of (internal) double

cross-validation.

In addition to investigating the combined effects of all l5 regressor

variables, this study explored lhe usefulness (Darlington, 1968) of affective versus

cognitive-leaming variables in predicting statistics course performance.

Commonality analysis indicated that six predictors make significant þs < .05)
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unique contributions to the R2 (i.e., after partialing out the effects of ail other

variables) : ÐGGRADE, FOCUSATT, METAPROB, INTRFERE, SIIRFMIP S,

and PROCMIPS.2S These variables are listed in descending order of uniqueness or

relative contributions to the total explained variance. Of these six predictors, only

one, EXPGRADE, is associated with the affective domain, whereas the remainder

are classified as cognitive-learning factors. When treated as a single block, the

eight cognitive-leaming variables increment the -R2by .1223 after entering all of

the affective variables (including EXPGRADE) in the first step of the regression

equation (see Tables 3 and 4). Therefore, a number of the cognitive and leaming-

related variables extracted from the Mathematics Information Processing Scale

(MIPS) significantly impact final course grades.

The results of commonality analysis suggest that the affective variables,

with the exception of EXPGRADE, account for somewhat less of the variance in

students' final course grades than do the cognitive-learning factors. This was

borne out by an examination of the relative contributions (to the explanation of

the criterion) attributable to the affective variables, both before and after removing

the effects of the cognitive-leaming predictors. For example, when the order of

entry begins with (1) the complete block of eight cognitive-learning variables,

followed by (2) the combined effects of the three anxiety and three attitude

subscales, and (3) EXPGRADE in the final step, the increment in R2 : .2207 +

.0501 + .1281, in orderof contribution.
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Of the seven affective regressors, E)GGRADE appears to be the single most

powerful predictor of the criterion variable, either alone or in conjunction with

other affective or cognitive factors. Consequently, when E)GGRADE is grouped

with the statistics anxiety and attitude variables, and entered in the final step of

regression analysis (i.e., following entry of the eight cognitive-learning

variables), the complete block of affective variables accounts for an additional

.I782 of the variance in course performance.

Overall, then, the 15 predictors account for approximately 40% of the total

criterion variance in Subgroups 1 and 2 (i.e., actual R2s of .3989 and .4245,

respectively).26 Second, the weights derived from each of the two subgroups yield

comparable shrunken R2s or squared cross-validity coefficients when they are

applied to opposing partitions of the original data (see Table 5): .3108 and .2948.

Third, similar findings are noted when the regression coefficients calculated in

Subgroups I and 2 are used to predict statistics course performance in the new

sample (n:77):.3481 and .2839.

Qualitative data.The examination of the interview data provided additional

insights into the involvement and the interaction of affective and cognitive factors

in statistics leaming and performance outcomes. What follows is a brief review of

several main points of interest stemming from the interviews.

The information extracted from the interview component of this study

illuminated a range of affective responses that students linked fairly directly to

96

26 These actual R2s are obtained when regression analysis is allowed to optimize on chance
in each ofthe respective data sets.



predisposing factors such as mathematics background, early experiences leaming

mathematics, and problem-solving activities. At the most fi.rndamental level,

perceptions of weak (entry-level) mathematics skills or poor past performance led

some students to question their abilities to learn and demonstrate knowledge of

statistics content. In this sense, antecedent learning experiences may shape

students' beliefs about self (as a learner), problem solving, and the discipline as a

whole. Although attitude structures are generally thought both to condition and to

be conditioned by new leaming, it is unclear to what extent positive experiences

can counteract well-established negative dispositions. This topic warrants

additional research, most notably with regard to the evolution of statistical beliefs

and attitudes, as well as their interaction with arxiety and performance.

The analysis of interview data also drew attention to the potential impact of

affective factors on statistical problem solving. Students identified a range of

leaming and evaluative situations (or events) with which they associated

distinctive affective responses. It is noteworthy that some of the major affective

issues currently under study by statistics (and mathematics) education researchers

emerged in discussions with introductory statistics students: selÊdeprecatory

beliefs and attitudes, fear of evaluation, self-confidence, meta-affective processes,

satisfaction, aesthetic appreciation, and excitement. Allen (1997) similarly states

that "Emotion may have either an organizing and focusing effect, or a disruptive

and distracting effect" (p.32). Also, Mcleod's (1988, 1989a) conceptualization of

emotional states in mathematical problem solving is particularly relevant to the
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analysis of statistics affect, that is, magnitude, direction, duration,level of

awareness, and level of control.

Although the anxiety and attitude scales used in this study include

references to problem solving, the interviews supplied valuable contextual details

about students' responses to solving problems. One of the main reasons why

empirical studies of statistics (or mathematics) affect and performance have

yielded weak or discrepant findings may be that conventional instruments do not

address the highly changeable natwe of affective states under variable leaming or

evaluative conditions. Therefore, qualitative, quantitative, and mixed-mode

research on statistics affect, in general, and more specifically with regard to

problem-solving processes, is important to the advancement of statistics education

theory and practice.

A second major theme of (qualitative) inquiry addressed students' awareness

and use of specialized strategies for learning statistics content. Many of the

interview discussions concerned problem-solving competencies, for example,

constructing problem frames, developing pattem-recognition skills, practicing a

variety of problem types, instantiating formulas, analyzing errors, and applying

heuristics. All of these issues have received extensive attention in mathematics

education literature and, based on the accounts provided in the interviews, there is

a parallel need to examine statistical problem solving. What remains in question,

and should perhaps be the topic of further study, is how or to what extent

mathematical problem-solving theory and research apply to statistics learning.
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Over the course of the interviews, it became apparent that students differed

noticeably in terms of their strategic orientations to statistics course material.

Some students placed emphasis on identiffing and routinizing algorithms with

direct attachments to recognizable problem types, whereas others expressed

gteater concern about their understanding of the subject matter. In this sense, the

students' remarks reinforced the theoretical and practical value of Skemp's (1976)

differentiation between instrumental and relational understanding, particularly

with regard to conceptual versus procedural conceptions of learning statistics

content.

One final matter of significance to this study involves the linkage between

affective and cognitive components of learning. Allen (1997) has suggested that

emotion "has a direct influence on cognition, heuristic reasoning, metacognition,

and belief systems in problem solving" (pp. as- Q. This interplay between

affective and cognitive-learning variables is manifest in both the results of

regression analysis and the students' accounts of leaming and problem solving in

introductory statistics. With regard to the interviews, for example, Helen's edict

'Just relax and access" aptly conveys the intimate connection between affective

states and memory (i.e., storage and retrieval) processes.

In summary, the interviews elicited personalized insights into the nature of

students' affective responses to statistics learning, problem-solving, and

evaluative contexts. Many of the interviewees' comments shed light on the

variability of their affective states (i.e., direction and intensity) in conjunction

with differential task demands. It was valuable to hear individuals express in their
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own language how they had elected to learn, study, remember, and apply course

content. Many of the students remarked on the affective (e.g., satisfaction or

frustration) and cognitive (e.g., algorithms and heuristics) fabric of statistical

problem solving. This topic of discussion, perhaps more than any other, illustrated

the complex interaction among affective and cognitive-learning factors. Hence,

the results of analyzing both the questionnaire- and interview-based data

reinforced the importance of investigating theoretical and empirical linkages

among affective, (meta)cognitive, and statistics performance variables.

Suggestions for Further Research

The final section of the thesis identifies some possible directions for future

research on statistics achievement, specifically with regard to person-related,

affective, and cognitive factors. Only brief mention is made of background

variables, because the primary goal of this study was to explore the individual and

combined effects of affective and cognitive-learning variables on grade outcomes.

P ers on-related factors. Studies that investigate the relationships between

"person" factors and statistics achievement have yielded inconclusive results and

indeterminate grounds for fuither inquiry. However, there is some indication in

the literature that future research on person-related correlates or predictors of

statistics course performance should more carefully examine the mediating effects

of affective and cognitive variables. Increasingly, researchers are beginning to

analyze the involvement of interacting variables (e.g., attitudes, self-confidence,

and content skills) in an effort to understand and explain the impacts of person-

related factors.
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First, a number of studies have reported positive associations between

statistics achievement and mathematics-related variables such as basic arithmetic

skills (Gourgey,1984), years of high-school and college mathematics (Elmore &

Vasu, 1986), high-school average for all mathematics courses (Goldstein & High,

1992), mathematics ability (Elmore et al., 1993), and highest level of school

mathematics (this study, see chapter rv). Although these findings support a

widely held view that statistics performance is linked to mathematics background

variables, prospective research could explore andanalyze the essential bases of

this relationship. Very little attention has been focused on clarifying whether (and,

if so, how) prerequisite knowledge, reasoning, and computational skills affect

statistics learning. This line of inquiry could also address the transferability of

mathematics leaming and problem solving to statistics curricula.

Second, a number of studies have compared the statistics achievement

scores of traditional versus non-sequential (or adult) students. Although this line

of inquiry has revealed inconsistent findings, it has provided some direction for

future research. Sagaria (1989) reports that non-traditional students performed at a

significantly higher level than traditional students. The author suggests the need to

"understand" the attitudinal, motivational, experiential, and information-

processing characteristics of different student populations. The results of this

thesis are consistent with Sagaria's study (see Chapter IV). In contrast, Gourgey

(1984) finds a negative correlation between age and achievement outcomes, but

she too remarks on the role of elemental affective and cognitive factors: negative

attitudes, low mathematics self-concept, mathematics anxiety, misconceptions
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about mathematics (i.e., beliefs), and weak arithmetic skills. Both studies illustrate

the importance of examining underlying variables in explaining performance

differentials between sequential and non-traditional students.

Third, there is some indication in the literature that statistics performance

may be inversely related to the number of years since taking a mathematics course

(e.g., Gourgey, 1984). Harvey et al. (1985) report a negative correlation between

this particular mathematics background variable and scores on a preliminary

statistics test, but they also find a positive association with final examination

performance. The findings of this thesis (see Chapter IV) show non-significant

performance differences across categories of a corresponding variable (i.e.,

LASTMATH). Again, it may be useful to carry out analyses of the affective,

cognitive, and background factors that may be interacting to produce inconsistent

findings.

Finally, gender difference in statistics achievement is one of the most

evocative person-related topics of investigation. Gender-based research has

reported three types of findings: (1) lower grades for female students as compared

to their male counterparts (Feinberg & Halperin,7978), (2) non-significant

performance differences (Bradley & v/ygant, 1998; Buck, 1985, 1987; Goldstein

& High, 1992; Harvey et al., 1985; Mogull, 1989; Woehlke & Leitner, 1980; and

this study, see Chapter IV), or (3) statistically significant results favoring females

(Brooks, 1987; Elmore & Vasu, 1986; Schrarn,1996). The extent of these

discrepancies suggests the involvement of other factors. For example, Schram
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(1906¡zt recolrlmends that further research examine the interactions of gender

with affective variables (e.g., anxiety and attitudes). on a related point, Elmore

and Vasu (i986) remark that "attitudes toward feminism help to explain why,

despite their weaker mathematical backgrounds, women were able to perform so

well [in statistics]" G,.22I). Given the multitude of factors that may affect

statistics achievement, it is important to conduct research that examines the

manner in which contributing variables (i.e., affective, cognitive, and skill-based)

combine to explain outcomes across diverse populations.

Affective factors. As was noted in Chapter I, Introduction, inquiry into the

linkages between affective variables and mathematics learning dates back to the

middle of the twentieth century (e.g., Dreger & Aiken, 1957). Academic interest

in mathematics affect increased steadily throughout the 1970s and burgeoned in

the 1980s, particularly with regard to anxiety and attitude constructs. The

discussion of affective issues expanded somewhat in the late 1980s with the

consideration of emotions and their potential impact on mathematical problem

solving (Mandler, 1989a, 1989b), but has since declined.

Notwithstanding waning interest in mathematics attitudes and anxieties,

attention to affective issues in statistics leaming and problem solving has

intensified. Concern about students' attitudes toward statistics has evolved from a

general understanding that affective variables, including beliefs, dispositions, and

anxiety levels, may impact learning experiences. This increased focus on statistics
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affect is evidenced in the proliferation of survey instruments designed to measure

attitudes toward statistics (see Schau, Stevens, Dauphinee, & Vecchio, 1995).

Statistics anxiety scales, by comparison, are far fewer in number and

dimensionally less sophisticated. However, future efforts to refine or construct

instruments for use in the affective domain should be more firmly based on

conceptual or theoretical foundations.

Research on statistics performance corrunonly finds negative, though weak,

correlations with self-reported measures of statistics anxiety (e.g.,Zeidner, 1991).

In contrast, positive attitudes toward statistics are typically associated with higher

achievement levels (see Harvey et al., 1985; Zimmer & Fuller, 1996). This

general pattern of relationships is also reported in the present study, although

commonality analysis suggests that anxiety and attitude variables may be more

closely related to female as opposed to male students' final course grades (see

Chapter IV and Appendix F). However, the results of regression analysis indicate

that subscales derived from the Statistics Anxiety Scale and the Attitudes Toward

Statistics scale are less efficient predictors of course performance than cognitive

or learning-related variables.

It is apparent from the findings of this and other related studies that

conventionally used anxiety and attitude instruments make relatively small

contributions to the explanation of statistics achievement. The continued and

meaningful use of questionnaire-based methods of investigating statistics affect

will depend at least partially on researchers' willingness to address a number of

substantive issues. First, there is a persistent lack of conceptual and operational
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clarity in the examination of statistics anxiefy and attitude constructs. For

example, scales designed to measure attitudes toward statistics commonly include

references to anxiety responses such as emotional discomfort, feelings of

nervousness, panic responses, or fear.

Second, more attention should be focused on the dimensional structure of

multi-item instruments while they are being constructed. More often than not,

developers and researchers use factor-analytic procedures to identiff and label

empirical dimensions rather than theoretical or conceptual definitions. Third,

students are seldom involved in the process of scale construction (e.g., wording or

phrasing), which may account for interpretive problems and artificial or

misleading data. Finally, research on affect seems "to be a collection of generally

unrelated clumps of studies on issues like motivation, attitude, and causal

attributions" (McI.eod, 1992, p. 590).

Although previous studies of statistics affect have tended to use traditional

quantitative methods of inquiry and analysis, there is a growing recognition that

qualitative techniques can add significantly to the understanding of statistics

learning and problem solving. For example, the interview component of this study

provided insight into the interplay among students' beliefs, self-attributions,

motivational dispositions, and achievement scores. The investigation of affective

issues could profit from a combination of both quantitative and qualitative

methods of data collection and analysis. This will require both the refinement of

qualitative and quantitative methods and the development of relevant theoretical

frameworks.
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Cognitivefactors. There is an extensive body of literature on information-

processing models and the potential negative effects of anxiety on cognition (see

Chapter II), but there has been comparatively little research on the interrelatedness

o f co gnitive- attentional factors with statistics p erformance. Co gnitive vari ab les

have often been limited to measures of mathematics background and arithmetic

skills. Preferred study procedures, information storage and retrieval strategies,

pattern-recognition skills, and other information-processing factors have rarely

been addressed in statistics education research.

Recent theoretical and empirical analyses of the involvement of general

study orientations with affective, cognitive, and behavioral dimensions of leaming

show promise. Biggs (1987), for example, developed the Study Process

Questionnaire to identiff characteristic differences in student learning approaches:

deep, surface, and achieving. However, scales or inventories of this type are often

composed of Likert-format items phrased in content-tndependenl language and, as

such, they may not capture the motivational or cognitive features of leaming

(content-sp ecifi c) statistics material.

Some researchers have suggested that students' learning motives and

strategies are interwoven with attitudinal variables and anxiety proneness. Biggs

(1985), for instance, associates the potential for negative affect more so with

surface approaches, while deep orientations offer greater possibilities for

"affectively satisSing" (p. 187) leaming experiences. Marton and Säljö (1984)

likewise indicate that intrinsic motivation and low anxiety are associated with a

deep approach, whereas extrinsic motivation, perception of threat, and anxiety are
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linked to a surface approach. Furthermore, Mills (1991) has discussed the

involvement of affective processes, state of mind, self-esteem, and enjoyment of

leaming with metacognitive a\¡/areness. He states that "A more intrinsic, self-

regulated state of motivation derives from the higher, metacognitive self-as-agent"

(Mills, 1991, p. 67). These authors' views represent an important new prospect for

research on statistics leaming, that is, the integration and combined consideration

of cognitive and affective variables in performance studies.

The inclusion of the Mathematics Information Processing Scale (MIPS) in

this thesis permitted the investigation of several types of cognitive-leaming

variables: statistics learning strategies, metacognitive problem solving, and

cognitive-attentional deployment during tests or examinations. It is noteworthy

that five predictors extracted from the MIPS make significant unique

contributions to the prediction of statistics course performance: attentional focus,

metacognitive problem solving, cognitive interference, surface-disintegrated

leaming, and procedural learning. These results affirm the theoretical and

empirical value of distinguishing between relational versus instrumental

understanding (Skemp,I978,1986) and deep versus surface study strategies

(Biggs, 1985). Further research is needed, both qualitative and quantitative, that

explores the nature of students' preferred or habituated leaming strategies and the

potential linkages to affective states and performance outcomes.

In conclusion, the results of regression and commonality analysis indicate

that conventional measures of statistics anxiety and attitudes are weakly related to

final course outcomes and, as such, there may be some merit in designing more
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refined, theoretically guided indicators of affective variables. The study findings

also suggest the benefits, both explanatory and predictive, of additional inquiry

into differential (i.e., habitual orpreferential) modes of learning statistics and

cognitive-attentional responses to evaluative conditions. Ware and Chastain

(1989) have recommended closer examination of the "varief5r of skills, attitudes,

and motivational forces" (p. 10) that may contribute to introductory statistics

performance. Much greater attention could be focused on the interactions among

anxieties, attitudes, learning strategies, cognitive-attentional variables, and

performance outcomes.

One of the underlying goals of this thesis concerned the furtherance of

multiple method (i.e., integrative) research on affective and cognitive components

of statistics performance. The research questions, data sources (i.e., quantitative

and qualitative), and analytical procedures identified in the present study were

selected expressly to investigate the involvement of affective and cognitive-

learning factors in statistics course performance. Indeed, the examination of a

broader spectrum of cognitive factors derived from learning approach theory,

information-processing models of memory, mathematical metacognition, and

cognitive-attentional theory represents a novel approach to the investigation of

statistics learning. It is hoped that the design characteristics, analytical techniques,

and findings of this thesis will lead to additional inquiries into the underlying

affective and cognitive factors contributing to statistics leaming and performance

outcomes.
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Fennema and Sherman (1986) developed "nine, domain specific, Likert-type

scales measuring important attitudes related to mathematics learning" þ. i); of

these, two are presented below:

Fennema-Sherman Mathematics Attitudes Scales :

Instruments Designed to Measure Attitudes Toward the
Learning of Mathematics by Females and Males

Confidence in Learning Mathematics Scale

1. Generally I have felt secure about attempting mathematics.

2. I am sure I could do advanced work in mathematics.

3. I am sure that I can learn mathematics.

4. I think I could handle more difficult mathematics.

5. I can get good grades in mathematics.

6. I have a lot of self-confidence when it comes to math.

7. I'm no good in math.

8. I don't think I could do advanced mathematics.

9. I'm not the type to do well in math.

10. For some reason even though I study, math seems unusually hard for me.

11. Most subjects I can handle O.K., but I have a knack for flubbing up math.

12.Mathhas been my worst subject.

Appendix A
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Effectance Motivation in Mathematics Scale

I like math puzzles1.

2.

a
J.

4.

5.

Mathematics is enjoyable and stimulating to me.

When a math problem arises that I can't immediately solve, I stick with it
until I have the solution.

Once I start trying to work on a math puzzle,I find it hard to stop.

'When 
a question is left unanswered in math class, I continue to think about it

afterward.

6. I am challenged by math problems I can't understand immediately.

7. Figuring out mathematical problems does not appeal to me.

8. The challenge of math problems does not appeal to me.

9. Mathpuzzles are boring.

10. I don't understand how some people can spend so much time on math and
seem to enjoy it.

1 1. I would rather have someone give me the solution to a difficult math problem
than to have to work it out for myself.

12. I do as little work in math as possible.
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Principal Components Analysis, with Varimax Rotation, of Predictor Variables
Selected from the SAS, the ATS, and the MIPS

Table Bl
Rotated Factor Cofficients for Selected SAS ltems

Factor Labels/Scale Items

Factor I: Statistics Evaluation Anxiety (SASEVAL)
I l. Thinking about an upcoming test one hour before . .872
22. Taking a final examination in a statistics course. .Bl.l
31. Thinking about an upcoming test five minutes before. .844
4. Studying for a statistics test. .688
16. Being given a "pop" quiz in a statistics course. .656
42. Waiting to have a statistics test retumed. .625
33. Receiving your final statistics grade in the mail. .613
13. Not knowing the formula needed to solve a problem. .593
15. Being given a homework assignment of many

difficult problems. .552
32. Being asked to explain how you arrived at a solution. .469

Appendix B

Factor II: Statistics Leaming Anxiety (SASLEARN)
23. Reading about a statistics formula.
25. Looking through the pages of a statistics text.
8. Starting a ne\ry'chapter in a statistics book.
35. Adding up the results of a survey or poll.
4i. Being told how to interpret probability statements.
17. Listening to another student explain a statistics formula.
3. Opening a statistics book and seeing apage of problems.
19. Getting ready to study for a statistics test."
18. Solving a problem such as: If x=12, andy:4,

then the ratio of x to y is equal to _?
Factor III: St¿tistics Course Anxiety (SASCLASS)

29. Walking to a statistics class.
27. Walking into a statistics class.

t25

II

.147

.0s0

.019

.3s6

.142

.385

.254

.083

.258

.343

.797

.706

.675

.655

.650

.640

.586

.533

.522

.475

.548

ilI

Note. N:178. Permission for this scale from R. M. Suinn. Any reproduction is prohibited without
written permission from: R. M. Suinn, Departrnent of Psychology, Colorado State University, Ft.
Collins, CO 80523. The wording of some SAS items has been abridged.
u Item 19 of the SAS was included in the additive scale SASEVAL, as part of the process of
maximizing the.Rr in the derivation sample.

.095
-.090
.137
.146

-.508
.075

-.062
-.481

-.459
-.060

.039
-.009
.256
.294
.050

-.042
-.r18
.098

.288

.748

.700

.176

.r46
-.048
.139
.219
.202
.348

.426

.l3l

.111

.093



Table 82
Rotated Factor Cofficients for Selected ATS ltems

Factor LabelsiScale Items

Factor I: Attitude Toward the Course (ATSCOITRS)
2. The thought of being enrolled in a statistics course

makes me nervous. .896 -.031 .000
15. I get upset at the thought of enrolling in another

statistics course. .872 .095 .137
18. I feel intimidated when I have to deal with

mathematical formulas. .816 -.027 -.012
7. I see being enrolled in a statistics course as a very

unpleasant experience. .807 .100 .125

Factor II: Attitude Toward the Field (ATSFIELD)
21. My statistical training will help me better understand

the research being done in my field of study. -.042 .766 .257
6. I have difficulty seeing how statistics relates to my

field of study. .053 .755 .200
1. I feel that statistics will be useful to me in my profession. .058 .694 .359
13. Statistics is a worthwhile part of my

professional training. .177 .690 .232
3. A good researcher must have haining in statistics. -.004 .617 -.241
22. One becomes a more effective "consumer" of research

findings if one has some training in statistics. -.024 .572 .226

Factor III: Attitude Toward Statistics in Everyday Life (ATSLIFE)
24. statistical thinking can play a useful role in everyday life. .084 .l4l .761
26. I feel that statistics should be required early in one' s

professional training -.084 .252 .670
5. Most people would benefit from taking a

st¿tistics course. .255 .198 .649

126

IilIII

Note. N: 179. Permission from S. L. Wise, Department of Educational Psychology, University of
Nebraska, Lincoln, NE 68588-0345.



Table 83
Rotated Factor Coefficients for Combined Analysis of SAS and ATS ltems

Scale ltems

SAS22
SAS11
SAS3l
SASI6
SAS13
SASI5
SAS33
SAS42
SAS4
SAS32

SAS27
SAS29
SAS35
SASS
SAS23
SAS18
SAS4l
SAS25
SASl9
SASl7
SAS3

ATSI5
ATS2
ATST
ATSIS

ATSl
ATS6
ATSl3
ATS2l
ATS5

ATS22
ATS24
ATS26
ATS3

.842

.815

.774

.743

.693

.659

.650

.643

.640

.505

-.006
-.015
.128

-.037
.2t2
.122
.264
.173
.444
.250
.5tt

-.099
-.263
-.112
-.283

.045

.09s
-.047
.083

-.013

-.003
.049
.004
.069

.006

.196

.129
-.169
-.160
-.028
.206
.402
.382
.279

.849

.818

.700

.693

.6s9

.603

.554

.552

.500

.494

.39s

-.09s
-.245
-.154
-.1 95

-.017
-.076
-.044
.016
.067

-.078
.060
.2s8

-.158

m

-.139
-.089
.034

-.31 i
-.t23
-.262
-.041
-.0r7
-.201
-.088

.091

.1 13

-.181
-.132
-.38s
-.070
-.240
-.372
-.15 I
-.305
-.391

.837

.785

.761

.720

.049

.014

.l 18

-.063
.332

-.092
.247
.041

-.054

t27

ry

-.02s
-.066
-.06r
.04r
.r46
.166

-.012
-.072
-.010
.107

-.106
-.093
.036

-.036
.075
.103

-.r71
.002

-.026
.t78
.058

.241

.006

.153

.013

.807

.770

.764

.609

.509

.288

.218

.299

. i00

.091

.140

.264
-.079
.023

-.205
-.037
.048

-.058
.023

.133

.137
-.200
.055

-.1 53
-.246
.021
.195

-.070
-.070
.141

-.043
.013
.086

-.001

.183

.188

.155

.515

.138

.689

.s50

.537

.525

Note. N = 178.



Table B4
Rotated Factor Cofficients for Selected MIPS ltems: Statístics Learning
Strategies

Factor Labels/Scale Items

Factor I : Surfac e-Disinte grated Learnin g ( SITRFMIPS)
34. I feel "dumb" in mathematics or statistics. .. .763 .056 .039 .103
26. I do not grasp mathematics easily. .758 .136 -.005 .082
35. I am unsure what test questions mean or

what they are asking me to do. .719 .062 -.025 .055
13. I find myself going over and over problems

without making much progress. .606 -.033 -.060 .l l8
36. I find it difficult to go through all of the

steps that are needed to solve problems. .603 -.I57 -.101 .133
31. I rely heavily on my instructors to show me

how to perform statrstical procedures. .559 .056 .115 -.192
22. I prefer that instructors explain examples

step by step. .484 .165 .308 -.161
23. I am unable to understand material just

presented, before the instructor moves on. .447 .046 -.068 .ZZB
33. It is difficult for me to change the way that

I perform calculations or think about problems. .443 -.169 -.001 .223
52. I would perform better on tests/exams, if

I were allowed to write outside the classroom. .360 -.004 .026 .058

Factor II: Deep-Conceptual Learning (DEEPMIPS)
3. I create diagrams, pictures and/or

flow charts to improve my understanding. -.001 .657 .030 -.074
43. I keep track of the types of errors I make

when I perform various calculations . .064 .619 .120 -.219
44. I write out the meanings of statistical

formulasinmyownwords. .151 .614 -.274 -.i01
46. I study by clustering text/lecture material

into "chunks": e.g., topic, formula... .095 .61l.200 .094
i5. I organize my study according to general

subject areas, sub-categories, etc. .030 .604 .348 .051
47. Irehearse or repeat problems until they

become routine. .018 .589 .320 .127
48. I prepare for tests by looking for associations

and relationships between ideas. -.211 .575 .103 .100
5. I take more time to complete assignments

and practice exercises than most students. .208 .484 .019 .051

t28

IilMIV



Table B4 Continued
Rotated Factor Coefficients for Selected MIPS Items: Statistics Learning

Factor Labels/Scale Items

Factor II: Deep-Conceptual Learning (DEEPMIPS)
l. I practice many different types of problems

(or examples) as a routine part of study . -.077
49. I look for key words or phrases which will

help me remember how to solve problems. -.052
8. I do not move on to a new section until I

underst¿nd the central explanations... -.147

Factor III: Stategic Learning (ACHVMIPS)
9. If I learn how to solve a problem on my own,

I am less apt to forget it. .022
1 1. If I have difficulty solving a problem, I stop

and rethink my procedure. -.015
12. I do not feel comfort¿ble with my learning

until I know how and when to apply a formula. .2lB
2. I memorize formulas or computational steps

when I prepare for tests. -.045
37. I do most of my studying a few days before

129

28. If I spend a long time studying something,
I feel that I should know it for the test. .l9B

24. Illke working out problems without assistance
from others. -.155

Factor IV: Procedural Learning (PROCMIPS)
17. I do not care if I know what a statistics is

used for, as long as I can perform calculations. .089
16. I do not understand the real object or purpose

behind statisticaVmathematical procedures. .337
25. I am unsure of the central message(s) in

lectures and assignments. .318

the test.

.478

.459

.398

.228

.390

.371

Note. N : 179. Copyright 1997 by Sage Publications, Inc. Reprinted by permission of Sage
Publications, Inc. The wording of some MIPS items has been abridged for parsimony of
presentation.

.108

.224

.130

.308

-.127

,1 13

.223

.117

.057

.079

.673

.62s

.s99

.527

.5 13

.5 10

.470

-.060

.038

-.102

-.1 53

-.070

.095

-.15 I

.125

-.032

.226

.071

.026

-.044

-.048

.792

.680

.585



Table B5
Rotated Factor Coefficients for Selected MIPS Items: Cognitive-Attentional Focus

Factor Labels/Scale Items

Factor I: Disrracribilify (DISTRACT)
54r. I get too agitated to analyze all aspects of the question. .773
54f. I have difficulty determining what information

in the question or problem is crucial to the solution. .665
54t. I focus a lot of attention on cues which I later find out

are irrelevant to the solution. .631
54x. I get caught up examining all of the details in problems. .584
541. I have difficulty focusing my attention on the details

ofeach problem or question.
54b. I either know how to do a problem or I do not.

Factor II: Cognitive lnterference (INTRFERE)'
54e. I think about what sort of mark I am going to receive. .lZ5
54h. I am preoccupied with what other will think of

my performance.
54i. I spend a lot of time waiting for the answer to come

to me.
54o. I rely on immediate recall and sight recognition to

ans\¡/er questions.

130

54d. I catch myself thinking about things other than the
actual test questions. .190

54w. I experience "mental blocks." .498
54y. I recall similar practice problems and reproduce steps. -.423

Factor III: Focused Attention (FOCUSATT)

II

54p. I shut out any doubts about my performance and
focus on completing questions.

54q. I restnct my analysis to what I think is the most
important information.

.077

.3s8

.t69

.252

.329

.084

.730

.573

.566

.513

.513

.512

.428

ilI

54a. I examine all aspects of each questions before
beginning an answer. .011

54k. I can control how excited./aroused I get when I
encounter a difficult problem.

-.1 83

.092

-.062
.055

-.1 90
.052

-.234

-.3 15

-.089

.024

-.033
-.142
.374

.s26

.497

Note. N: 179. copyngfu ß97 by sage Publications, Inc. Reprinted by permission of Sage
Publications, Inc. The wording of some MIPS items has been abridged.
u Items 54h and 54y of the MIPS were included in the additive scale FOCUSATT based on the
examination of alternate factor solutions and the optimization of the predictive equation.

.i58

.478

.142

.076

.076

-.309

-.171

-.0i 1

.079-.390

.706

.67s

.662

.447



Appendix C

Multiple Regression Analysis of Variables Predicting Statistics Course
Performance in the Derivation and Validation Samples
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Multiple Regression Analysis of Variables Predicting Statistics Course
Performance in the Derivation and Validation Samples

Table Ci
Summary of Multiple Regression Analysis (Enter Method) for Variables Predicting
Statistics Course Perþrmance in the Derivation Sample

Predictor

1. SASEVAI
2. SASLEARN
3. SASCLASS
4. ATSCOURS
5. ATSFIELD
6. ATSLIFE
7. SI'RFMIPS
8. DEEPMIPS
9. ACHVMIPS
10. PROCMIPS
1I. METAPROB
12. DISTRACT
13. INTRFERE
14. FOCUSATT
15. EXPGRADE

(coNSTANr)

Appendix C
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p2 p2

Change

.1851 .0343

. 1953 .0381

.2024 .0410

.240t .0577

.26s4 .0704

.2918.0851

.3346 .tr20

.407 5 .1660

.4091 .1674

.4377 .1916

.4567 .2086

.46t2 .2127

.4729 .2236

.5204 .2708

.6316 .3989

.0343 -0.033

.0039 0.052

.0029 0.i 19

.0167 -0.128

.0128 0.062

.0147 -0.072

.0268 -0.091

.0s41 0.025

.0014 0.007

.0242 0.221

.0171 0.s02

.0040 -0.042

.0109 -0.147

.0472 -0.180

.1281 0.666
7.080

B

Note. N: 175. SASEVAL: Statistics Evaluation Anxiety, SASLEARN: Statistics Learning Anxiery,
SASCLASS : Statistics Course Anxiefy, ATSCOURS = Attitude Toward Statistics Course, ATSFIELD
: Attitude Toward Field of Statistics, ATSLIFE : Attitude Toward Statistics in Everyday Life,
SURFMIPS : Surface-Disintegrated Leaming, DEEPMIPS : Deep-Conceptual Learning, ACHVMIPS
= Strategic Learning, PROCMIPS = Procedural Leaming, METAPROB : Metacognitive Problem
Solving, DISTRACT = Disnactibility, INTRFERE = Cognitive Interference, FOCUSATT = Focused
Attention, and EXPGRADE : Expected Final Course Grade.
*p..10. **p..05. ***p..01.

SEB

0.028
0.061
0.181
0.080
0.070
0.138
0.045
0.032
0.050
0.rtz
0.224
0.075
0.069
0.06s
0.114
2.862

F
Change

-0.098 6.74**
0.089 0.69
0.0s5 0.51
-0.163 3.01*
0.073 2.32
-0.041 2.70
-0.203 5.05**
0.064 10.76'rc*'t
0.01I 0.27
0.158 4.90**
0.170 3.51*
-0.055 0.83
-0.188 2.27
-0.203 10.35*r<*
0.430 33.90**x



Table C2
Summary of Multiple Regression Analysis (Enter Method) for Variables Predicting
Statistics Course Perþrmance in the Validation Sample

Predictor

1. SASEVAL
2. SASLEARN
3. SASCLASS
4. ATSCOTIRS
5. ATSFIELD
6. ATSLIFE
7, SIIRFMIPS
8. DEEPMIPS
9. ACHVMIPS
IO. PROCMIPS
1 1. METAPROB
12. DISTRACT
13. INTRFERE
14. FOCUSATT
15. EXPGRADE

(coNSTANT)

p2 p.2

Change

.1866 .0348

.1878 .0353

.2960 .0876

.3040 .0924

.3345 .1119

.3750 .\406

.4212 .t774

.4265 .1819

.4662 .2173

.5029 .2529

.5039 .2539

.5041 .2542

.5058 .2s59

.5433 .2951

.6515 .4245
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.0348 -0.010

.0005 -0.089

.0s23 0.431

.0048 -0.043

.0195 0.222

.0287 -0.400

.0368 -0.041

.0045 0.083

.0354 -0.147

.03s6 0.271

.00i0 -0.034

.0003 -0.036

.0017 -0.087

.03 93 -0. 1 68

.1293 0.669
7.210

Note. N: 169.
* p..70.** p1.05. *** p<.01.

SEB

0.027
0.051
0.1 84
0.069
0.064
0.137
0.048
0.030
0.055
0.116
0.208
0.066
0.062
0.064
0.114
2.s93

F
Change

-0.031 6.03**
-0.179 0.08
0.204 9.46***
-0.057 0.87
0.261 3.57*
-0.220 5.42**
_0.092 7.27***
0.2rs 0.87
_0.204 7.20***
0.194 7.52***
-0.012 0.21
-0.053 0.05
-0.122 0.36
-0.183 8.58{"r"rc

0.455 34.39***
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Appendix D

Comparisons of Indicators of Shrinkage



Herzberg (1969) has noted that "In applications, the population regression

function can never be known and one is more interested in how effective the

sample regression function is in other samples. A measure of this effectiveness is

r,, the sample cross-validity" (p. 4). Although cross-validity coefficients vary

across samples, their average value will be approximately equal to the population

cross-validity coefficient Qor). As an alternative to carrying out internal or extemal

cross-validation research to evaluate the predictive efficiency of multiple

regression coefficients, a large number of formulas have been developed to

estimate the shrinkage in R2 when cross-validating to another sample.28

Herzberg's (1969) formula for pr2,which he attributes to Darlington (1968), has

been charactenzed as yielding "a more severe and realistic estimate of how much

prediction power is lost" under cross-validation (Stevens, 1986, p. B0).

Table D 1 presents the squared coefficients of cross -validity for the

regression weights generated in Subgroups 1 and 2, as well as two estimates of

p,2 based on calculations suggested by Darlington (1968) and Rozenboom (1978).

Formulas proffered by Darlington and Rozenboom represent "estimators for the

true squared validity coefficient , pu2, which is approximately the average, over

many samples, of the square of the sample cross-validity coefficient" (Huberty &

Mourad, 1980, p. 105). when Darlington's (1968) expression is applied to the

Comparisons of Indicators of Shrinkage

Appendix D

135

28 Huberty and Mourad (1980) compare shrinkage formulas estimating p.2, whereas Carter
(1979) and tlhland Eisenberg (1970) discuss parallel formulas for estimating f.



actual Rzs for Subgroups I and2 (i.e., .3989 and .4245), the resulting estimates of

shrinkage are .2756 and .3016, respectively. Very similar values are generated

with Rozenboom's (i978) formula: .2862 and .3 r24.The estimated values of pr2

using both formulas compare quite favorably to the "shrunken" R2s for weights

derived from Subgroups 1 and2, that is, .3i08 (.5575) and .2948 (.5430'?).

Table D1

Comparisons of Indicators of Shrinkage: Squared Cross-validity Coefficients
Versus Formula-Based Estimates of pr2

"shrunken" Rt (R*')
Darlington's Est (p"2)"

Rozenboom's Est (p.t)o

'Es,(p,2) :' (+* X^** X-Ð 
(1 - R')
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b 
Est (p.r): t - lu-. tl(1- R,)

\N r/

SUBGROLIP 1

.3108

.2756

.2862

SI-]BGROIJP 2

.2948

.3016

.3t24



Appendix E

Means, Standard Deviations, and ,F values for Person-Related Between-Group
Differences in Statistics Course Performance
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Means, Standard Deviations, and ,F Values for Person-Related Between-Group
Differences in Statistics Course Performance

I. Total sample

IL Highest level of school math"
Math 200 or lower 27
Math 301 or applied math 47
Math 300 or equivalent 279
Advanced math courses 61

IIL Years since formal schooling
Within the past year 321
One to two years 5l
More than two, but not five 33
Five or more years 30

IV. Years since last math class
Within the past year 220
One to two years 99
More than two, but not five 65
Five or more years 51

Appendix E
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5.27

4.41
4.51
5.14
6.49

s.35
4.08
5.t2
6.63

s.30
4.98

5.55

5.35

s.39
5.12

V. Gender
Female
Male

2.87

3.10
2.67
2.88
2.s0

2.79
3.08
3.20
2.14

2.95
2.89
2.72
2.67

2.80
2.9s

Note. The sample size for comparisons of statistics achievement by highest level of school
mathematics differs from the total (N: 435) because of missrng values.
^ N:414.

5.97 .00r

247

188

5.48 .001

0.57 .633

0.99 .32r



Appendix F

Summary of Multiple Regression Analysis (Enter Method) for Variables Predicting
Statistics Course Performance among Female and Male Students
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Summary of Multiple Regression Analysis (Enter Method) for Variables Predicting
Statistics Course Performance among Female and Male Students

Predictor

1. SASEVAI
2. SASLEARN
3. SASCLASS
4. ATSCOURS
5. ATSFIELD
6. ATSLIFE
7. SIIRFMIPS
8. DEEPMIPS
9. ACHVMIPS
10. PROCMIPS
1 I. METAPROB
12. DISTRACT
I3. INTRFERE
14. FOCUSATT
15. EXPGRADE

Appendix F

R

Female'

p2 p,2 F
Change Change

.1670 .0279

.17s0 .0306

.2417 .0584

.2512 .0631

.2917 .08s 1

.3371 .1137

.3974 .1s79

.4019 .t616

.4082 .1667

.4627 .2141

.4694 .2203

.4700 .2209

.4728 .2235

.s012 .2512

.6331 .4008
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.0279 6.83***

.0028 0.67

.0279 6.97**+

.0047 1.18

.0219 5.61**

.0286 7.52t **

.0442 12.79***

.0037 1.01

.0051 1.40

.0475 13.84+**

.0062 1.8r

.0006 0.18

.0026 0.7s

.0277 $.J)+**

.1496 55.94***

uN:240.b¡¿= l8t.
*P <.10. *x p 1.05. {'*'.* p <.01.

R

Maleb

p2p2F
Change Change

.2835 .0803

.290r .0842

.3052 .0932

.3541 .t254

.3647 .1330

.3682 .1356

.406s .i653

.4457 .1986

.4480 .2007

.4822 .2325

.4966 .2466

.4998 .2498

.5322 .2833

.5847 .3418

.6784 .4602

.0803 15.64***

.0038 0.74

.0090 r.76

.0322 6.49*"

.0076 1.54

.0026 0.s2

.0297 6.15**

.0334 7.16**+

.002t 0.44

.0318 7.05***

.0141 3.15*

.0032 0.71

.0335 7.81***

.0595 14.76***

.1 1 84 lS. I $***
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Appendix G

Statistics Affect Grid



Appendix G

Statistics Affect Grid

High Intensity

t42

,Negative

Low lntensity
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Appendix H

Exemplary Interview Questions and Prompts



1. Why did you take an introductory statistics course?
. Was the statistics course a degree requirement or an elective?
o Did it concern you in any \¡/ay that the statistics course was required?
o Did the fact that you were required to take statistics affect the way you

approached the course?
o In what way is learning statistics connected to your degree program?

Do you recall covering anything in the high-school curriculum that was
related to your introductory statistics course?

o What aspects of the statistics course were most familiar to you?
o Were you exposed to statistics content in high-school mathematics?

Did you use or develop any particular techniques for learning statistics content?
o How did the homework assignments relate to (or assist) your learning?
. Did you rehearse your leaming in this course (e.g., practice exercises)?
o What did you do if you encountered a problem you did not recognize?
o Did your learning in this course differ from that of other subjects?
o What strategies did you use to solve problems?
. How did you go about learning the course material?

Did your attitudes, feelings, or emotions play a role in your learning or
performance in the statistics course?

o How would you describe yow general attitude toward the course?
o How would you characT.enze yourself with regard to anxiety about the

course content or tests/examinations?
. How did you feel if you encountered a problem you did not recognize?
o 'What would make you react (i.e., become anxious) in the statistics

course? Did any aspects of the course make you feel anxious?
o 'What was the most emotionally intense aspect of this course?
o Did your attitudes toward statistics change at all during the course?

Exemplary Interview Questions and Prompts2e

2.

Appendix H
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29 These queries are paraphrased (as opposed to verbatim) examples of open-ended
questions used to introduce and focus the interviews. Thematic questions (e.g., those identified with
numbers or letters) were generally asked of all srudents and, depending on their responses, one or
more supplementary prompts (e.g., bulleted exemplars) were then used to extend discussions.



5. Discussion of the Statistics Affect Grid:
a) High-Intensity-Positive-What was the most positive event or

experience of the statistics course?
b) High-Intensity-Negative-Canyou think of anything of similar

intensity (i.e., high) that you would describe as a negative experience?
What event in the course made you feel most anxious (or most
negative)?

c) Low-Intensity-Negative-Canyou think of anything you would
describe as negative but lower in intensity, that is, something that
made you feel negative but not as negative as (referring back to the
answer for high-intensity-negative)?

d) Low-Intensity-Positive-Was there anything in the course that made
you feel positive but not as positive as (referring back to the answer for
high-intensity-positive) ?

6. The Positive and Negative Affect Schedule (PANAS):
a) First, interviewees were asked to reflect on the two-day period just' prior to the mid-term test.
b) Second, students were instructed to consider and then rate the 20

"mood descriptors" included in the PANAS in terms of how well each
described their feelings or emotional states during the speciñed time
frame (see Chapter III for the list of PANAS adjectives).

c) Third, if students made remarks or coÍünents during this process, I
asked for clarification.

7. What role did your self-confidence play in learning statistics?
o How confident were you in your abilities to leam statistics content?
o How would you describe your confidence during the course?
o Did your conf,rdence level change over the duration of the course? If

so, how?
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Appendix I

Psychometric Properties of the Mathematics Information Processing Scale
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Psychometric Properties of the Mathematics Information Processing Scale

The reliability and validity of scores on the Mathematics Information

Processing Scale (MIPS) were first discussed by Bessant (1997). The 87 irems

that comprise the MIPS can be grouped into three distinct sets of elements dealing

with (1) statistics learning strategies (52 items), (2) metacognitive problem-

solving procedures (9 items), and (3) cognitive-attentional deployment under

evaluation (26 items). Bessant (1997) examined the factor structure, reliability,

and discriminant validity of scale responses provided by a sample of 340

introductory-level statistics students.

In the 1997 study, all87 of the MIPS items were submitted to principal axis

factoring (oblimin rotation), from which frve factors were extracted and labelled

as follows: Metacognitive Problem Solving (METAPROB), Surface-Disintegrated

Study (SIIRFMIPS), Deep-Associative Study (DEEPMIP S), performance

Preoccupation (PREOCIIPY), and Strategic Study (STRATEGC). The reliabiliry

estimates (i.e., Cronbach's alpha coefficients) for scale scores representing these

five dimensions are .89, .88, .86, .85, and .72, respectively. The five MIPS factors

correlated as expected with measures of mathematics-related anxiety and attitudes

toward statistics. For example, METAPROB is weakly or negatively associated

with statistics anxiety and moderately correlated with favorable attitudes toward

statistics. Similar patterns are noted among the affective correlates of the

Appendix I

147



DEEPMIPS and STRATEGC scales. In contrast, SURFMIPS is linked to

evaluation anxiety and negative affect.

Finally, with regard to the use of the MIPS in this investigation, it should be

pointed out that only 49 of the original 87 items were retained for factor and

regression analysis. Based on the results of the principal components method,

with varimax rotation , the 49 items selected from the MIPS were used to construct

eight subscales for inclusion in the final regression equation predicting statistics

course performance. Notwithstanding similarities in the factor labels specified in

this thesis and the paper by Bessant (1997), differences in analytical procedures

and scale compositions preclude direct comparisons between these two studies.
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