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Abstract

Iron oxide nanoparticles have been extensively studied for a variety of applications;

however, to optimize a system for a particular use requires a complete understanding

of the underlying physics. Seemingly minor changes to size and shape can significantly

affect a system’s behaviour. In this work, we show how spherical iron oxide nanopar-

ticles can be used to remove MRSA biofilms, with results that suggest anisotropic

nanoparticles could be advantageous.

As a result, we have synthesized magnetite (Fe3O4) nanorods. By using a vari-

ety of techniques, such as x-ray diffraction, Mössbauer spectroscopy, XAS/XMDC

and magnetometry, we have characterized this system. We observe a modified Ver-

wey transition, where the low temperature monoclinic phase reveals a high degree

of strain. By tracking the Fe3O4 nanorods’ structure as a function of temperature,

a multistep transition is observed with both transition temperatures elevated from

the bulk Verwey temperature of ∼120 K. This suggests that the Verwey temperature

could be controlled by manipulating the intrinsic strain. Of perhaps greater interest

for biological applications is the response of the nanoparticles to a magnetic field.

Much of the work thus far for applications such as hyperthermia treatments have
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Abstract iii

been focused on nanoparticles with domains that reverse via coherent rotation; how-

ever, our Fe3O4 nanorod domains reverse via curling. This effect is observed in the

dependence of the intrinsic loss power on applied magnetic field and frequency. The

measured heating efficiency of these Fe3O4 nanorods makes them excellent candidates

for biomedical applications.
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3.1 Hyperfine parameters of 50 K Mössbauer spectra of 8 nm and 11 nm
spherical nanoparticles. . . . . . . . . . . . . . . . . . . . . . . . . . . 43

3.2 Biofilm test results for 8 nm and 11 nm spherical nanoparticles. All
numbers refer to log10 reduction of CFU. The planktonic bacteria is the
sum of the bacteria enumerated in the treatment and washing solutions;
while the total bacteria is the sum of the biofilm and planktonic. . . . 48
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Chapter 1

Introduction

Magnetic nanoparticles are complex systems whose properties are determined by sur-

face disorder and finite size effects.[1] Their unique characteristics make nanoparticles

ideal for many applications such as recording media,[2] water treatment,[3] and a va-

riety of biomedical applications.[4]

Iron oxides are of particular interest as the elements are naturally abundant and

and readily synthesized as nanoparticles. There are multiple polymorphs of iron

oxide, each with its own unique magnetism. Magnetite (Fe3O4) and maghemite (γ-

Fe2O3) are both soft ferrimagnetic materials in the bulk. Due to their significant

magnetic response and low toxicity, these phases are ideal for biomedical applications.

Upon heating above 400°C, magnetite and maghemite will transform to different

polymorphs.[5] Nanoparticles may transform to β-Fe2O3 and ε-Fe2O3 —metastable

phases that only exist in the nanoscale.[6] Both of these phases have a high coercivity,

making them possible candidates for recording media and rare earth-free permanent

magnets. If any of these iron oxide phases is heated further to >1000°C, it will

1



2 Chapter 1: Introduction

transform to hematite (α-Fe2O3). α-Fe2O3 is the most thermodynamically stable

iron oxide polymorph and is a canted antiferromagnetic. These nanoparticles have

been used for a variety of applications, such as lithium ion batteries, gas sensors,[7]

and solar cells.[8]

In this work, Fe3O4 nanoparticles for biomedical applications will be explored.

Magnetite nanoparticles are ideal for many applications because they are easily syn-

thesized and highly modifiable. Based on their low toxicity,[9] Fe3O4 nanoparti-

cles have been studied for biomedical applications such as drug delivery,[10] imaging

contrast,[11] and hyperthermia treatments.[12] Because the size, shape and surface

properties of these nanoparticles can all be modified, there is a vast phase space to

be explored. In particular, shape plays a significant role on the magnetism: As-

pherical nanoparticles have been shown to be advantageous to drug delivery[13] and

hyperthermia applications.[14][15]

1.1 Bulk Magnetism

In general, bulk magnetism arises as a result of the spontaneous alignment of mag-

netic moments due to their interactions. As shown in Figure 1.1, there are three types

of magnetic ordering. In ferromagnetic materials, all magnetic moments are aligned

below the Curie temperature (TC). Antiferromagnetic materials are characterized

by an antiparallel coupling where the magnetic moments compensate for each other

within a unit cell. As a result, the net magnetization in an antiferromagnetic material

is zero below the Néel temperature (TN). When the antiparallel moments do not fully

compensate for each other, the material is ferrimagnetic. Above the critical temper-
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a) Ferromagnetism b) Anti-ferromagnetism

c) Ferrimagnetism d) Paramagnetism

Figure 1.1: Schematic of the magnetic moment configurations for different types of
magnetic materials.

ature (either TC or TN), thermal variations destroy the spontaneous magnetization

and a disordered system with no net magnetic moment is obtained. Such a state is

referred to as paramagnetic.

The interactions between ions responsible for the magnetic ordering are exchange

based. This is a quantum mechanical effect resulting from Coulomb repulsion between

electrons and the Pauli exclusion principle. Because the Pauli exclusion principle for-

bids two electrons from having the same quantum state, the parallel and antiparallel

spin alignments result in different energies. The interaction between the spins of two

atoms (~Sa and ~Sb) can be described by the Hamiltonion

H = −2J ~Sa · ~Sb (1.1)

where J is the exchange integral, which describes the exchange configuration and
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Fe3+Fe3+

O2-

d5 d5

2p

Figure 1.2: Schematic of the antiferromagnetic superexchange interaction between
two Fe3+ ions mediated by O2−.

strength. J > 0 describes a parallel spin alignment, while J < 0 describes an antipar-

allel spin alignment. When extrapolated over a material, the Hamiltonion

H = −
∑
a¬b

J ~Sa · ~Sb (1.2)

describes the direct exchange interactions. However, there are other indirect exchange

interactions that play a significant role in materials such as superexchange.

In transition metal oxides there is minimal overlap between the 3d metal orbitals.

However, the overlap between the 3d orbitals with oxygen 2p orbitals enables an

interaction between transition metal ions known as superexchange. Superexchange is

the strong (typically anitiferromagnetic) coupling between two cations mediated by a

non-magnetic anion. Here, the sign of the exchange integral (J) is determined by Pauli

exclusion principle and Hund’s rules. The Goodenough-Kanamori rules provide an

empirical description of superexchange.[16][17] The antiferromagnetic superexchange

interaction between two Fe3+ ions is shown in Figure 1.2.

When exposed to an external magnetic field, the tendency of the net magnetiza-

tion ( ~M) to lie in a particular direction is represented by the magnetic anisotropy
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(K). The overall anisotropy of a system is made up of multiple factors, including mag-

netocrystalline, shape and strain anisotropy. Magnetocrystalline anisotropy (Ku) is

intrinsic to the material. It is the result of the spin-orbit interaction which couples

the spin direction to the crystal lattice and leads to the formation of magnetic “easy”

and “hard” axes. The energy (EA) required to rotate the magnetization from an

“easy” crystalline direction to a “hard” direction is described by

EA = Ku,1 sin2(θ) +Ku,2 sin4(θ) +Ku,3 sin6(θ) (1.3)

where Ku,i are the anisotropy constants and θ is the angle between the magnetization

and the “easy” axis.[18]

The shape anisotropy (Ksh) arises from the demagnetization field (N ). For a

prolate ellipsoid with magnetic saturation (MS), the shape anisotropy is

Ksh =
1

4
µ0M

2
S(1− 3N ) (1.4)

where the demagnetization field’s dependence on the aspect ratio of the ellipsoid

(α = c/a > 1) is given by

N =
1

(α2 − 1)

(
α√

α2 − 1
cosh−1(α)

)
(1.5)

For a sphere, N=1/3, which gives the anticipated result of no shape anisotropy.[19]
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In practice, this description of shape anisotropy best describes systems with uni-

form ordering, also known as a single domain system. However, in bulk systems,

magnetically ordered regions called domains are formed to reduce the internal energy

of the system by minimizing the field energy. For multidomain systems, each domain

contributes its own demagnetization field, thus a relationship based on the overall

aspect ratio is not applicable.

While the domain structure will align such that the system has zero magnetic

moment in the absence of an applied magnetic field, the moments of the domains

respond to an external magnetic field. This response is characterized by measuring the

magnetization ( ~M) with respect to a varying magnetic field, known as a hysteresis loop

(see Figure 1.3). At the largest applied fields, all of the magnetic moments are aligned

resulting in the saturation magnetization (MS); as the applied field is decreased, ~M

also decreases due to domain motion. At zero applied field, the overall magnetization

Figure 1.3: The domain structure and hysteresis loop measurements for a bulk fer-
romagnet, showing the magnetic saturation (MS), magnetic remanence (MR) and
coercivity (HC)[19]
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is in remanence (MR). Upon reversing the polarity of the field, ~M continues to

decrease until the coercive field (HC) where the direction of the magnetization is

reversed.

The magnetic saturation of the system decreases with increasing temperature due

to thermal effects on collective spin excitations known as spin waves. Because the

spins are boson-like, we can use the dispersion relation εk = 2h̄2k2/2m to derive the

temperature dependence of the magnetic saturation as[19]

MS(T ) = M(0)

(
1− 0.0587

ν

(
kBT

2SJ

)α)
(1.6)

where ν = 1, 2, 4 for a simple cubic, fcc or bcc lattice respectively, kB is Boltzmann’s

constant, S is the magnitude of the spin, and J is the exchange constant. This

relationship may be simplified to the form

MS(T ) = M(0)(1−BTα) (1.7)

where α is typically 3/2 for bulk materials resulting in B = 0.0587
ν

(
kB
2SJ

)3/2
.[19]

1.2 Nanoparticle Magnetism

Nanoparticle magnetism is quite different from bulk magnetism. Along with the ma-

terial’s intrinsic magnetism, finite size effects play a significant role. In nanoparticles,

surface atoms can account for up to 60% of the atoms in a nanoparticle, resulting in

a large degree of disorder due to broken coordination.[20] These surface spins tend to
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be oriented normal to the surface of the particles reducing the overall magnetization

of the system.

Additionally, the reduced lattice size changes the overall energy landscape. When

the particle size is reduced below a certain threshold, the formation of domain walls

are unfavourable. The critical diameter for this condition is given by

Dsd
cr =

72
√
AK

µ0M2
S

(1.8)

where A is the exchange stiffness constant (which is related to B in Equation 1.7

through S and J [19]), K is the uniaxial anisotropy constant, MS is the magnetic

saturation, and µ0 is the magnetic permeability in vacuum.[21] For Fe3O4, this critical

diameter is 50 nm for cubic particles and up to 76 nm for elongated nanoparticles.[22]

In a simple single-domain nanoparticle, the Stoner-Wohlfarth model can be used to

describe the magnetism.[23] Based on Equation 1.4, the energy barrier to magnetic

reversal for a uniaxial particle is E = KV sin2(θ). When a magnetic field (H) is

applied, the energy becomes

! "

H

M

Figure 1.4: Schematic of a Stoner-Wohlfarth particle. The angle between the applied
field (H) and the anisotropy (easy) axis is defined as α, while the angle between the
magnetization (M) and easy axis is defined as θ.
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E = KV sin2(θ)−MSV H cos(α− θ) (1.9)

where α is the angle between the applied field ( ~H) and the anisotropy (easy) axis and

θ is the angle between the magnetization ~M and the easy axis as shown in Figure 1.4.

Setting α = 0 for a field applied along the easy axis, the difference between the

maxima and minima of the energy landscape gives the energy barrier as

∆E = KV
(

1 +
MSH

2K

)2

. (1.10)

However, this does not account for thermal effects on the system. For a set of nanopar-

ticles at a non-zero temperature T , the magnetization will vary as a function of time

(t) as

dM

dt
= − 1

τ0
Me

− ∆E
kBT =

M

τ
(1.11)

where 1/τ0 is the number of times the system attempts to surpass the energy barrier

and τ is the relaxation time. By rearranging this equation, the Néel-Arrhenius Law

is obtained.[24]

τ = τ0 exp
(

∆E

kBT

)
(1.12)

If there is no applied field, ∆E = KV . Thus, for a fixed energy barrier, there is a
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temperature where the system has sufficient energy to reverse the magnetization. This

temperature is known as the blocking temperature (TB) because for temperatures

below TB the nanoparticles magnetization is magnetically stable, while above TB,

~M can reverse spontaneously. However, the determination of TB depends on the

measuring time (τm), since the system appears blocked for τm < τ . By incorporating

the measuring time, the blocking temperature is described by

TB =
KV

ln τm
τ0
kB

(1.13)

For a system with an applied magnetic field, ∆E is described by Equation 1.10. By

substituting this into Equation 1.12, the temperature dependence for the coercive

field of a uniaxial single domain particle is obtained:

HC =
2K

MS

(
1−

√
T

TB

)
(1.14)

It is important to remember that Equation 1.14 was obtained by assuming the

applied magnetic field was along the magnetic easy axis. While this temperature

dependence holds regardless of the angle (α) between the applied field and the easy

axis, the changing energy landscape described by Equation 1.9 speaks to the hysteresis

loop shape changing as a function of α, as shown in Figure 1.5. Since the magnetic

saturation is by definition the maximum magnetization, this parameter has no angular

dependence; however both HC and MR are affected. At α = 0°, the loop appears

perfectly square, with MR/MS = 1 and maximum coercivity (Ha = 2K
MS

). As the

angle between the applied field and magnetization is increased, both the coercivity
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Figure 1.5: Hysteresis loops as a function of α, the angle between applied field and
easy axis. The applied field, H, is normalized to the maximum coercive field (Ha =
2K
MS

), while the magnetization is normalized to the magnetic saturation (MS).[19]

and remanence decrease until α = 90° where HC = MR/MS = 0.

For nanoparticle samples, measurements are typically done on an array of ran-

domly oriented particles, rather than the single particle assumed thus far. For such

a randomly oriented system, MR/MS = 0.5 and HC/Ha = 0.482.[19]

However, the Stoner-Wohlfarth model assumes that the magnetization will reverse

via coherent rotation. While this is the most simple reversal mode (where all spins

a) b) c) e)d)

Figure 1.6: Reversal mechanisms of anisotropic particles: a) incoherent rotation, b)
curling, c) fanning, d) fanning (in chain of spheres), and e) domino effect.



12 Chapter 1: Introduction

simultaneously rotate), it is not the only option. For anisotropic shaped particles,

curling is often the most significant incoherent reversal mechanism, though buckling,

fanning and domino effects are also possible (see Figure 1.6).[25] Because the reversal

mode is determined by competition between the demagnetization and exchange ener-

gies, it is highly dependent on the geometry of the nanoparticles with the probability

of curling increasing with aspect ratio.[26][27] When the magnetization is applied

along the easy axis, a critical diameter for curling to occur can be estimated by

dc = 2q
(

2

N

)1/2 A1/2

MS

(1.15)

where q is related to the aspect ratio of the spheroid (1.84 for a cylinder), N is the de-

magnetizing factor (with a maximum of 2π), A is the exchange constant stiffness, and

MS is the magnetic saturation. For magnetite, the critical diameter is ∼39 nm. As

the angle between the easy axis and magnetization is increased the demagnetization

factor is decreased until coherent rotation becomes energetically favourable.[28]

1.3 Magnetite

1.3.1 Structure and Properties at Room Temperature

Magnetite (Fe3O4) is one of the oldest known magnetic materials. It is an inverse

spinel composed of tetrahedral, Td, A-site Fe3+ and octahedral, Oh, B-site Fe2+

and Fe3+ with a nominal cation distribution of (Fe3+)A[Fe2+Fe3+]BO4. However,

its unusually high conductivity under ambient conditions has been interpreted as
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Fe3+A

Fe3+B Fe2+B

t2g

eg

Figure 1.7: Schematic of crystal field splitting and eg and t2g occupations of Fe2+

and Fe3+ in Fe3O4. The t2g electron that leads to the formation of a double-exchange
pair is shown in red. The double exchange results in ferromagnetic coupling between
B-sites, while the A and B sublattices are coupled antiferromagnetically via superex-
change.

electron hopping between B-sites, resulting in an effective cation distribution of (

Fe3+)[Fe2.5+]2O4.[29] At room temperature the unit cell is fcc (Fd3̄m) with a lattice

spacing of 8.39 Å.[30]

Fe3O4 is a ferrimagnet due to the antiferromagnetic coupling of the A and B

sublattices via the superexchange interaction mediated by O2−. From Hund’s rules,

Fe3+ has a d5 configuration with the d-orbital half-filled with parallel spins, while the

additional electron in Fe2+ is anti-parallel to the other spins resulting in net moments

of 5 µB and 4 µB, respectively. In Fe3O4, the octahedral cations are coupled via double

exchange, where a ferromagnetic arrangement permits the additional t2g electron to
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hop between ions.[31] Since the magnetic contributions of Fe3+ in the A and B-sites

will counteract each other, the net magnetic moment for Fe3O4 is 4 µB. A schematic

of the crystal field splitting configuration is presented in Figure 1.7.

1.3.2 Verwey Transition

In 1939, Evert Verwey first reported the change in structure and electronic conductiv-

ity at 120 K that has become known as the Verwey transition.[32] At this transition

temperature (TV ), the lattice shifts from a cubic to a monoclinic phase. Since the

discovery of the Verwey transition, much work has been focused on characterizing

the low temperature phase of Fe3O4 with regards to structure and charge ordering.

While an approximation of the crystal structure was published in 1982 by Iizumi et

al.[33], only recently has the full C2/c space group been resolved for bulk Fe3O4.[34]

Similarly, our understanding of the low temperature charge ordering has been

evolving. Verwey’s original proposal of alternating Fe2+ and Fe3+ in the octahe-

dral B sites[35] has been discarded as both experimental techniques and theoretical

modelling have improved.[36][37] Recently, Senn et al. have used the predictions of

electronic band structure calculations based on density functional theory (DFT) with

the inclusion of Coulomb interactions (DFT+U scheme)[38] and observed shortening

of B site Fe-Fe distances to introduce the concept of “trimerons”.[39][40]

Trimerons are quasiparticles formed by the delocalization of t2g electrons from

a central Fe2+ ion to two acceptor ions as shown in Figure 1.8. The existence of

trimerons has been corroborated by NMR experiments,[41] and using pump-probe

techniques, de Jong et al.[42] have demonstrated that the existence of trimerons is
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Figure 1.8: Colour online. a) Schematic of a typical trimeron where a Fe2+ ion (blue)
shared t2g electrons with Fe3+ ions (yellow). The changes in Fe-Fe and Fe-O bond
lengths are indicated by red arrows. O2− ions are shown in red and non-interacting
Fe ions are black. b) Distribution of trimerons in Fe3O4 below TV . Fe2+ ions are blue
and Fe3+ are yellow. The black circle indicates the one Fe2+ that acts as an electron
acceptor. Reprinted with permission from [39]. Copyright 2011 Springer Nature.

essential to the low temperature monoclinic phase. The annihilation of these quasi-

particles causes the crystal lattice to return to a cubic state.

Because the Verwey transition is accompanied by changes in electronic and mag-

netic properties, being able to control the Verwey temperature is of great interest.

High pressure measurements of powder Fe3O4 have determined that TV is inversely

related to isotropically applied pressure,[43][44] though it can be increased by uni-

axial strain. There have been multiple reports in literature addressing the effect

of strain on TV with most studies focused on epitaxial thin films grown on a mis-

matched substrate.[45][46] Recently, density of state calculations have been performed

modelling the effect of biaxial strain on both P2/c and Cc space groups. These cal-

culations predict the distribution of trimerons to be affected by strain with those in

certain directions being strengthened, while others are weakened.[47] While studies
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have been done on single crystals with external uniaxial strain,[48] Fe3O4 nanoparti-

cles, particularly those with uniaxial anisotropy, are an ideal system for studying the

effects of internal strain on the Verwey transition in three dimensions.
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Experimental Methods

2.1 X-ray Diffraction

X-ray diffraction is used to characterize the crystal structure of samples. The con-

structive interference of x-rays scattered from electrons in a crystal lattice leads to a

diffraction pattern from which the lattice spacing may be determined. This relation-

d

θ

dsinθ

Figure 2.1: Schematic of Bragg diffraction.

17
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ship is described by the Bragg equation

nλ = 2dhklsinθ (2.1)

where n is a positive integer, λ is the wavelength of the x-rays, dhkl is the distance

between parallel planes of atoms of family hkl, and θ is half of the scattering angle.

An illustration of Bragg diffraction is located in Fig. 2.1.

For an infinite number of crystal planes, the width of the diffraction peaks is de-

termined by instrumental factors; however, for nanoparticles, peak broadening occurs

due to finite size effects. This broadening is related to the crystallite size by the

Scherrer equation

τ =
Kλ

βcosθ
(2.2)

where τ is the average crystallite size, K is a dimensionless shape factor (0.9 for

spherical particles), λ is the x-ray wavelength, β is the full width at half maximum

(FWHM) of the intensity in radians, and θ is the Bragg angle.[49]

The reader is referred to [50] for a full treatment of the experiment and analysis.

In brief, XRD patterns were collected to determine the structure of the nanoparticles.

All patterns were collected using Cu-Kα radiation with Bragg-Brentano geometry in

a Bruker D8 DaVinci (see Figure 2.2). X-rays are generated using an x-ray tube

consisting of an electrically heated tungsten cathode, an anode and a Be window. A

large potential difference (40 eV) between the anode and cathode causes electrons to
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accelerate to the Cu anode target; when the tube current (40 mA) strikes the target,

characteristic Cu x-rays and Bremsstrahlung radiation are generated.

For the room temperature measurements using a rotation stage, motorized slits

were used on both the primary and secondary optics to collimate the beam, while a

Ni filter was used to attenuate the Cu-Kβ and Bremsstrahlung x-rays. A Lynxeye

linear Si strip detector quantifies the diffracted x-rays. Dried nanoparticles samples

were mounted on a zero-background quartz slide and analysis via Reitveld refinement

was done FullProf.[51]

Low temperature measurements were done with the Oxford Cryosystems PheniX

closed cycle refrigeration system stage. A Göebel mirror and 1 mm slit was used

to collimate the primary optics, while a motorized slit was used on the secondary

optics. Sequential pattern refinement was done using GSAS II incorporating both

Figure 2.2: Bruker D8 DaVinci with rotation stage.
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microstrain and texture.[52]

2.2 Dynamic Light Scattering (DLS) and Zeta Potential Mea-

surement

Dynamic light scattering is used to measure the hydrodynamic radii and size distri-

bution of particles in solution. Coherent, monochromatic light is directed through

a colloid where it is scattered via Rayleigh scattering as particles undergo Brownian

motion. A photomultiplier tube collects the scattered photons at a variety of angles

about the sample. While a brief overview of the technique is provided below, the

reader is directed to [53] for a more complete discussion.

The signal is processed with a correlator, and the resulting autocorrelation func-

tion is dependent on delay time. After subtracting the baseline, the data takes the

form

C = e−Dq
2τ (2.3)

where D is the diffusion constant, q is the scattering vector, and τ is the delay time.

Both the scattering vector and diffusion constant depend on the experimental setup.

The relationship for the scattering vector is

q =
4πn

λ
sin

(
θ

2

)
(2.4)
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where n is the refractive index of the suspension liquid, λ is the wavelength of the

laser light, and θ is the scattering angle. Stokes-Einstein equation relates the diffusion

constant to the hydrodynamic radius by

D =
kBT

6πηr
(2.5)

where kB is Boltzmann’s constant, T is the temperature of the system, η is the

dynamic viscosity of the solvent and r is the hydrodynamic radius of the particles.

The zeta potential (ζ) is the electric potential between the surface of a colloidal

particle and the fluid in which it is immersed. While often used as a measure of

colloidal stability (a higher magnitude of ζ corresponds to a more stable system),

the zeta potential also provides insight into the surface charge of particles. For this

work, zeta potential was measured using electrophoresis. An electric field is applied

to the sample causing movement between the fluid and its particles. Once the electric

field (E) is such that the particles move with constant velocity (v), the velocity of

the particles is measured using phase analysis light scattering. The electrophoretic

motility of the system (µe) can then be calculated using

µe =
v

E
(2.6)

Using von Smoluchowski’s classical model, µe relates to ζ by

µe =
εrε0ζ

η
(2.7)
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where εr is the dielectric constant of the fluid, ε0 is the permittivity of free space, and

η is the dynamic viscosity of the fluid.[54] Thus the zeta potential can be calculated

using

ζ =
ηv

εrε0E
(2.8)

where v and E are determined experimentally.

DLS measurements were done on suspensions of nanoparticles in DI H2O using

a Photocor Complex system at variable angles. Zeta potential measurements were

done with a Horiba Nano-Partica SZ-100 series instrument on the same samples. Both

measurements were acquired a room temperature.

2.3 Mössbauer Spectroscopy

The Mössbauer effect, discovered by Rudolf Mössbauer in 1958, describes the recoil-

free absorption and emission of photons of atomic nuclei in a solid.[55] Mössbauer

spectroscopy uses this effect to probe the local electronic and magnetic environment

of atoms in a sample. For a full reference, the reader is referred to [56].

When a free nuclei decays from excited state Ee to ground state Eg where E0 =

Ee − Eg, a photon with energy is emitted. From conservation of momentum, the

nuclei experiences a loss in energy due to recoil expressed by

ER =
E2
γ

2MNc2
(2.9)
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where Eγ is the energy of the emitted photon, M is the mass of the recoiling object

and c is the speed of light. From conservation of energy, the energy of the emitted

γ-ray is given by

Eγ = E0 − ER (2.10)

For recoil-free absorption to occur, the incoming photon must have enough energy to

compensate for recoil, i.e. Eγ = E0 − ER. From Heisenberg’s uncertainty principle,

the uncertainty in the energy of both the emitted and absorbed γ-ray is related to the

half-life of the excited state by Γnat = h̄/τ1/2. In order to have recoil-free absorption

and emission, there must be overlap between the energies of the absorbed and emitted

photons, so Γnat > 2ER.

For free nuclei, ER is typically orders of magnitude larger than Γnat which means

that the probability of resonant fluorescence is extremely low; however, if the nucleus

is embedded in a matrix, the recoil energy may be transferred to the matrix. Since

the mass of the matrix is significantly larger than that of an individual nuclei, ER is

reduced provided that the energy does not create a lattice excitation (phonon), thus

increasing the probability of recoil-free absorption and emission. The probability of

a zero-phonon event is given by the recoilless fraction as

f = exp[−E2
γ 〈x2〉 /(h̄c)2] (2.11)
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where 〈x2〉 is the mean square vibrational amplitude of the emitting atom in the

direction of the emitted photon.[56] This is related to the Debye-Waller factor where

the solid’s phonon modes are described by the Debye model.[57]

A Mössbauer spectra is collected by measuring the transmission of Doppler-shifted

γ-rays through a sample. For the study of 57Fe, a radioactive 57Co source is moved

relative to the sample producing Doppler-shifted γ-rays with energies around E0 (see

decay scheme in Figure 2.3; when the energy of the incoming γ-ray excites a nuclear

transition in the sample, absorption occurs; a Mössbauer spectrum is thus a measure

of transmission as a function of the Doppler-shifted energy.

Mössbauer spectroscopy is useful because it provides information about the elec-

tron density, electric field gradient and hyperfine field at the nucleus via hyperfine

interactions. When combined, these characteristics provide valuable insight into the

composition, bonding and magnetism of samples. The relationship between the hy-

57Co

57Fe 136 keV

14.4 keV

0

9% 91%

Figure 2.3: The decay scheme of 57Co.
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Figure 2.4: Hyperfine parameters and their effect on the Mössbauer spectrum. For-
bidden transitions in the magnetic hyperfine splitting are shown in black.[58]

perfine parameters and the Mössbauer spectra is shown in Figure 2.4.

The isomer (centroid) shift (δ) is the result of an intrinsic component (δI) and and

the second-order Doppler shift (δSOD) where δ = δI +δSOD. The intrinsic isomer shift

is caused by in differences in s-electron density between the source and the absorber

δI =
2π

5
Ze2{|ψs(0)A|2 − |ψs(0)S|2}{R2

e −R2
g} (2.12)

where Z is the atomic number, e is the charge of an electron, |ψs(0)A|2 and |ψs(0)B|2

are the s-orbital electron densities of the absorbing nuclei and source nuclei respec-

tively, and Re and Rg are the radii of the nuclei in the excited and ground states. It is

important to note that Re < Rg for 57Fe; this means that an increase in the s-orbital
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density leads to a lower isomer shift.[59] While both 57Co and 57Fe have the same

number of s-orbital electrons, the screening effect of the d-electrons combined with

different chemical environments leads to different electron densities between source

and absorber. Since the isomer shift is sensitive to changes in the d-orbital electrons,

this parameter is useful in distinguishing Fe2+ from Fe3+. The second-order Doppler

shift is a function of the mean-squared velocity of the absorbing atom (〈v2〉) by

δSOD = −Eγ
〈v2〉
2c2

(2.13)

Since 〈v2〉 is proportional to the kinetic energy of the absorbing nuclei, δSOD will

decrease with increasing temperature. This temperature dependence creates the need

for δ to be reported relative to a standard at a set temperature. The convention is to

report δ relative to α-Fe at room temperature (300 K).

The quadrupole splitting of the Mössbauer spectra speaks to the electric field

gradient. Only states with the nuclear quantum number I > 1/2 will have a non-zero

quadrupole moment Q. When exposed to an electric gradient field, 2I + 1 magnetic

substates (mI) form, however, states with |mI | remain degenerate. In the case of

57Fe, I = 3/2 results in a doublet . The energy of this splitting is given by

EQ =
eQVzz

2

√
1 +

η2

3
(2.14)

where Vzz = ∂2V/∂z2 is the principal component of the electric gradient field tensor,

and η is the asymmetry parameter given by
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η =
Vxx − Vyy

Vzz
(2.15)

where Vxx and Vyy are the off diagonal elements and 0 ≤ η ≤ 1.

The interaction between the nuclear spin ~I and magnetic moment ~µ via Zeeman

interactions is described by the Hamiltonion

H = −~µ · ~Bhf = −gNµN ~I · ~Bhf (2.16)

where gN is the nuclear Landé factor, µN is the nuclear magneton, and Bhf is the

induced magnetization. The energies for the nuclear levels are then proportional to

the magnetic substates (mI) and may be expressed as

EM = −gNµNmIBhf (2.17)

For the transition in 57Fe from ground state I = 1/2 to excited state I = 3/2,

the selection rules of ∆I = 1 and ∆mI = 0,±1 allow six transitions as illustrated in

Figure 2.4, resulting in a sextet. For a randomly oriented powder, the relative trans-

mission probabilities, determined by the Clebsch-Gordon coefficients, are 3:2:1:1:2:3.

For the Mössbauer experiments in this thesis, a 57Co source in a Rh matrix was

mounted on a Wissel MDU MR-360 transducer. A Wissel DFG-1200 digital function

generator induced a triangular wavefunction to produce Doppler-shifter γ-rays that

are directed through the sample. The transmitted γ-rays are quantified using a LND

model 45431 Ar/Xe proportional counter and amplified before reaching a ORTEC
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single channel analyzer (SCA). The discriminators on the SCA are adjusted to allow

only the 14.4 keV γ-rays to be counted. This signal is then sent to a computer with

an ORTEC multi-channel scaler (MCS) where the data is sorted with respect to the

drive velocity. A Janis SHI-850 closed cycle refrigerator was used to collect spectra

from 10 K to 300 K in order to determine the temperature dependence of hyperfine

parameters.

2.4 Electron Microscopy

Electron microscopes are invaluable tools in the analysis of nanoparticles. Transmis-

sion electron microscopy (TEM) is an imaging and diffraction technique that focuses

a high energy beam of electrons through the sample. Transmitted electrons may be

used to form a bright field image of the sample. Since the beam passes through

the sample, the contrast of the final image is a result of electron absorption. Thus

TEM bright field images provide information about sample thickness and the atomic

number (Z) of the atoms as well as overall morphology.

In contrast with TEM, scanning electron microscopes (SEM) use a highly focused

electron beam to raster across the surface of a sample. Since the electron beam does

not need to transmit through the sample, SEM may be used to image thicker sam-

ples than TEM. As the electrons interact with the sample, both electrons and x-rays

are produced. Detectors collect the secondary and backscattered electrons, and the

signals are assembled into images. The secondary electron image is useful in deter-

mining sample size and morphology, while the image produced from the backscattered

electrons provides information about the atomic cross-section of the sample.
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Nanoparticles were suspended in ethanol and dropped onto a 200-mesh carbon-

coated copper grid. SEM images were collected on a FEI Nova NanoSEM 450, while

TEM images were collected on a FEI Talos F200X S/TEM at the Manitoba Institute

of Materials (MIM). The SEM was operated at 5 keV, while the TEM was operated

at 200 keV. ImageJ was used for particle size distribution and shape analysis.[60]

2.5 Magnetometry and Susceptometry

The overall magnetic properties of nanoparticles were determined using a magnetome-

ter. In this thesis, measurements were obtained using a superconducting quantum

interference device (SQUID) magnetic property measurement system (MPMS) from

Quantum Design. This instrument consists of four key superconducting components:

the superconducting magnet, the superconducting detection coils, the superconduct-

ing shield, and the SQUID device itself; all components are located within a liquid

helium dewar. The superconducting magnet is a solenoid that can produce magnetic

fields up to ±5 T depending on the applied current. At the centre of the solenoid,

the superconducting detection coils wrap around the sample chamber in a second-

order gradiometer configuration. This configuration means that the current within

the detection coils are constant if the external magnetic field is constant. As the

sample is moved through the magnetic field, the change in magnetic flux induces

a current in the detection coils. This induced current is transmitted then through

superconducting wires to allow for inductive coupling to the SQUID detector.[61]

The SQUID device consists of two Josephson junctions in the loop’s current and
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converts the input current to a proportional output voltage. Due to the high degree

of sensitivity in the SQUID, this device is isolated from the superconducting magnet

by a superconducting shield. For each data point, the voltage is measured relative

to the sample’s position; this plot is then fit to a dipole via an iterative regression to

obtain a quantification of measured magnetization.

All measurements for this thesis were acquired using a standard transport, which

physically moves the sample through the magnetic field. The sample space is main-

tained at low pressure and filled with helium gas with heaters around and above the

sample area to allow for precise temperature PID control. Measurements were per-

formed on both powder samples and nanoparticles dispersed (and aligned if required)

in GE varnish.

DC susceptibility (χDC) was acquired under both field cooled (FC) and zero field

cooled (ZFC) conditions where a small field (typically 5 mT) was applied and the

temperature was varied from 10 K to 400 K. Prior to the ZFC measurement, the

magnet was reset and the shield was degaussed to remove any remanent magnetic

fields.

Hysteresis loops were also acquired by measuring the magnetization of the sam-

ple (M) as a function of applied field (µ0H) for fixed temperatures between 10 K

and 400 K. These measurements provide key characteristics of the sample including

magnetic saturation (MS), coercivity (Hc) and remanent field (MR).

While DC susceptibility and hysteresis loops provide information about the static

magnetism of a sample, AC susceptibility measurements give insight into the dynamic

magnetism since these measurements take place on a much shorter time scale. After



Chapter 2: Experimental Methods 31

cooling in zero magnetic field, a very small (0.25 mT) AC magnetic field was applied

and the temperature was varied as in the DC susceptibility measurement; the acquired

signal is of the form

χAC(ν, T ) = χ′AC(ν, T )− iχ′′AC(ν, T ) (2.18)

where χ′AC(ν, T ) and χ′′AC(ν, T ) are the in-phase and out-of-phase components respec-

tively, to the AC field with frequency ν.

2.6 X-ray Absorption Spectroscopy and Magnetic Circular

Dichroism

X-ray spectroscopic techniques are invaluable to due their ability to probe individual

elements. For this work, x-ray absorption spectroscopy (XAS) and x-ray magnetic cir-

cular dichroism (XMCD) were used to detect changes in oxidation state, coordination

and magnetism of specific elements with both temperature and magnetic field. Both

of these techniques require a high flux of high energy x-rays, thus synchrotron x-rays

are ideal. These x-rays are produced when high energy electrons are accelerated in

a circular path using electromagnetic field. The synchrotron x-rays are tuned to the

desired energy and polarized using a combination of mirrors and undulators.[62]

In an XAS experiment, monochromatic x-rays are absorbed to excite a core elec-

tron in the element of interest. The excitation of of a core electron to the valence band

only occurs if the energy of the incoming photon exceeds the characteristic binding

energy, thus making XAS an element-specific technique. From dipole selection rules
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Figure 2.5: Colour online. Example of Fe L-edge XMDC spectra (black) and inte-
grated area (blue). Lines at 717 eV and 738 eV mark p (integrated intensities over
the L3 edge) and q (integrated intensities over the combined L2 and L3 edges) used
in sum rules analysis.

requiring ∆L=±1 and ∆S=0, s-state electrons can only reach a final p-state, while

p-state electrons can only reach final d- or s-states.

While XAS is extremely useful, magnetic experiments benefit most from the use

of polarized light. Because of the selection rules for x-ray absorption, transitions will

occur with different probabilities for left and right circularly polarized light as a result

of the different angular momenta of the incoming photons. The XMCD signal is the

difference in absorption between the two polarities. This is a direct measure of the

difference between the spin up and spin down valence states which is proportional

to the overall magnetization. Because the L2 and L3 edges correspond to opposite

spin orbit couplings (l + s and l − s respectively), the resulting spin polarization is

antiparallel at the two edges. While the x-ray does not directly interact with the

electron spin, an indirect spin-orbit interaction may affect the measured intensities
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between the two edges. As a result, information about the spin moment (ms) and

orbital moment (ml) can be obtained via sum rules analysis via ml/ms = 2q/(9p−6q)

where p and q are the integrated XMDC intensities over the L3 and combined L2

and L3 edges respectively.[63] An Fe L-edge XMCD spectra and integrated area are

presented in Figure 2.5.

X-ray absorption spectroscopy (XAS) and x-ray magnetic circular dichroism (XMCD)

measurements were done at beamline 4-ID-C of the Advanced Photon Source in a liq-

uid helium cryostat. Powder samples were mounted on carbon tape onto a cold finger

in a 7 T (maximum) field magnet oriented at a grazing angle (∼30°) to the applied

field and x-ray direction. Spectra were collected in total electron yield (TEY) mode

with the x-ray circular polarization alternated; the XAS spectra is the sum of the two

polarizations, while the XAS is the difference. XMCD spectra are normalized to the

XAS spectra. Artifact free (AF) XMCD spectra are an average of both field polarity

measurements to remove non-magnetic artifacts from the spectra. XAS simulations

were performed using Crispy.[64]

2.7 Hyperthermia

Hyperthermia measurements were done using a 2.4 kW Ambrell Easyheat and a FLIR

AX8 infrared camera. To characterize the heating response, temperature measure-

ments were acquired with respect to time while the AC magnetic field was applied.

The specific loss power (SLP) is a measure of the sample’s heating efficiency; this

parameter was calculated using
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Figure 2.6: Hyperthermia setup for spherical nanoparticles.

SLP = C
ms

mp

∆T

∆t
(2.19)

where C is the specific heat of the solvent (4.186 J/g°C for water), ms is the mass

of the solvent, mp is the mass of the nanoparticles, and ∆T/∆t is initial change in

temperature with respect to time.[65]

To characterize the heating response of the spherical nanoparticles, 2 ml of 30 mg/ml

solutions were added to a 35 mm polystyrene dish and the AC magnetic field (191 kHz

15.8 kA/m) was applied. Since the purpose of this measurement was to determine

the temperature achieved during the biofilm test, only one concentration and field

was tested. Because the concentration is high, interparticle interactions can play a

role, thus the direction of the applied field needs to be specified. For this work the

applied field is parallel to the surface of the polystyrene dish as shown in Figure 2.6.

To determine the heating efficiency of Fe3O4 nanorods, suspensions of various

concentrations were prepared in water and the effect of the AC magnetic field was
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Figure 2.7: Hyperthermia setup for Fe3O4 nanorods.

tracked. For the nanorods, 1 ml of the desired concentration was tested as shown in

Figure 2.7.

2.8 Biofilm Test

Tryptic soy broth (TSB) and tryptic soy agar (TSA) were used to culture MRSA

ATCC (33592). After culturing on agar plates, an initial bacterial suspension was

prepared by suspending several colonies in phosphate buffer solution (PBS; pH 7.4,

0.05 M) at an equivalent density to a 0.5 McFarland standard. This suspension

was diluted 100 times in PBS, then 15 µl of the dilution was further diluted into

45 ml of TSB. After incubation for 18 h at 37°C the concentration of bacteria reached

108 CFU/ml. The bacterial solution was diluted 1000 times into TSB with 1% glucose.

To prepare the biofilms, 2 ml of this solution was added to 35 mm polystyrene dishes

and incubated 24 h at 37°C.

Prior to treatment, the bacterial solution was poured off and the films were gently
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Figure 2.8: Rotating magnetic field setup with platform (left) and without platform
(right). The biofilm dishes are placed on the platform above the rotating magnets.

irrigated thrice with 200 µl DI H2O to remove planktonic bacteria. 2 ml of treatment

solution was added to each film and the desired treatment condition was applied

for 15 min. Treatment solutions consisted of 30 mg/ml spherical (either small or

large) iron oxide nanoparticles suspended in DI H2O; blank DI H2O was used as

a control solution. Three treatment conditions were tested: ambient conditions, a

low frequency rotating magnetic field, and a high frequency alternating current (AC)

magnetic field.

The rotating magnetic field consisted of neodymium permanent magnets rotating

at 21 mHz under a platform containing the MRSA biofilms as presented in Figure 2.8.

The AC magnetic field setup consisted of a 2.4 kW Ambrell Easyheat operating with a

191 kHz 15.8 kA/m magnetic field. The biofilms were placed inside the workhead coil

such that the applied field is perpendicular to the surface of the film (see Figure 2.6)

to maximize the effect of interparticle interactions.

After treatment, the treatment solution was poured off and the films were gently

irrigated six times with 200 µl DI H2O to remove planktonic bacteria and debris. After

the final wash, biofilms were allowed to dry under ambient conditions then scraped

into 3 ml PBS. The solution containing the removed biofilm was serially diluted in PBS
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and 50 µl of each dilution was plated on TSA plates and incubated at 37°C. After 24 h,

bacterial colonies were enumerated. To ensure complete tracking of bacteria, both the

treatment solutions and the DI water used for washing were enumerated following the

same procedure. All tests were done in triplicate. Logarithmic reduction of bacteria

was determined using log10(A/B) where A was the the number of bacterial colonies

in the control and B was the number of colonies in the particular treatment.



Chapter 3

Iron oxide nanoparticles to treat infection

3.1 Introduction

A recent study by the World Health Organization has revealed that antimicrobial re-

sistance has become a global health-care problem.[66] Increasingly resistant microor-

ganisms have created a critical need for innovative solutions as the present methods

using antibiotics are failing. One of the largest concerns in a hospital setting is the for-

mation of biofilms on reusable devices such as catheters and endoscopy tubes. Biofilms

are complex synergistic systems formed by the aggregation of microbes within a extra-

Adhesion Formation of Matrix Colonization

Figure 3.1: Colour online. Schematic of biofilm formation. Initially microbes (red)
adhere to surface and form a protective extracellular matrix (green). As the bacteria
reproduces and the biofilm becomes thicker, underlying bacteria become dormant
(dark red).

38
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cellular matrix. Typically formed at a solid-liquid interface (see Figure 3.1), biofilm

constituents become more dormant as a function of depth, since nutrients become

less available.[67] For bacterial films, this poses a challenge; traditional antimicrobial

treatments rely on metabolization and are inefficient on dormant bacteria requiring

a significantly higher dose to ensure eradication.[68]

In recent years, iron oxide nanoparticles have attracted significant attention for

their uses in biomedical applications such as magnetic resonance imaging, hyper-

thermia and drug delivery.[69] These nanoparticles are appealing because they are

non-toxic to humans and highly modifiable: Morphology and surface chemistry can

be tailored to suit the desired application. In this chapter, two sizes of spherical iron

oxide nanoparticles (coated with a thin coating of SiO2 to reduce aggregation) were

used to treat MRSA biofilms. While previous studies of iron oxide nanoparticles have

shown no kill in planktonic bacteria,[70] we aim to demonstrate how these particles

can be manipulated to disrupt biofilms.

3.2 Nanoparticle Synthesis

To synthesize small spherical nanoparticles, 8.67 g FeCl3· 6H2O and 3.14 g FeCl2·

4H2O were dissolved into 25 ml of 0.4 M HCl. The Fe solution was added dropwise

into 250 ml of 1.5 M NaOH over 30 minutes. The nanoparticles were isolated using

a strong magnet and washed thrice with DI H2O and once with 0.01 M HCl. The

nanoparticle solution was brought to a total volume of 190 ml using DI H2O.

To synthesize large spherical nanoparticles, 8.11 g FeCl3· 6H2O and 2.98 g FeCl2·

4H2O were dissolved into 150 ml of DI H2O and the solution was heated to 74°C.
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50 nm 50 nm

a) b)

Figure 3.2: Transmission electron microscope images of a) 8 nm (small) and b) 11 nm
(large) particles.

150 ml of 1.5 M NaOH was rapidly added to the Fe solution and stirred under heated

condition for 1 hour. The nanoparticles were isolated using a strong magnet and

washed thrice with DI H2O and once with 0.01 M HCl. The nanoparticle solution

was brought to a total volume of 190 ml using DI H2O.

To silica coat the nanoparticles samples, 160 ml ethanol and 4 ml NH4OH were

added to the 190 ml particle solution and stirred for 5 min. 5 g TEOS was added

dropwise. The mixture was stirred at room temperature for 16 hours, then washed

with DI H2O.

3.3 Characterization of spherical nanoparticles

Transmission electron microscope (TEM) images of both the large and small iron

oxide nanoparticles are located in Figure 3.2. ImageJ analysis was done on TEM im-

ages to ascertain size distributions (see Figure 3.3). Each size distribution (Figure 3.3)
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a) b)

Figure 3.3: Size distributions for a) 8 nm and b) 11 nm particles determined from
ImageJ analysis fit with Lorentzian distribution (red line).

was fit with a Lorentzian. From the fit results, the diameters of the two samples are

8±3 nm and 11±5 nm. Based on this analysis, the large and small spherical nanopar-

ticles will be referred to as 8 nm and 11 nm. Zeta potential measurements on dilutions

of 8 nm and 11 nm particles in DI H2O yielded surface potentials of −33±3 meV and

-21±3 meV respectively. These values indicate that both samples can form stable

suspensions in H2O.[54]

X-ray diffraction patterns of both the 8 nm and 11 nm iron oxide nanoparticles

acquired under ambient conditions are shown in Figure 3.4. From Reitveld refinement,

both samples have a Fd3̄m spinel structure consistent with γ-Fe2O3 or Fe3O4. The

slight swell in the background ∼22° indicates the presence of small amount of SiO2

in both samples.[71] The lattice parameters of the 8 nm and 11 nm particles are

8.385±0.001 Å and 8.374±0.001 Å respectively. Since the bulk lattice parameter of

γ-Fe2O3 is known to be 8.336 Å and for Fe3O4 it is 8.397 Å,[19] these results suggest

non-stoichiometric Fe3O4. From Scherrer broadening, the volume-weighted crystallite

sizes are 5.92±0.08 nm and 7.5±0.1 nm for the 8 nm and 11 nm particles respectively.
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Figure 3.4: Powder x-ray diffraction patterns of a) 8 nm nanoparticles and b) 11 nm
nanoparticles, with the results of the refinement (black line). The green Bragg markers
index the Fd3̄m structure while the blue line is the residuals of the refinement.

The mismatch between the observed data and fit (visible in the residuals) is consistent

with a small amount of strain in the samples expected due to the nanosize nature of

the iron oxide nanoparticles.

Hysteresis quarter-loops were used to characterize the magnetic response of 8 nm

and 11 nm spherical particles as shown in Figure 3.5. The 8 nm spheres have a

magnetic saturation of 40.7±0.8 Am2/kg, while the 11 nm spheres have a magnetic

saturation of 52±1 Am2/kg. This increase in saturation with nanoparticle size reflects

the decrease of disordered surface spins. The absence of a coercive field confirms both
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Figure 3.5: Magnetic response of 8 nm (black circles) and 11 nm (red squares) spher-
ical nanoparticles as a function of applied field.

samples as superparamagnetic.

Mössbauer spectroscopy at 50 K was used to measure the local coordination of

57Fe ions. Both spectra are primarily composed of two sextets denoted as components

A and B, while the 8 nm particles have an additional sextet (C) described in Table 3.1.

For the 11 nm particles, the distinct hyperfine fields of 52.55±0.08 T and 50.46±0.09 T

Table 3.1: Hyperfine parameters of 50 K Mössbauer spectra of 8 nm and 11 nm
spherical nanoparticles.

Sample Site δ (mm/s) Γ (mm/s) ∆ (mm/s) Bhf (T) Relative Area (%)

8 nm A 0.49±0.01 0.23±0.02 -0.03±0.02 51.5±0.1 24

B 0.417±0.009 0.29±0.04 0.01±0.01 49.5±0.1 48

C 0.66±0.003 0.49±0.05 -0.18±0.05 46.7±0.3 28

11 nm A 0.484±0.007 0.22±0.02 0.01±0.01 52.55±0.08 33

B 0.432±0.006 0.32±0.03 -0.03±0.01 50.46±0.09 67
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Figure 3.6: Mössbauer spectra of a) 8 nm and b) 11 nm particles at 50 K. Black
markers are collected data, while black line is the fit. Red and blue sextets are
components A and B, respectively, while the green is component C.

are consistent with Fe3O4, rather than the overlapping Bhf expected for γ-Fe2O3.[72]

This conclusion is supported by the 1:2 absorption of A and B components. For the

8 nm particles, components A and B follow the same behaviour as the 11 nm with Bhf

of 51.5±0.1 T and 49.5±0.1 T and a relative absorption of 1:2. Component C does

not appear in the 11 nm particles; however, the relatively large quadrupole splitting

(∆=-0.18±0.05 mm/s) speaks to broken or distorted coordination. Combined with

the large line width of 0.49±0.05 mm/s, we attribute component C to a large degree of

disorder at the nanoparticles’ surface. This is consistent with the increase in surface

area as a result of the smaller size determined from both XRD and TEM.

Heating curves were acquired for both the 8 nm and 11 nm particles (Figure 3.7).

The 8 nm particles have a calculated SLP of 4.6±0.5 W/g and an observed 9.8±0.2°C

increase in temperature after 15 min (the duration of the biofilm treatment). In
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Figure 3.7: Heating curves of 8 nm (black circles) and 11 nm (red squares) nanopar-
ticles in a 191 kHz, 15.8 kA/m AC magnetic field.

comparison, the 11 nm particles have an SLP of 6.2±0.4 W/g and a 13.8±0.2°C

increase in temperature in the same time period. While neither system increases the

solution temperature beyond the 37°C used during bacterial incubation, the large

amount of energy transferred to the solution reveals the surface temperature of the

nanoparticles to be very high. The SLP is a measure of the instantaneous heat transfer

per gram of nanoparticles. We can rearrange the general heat transfer equation,

∆Q/t = mcP (∆T/t), where ∆Q/t is the heat transferred with respect to time, m

and cP are the mass and heat capacity of the Fe3O4 nanoparticles, and ∆T/t is the

temperature increase with respect to time to SLP=cP∆T/t where ∆T/t is the rate of

temperature increase. Using cP = 0.65 J/g°C for Fe3O4,[73] the rate of temperature

increases are 7.1°C/s and 9.5°C/s, for the 8 nm and 11 nm particles respectively. If

these rates are constant for the first 30 s, the nanoparticles will increase by 213°C

and 285°C for 8 nm and 11 nm, respectively.
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3.4 Bacterial reduction of MRSA biofilms

The results of the biofilms tests using 8 nm and 11 nm particles are presented in

Figure 3.8. While bacterial results are traditionally reported in CFU/ml, the different

volumes associated with the biofilm, treatment solution and washing solution make

direct comparisons difficult using this convention. Instead we report the results in

total CFU, since it is the reduction we are interested in.

For both sizes of nanoparticles, significant logarithmic reduction is observed in the

treated biofilms compared to the controls. Under ambient conditions the logarithmic

reduction for 8 nm and 11 nm particles are 2.5±0.5 and 2.7±0.4, respectively. These

results are consistent with those observed by Niemirowicz et al.[74] using aminosilane-

coated iron oxide nanoparticles. When exposed to a low frequency rotating magnetic

field, the 8 nm particles resulted in a reduction of 3.6±0.4 log10, while the 11 nm

particles reduced the bacteria in the biofilm by 3.7±0.3 log10. Visually, the parti-

cles appeared to move across the bottom of the biofilm dish during the duration of

the treatment. We attribute this physical movement to the mechanism behind the

increase in bacterial reduction.

Though both of the applied magnetic fields reduced the bacteria within the biofilm,

the AC magnetic field was the more effective treatment condition with 3.6±0.4 log10

and 3.9±0.3 log10 bacterial reductions for 8 nm and 11 nm particles, respectively.

From the heating curves, the 11 nm particles have a higher heating efficiency than

the 8 nm particles. Since no physical movement can occur at 191 kHz, this increased

bacterial reduction is attributed to the hyperthermia-based increase in temperature
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Figure 3.8: Biofilm test results for a) 8 nm and b) 11 nm spherical nanoparticles.
The planktonic bacteria is the sum of the bacteria enumerated in the treatment and
washing solutions; while the total bacteria is the sum of the biofilm and planktonic.
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Table 3.2: Biofilm test results for 8 nm and 11 nm spherical nanoparticles. All
numbers refer to log10 reduction of CFU. The planktonic bacteria is the sum of the
bacteria enumerated in the treatment and washing solutions; while the total bacteria
is the sum of the biofilm and planktonic.

Sample Condition Biofilm Treatment sol. Washing sol. Planktonic Total

8 nm Ambient 2.5±0.5 -0.35±0.08 -0.2±0.4 -0.2±0.3 0.0±0.3

Rotating field 3.6±0.4 -1.05±0.08 0.9±0.3 -0.5±0.2 -0.2±0.2

AC field 3.6±0.4 -1.0±0.2 0.0±0.4 -0.5±0.3 -0.3±0.3

11 nm Ambient 2.7±0.4 0.9±0.3 0.8±0.1 0.8±0.3 0.9±0.3

Rotating field 3.7±0.3 0.4±0.4 1.5±0.1 0.6±0.3 0.7±0.3

AC field 3.9±0.3 0.5±0.4 1.2±0.1 0.7±0.3 0.8±0.3

of the system.[75]

We must acknowledge that only examining the bacteria within the biofilms can be

misleading since the bacterial reductions may be (erroneously) interpreted as killed

bacteria. To obtain more insights, the planktonic bacteria in both treatment and

washing solutions have also been enumerated so the total number of bacteria can be

tracked. For the 8 nm spherical nanoparticles, treatment solutions of rotating and AC

magnetic field samples contain 0.6±0.2 log10 and 0.7±0.3 log10 more bacteria than

that of the ambient samples. This indicates that more bacteria are transferred to the

treatment solutions when magnetic fields are used to manipulate the nanoparticles.

However, when the bacteria in the washing solution is taken into account, both the

planktonic and total amounts of bacteria are conserved (within uncertainties). Thus,

while the amount of bacteria within the biofilm is reduced, there is no observable

bacterial kill for samples treated with the 8 nm particles.
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Figure 3.9: Bacterial test results for 11 nm spherical nanoparticles.

For the 11 nm particles there is also an increase in the amount of bacteria observed

in the treatment solutions from the rotating and AC field samples compared to the

ambient (0.5±0.1 log10 and 0.4±0.1 log10 more, respectively). The amount of bacteria

in the washing solution of the treated samples seems to compensate for the differences

in the treatment solutions, with the planktonic bacteria constant amongst all of the

samples treated with 11 nm particles. Notably, the total number of bacteria was

reduced by 0.8±0.3 log10 for ambient and rotating field samples, and 0.9±0.3 log10

for AC field samples. This means that the 11 nm particles successfully kill bacteria,

while the 8 nm do not.

To isolate whether the 11 nm particles kill planktonic or sessile bacteria, the

biofilm test was repeated with a planktonic solution substituted for the biofilm. From

the results in Figure 3.9, there is no significant reduction between the control and any

treatment using iron oxide particles. Instead, the results suggest a slight bacterial

growth. This indicates that the bacterial kill must likely occur when the bacteria is

trapped within the extracellular matrix of the biofilm.
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While the matrix is typically beneficial to the bacteria, the electrostatic charges

within the system suggest that the extracellular matrix facilitates the bacterial kill.

From the zeta potential measurements, both the 8 nm and 11 nm particles have neg-

ative surface electric potentials, with the larger particles being slightly more positive

by 12±5 meV. Since the cell membrane of MRSA is primarily composed of negatively

charged phospholipids, the bacteria have an effectively negative surface charge.[76][77]

Minimal interaction with the negative nanoparticles is anticipated for planktonic bac-

teria due to Coulombic repulsion, in keeping with the planktonic results. However,

the overall situation changes when the extracellular biofilm matrix is taken into ac-

count. This matrix is composed primarily of polysaccharides, though proteins and

other molecules are also present.[67]

We propose that the negatively charged iron oxide particles are attracted to some

component of the matrix with an effective positive charge. For both sizes of particles,

this interaction causes damage to the biofilm matrix resulting in the release of bacteria

even under ambient conditions. This attraction between the nanoparticles and the

matrix serves an additional purpose though, because it brings the particles within

the vicinity of the bacteria. Since the 11 nm particles have a weaker negative charge,

they are less repulsed by the bacteria (increasing the possibility of contact). Upon

contact, the nanoparticles can cause cell death by interfering with the electrostatic

potential of the cell membrane or reactive oxidative species generation.[78][79]

Based on these results, we can design a system to optimize the effect of the

nanoparticles on biofilms. For both sizes of spherical nanoparticles tested, the appli-

cation of a high frequency AC magnetic field caused the greatest bacterial reduction
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within the biofilms of the treatment conditions examined, with 11 nm particles having

the best overall effect. Since this sample also has the greatest heating efficiency, we

propose that increasing the SLP will improve the bacterial reduction. Because the

hyperthermic effect is correlated to the overall anisotropy of the nanoparticles, there

are two apparent ways of optimizing our system. The first method is to increase

the magnetocrystalline anisotropy by replacing iron oxide with a doped ferrite (i.e.

CoFe2O4)[80], however, these ferrites are not yet approved for medical applications.

The second method is to increase the shape anisotropy by using anisotropic nanoparti-

cles such as cubes or rods.[81][82] Since these non-spherical nanoparticles have unique

demagnetization fields, they can be manipulated by magnetic field more easily than

spherical nanoparticles. This means that the rotating field treatment could also be

enhanced by the incorporation of different shapes.

3.5 Summary

Overall, we observe bacterial reduction in all MRSA biofilms treated with iron oxide

nanoparticles. The greatest reduction occurred when a high frequency AC magnetic

field was used to induce heating with 3.6±0.4 log10 and 3.9±0.3 log10 bacterial reduc-

tions for 8 nm and 11 nm particles respectively. When a rotating magnetic field was

applied, the bacterial reduction was worse than ambient for 8 nm particles, but better

for 11 nm particles due to aggregation in the 8 nm samples. Thus, we can manip-

ulate the iron oxide nanoparticles to improve bacterial reduction in biofilms. When

the planktonic bacteria is taken into account, the 8 nm particles do not kill bacteria

while the 11 nm particles result in a ∼0.8 log10 kill. We attribute the increase in kill
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to this system’s more positive electric charge resulting in greater interaction between

bacteria and nanoparticles. Following these results, we propose that different shaped

nanoparticles can be used to optimize the effect of the nanoparticles on biofilms.



Chapter 4

Structure & magnetism temperature de-

pendencies of Fe3O4 nanorods

4.1 Introduction

Magnetite nanorods have been chosen for their high degree of shape anisotropy and

large demagnetization fields. However, changing from a system of small spheres to

large rods has significant consequences. While the surface anisotropy is decreased,

shape anisotropy must be considered. Additionally, though the spheres are single-

domain Stoner-Wohlfarth particles, only the short axis of the nanorods falls within

this limit. As such, the formation of magnetic domain walls and incoherent reversal

modes are possible.

To add further complexity to the nanorod system, the Verwey transition is known

to be affected by uniaxial strain.[45][46][48] For small spherical particles, the high de-

gree of disorder and isotropic strain tends to eliminate the Verwey transition;[83] how-

ever, the effect of strain within anisotropic nanoparticles has not been fully studied.

53
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In this chapter, wes do a full analysis of the temperature dependent characteristics

of Fe3O4 nanorods.

4.2 Nanorod Synthesis

Hydrothermal nanorod synthesis works by creating an environment such that growth

along one crystal plane is favoured. Initially, β-FeOOH nanorods were synthesized

hydrothermally using a solution of ferric chloride-hexahydrate and urea in water as

described by Zhihui Xu et al.[84] 9.4602 g of FeCl3· 6H2O and 2.1000 g of urea were

dissolved in 35 ml water. The entire solution was poured into a digestion vessel, 5 ml

was removed, and the vessel was sealed and placed into a 125°C furnace for 4 hours.

The β-FeOOH nanorods were then reduced to Fe3O4 by suspending the particles

in 50 ml oleylamine and heating to 210°C in an inert atmosphere under reflux con-

ditions for 2 hours. The resulting particles were separated magnetically and washed

extensively in hexane and acetone, ethanol, and methanol before air drying in a 60°C

furnace.

4.3 Morphology and structure

TEM images (Figure 4.1) confirm the sample to be nanorods with lengths between 300

and 1100 nm and widths of 20-80 nm. Overall, the average aspect ratio is 13. Pitting

is evident in the nanorods; this is likely a result of the reduction from β-FeOOH to

Fe3O4. During this reaction, any chlorine impurities in the initial β-FeOOH will form

HCl which subsequently dissolves the surrounding solid.

The room temperature XRD (Figure 4.2a) contains reflections consistent with a
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spinel structure (Fd3̄m) with lattice constant 8.3832(8) Å which implies the phase to

be Fe3O4 rather than γ-Fe2O3.[19] From low temperature XRD, the sample undergoes

a structural transition to a monoclinic phase consistent with a Verwey transition.

Reitveld refinement of the pattern at 25 K with the C2/c space group, as determined

by Blasco et al.,[34] is most consistent with our data (see Figure 4.2b). The space

group Pmc21 proposed by Iizumi et al. was considered; however, strain due to the

nature of the crystallites has likely lowered the symmetry of the system.[33]

While the transition from a cubic to monoclinic phase is consistent with the Ver-

wey transition in bulk magnetite, the refinement results suggest a far more extreme

distortion to the crystal structure in the nanorods. In bulk magnetite, the mono-

clinic phase is the result of a lattice angle (β) shifting from 90° to 90.24°;[34] how-

ever, in the 25 K pattern, β shifts to 93.75±0.03°. Due to lower symmetry in the

monoclinic phase, the unit cell of bulk Fe3O4 increases to am = bm =
√

2ac and

cm = 2ac where ac is the lattice constant in the cubic phase.[34] For the nanorods

at 25 K, am = 11.895 ± 0.003Å= 1.419ac, bm = 11.854 ± 0.002Å= 1.414ac, and

Figure 4.1: TEM images of Fe3O4 nanorods. High magnification image shows pitting
on particles.
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Figure 4.2: X-ray diffraction patterns of Fe3O4 nanorods at a) 300 K and b) 25 K.
Red dots are data and black line indicates fit. The green Bragg markers index the a)
Fd3̄m and b) C2/c structures while the blue line is the residuals of the refinement.
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cm = 14.45± 0.02Å= 1.72ac. Thus am and bm of the nanorods are in agreement with

bulk predictions, while cm is ∼14% smaller, indicating compression along this axis.

The transition between the monoclinic and cubic phases was tracked over both

warming and cooling cycles. Figure 4.3 shows the evolution of the diffraction pattern

as the sample was warmed. At 225 K, the pattern is best fit with 23% monoclinic and

77% cubic phases and the lattice spacings of the monoclinic phase are the same within

error as the 25 K pattern. As the temperature is increased, the monoclinic phase

fraction decreases (as evidenced by the disappearance of the 22° and 25° diffraction

peaks) until the pattern is fully cubic at 250 K. We conclude that the structural

transition from a monoclinic to cubic phase occurs between 225 K and 250 K. When

the nanorods were cooled from 300 K to 20 K, a more rapid transition from cubic to
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Figure 4.3: Temperature dependent x-ray diffraction patterns from 225 K to 250 K
as the structure transitions from a monoclinic to a cubic state.
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monoclinic structures occurs between 225 K and 215 K indicating structural hysteresis

within the system.

4.4 Overall temperature dependent magnetism

The overall magnetic properties of the Fe3O4 nanorods were determined from magne-

tometry and susceptometry measurements; samples were dispersed in GE varnish to

reduce interparticle interactions. Hysteresis loops were measured from 10 K to 400 K

with ±3 T field after cooling in zero field; a selection of these loops are presented in

Figure 4.4.

Traditional hallmarks of TV are visible on the overall magnetism of the system.

The coercive fields (HC) obtained from hysteresis loops provides a measure of the

magnetic anisotropy in a sample. From Figure 4.5, a sharp change in coercivity is

observed at 100 K indicating a change in the overall anisotropy. Modelling of bulk

-0.4 -0.3 -0.2 -0.1 0 0.1 0.2 0.3 0.4
µ0H (T)

-60

-40

-20

0

20

40

60

M
 (A

m
2 /k

g)

10 K
100 K
150 K
200 K
300 K

Figure 4.4: Low-field view of hysteresis loops of Fe3O4 nanorods.
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magnetite by Muxworthy and Williams has shown that the limit of first cubic mag-

netocrystalline anisotropy constant (K1) is 0 for temperatures approaching TV .[85]

Below the transition, an increase in overall anisotropy is typically interpreted as the

result of the appearance of significant monoclinic anisotropy constants.

The thermoremanence of the system also reveals temperature dependent changes,

as characterized via the squareness ratio (MR/MS) shown in Figure 4.6. Similar to

the coercivity, the remanence of the system undergoes a sharp transition. This change

in remanence between 100 K and 150 K speaks to changes to factors affecting domain

wall motion.

From Bloch’s Law describing coherent fluctuations of spinwaves, the temperature

dependence of the magnetic saturation is reflected by MS(T ) = MS(0)(1 − BT 3/2)

where B is inversely proportional to the material’s exchange interaction.[19] From
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Figure 4.5: Coercive field (HC) as a function of temperature. A change in behaviour
is evident between 100 and 150 K consistent with the structural change observed in
XRD.
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Figure 4.6: Squareness ratio as a function of temperature. A change in slope is
evident between 75 K and 100 K indicating a change in anisotropy. Linear regimes
are marked in red to guide the eye.
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Figure 4.7: Magnetic saturation as a function of T3/2. Linear regimes are marked in
red to guide the eye; the transition between two regimes occurs at 150 K.
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Figure 4.7, a change in the exchange interactions occurs at 150 K as evidenced by the

change in slope. This is the same temperature where the thermoremanence sharply

decreased; both of these behaviours are consistent with a structural change. While

from XRD the system transitions from a monoclinic to a cubic phase from 225 K to

250 K, the temperature dependent behaviour observed the overall magnetism is the

result of changes in the microstructure.

4.5 Links between microstructural changes, Fe coordination

and atomic magnetism

Since Mössbauer spectroscopy probes the local environment of 57Fe, it is an ideal tool

for tracking changes from variations in the microstructure. In particular, the iso-

mer shift (δ) provides information about the local electronic environment, specifically

the interaction between the nucleus and the s-orbitals. Due to shielding effects, the

s-orbital density is affected by the d-orbitals; this allows the isomer shift to reflect ox-

idation state and bonding environment. The magnetic hyperfine field (Bhf ) describes

the magnetic environment at the nucleus where the dominant contribution is typi-

cally the Fermi contact term (due to unpaired valence electrons), though the orbital

moment of these valence electrons and the non-spherical distribution of electron spin

density also play a role. Because the Verwey transition is known to affect both the

electronic and magnetic properties of Fe3O4, changes in δ and Bhf are evidence of

this transition.

Initially, the 10 K Mössbauer spectrum was fit with three sextets corresponding

to the tetrahedral (Td) A site’s Fe3+ and octahedral (Oh) B site’s Fe2+ and Fe3+ (see
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Fig. 4.8) predicted by Verwey’s charge ordering model.[86] The tetrahedral A site

accounts for 40% of the absorption with hyperfine parameters δ=0.441±0.006 mm/s,

Γ=0.25±0.02 mm/s and Bhf=51.34±0.07 T. Site B1 relates to octahedral Fe2+ with

δ=0.56±0.01 mm/s, Γ=0.44±0.04 mm/s and Bhf=48.3±0.2 T, while site B2 cor-

responds to octahedral Fe3+ with δ=0.507±0.007 mm/s, Γ=0.21±0.03 mm/s and

Bhf=53.54±0.07 T. The oxidation state was determined from the hyperfine fields

since the theoretical limit of Fe2+ is lower than that of Fe3+.[56]

The B1 and B2 components account for 36% and 24% of the fitted absorption,

respectively. This means that the relative areas of the fit do not match Verwey’s

model of three equivalent components resulting from A-site Fe3+, and B-site Fe2+

and Fe3+. Further analysis of the fit spectrum reveals that there is absorption along

the inner edge of line 2 that is not accounted for in the three component fit. Since the

line width of B1 is significantly larger than the other components, and the relative

absorption of B2 suggests a deficiency in B-site Fe3+ ions, we revised the fit using
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Figure 4.8: Mössbauer spectra at 10K with three component fit. Components A, B1
and B2 represent tetrahedral Fe3+, and octahedral Fe2+ and Fe3+ respectively.
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four components with the additional sextet (B3) corresponding to octahedral Fe3+.

In this revised four component fit (Fig. 4.9), the relative areas of the sites A:B1:B2:B3

are 8:8:5:3; which corresponds to the expected 1 to 2 ratio of A-site to B-site ions for

stoichiometric Fe3O4. The hyperfine parameters of the four sextet fit are summarized

in Table 4.1, with no significant changes to the A site. From the isomer shifts of

0.517±0.009 mm/s and 0.517±0.007 mm/s respectively, the B1 and B2 components

are located in identical electronic environments implying a strong interaction. Again,

the oxidation states of these sites can be distinguished by their hyperfine fields of

49.39±0.07 T and 52.71±0.05 T as Fe2+ for B1 and Fe3+ for B2. Thus we can con-

clude that all of the octahedral Fe2+ interacts with the majority of the octahedral

Fe3+.

This interaction is consistent with the trimeron picture where all of the Fe2+ share

t2g electrons with acceptor ions and all but one acceptor is Fe3+.[39] Since site B3 has a

distinctly different isomer shift from the other B sites (δ=0.79±0.04 mm/s), these Fe3+
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Figure 4.9: Mössbauer spectra at 10K with 4 sextet fit. Site ratios of A:B1:B2:B3 are
8:8:5:3. Hyperfine parameters are tabulated in Table 4.1
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Table 4.1: Hyperfine parameters of 10 K Mössbauer spectra of Fe3O4 nanorods.

Site δ (mm/s) Γ (mm/s) Bhf (T) Area (%)

A 0.432±0.004 0.23±0.01 51.70±0.04 33.4

B1 0.517±0.009 0.20±0.02 49.39±0.07 33.3

B2 0.517±0.007 0.34±0.02 52.71±0.05 20.8

B3 0.79±0.04 0.49±0.07 45.3±0.3 12.5

are not bound to trimerons; however, its large line width (Γ=0.49±0.07 mm/s) speaks

to a large degree of disorder. In a perfect low temperature Fe3O4 single crystal, only

two of the eight Fe3+ ions do not participate in a trimeron formation;[39] however,

we can attribute the additional B3 absorption to the weakening of trimerons from

increased crystal strain.[47] Effectively, the B-site is split into eight central Fe2+-like

ions, five Fe3+-like acceptor ions and three Fe3+ ions.

By tracking the temperature evolution of the hyperfine parameters, we see that

the A site is relatively constant from 10 to 300 K. The decrease in both δ and Bhf

with increasing temperature may be attributed to a second order Doppler shift. In

contrast, the B site reveal a dynamic microstructure, with the components undergoing

subtle shifts in the low temperature regime (<150 K) and a significant transformation

at 150 K. The subtle changes are most evident in the isomer shifts of the interacting

B1 and B2 sites in Figure 4.10, where these parameters diverge first at 25 K and

again at 100 K. Because the isomer shift speaks to electronic environment and valence

state, variations in δ suggests changes to the coordination of the trimerons. At both

temperatures, a simultaneous decrease in δ of B3 is observed which indicates that all

B site components are affected by trimeron dynamics.
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At 150 K, the B sites undergo a drastic transformation as the three low tempera-

ture sextets are replaced by one sextet (B1′) and a broad singlet (B2′). At 300 K (see

Figure 4.11), the measured isomer shifts of the A and B1′ sextets are 0.350±0.007 and

0.66±0.02 mm/s respectively which matches well with literature values of 0.32 mm/s
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Figure 4.10: Isomer shift (δ, top) and hyperfine field (Bhf , bottom) obtained from
temperature dependent Mössbauer spectra. Black circles are component A and red
squares are component B1/B1′. Below 150 K, green diamonds are component B2 and
blue triangles are component B3. Hyperfine parameters for broad sextet component
(B2′) not depicted as both δ and Bhf are 0.
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Figure 4.11: Mössbauer spectra at 300K with two sextet fit.

and 0.66 mm/s reported for 31 nm Fe3O4 nanoparticles.[87] Similarly, the hyperfine

fields of 50.42±0.05 T and 46.6±0.1 T correspond to the reported values of 49.1 T

and 45.7 T.[87] This fit reflects the dissolution of the trimerons and recovery of the

Fe2.5+ octahedral sites expected in the cubic phase at 150 K.[72]

While the Mössbauer spectra speak to the individual Fe sites, the measured

relative absorption (f-factor) of a Mössbauer spectrum provides information about

changes in bonding environment about the 57Fe ions through changes in the phonon

modes. Essentially, the f-factor provides information about the lattice. From Fig. 4.12,

measurements1 show a change in behaviour at 150 K consistent with the structural

change and associated freezing of phonon modes described by Senn et al.[88] While

1 Additional Mössbauer spectra with velocities ±13 mm/s were used to calculate f-factor in order
to ensure a more accurate baseline.
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Figure 4.12: Temperature dependence of f-factor. A structural transition is evidenced
by the jump at 150 K.

this temperature does not match the transition between monoclinic and cubic space-

groups observed via XRD, it does correspond to the dissolution of trimerons observed

in the fit Mössbauer spectra as well as the changes in behaviour of both MR/MS and

MS(T 3/2). This suggests that the transition from a monoclinic to a cubic phase is

a multi-step process, where changes to the local coordination of Fe B-site ions cause

a softening of phonon modes, then an overall structural change occurs upon further

warming.

Regardless of whether we consider our effective TV to be the changes in mi-

crostructure/local coordination or overall structure, these temperatures are incon-

gruous with the expected Verwey temperature (TV ) of ∼120 K in bulk magnetite.[32]

We know from XRD refinement that the sample exhibits considerable strain. High

pressure measurements of powder Fe3O4 have determined that TV is inversely re-

lated to applied pressure [43][44]; however the applied pressure for these experiments

was isotropic. In the nanorods samples, strain is likely favour certain crystal planes
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which may cause the transition temperature to increase. Such an increase has been

previously observed in strained Fe3O4 thin films [45][46] as well as single crystals.[48]

4.6 Elemental magnetism

To identify further information on the elemental coordination of the Fe sites and

gain insights into the O2 bonding, x-ray absorption spectroscopy (XAS) was collected

over the Fe L-edge (700-740 eV) and O K-edge (510-560 eV). The Fe XAS spectra

at 10 K is consistent with that of a spinel iron oxide.[89] From the simulation in

Figure 4.13,[64] with Fe3+ in a tetrahedral coordination (Td), and both Fe2+ and Fe3+

in an octahedral coordination (Oh), the relative site areas of the Fe L3-edge match well

with the 10 K Mössbauer spectrum fit. Minor differences in the XAS simulation may
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Figure 4.13: Fe L-edge XAS spectra and simulation at 10K. The experimental data
is black, while the simulated spectra is red. The simulated spectra for the Fe3+ Oh

(purple), Fe3+ Td (blue), and Fe2+ Oh (green) also shown. The simulated spectra is
the sum of 34% Fe3+ Oh, 32% Fe3+ Td, and 34% Fe2+ Oh.
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Figure 4.14: O K-edge XAS spectra. The prepeak is split into components A1 and A2
which approximate the t2g and eg electrons respectively. The (*) marks the trapped
O2 from the carbon tape; this peak decreases with temperature as the O2 melts.[90]

be attributed to charge sharing and distortion caused by the formation of trimerons in

the B sites below TV . Since the octahedral Fe2+ and Fe3+ interact to form trimerons,

tracking these constituents would provide insight into the temperature dependence of

the quasiparticles. Due to the overlap between the Fe3+ ions in the XAS spectra, it

is difficult to isolate the contributions of the tetrahedral Fe3+ from the octahedral.

However, because the sharing of t2g electrons is a signature of trimeron formation,

the O K-edge XAS spectra can also be used to examine the temperature evolution

of trimerons. The splitting of the prepeak into two components (labeled A1 and

A2 in Fig. 4.14) has been established as a window into the nature of the t2g and eg

symmetry bands in d5 ions [91][92]. Since the electronic interactions of d6 ions result

in a broad unsplit pre-peak, the ratio of the A1 to A2 peaks gives insight into the t2g

to eg proportion for only the Fe3+ sites. Because the tetrahedral Fe3+ is not involved

directly with the formation of trimerons, changes in the observed peak ratio can be
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attributed to the octahedral Fe3+. From our understanding of trimerons, the central

octahedral Fe2+ generally shares t2g electrons with the acceptor octahedral Fe3+; thus,

these ions transition from a d5 to a more d6-like state. This change causes the splitting

of the measured O K-edge pre-preak to be reduced and an apparent decrease in the

t2g to eg ratio. From Fig. 4.15, t2g electrons are the minority species below 100 K;

this is consistent with the sharing of electrons between octahedral Fe2+ and Fe3+ in

the trimeron picture. The minimum value at 25 K indicates the maximum electron

sharing which we interpret as the strongest trimeron state. At 100 K, t2g electrons

become the majority species indicating a reduction in electron sharing and weakening

of trimerons.

X-ray magnetic circular dichroism (XMCD) was collected over the Fe L-edge

(Fig. 4.16), to determine the elemental magnetism in the system. In a ferrimag-

netic system, the A and B sites are coupled antiferromagnetically causing the XMCD

spectra to be split accordingly; thus decoupling the signals from the tetrahedral and

octahedral Fe3+. Since each site corresponds to an individual L3 XMCD peak, we are

Figure 4.15: Ratio of t2g:eg electrons as a function of temperature. Ratio was deter-
mined by relative amplitudes of A1 and A2 peaks in O K-edge XAS spectra.
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Figure 4.16: Fe L-edge XMDC spectra and integrated area at 10K. Lines at 717 eV
and 738 eV mark p and q used in sum rules analysis.

able to track how the magnetism of individual sites changes as a function of tempera-

ture. As seen in Fig. 4.17, the magnetic signal of both Fe2+ Oh and Fe3+ Td decrease

linearly with increasing temperature up to 150 K. By contrast, the Fe3+ Oh site’s

magnetic intensity reaches a maximum at 25 K; this corresponds to the minimum t2g

to eg value indicating the strongest interaction between trimeron constituents.

Because the orbital moment (ml) and spin moment (ms) contribute differently to

Figure 4.17: Absolute values of XMCD site amplitudes as a function of temperature.



72 Chapter 4: Structure & magnetism temperature dependencies of Fe3O4 nanorods

Figure 4.18: Orbit to spin ratio of Fe3O4 nanorods.

the L2 and L3 edges, the XMCD spectra can also be analyzed using sum rules analysis

to determine the ratio ml/ms where ml/ms = 2q/(9p−6q).[63] The parameters p and

q are the integrated XMDC intensities over the L3 and combined L2 and L3 edges

respectively (see Fig. 4.16). From Fig. 4.18, the magnitude of the orbit to spin ratio

undergoes a local minima at 25 K; this means that the system’s net orbital moment

is minimized when the trimeron electron sharing is maximized. Since bulk Fe3O4 has

no orbital moment, this is truly nanoscale behaviour.

4.7 Discussion

We have utilized a number of techniques to obtain a complete picture of how Fe3O4

nanorods undergo a Verwey transition. From x-ray diffraction, the sample is cubic at

room temperature and a highly distorted monoclinic phase at 25 K, indicating a highly

strained system. From Mössbauer spectroscopy, we have confirmed the existence of

trimerons in the low temperature (< 150 K) phase creating a foundation for our

analysis.
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By focusing on the B-site components that form these quasiparticles, a dynamic

system is revealed. At 25 K, the trimerons are most strongly bound as evidenced

by the minimum t2g to eg ratio. From the corresponding increase in the f-factor,

the maximum trimeron interaction leads to a stiffening of the lattice. This effect is

consistent with the increase in the squareness ratio, since a change in phonon modes

would affect the thermomagnetic remanence.

At 100 K, the relative increase in t2g electrons is clear evidence of the electronic

decoupling of the trimerons suggested by the divergence of the isomer shifts of the two

trimeron constituents (denotes B1 and B2). This change in the electronic bonding

corresponds to a sharp decrease in the coercivity indicating that the overall anisotropy

is affected by the reduction of charge sharing.

While the trimeron electron sharing decreases at 100 K, the majority of these

quasiparticles dissolve at 150 K. Similar to what was observed at 25 K when the

trimeron bonding was maximized, the dissolution of trimerons leads to a relaxation

in the lattice and a sharp decrease in both f-factor and the magnetic remanence.

Unsurprisingly, the trimeron dissolution also corresponds to a change in the exchange

as evidenced by the change in behaviour of MS(T 3/2).

Above 150 K, there are no significant changes in the electronic configuration af-

fected by microstructural changes observed via the Mössbauer fit parameters. How-

ever, at 225 K, when the systems begins to recover the cubic phase, there is a slight

increase in lattice stiffness as evidenced by the increases in f-factor, and MR/MS.
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4.8 Summary

In summary, magnetite nanorods have a high degree of intrinsic strain. While low

temperature measurements reveal a clear Verwey transition complete with the forma-

tion of trimerons, tracking the transition through warming reveals clear differences

between our system and bulk Fe3O4. Rather than a unique transition temperature,

the nanorods undergo a multistage transition; additionally, our measurements sug-

gest the persistence of trimerons beyond the monoclinic phase. Because trimerons

have been coupled to the change in electronic properties, these nanoparticles could

be interesting from the perspective of electronics applications.



Chapter 5

Shape effects of Fe3O4 nanorod magnetism

Thus far, we have examined how the structure and magnetism of Fe3O4 nanorods

change as a function of temperature. Because of the coupling between shape and

strain, the effect of shape has been implicit to the discussion in Chapter 4. However,

nanorods have both a large demagnetizing factor and shape anisotropy that affect

their magnetic behaviour. In this chapter, the angular dependence of the overall

magnetism will be analyzed to determine the effect of shape on the magnetic reversal

mode.

5.1 Angular dependence of overall magnetism

From the Stoner-Wohlfarth theory, the shape of a hysteresis loop depends on the

angle (α) between the applied field and the magnetic easy axis (see Equation 1.9 and

Figure 1.5). Thus far, the Fe3O4 nanorods have been analyzed in a random dispersion.

To examine the angular dependence of the overall magnetism, measurements were also

done on dispersions aligned using an external magnetic field. Samples were prepared

75
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Figure 5.1: Low field region of 10 K hysteresis loops of Fe3O4 nanorods for α = 0°
(black circles), α = 45° (red squares), and α = 90° (blue diamonds) where α is the
angle between the applied field and the magnetic easy axis.

using the same concentration of nanorods in GE varnish as for the random dispersion

to keep the keep the interparticle interactions similar. The nanorod suspension was

sonicated, then dropped on a glass slide within a 2 T magnetic field. The sample was

allowed to dry, then mounted for magnetometry such that the easy axis was parallel

(α = 0°), perpendicular (α = 90°), and at 45° (α = 45°) to the applied field, µ0H.1

The 10 K hysteresis loops of these three alignments are shown in Figure 5.1.

As predicted, there is an angular dependence to loop shape; however, it does not

match the Stoner-Wohlfarth model since the α = 90° measurement has a non-zero

coercivity. The simplest explanation is that there are some nanorods that are not fully

aligned in the system resulting in a convolution between the desired angle and the

1Each alignment was mounted separately. The mass of particles within each sample was deter-
mined by normalizing to the magnetic saturation at 300 K to that of a powder sample.
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random dispersion examined in Chapter 4. But since a 2 T field was used to align the

nanorods, this is unlikely to be the case. Additionally, the Stoner-Wohlfarth model

is built around the assumption of a coherent reversal mode. Since the diameter for

these Fe3O4 nanorods is 20-80 nm, a significant fraction of the sample exceeds the

critical curling diameter of ∼39 nm,[28] predicting that curling will occur. Due to

the complexity of this system, with a size distribution, and transitions in both overall

structure and microstructure, our examination of the angular dependence overall

magnetism will be largely qualitative.

As predicted from the Stoner-Wohlfarth model, the squareness ratio (MR/MS)

decreases with increasing angle (see Figure 5.2). Below 150 K, there is the same tem-

perature dependence for each of the three angles measured; however, there are clear

differences above 150 K. Since the squareness ratio is a reflection of factors affecting
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Figure 5.2: Temperature dependence of squareness ratio of Fe3O4 nanorods for α = 0°
(black circles), α = 45° (red squares), and α = 90° (blue diamonds).
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domain wall motion, we conclude that below 150 K the three orientations reverse

similarly. From our Mössbauer spectroscopy results, this corresponds to the temper-

ature region where the B-sites form trimerons. The interactions between trimeron

components could prevent curling from occuring.

Above 150 K, MR/MS of the perpendicularly aligned (α = 0°) nanorods decreases

monotonically as a function of temperature while that of the parallel sample increases.

These results are consistent with the reversal observed by Paulus et al.[93] on Co

nanowires with 25 nm diameter, but differ from the behaviour of Fe and Ni nanowires.

Because the change in behaviour has been attributed to strain between the hcp and fcc

Co in the Co nanowires causing competition between magnetocrystalline and shape

anisotropies, it is sensible that our strained Fe3O4 nanorods have a similar trend.

The Co nanowires at α = 0° have a 12% increase in squareness ratio from 150 K to

290 K,[93] while same alignment of our Fe3O4 nanorods presented a 10% increase over

the same range. Differences in the values can be attributed to the different aspect

ratios, however the squareness ratio suggests that the Fe3O4 nanorod domains reverse

via curling for at least α = 0°. Meanwhile, the monotonic decreases in the squareness

ratios for both Co nanowires and our Fe3O4 nanorods aligned with α = 90° are

consistent with coherent rotation. For α = 45° of the Fe3O4 nanorods, the squareness

ratio undergoes an inflection point at 250 K —the same temperature as the transition

between the monoclinic and cubic phases. We associate this change to a change in

the magnetic easy axis due to the structural transition. Since MR/MS of α = 45°

decreases slightly above 250 K (a 4% decrease from 250 K to 400 K), this angle seems

to be close to the transition between reversal modes.
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This is supported by our measurement of the coercive field (HC) as a function of

both temperature and angle, shown in Figure 5.3. From the Stoner-Wohlfarth model,

HC should decrease as the angle between the easy axis and applied field increases;

however, for the nanorods, the largest HC was measured at α = 45°. The coercive field

is proportional to the amount of energy required to reverse the magnetization. When

the applied magnetic field is along the easy axis, the large demagnetization factor

makes curling more energetically favourable than coherent reversal. As the angle

between the applied field and easy axis is increased, the demagnetizing field decreases,

until the energy required to initiate a curling reversal mode exceeds that required to

overcome the demagnetization field.[28] At this angle, the maximum coercive field

will occur and coherent reversal becomes the preferred mode.[94][95]

For the Fe3O4 nanorods, HC at α = 45° is ∼22% larger than HC at α = 0°
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Figure 5.3: Temperature dependence of coercive field of Fe3O4 nanorods for α = 0°
(black circles), α = 45° (red squares), and α = 90° (blue diamonds).
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below 250 K. This is in line with the values Goolaup et al.[94] have reported for

Ni80Fe20 nanowire arrays, where the maximum coercivity (before coherent reversal)

ranges from 25% to 150% (depending on wire thickness) higher than that at α = 0°.

We attribute the lower percent increase in our nanorods to the disorder within our

system because of a significant size distribution. This effect is more apparent when

examining HC at α = 90°, where a ∼11% decrease from HC at α = 0° is observed;

while in the Ni80Fe20 nanowire arrays, this decrease ranged from 55% to 100%.

Figure 5.4 shows the coercive field as a functions of T1/2 (for a symmetric energy

landscape) and T2/3 (for an asymmetric energy landscape)[96] with regimes marked.

Below 100 K, the coercivity is linear with respect to T2/3, indicating that the strong

coupling of the trimerons causes an asymmetric energy landscape. This is consistent

with a localized reversal mode caused by crystal defects and domain wall pinning.[97]

Above 100 K, the α = 0° and α = 90° samples are linear with respect to T1/2,

indicating the recovery of a symmetric energy landscape. In this regime, classical

reversal modes such as incoherent rotation and curling are favoured. For α = 90°, the

demagnetizing factor is minimized (N approaches 0), resulting in the critical diameter

for curling, given by

dc = 2q
(

2

N

)1/2 A1/2

MS

(5.1)

approaching infinity. Thus, we propose that reversal occurs via coherent rotation for

α = 90°, and curling for α = 0° above 150 K.

In contrast to the other orientations, the α = 45° system has two linear regimes
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Figure 5.4: Coercive field of Fe3O4 nanorods with respect to a) T1/2 and b) T2/3

(bottom) for α = 0° (black circles), α = 45° (red squares), and α = 90° (blue
diamonds). Linear regimes are indicates with lines.

above 150 K. We attribute the inflection point at 250 K to the structural transition

between cubic and monoclinic states causing changes to both the anisotropy of the

system and the magnetic easy axis. Above this temperature, HC decreases, approach-

ing HC for α = 0°. However, even at 400 K, the coercive field at α = 0° does not
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Figure 5.5: DC susceptibility (χDC) of Fe3O4 nanorods for α = 0° (black circles),
α = 45° (red squares), and α = 90° (blue diamonds) in 5 mT. Zero-field cooled (ZFC)
portion is indicated by open markers, while field cooled (FC) portion markers are
closed.

exceed HC at α = 45° as predicted for coherent rotation, indicating that some fraction

of the sample still reverses via curling. We attribute this to the large size distribution

within the Fe3O4 nanorods, since larger rods will continue to reverse via curling even

when α is increased by the structural transition.[28]

To obtain further insights, the DC susceptibility (χDC) of all three alignments

was measured using a 5 mT applied field under both zero-field cooled (ZFC) and

field cooled (FC) conditions. These measurements are presented in Figure 5.5. Upon

first inspection, the susceptibilities have a similar temperature dependence as MR/MS

with the magnitude decreasing with increasing angle, and local minima at ∼130 K

reflecting the impact of trimeron dissolution. The α = 45° sample and α = 90°

samples have 81% and 45%, respectively, of the α = 0° χDC . Similar to the squareness
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ratio, these results reflect the increase in the angle between the applied field and the

magnetic easy axis causing change to the energy landscape. Further insights into the

system are obtained from the differences between the FC and ZFC susceptibilities.

For magnetic nanoparticles, ∆χDC is usually used to identify the blocking tem-

perature, where the system becomes superparamagnetic.[21] However, for the Fe3O4

nanorods, this parameter provides insight into the effects of field cooling on the sys-

tem. From Figure 5.6, there are features between 50 K and 120 K in both the α = 0°

and α = 45° reflecting a change in the region where trimerons exist. However, we
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Figure 5.6: Difference between field cooled and zero-field cooled susceptibilities of a)
α = 0°, b) α = 45°, and c) α = 90°.
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cannot attribute this solely to field cooling, because the structural transition observed

between 225 K and 250 K upon warming, and 215 K upon cooling, revealed hystere-

sis in the system. Further experiments, including field cooled magnetometry and

Mössbauer spectroscopy in an applied magnetic field, could be used to identify if the

applied magnetic field induces a change in the coordination of trimerons or if the

difference is caused by measuring on warming vs cooling cycles.

Between 150 K and 400 K ∆χDC of α = 45° exhibits a local maximum. From

the high coercive field, this orientation is associated with the largest energy barrier

to reversal and is close to where the system transitions between curling and coherent

rotation. It is possible that field cooling allows the system to reorient such the

susceptibility of the FC portion is increased. Interestingly, features ∆χDC are only

significant in the orientations where curling is observed; the α = 90° ∆χDC decreases

monotonically with increasing temperature.

5.2 Summary

Examining the overall magnetism provides further insight into the effects of shape.

The Fe3O4 nanorods reverse via curling for α = 0° and α = 45° above 150 K, while α =

0° reverses via coherent rotation. Below 150 K, all orientations of nanorods reverse

in a localized reversal mode; we attribute this to the presence of trimerons. Implicit

to this discussion, is the assumption of a fixed easy axis; however, the transition

between monoclinic and cubic structures results causes the easy axis to shift. As a

result, the assigned angles (α) of the majority of the sample will be slightly shifted

below ∼250 K.
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Up to this point, all measurements had been done on samples cooled in zero

magnetic field, however, the DC susceptibility shows different behaviours for α = 0°

and α = 45° between zero-field cooling and field cooling measurements. Because

this system contains transitions to both the structure and magnetism at different

temperatures, further experiments are required to determine how field cooling affects

these transitions.



Chapter 6

Fe3O4 nanorod hyperthermia

While examining the properties of the Fe3O4 nanorods as a function of temperature

and shape provides insights into the physics of their structure and magnetism, one

of the aims of this work is to evaluate their suitability for applications. In partic-

ular, anisotropic shaped particles have been proposed for their use in hyperthermia

treatments. For cancer treatments, the target temperature for malignant cell death is

41–46°C.[98][99] As a further constaint, Brezovich et al.[100] have determined that a

product of field (H) and frequency (f) below 4.85× 108 A/m·s is required to prevent

excessive heating in patients. However, these nanorods are not suitable for in vivo

applications as their size increases the risk of obstructing blood vessels; thus we are

not limited by these constraints. In Chapter 3 we have shown that the heating re-

sponse of nanoparticles to an AC magnetic field leads to greater biofilm dissociation.

For this application, we aim to maximize the heating response, while minimizing both

the particle concentration and magnetic field.

To evaluate the heating response, suspensions of 0.5 mg/ml, 1.0 mg/ml, 1.5 mg/ml

86
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and 2.0 mg/ml were tested using magnetic fields of 25 kA/m, 37.5 kA/m, and

50 kA/m. The acquired heating curves for the four concentrations are shown in Fig-

ure 6.1. The Ambrell Easyheat determines the AC frequency via impedance matching;

because the variations in concentration do not add significant impedance to the system

the frequency scales with applied field. As a result, the 25 kA/m magnetic field was

applied at 197 kHz, while 37.5 kA/m and 50 kA/m both used 196 kHz. For all con-

centrations, the temperatures for magnetic fields 25 kA/m and 37.5 kA/m plateau at
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Figure 6.1: Heating curves of a) 0.5 mg/ml, b) 1.0 mg/ml, c) 1.5 mg/ml and d)
2.0 mg/ml Fe3O4 nanorods in water. Black circles are 25 kA/m, 197 kHz measure-
ment, while red squares and blue triangles are 37.5 kA/m and 50 kA/m, respectively,
both at 196 kHz. Grey lines indicate the targeted range for cell death (41– 46°C).
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∼33°C and ∼45°C, respectively. In the 50 kA/m magnetic field, the maximum tem-

perature increases with increasing concentrations with the temperature saturating

between 66°C and 79°C.

To gain insights into the heating efficiency, the SLP of each measurement was cal-

culated with respect to the Fe mass within the sample. As shown in Figure 6.2a), these

values decrease with increasing concentration and increase with magnetic field, with a
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Figure 6.2: a) SLP and b) ILP of Fe3O4 nanorods in water normalized to the mass
of Fe. Black circles are 0.5 mg/ml, red squares are 1.0 mg/ml, blue triangles are
1.5 mg/ml, and green diamonds are 2 mg/ml.
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maximum value of 500±100 W/gFe. Due to the impact of the magnetic field and fre-

quency on SLP, it is difficult to directly compare SLP results to literature values. As

such, we have calculated the intrinsic loss power (ILP) given by ILP=SLP/(H2f).[101]

The ILP as a function of magnetic field is shown in Figure 6.2b).

While the ILP confirms the 0.5 mg/ml concentration as the most efficient, this

representation is meant to remove the dependence of SLP on magnetic field. From

Figure 6.2b), that is not true for the Fe3O4 nanorods, because the ILP was formulated

assuming a single domain particle with coherent rotation. Nonetheless, the intrinsic

loss power remains the most straightforward tool to compare literature values due to

the large variations in the parameters used to test the heating response and thus the

SLP values reported. The maximum ILP with respect to iron mass for our system is

1.2±0.3 nH·m2/kg.

To put this into perspective, commercial hyperthermia samples have ILP values

ranging from 0.15 to 3.12 nH·m2/kg for concentrations of 5 mg/ml.[101] Of greater

interest are the reported values for anisotropic nanoparticles. Iron oxide nanocubes

(19±2 nm) by Guardia et al. have some of the highest measured SLP and ILP values

at 2452 W/g and 5.6 nH·m2/kg, respectively; however, the concentration of nanopar-

ticles is not specified.[102] Since our nanorod data reveals a concentration dependence,

this is a cause for concern because it is yet another factor the interferes with direct

comparisons. To put this effect in perspective, Walter et al.[15] have have also shown

that SLP decreases with increasing concentration of 16 nm Fe3O4 nanocubes. At

0.23 mg/ml the ILP was 1.1±0.2 nH·m2/kg, while at 0.54 mg/ml, the ILP of this

system was 0.38±0.05 nH·m2/kg. Thus, while nanocubes have attracted significant
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attention for their substantial SLP values, comparison of ILP values reveal nanorods

as an equally exciting option for hyperthermia applications.



Chapter 7

Conclusions and Future Work

Iron oxide nanoparticles have been targeted for a variety of applications because they

are highly modifiable, non-toxic to humans, and can be straightforward to synthesize.

However, to optimize a system for a particular use, a full understanding of the under-

lying physics is required. Small changes to size and shape of nanoparticles can have

significant effects on the behaviour of these systems. In our study of biofilm reduc-

tion, 11 nm spherical particles had an enhanced efficacy over 8 nm spherical particles.

Because the improvements of larger nanoparticles can be attributed to differences in

zeta potential and an enhanced hyperthermic response, anisotropic particles are an

exciting option.

But switching to an anisotropic system has many consequences, due to the appear-

ance of shape anisotropy and strain. In our study of magnetite (Fe3O4) nanorods,

the appearance of uniaxial strain has significant effects on the Verwey transition.

The strain is evidenced by the low temperature monoclinic phase distortion, with

the lattice parameters indicating compression within the nanorods. From Mössbauer

91
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spectroscopy, we are able to confirm the formation of trimerons; however, the fit re-

sults reveal a slightly different microstructure than bulk Fe3O4. In bulk magnetite,

the Verwey transition occurs sharply at ∼120 K. This is in contrast to the nanorods,

where a multi-step Verwey transition is observed, with trimerons dissociating at 150 K

and the overall structural transition between 225 K and 250 K. Because the increased

transition temperature is caused by uniaxial strain, these results give insight into how

the Verwey temperature could be controlled.

Whilst the shape of the nanorods has been intrinsic to the observed transitions be-

cause the strain is caused by the shape, the shape of the particles explicitly affects the

magnetic reversal. By examining the overall magnetic response for three orientations

of nanoparticles, we observe curling above 150 K when the angle between the easy

axis and magnetic field (α) is 0° and 45°, and coherent rotation for α = 90°. Below

150 K (within the trimeron region), all orientations reverse via a localized reversal

mode. Understanding the reversal mechanism is important, because the response to

an applied magnetic field sets the foundation for magnetic hyperthermia.

The effect of curling was evident in the magnetic field dependence of the ILP of

the Fe3O4 nanorods. ILP was formulated to remove the dependence on both mag-

netic field and frequency from SLP measurements to facilitate comparisons between

different measurements; however, it was build upon the assumption of single domain

particles with coherent rotation. Our measurements reveal that the formulation of

ILP will require modification to account for incoherent reversal modes. Nonethe-

less, because the ILP for magnetite nanorods is comparable to that of iron oxide

nanocubes, nanorods are a promising option for hyperthermia.
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The logical next step for this work is to examine the efficacy of the Fe3O4 nanorods

against MRSA biofilms. Because these nanorods are more difficult to synthesize in

large quantities than the spherical nanoparticles, minimizing the iron oxide concen-

tration is important. However, since there was minimal difference in the saturation

temperature with concentration, a low particle concentration seems feasible. Addi-

tionally, because the mechanism behind the biofilm reduction appears to not be af-

fected by the type of nanoparticles, this treatment has the potential to be recyclable

as long the nanoparticles could be recovered and sanitized. Mössbauer spectroscopy

will be necessary to monitor the effect of the sanitization on the nanoparticle com-

position, since traditional methods such as bleaching and autoclaving samples could

affect the iron oxide phase. A slight change in composition would have significant

effects on the magnetic response and thus heating efficiency, so it is essential that the

system is unchanged.

While our intention is to examine other sizes and shapes of anisotropic nanoparti-

cles, the field cooled susceptibility measurement suggests that the transitions within

the Fe3O4 nanorods could be affected by an external magnetic field. Field cooled hys-

teresis loops and Mössbauer spectroscopy would provide further insight into the effect

of field cooling on both the overall magnetic response and the microstructure. With

these experiments, we hope to determine if the magnetic field affects the formation of

trimerons, as well as any effect on the temperature dependence of the Verwey transi-

tion. Additionally, a full quantitative analysis of the low temperature XRD patterns

will be performed to track the evolution of the lattice as a function of temperature

for both cooling and warming cycles.
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Once these nanorods are fully characterized, we will focus on other systems, par-

ticularly smaller nanorods and nanodisks. While we have shown in this work that

uniaxial compression increases the Verwey temperature in nanorods, a new discovery,

future work will be focused on determining the relationship between uniaxial strain

and the Verwey transition. The low temperature monoclinic structure provides an

indicator for the degree of strain within the system, while Mössbauer spectroscopy

and XAS/XMCD provide information about the local coordination of trimerons. Low

temperature XRD will also be used to track the structural evolution of the system.

Overall, the aim of this study would be to determine how uniaxial strain could be

used to increase the Verwey temperature, so that applications could take advantage

of the unique properties resulting from the Verwey transition. Concurrently, hyper-

thermia studies could be performed to evaluate the different shapes’ suitability for

biomedical applications.
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