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Abstract 

One of the main challenges in radiation therapy treatment is to ensure accurate delivery 

of the radiation dose that was prescribed by a radiation oncologist. A major contribution 

to this issue is a change in the patient’s anatomy, which may occur during the treatment. 

To account for these changes, the radiotherapy treatment plan may be adapted. The 

radiation therapy approach that incorporates such treatment plan modifications is called 

Adaptive Radiation Therapy (ART). In practice, the complexity of radiation therapy 

planning, and delivery requires an application of specific tools and procedures in order to 

make the ART process time-efficient, and the adapted treatment plan sufficiently 

accurate. The goal of this thesis was to propose and evaluate solutions to four important 

aspects of adaptive radiation therapy in order to make it more reliable, accurate, and 

efficient. 

The first study focused on the evaluation of several deformable image registration 

algorithms by registering computed tomography scans to daily CBCT images for five 

prostate cancer patients treated with intensity-modulated radiation therapy. Results 

demonstrated that the Dense Anatomical Block Matching (DABM) registration 

outperformed the other common methods in terms of quantitative and physician 

evaluation. In the case of Rigid, Affine and B-Spline registration algorithms, the Dice 

similarity coefficient yielded similar values of 0.85, 0.8, 0.75 and 0.7 for PTV, bladder, 
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GTV and rectum respectively. Application of the DABM algorithm improved the DSC to 

around 0.9 for bladder and rectum, 0.85 for GTV and 0.8 for rectum. 

Individual physician correction time (the shorter the time the better the performance of 

image registration) was calculated as the sum of the average correction times for 

individual structures (rectum, bladder, GTV) were: 5.3 min for DABM, 8.6 min for B-

Spline, 9.0 min for Affine and 13.5 min for Rigid registration. The physician needed a 

total of 7.0 min to segment the rectum, bladder and GTV ‘from scratch’. Therefore, the 

accuracy of the Dense Anatomical Block Matching algorithm was generally at a clinically 

acceptable level (i.e. within published inter-observer variability range), making DABM a 

very promising alternative to the existing registration methods when it comes to 

challenging CT-CBCT deformable image registration problem and its applications such 

as dose calculation, dose mapping, and contour propagation in adaptive radiation therapy 

of the pelvic region. 

The second study focused on the quantitative evaluation of eight adaptive radiation 

therapy approaches for 20 prostate cancer patients treated with hypofractionated VMAT. 

The ART strategies included online and offline methods as well as the application of dose 

feedback as theoretically available through in vivo dosimetry methods. The passing rate 

(percentage of patients who met specific treatment planning objective) for D99%>3800cGy 

was 0% for non-ART plans, while for ART plans it was between 0% and 25% and for the 

original plan it was 100%. In the case of CTV, the passing rate for D99%>4000 cGy 

objective was >=90% for all treatment plans except non-ART plans for which it was 0%. 

Treatment plan objectives for bladder were meet by non-ART and ART plans. The 

passing rate for rectum was 80% and 75% regarding non-ART plan as well as 90% to 

100% and 65% to 95% for ART plans with respect to D15% < 3200 cGy and D20% < 2800 
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cGy objectives, respectively. The performed comprehensive analysis showed that daily on-

line adaptation approaches (ie. every fraction) were the most advantageous, although 

strategies adapting every other fraction also were impactful while reducing relative 

workload as well. Offline treatment adaptations were shown to be relatively less beneficial 

due to increased dose delivered to the bladder and rectum compared to other ART 

strategies. The findings of this study provided useful insights into the selection of the 

optimal ART strategy, improving the quality of the decision-making process based on the 

quantitatively evaluated dosimetric benefits. 

The third study aimed to utilize a deep learning network to automatically contour critical 

organs on the computed tomography (CT) scans of head and neck cancer patients who 

underwent radiation therapy treatment. Trained U-net models were able to contour 25 critical 

organs on unseen CT image data sets at a clinically acceptable accuracy (i.e. within published 

interobserver variability range) in 6.8 s per patient (compared to several hours for manual 

contouring performed by a radiation oncologist). Relatively high accuracy and short 

contouring time could allow for the implementation of the model within a clinical ART 

workflow, which would lead to a significant decrease in the time required to create a new 

adapted treatment plan. 

The objective of the fourth study was to use machine learning methods to build a decision 

support system that would classify previously delivered VMAT plans of brain tumor 

patients into those that met PTV treatment planning objectives and those for which PTV 

objectives were not met due to the priority given to one or more OARs (i.e. a trade-off 

was required); those plans, however, were still clinically acceptable and delivered. Among 

those evaluated, the Logistic Regression model achieved the highest accuracy of 
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98.3%±4.1% on the testing data and can be used by radiation oncologists to support their 

decision-making process in terms of potential treatment plan adaptations and plan 

approvals as well as by medical physicists in a data-driven quality assurance program. 

The direct benefit to ART comes from eliminating the need for time consuming search 

and analysis of previously delivered plans that could help classify a new plan as the one 

that may potentially require modifications, as well as for treatment plan quality assurance. 

 The research studies conducted and described in this dissertation advance several key 

aspects of adaptive radiation therapy by innovative application of existing but 

understudied methods in terms of deformable image registration and ART strategies as 

well as through the development of new custom solutions based on artificial intelligence 

for medical image segmentation and radiation therapy plan classification. Presented 

results provide a solid foundation for the potential future development of software 

applications that could be integrated with the existing radiation therapy planning 

software and improve its functionality in order to deliver more efficient, personalized, and 

higher quality treatment to cancer patients.
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Rationale 

This chapter introduces basic concepts of radiation therapy treatment, including adaptive 

radiation therapy (ART). It explains the rationale behind certain components of the ART 

process that are challenging, and which would benefit from improvements in order to 

make plan adaptation more accurate and efficient, and therefore more suitable for clinical 

implementation. The chapter provides the formulation of the purpose of this dissertation 

and also summarizes the scientific contribution of the thesis research. 

1.1 Introduction to Radiation Therapy 

Cancer is one of the world’s largest health issues. It is the leading cause of death in Canada 

and the second most common cause of death (exceeded only by heart disease) in the 

United States. According to the Canadian Cancer Society (CCS), approximately 49% of 

males and 45% of females will develop cancer in their lifetime, and 25% of Canadians will 

die from cancer. The CCS also reports that the number of cancer patients is expected to 

increase every year in Canada1 for the foreseeable future. 
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According to the World Health Organization (WHO), radiotherapy is one of the major 

treatment options in cancer management2,3. Depending on the stage and type of cancer, 

approximately 50–65% of all cancer patients require radiotherapy during their disease2,3. 

Together with other modalities such as surgery and chemotherapy, radiation therapy 

plays an important role in the treatment of approximately 40% of patients who are treated 

for cancer4. Radiotherapy is a multi-stage, complex process that utilizes the energy of 

ionizing radiation to kill cancerous cells, and advanced technologies to deliver these 

treatments. The rapid development of technology combined with the introduction of new 

irradiation techniques have always aimed to deliver the highest possible radiation dose to 

the volume treated, with maximal sparing of normal, healthy tissues while maintaining 

the economic efficiency of the treatment5-7. 

Although there are numerous methods of delivering a high dose of radiation to the diseased 

tissue target(s), this thesis focuses solely on external beam radiation therapy (EBRT) 

using photons due to the scope of pursued research. EBRT is a widely available technique 

often utilizing a linear accelerator (or ‘linac’, Figure 1.1a) that generates a high-energy 

beam of photons (i.e. x-rays) directed into a patient in order to deliver a radiation dose 

to the tumor cells (i.e. target) inside the patient’s body. Typically the dose is delivered to 

the target structure from multiple beam angles as shown in Figure 1.1b, such that the 

overlapping region of the beams receives a much higher dose compared to the surrounding 

healthy tissues. To further protect healthy organs, the shape of radiation beams is 

conformed to the shape of the tumor at the specific beam angle. Sections 2.1.6 and 2.1.7 

introduce more advanced irradiation techniques, where the intensity of the beams is 

modulated to achieve a highly conformal dose distribution in the treated volume8,9. 
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Figure 1. 1. a) A modern linear accelerator (linac) used to deliver a radiation dose to 
the treated volume; b) Diagram illustrating the basic concept of dose delivery using 
multiple external photon beams during a radiotherapy session9. 

1.2 Radiation Therapy Workflow 

The radiotherapy process consists of several steps. First, a radiation oncology patient is 

diagnosed, referred for radiation treatment, and then prescribed a particular amount of 

therapeutic dose. Then an immobilization device (generic or custom-made) is frequently 

used to help ensure reproducible patient positioning during imaging data acquisition and 

treatment delivery. In the next step, computed tomography (CT) scans of the patient’s 

anatomy are obtained using a specialized CT scanner, called a CT ‘simulator’.  The 

patient’s geometry during this scan replicates (i.e. simulates) the intended geometry of 

the treatment set-up at the linac. Depending on the treated lesion, additional imaging 

modalities, such as MRI (Magnetic Resonance Imaging) and PET (Positron Emission 

Tomography) can also be used in combination with CT to improve the accuracy of tumor 
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definition by providing additional anatomical information (via different tissue contrast) 

or physiological information (via functional imaging techniques). Based on the imaging 

data, the radiation oncologist delineates target structures and organs-at-risk (OARs) and 

prescribes the radiation treatment which details the radiation dose to be delivered to the 

target(s), the dose limits of the OARs, and the dose fractionation schedule. After that, 

radiation therapy treatment planners (also called ‘dosimetrists’) create a custom 

treatment plan in the computerized treatment planning system (TPS) using the 

irradiation technique and prescription specified by the radiation oncologist. The radiation 

dose that will be delivered to the patient is accurately calculated in the TPS using dose 

calculation algorithms and based on the tissue attenuation information derived from the 

CT simulation scan. Once completed, the treatment plan quality is verified by a medical 

physicist, given final approval by a radiation oncologist, and then delivered to the patient  

by a radiation therapist according to the specified fractionation scheme. To ensure the 

successful delivery of each dose fraction, the patient position is carefully verified using 

imaging techniques just before the irradiation session, by a radiation therapist. Every 

radiation therapy department also implements numerous additional quality assurance 

procedures to maintain and monitor the safety and accuracy of the entire radiation 

treatment procedure. After the patient finishes his/her radiotherapy course, the outcomes 

of the treatment are evaluated during follow-up appointments10-12. 

1.3 Overview of Adaptive Radiation Therapy 

In radiotherapy, patient-specific parameters can have a large impact on the outcome of 

the treatment13,14 yet in current practice, some of the information used while planning the 

patient’s therapy is still based on general population statistics, which in some cases makes 
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an individual’s therapy suboptimal15. A meaningful example is that the delivery of a full 

therapeutic dose of radiation treatment is usually planned only once, about 1-2 weeks 

ahead of the start of radiation treatment. Then the total prescribed radiation dose delivery 

is spread out into smaller daily doses often given over several weeks ignoring potential 

changes in soft tissue over that time frame. However, it is known that the patient anatomy 

including the local tumor anatomy can change significantly over this time period for some 

patients. Even in hypofractionation schemes which are recently gaining clinical interest, 

where the prescribed radiation dose is delivered in fewer fractions over a shorter time 

period (i.e. 1-8 fractions in less than 2 weeks), changes in the patient’s anatomy can be 

substantial16. The use of hypofractionation is growing as a standard option in modern 

radiotherapy, however, it dramatically increases the effect of a geometric delivery error as 

compared to conventional fractionation approaches, where the impact of such an error 

would be reduced by delivering the treatment over many more fractions. One solution for 

this problem is to more closely monitor the changes in the patient’s anatomy over the 

entire course of the radiotherapy treatment and, if necessary, adapt the treatment to 

ensure that the radiation dose is delivered to the patient as planned. 

This strategy of adapting the radiation therapy treatment plan to the patient’s changing 

anatomy, known generally as Adaptive Radiation Therapy (ART), has been an active 

area of research in recent years17-23. Typically, an ART strategy relies on frequent imaging 

throughout the course of radiation treatment. While daily imaging is routinely used to 

make patient position adjustments ahead of the radiation treatment delivery, it is usually 

based primarily on the alignment of bony anatomy in 2D projection imaging or 3D 

volumetric imaging. In contrast, ART strategies go beyond simple patient repositioning 
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and involve a modification of the treatment plan (when needed). This modification is 

based on detailed 3D anatomical information including the tumor, organs at risk, and 

patient shape. The premise for ART is that if the patient anatomy during the treatment 

course can differ significantly from the anatomy observed in the originally developed 

treatment plan, then the treatment plan can be modified for the remaining fractions to 

compensate for the anatomical changes that have occurred, thus ensuring the tumor still 

receives the intended therapeutic dose and also keeping the OARs within their dose 

tolerances. 

1.4 Practical Challenges of Adaptive Radiation Therapy 

1.4.1 CT to CBCT Deformable Image Registration 

Deformable image registration (DIR) in radiation therapy is a technique that establishes 

a mathematical correspondence between two (most often) or more sets of 2D, 3D (most 

often) or 4D volumetric anatomical images, acquired at different points in time, based on 

a predetermined similarity metric (note, DIR can also be applied to simple two-

dimensional images). The application of a DIR algorithm to a pair of volumetric image 

sets generates two results. The first is a three-dimensional vector field (DVF – deformable 

vector field) which is used to map one image set (termed the ‘floating’ or ‘moving’ image) 

to the other image set (the ‘target’ or ‘fixed’ image). The second result is the deformed 

image set, which is the moving image set transformed with the DVF. In addition to 

transforming the moving image set, a deformable vector field can also map any volumetric 

or single-point(s) attributes associated with a transformed image. 
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In the context of adaptive radiation therapy, DIR is used mainly for anatomical contour 

propagation in order to reduce manual segmentation time, for daily dose estimation to 

monitor the quality of dose delivery, and for the creation of a new treatment plan to 

account for changes in the patient’s anatomy in order to ensure that treatment objectives 

are still met24. All these applications require the DIR algorithm to be sufficiently accurate, 

which is challenging considering that the target image is usually represented by a Cone 

Beam Computed Tomography (CBCT) scan. CBCT is an x-ray imaging system attached 

to the linear accelerator and employs a broad, conical x-ray beam. It is used to visualize 

and verify the setup accuracy of the daily anatomy of the patient when placed in the 

treatment position, immediately before the radiation dose is delivered, but has much 

poorer image quality compared to conventional CT due to contamination of the projection 

image by patient-generated scattered x-rays25.  The significant difference in image quality 

between CT and CBCT makes this image registration application very challenging26,27. 

1.4.2 Adaptive Radiation Therapy Strategies 

The selection of a specific ART strategy is one of the most important aspects of ART in 

terms of practical implementation in the clinical environment because it needs to balance 

the time, economic and human resources that are required to perform ART effectively, 

against the quantitative dosimetric improvements in the patient treatment. ART 

strategies must consider and justify the frequency and effort of treatment plan 

modifications that additionally depend on the type of radiation therapy the patient is 

undergoing and must be evaluated for the specific clinical case being treated. 
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For these reasons, it is clear that the process of selecting a suitable ART strategy is very 

challenging. At the moment, the main solution to this problem is a comprehensive 

evaluation of various ART strategies retrospectively and then selecting those approaches 

that maximize the treatment benefits within the allocated clinical resources. It is 

important to note that the evaluation of the trade-off between the dosimetric 

improvement in treatment with ART versus the additional resources used to achieve that 

improvement, is not a purely scientific one but should be based on a cost-benefit analysis 

that could vary between institutions and even between specific patient situations.  

1.4.3 Anatomy Segmentation 

Anatomy segmentation has always been a challenging step in adaptive radiation therapy 

(and radiation therapy in general) as it is a complex task that can involve different image 

modalities and image qualities and is therefore very time-consuming. At the same time, 

the accurate delineation of the target(s) and OARs is crucial for the development of the 

treatment plan and the evaluation of the radiation dose delivered to the patient. 

There have been numerous approaches to automate the segmentation process including 

edge detection28, region growing29, intensity thresholding30, machine learning31 as well as 

single and multi-atlases of imaging data32. However, the main disadvantages of these 

methods include the limited use of prior anatomical knowledge, constrained flexibility, 

and/or suboptimal accuracy. A possible improvement upon those limitations has become 

possible due to the recent advances in deep learning techniques, which currently are 

considered the state-of-the-art method for medical image segmentation and have opened 

many new unexplored research opportunities33,34,35. 



1.5. RESEARCH PURPOSE 

9 
 

1.4.4 Patient Selection 

Not every patient will benefit from the application of ART20,38.  The selection of those 

patients who would likely benefit from plan adaptation is an important aspect of adaptive 

radiation therapy because it helps maximize efficient resource allocation in a clinic. To 

develop a system that would facilitate the patient selection process for possible ART, it 

is necessary to first analyze historical treatment plans and, based on that analysis, 

establish selection criteria. Then once a new treatment plan is created it can be compared 

to similar past treatment plans and be evaluated against the selection criteria. However, 

the manual analysis of historical plans and then the proper classification of a new plan 

are complex and time-consuming tasks that generally cannot be performed in real-time 

for all patients. Therefore, the efficient automation of this analysis would be of great 

importance in the clinical environment. Recently developed technology allows building a 

machine learning-based system that is trained through input of historical plans that have 

been classified into those that would likely benefit from ART and those that would not. 

Then, the trained machine learning (ML) model can be used to classify new plans and 

direct radiation oncology treatment towards using ART strategies for those patients who 

are most likely to benefit38,39. 

1.5 Research Purpose 

The purpose of the research work presented in this dissertation was to propose and 

evaluate solutions to some of the challenges facing the clinical implementation of ART in 

the radiotherapy clinic.  Specifically, the four problems described in the preceding sections 

1.4.1. - 1.4.4. are investigated, in order to make adaptive radiation therapy more reliable, 
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accurate, and efficient for selected clinical disease sites. The following section briefly 

outlines the scientific contributions associated with the proposed solutions. 

1.6 Scientific Contribution 

This section summarizes the scientific contributions of each of the four research projects 

comprising this thesis, detailed in chapters 3 to 6, that have contributed to advance 

several aspects of adaptive radiation therapy. 

1.6.1 CT to CBCT Deformable Image Registration 

The purpose of this work, described in Chapter 3, was to evaluate the performance of the 

non-linear Dense Anatomical Block Matching (DABM) algorithm for CT-CBCT image 

registration. The DABM method had not been previously investigated for this challenging 

multi-modal image registration problem. Five prostate patients that underwent intensity-

modulated radiation therapy (IMRT) were used in this work. Pre-treatment CT (pCT) 

data sets and mid-treatment CBCT data sets acquired during the radiotherapy course 

were used to validate the algorithm performance and benchmark against other commonly 

used DIR algorithms such as Rigid, Affine, and B-spline. After registration, anatomical 

structures delineated on the pCT were deformed using the obtained deformation vector 

fields, then propagated to the CBCT images and compared to the analogous contours 

delineated on the CBCT by an experienced radiation oncologist. The results indicated 

that for the patients and anatomical structures considered in this study, both the accuracy 

and the consistency of the DABM algorithm were considerably better than the other 

evaluated commonly-implemented registration methods. Additionally, generated DVFs 

had a well-preserved topology (i.e. did not contain unrealistic deformations of the patient’s 
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anatomy). Therefore, DABM was shown to be a promising option for applications in 

ART-related tasks such as image deformation, contour propagation, and dose mapping. 

1.6.2 Adaptive Radiation Therapy Strategies 

Chapter 4 describes a study that performed a comprehensive evaluation of eight adaptive 

radiation therapy strategies applied to 20 prostate cancer patients. Although ART is an 

active area of research, these strategies have not yet been explored for hypofractionated 

VMAT treatment for prostate cancer. The performance of various ART strategies (eight 

in total consisting of both offline and online approaches) was quantified by the comparison 

of dose and dose-volume metrics for the original treatment plan and adapted plans with 

the consideration of target and critical structures. Note that the online and offline ART 

approaches are described in more detail in section 2.3 and also Chapter 4.  It was found 

that non-adapted plans (original plans) deviated unfavourably from the intended delivery, 

while the best performing online ART strategies resulted in a significant reduction of 

those deviations. Additionally, most ART strategies improved the CTV (Clinical Target 

Volume) coverage as measured with the homogeneity index by up to 30% relative to the 

intended plan. Using the same metric, PTV (Planning Target Volume) coverage improved 

by around 20% with respect to the non-adapted plan. In conclusion, daily on-line 

adaptation approaches were the most impactful while offline treatment adaptations were 

shown to be less beneficial due to increased dose delivered to bladder and rectum 

compared to other ART strategies. Among online plan adaptations considered in this 

study, the strategy of performing online ART during the first, third, and fifth fractions, 

delivered almost the same dosimetric benefit as the daily on-line adaptation approach, 

but at a significantly reduced workload. The detailed analysis of dosimetric metrics for all 
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the structures and for all considered ART approaches is included in Chapter 4. The time 

for each ART strategy was estimated with the consideration of plan optimization, dose 

calculation, and deformable image registration. The calculation time did not include 

CBCT image acquisition, data transfer, and new adapted treatment plan verification (i.e. 

assumes conventional QA (Quality Assurance) would not be required or could be 

performed in real-time). 

1.6.3 Anatomy Segmentation 

This research project, described in Chapter 5, utilized a deep learning model to perform 

automatic segmentation of organs-at-risk on computed tomography scans of head and 

neck cancer patients. The model was based on the U-Net architecture with embedded 

Inception-ResNet-v2 blocks and had not yet been investigated or validated for contouring 

of the head and neck region. Additionally, this was the first study that provided a 

comprehensive interpretation of contour predictions for the head and neck anatomy in 

the form of Gradient-weighted Class Activation Maps. The study included a total of 964 

patients (from a public access database) and 25 critical organs contoured. The model was 

trained for each anatomical structure with 65% of training and 25% of validation data 

and was evaluated on the remaining 10% of CT scans delineated by radiation oncologists. 

The performance metrics included Dice Score, Jaccard Index, and Hausdorff Distances 

and were calculated comparing the model-generated segmentation to the reference (i.e. 

physician-generated) segmentations. This work showed that the U-Net architecture with 

Inception-ResNet-v2 blocks achieved satisfactory accuracy (almost all structure results 

were better than the literature, and better than inter-physician variability), very short 

contouring times, and realistic prediction reasoning, making it a feasible clinical solution 
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for segmentation of the head and neck regional anatomy to both prepare and then adapt 

radiation therapy treatment plans. 

1.6.4 Patient Selection 

The objective of the work described in Chapter 6 was to utilize a machine learning model 

to create a novel decision support system for brain tumor patients. The binary classification 

model was developed based on 79 treated patients for whom two-arc VMAT treatment 

plans had been created. Data for model training consisted of five dosimetric and five 

geometric features extracted from the previously delivered radiation therapy treatment 

plans. The target variable included class-0, corresponding to plans for which the PTV 

treatment planning objective was met, and class-1, which was associated with plans for 

which the PTV objective was not met due to the priority trade-off to meet one or more 

competing OAR constraints. Four common training models were initially evaluated: 

Support Vector Machine, Elastic Net, Logistic Regression, and Random Forest using 

double-nested cross-validation and the AUC (area under receiver operating characteristic 

curve) metric. The model predictions were explained both globally and locally with 

Shapely additive explanation (SHAP) interaction values. The study results showed that 

the highest-performing model was Logistic Regression, achieving an accuracy of 

93.8±4.1% and AUC of 0.98±0.02 on the test data. In addition to analysing the model 

performance, this research work also provided model explainability which is rarely 

performed in applications of ML in radiation therapy but has been identified as a strong need 

in the research community in order to properly interpret model results. Therefore, the 

included explainability analysis may be particularly valuable to both medical physics and 

radiation oncology professionals working in a clinical environment. From an adaptive 



CHAPTER 1. RATIONALE 

14 
 

radiation therapy standpoint, new treatment plans classified as those for which the PTV 

objective was not met due to the OARs priority trade-offs (class-1) would be considered 

as the most suitable for plan adaptation throughout the treatment to meet the PTV 

objective while minimizing or eliminating the mentioned trade-offs. 

1.7 Summary 

Adaptive radiation therapy is an advanced form of radiation therapy that involves 

additional procedures performed to modify the initially created treatment plan. ART 

facilitates the delivery of the prescribed highly conformal radiation doses to the target 

structure(s) while minimizing irradiation of critical organs and other healthy tissues, by 

accounting for changes in the patient’s anatomy throughout the course of treatment. 

Due to the strong interest in ART, many different approaches for radiation treatment 

adaptation have been investigated39-41. However, despite many promising results from 

those research efforts, there are still several challenges to overcome to make plan 

adaptation more reliable and clinically feasible for a large number of patients. Several of 

these challenges are associated with the suboptimal performance of tools that are used in 

a few crucial steps in the ART framework, including: 

a) the application of CT-CBCT deformable image registration 

b) selection of specific ART strategies 

c) automated and accurate segmentation of patient anatomy 

d) efficient categorization of patients who would be most likely to benefit from ART 
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This dissertation aims to propose and evaluate solutions in these four challenging areas 

in order to make adaptive radiation therapy more reliable, accurate, and efficient for 

selected clinical disease sites. 

These specific research goals were achieved through the following scientific contributions: 

a) identification and evaluation of dense anatomical block matching algorithm for 

CT-CBCT deformable image registration in the case of prostate cancer patients 

b) design and evaluation of eight adaptive radiation therapy strategies as well as a 

selection of the most promising ART approach for hypofractionated prostate cancer 

patients 

c) development of data processing and deep learning model training pipelines for 

automatic segmentation of computed tomography scans for radiation therapy of 

head and neck cancer patients 

d) development of a machine learning based system for identification of those 

treatment plans that would most likely require plan adaptation throughout the 

treatment. 

These four investigations are described in detail in Chapters 3-6 of this thesis, while 

Chapter 2 provides an introduction to the main concepts required to understand the 

research chapters.  The topics covered in Chapter 2 include fundamentals of radiation 

therapy, deformable image registration, adaptive radiation therapy, machine learning, and 

deep learning.  The thesis concludes in Chapter 7 which gives a summary of the scientific 

work performed here, as well as opportunities for future investigations.  An appendix is 

also provided to supplement information in the main scientific chapters. 
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Technical Background 

This chapter will provide a broad overview of several topics that are crucial for 

understanding subsequent research chapters of the dissertation. In particular, the 

introduction will include a general description of radiobiology and radiation therapy where 

intensity-modulated radiation therapy (IMRT) and volumetric modulated arc therapy 

(VMAT) will be briefly characterized. The subsequent sections will discuss important 

concepts related to deformable image registration, adaptive radiation therapy, machine 

learning as well as deep learning.  

2.1 Foundations of Radiation Therapy 

2.1.1 Radiobiology 

Radiobiology is a scientific discipline that focuses on the impact of radiation on biological 

tissue. In the context of radiation therapy, radiobiology attempts to describe the effects 

of high energy, ionizing radiation on the patient’s healthy tissues and the treated volume 

containing cancerous cells. Advances in radiobiological research allow for a better 

understanding of the mechanisms behind cellular death and mutations induced by ionizing 
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radiation as well as help to develop robust dose fractionation schemes used in modern 

radiation therapy1. 

The relationship between tumor control and the radiation tolerance of healthy tissues is 

crucial for the successful delivery of radiation therapy. Radiobiological research has shown 

that both the tumor control probability (TCP) and normal tissue complication probability 

(NTCP) with respect to the total dose delivered to the patient can be modeled by 

sigmoidal curves as shown in Figure 2.1. The objective of radiation therapy is to maximize 

the width of the therapeutic window i.e., maximize the probability of the tumor control 

while minimizing NTCP. Figure 2.1 also shows that an increase in the per fraction dose 

(from 2 Gy to 2.5 Gy) narrows the therapeutic window by decreasing the maximum 

tolerable dose for normal healthy tissues making this approach potentially less beneficial 

for critical structures2,3. 

 

 

 

Figure 2. 1. Tumor control probability (TCP) and normal tissue complication probability 
(NTCP) curves for a) 2Gy per fraction and b) 2.5Gy per fraction treatment2. 

2.1.2 Target Volume Definition 

The target volume is delineated with GTV, CTV, and PTV contours, the meaning of 

which is briefly explained in Figure 2.2. The GTV stands for ‘gross tumor volume’ and 

a) b) 
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segments the macroscopic distribution of cancer cells as seen on imaging scans or 

determined through physical examination. In cases where the tumor cannot be properly 

visualized with Computed Tomography imaging, high contrast Magnetic Resonance 

Imaging (MRI) is used to facilitate the contouring process. The CTV is the ‘clinical target 

volume’ (GTV plus any estimated microscopic extension of disease).  The delineation of 

the CTV depends on the type of cancer, documented patterns of disease spread, and can 

be guided by functional imaging. The PTV is the ‘planning target volume’ and 

includes the CTV plus a margin that incorporates patient setup errors and target 

motion and is specific to the patient’s immobilization and the image guidance 

technique used. 

 

 

 

Figure 2.2. Gross tumor volume (GTV) delineates the volume(s) of a known tumor; 
clinical target volume (CTV) is the GTV plus the volume of suspected microscopic tumor 
infiltration; planning target volume (PTV) represents the volume containing the 
CTV/GTV with an additional margin to account for setup variations and organ and 
patient motion4. Treated volume is the volume covered by an isodose surface and defined 
by a radiation oncologist as suitable for achieving an objective of the treatment, while 
irradiated volume is a tissue absorbing a radiation dose in the magnitude that is deemed 
significant with respect to the normal tissue tolerance. 
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2.1.3 Dose Volume Histogram 

Volume calculations performed by 3D treatment planning systems provide a large amount 

of information based on the 3D dose calculations. The three dimensional dose distributions 

need to be reviewed by medical physicists and radiation oncologists to ensure their 

appropriateness for treatment. This information can be difficult to interpret and evaluate 

when it is displayed as isodose curves on transverse, sagittal and coronal planes. For the 

purpose of plan analysis, it is much simpler to condense the 3D dose distribution data to 

a 2D graph, which displays the radiation accumulated within a specifically defined volume 

of interest of a structure (such as a target structure that encompasses the known or 

suspected cancerous cells, or an organ-at risk that one wants to minimize dose to). Such 

a graphical representation is called a dose volume histogram (DVH). The dose volume 

histogram, and the numerous dose-volume metrics that can be derived from it, is one of 

the most important tools available when quantitatively evaluating a radiation therapy 

treatment plan. This section will explain in detail the DVH concept. 

Let’s consider a volume that has been delivered a radiation dose, so that its distribution is 

non-uniform within that volume. In order to create a DVH based on that distribution, the 

considered volume is first divided into a three-dimensional grid of voxels, and the dose 

within each individual volume element is considered uniform. Ideally the voxels are small 

(single millimetre range) in order to provide accurate sampling of dose information 

throughout the 3D structures. Within an individual structure, the dose of the encapsulated 

voxels is then binned (by dose magnitude) as a histogram without considering their location. 

A chart that shows the number of voxels in each dose bin on the y-axis as a function of bin 

dose range on the x-axis is called a differential DVH (Figure 2.3a show an example of this). 
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Figure 2.3. a) Differential dose volume histogram. The number of voxels on the y-axis 
is in practice expressed in cm3 of the volume (as an absolute measure) or in the percentage 
of volume (as a relative measure) occupied by a specific number of voxels. b) Cumulative 
dose volume histogram5. The total number of voxels in this illustrative example is 100. 

It should be noted that the size of the dose bin defines the height of each histogram 

column of the differential DVH. For example if the bin widths were to be widened, the 

height of the histogram bin would increase due to the larger number of voxels falling 

within a bin range. Therefore it is worth noting that even though the dose-volume 

histogram data remain unchanged, the exact shape of the differential DVH depends on 

the width of the dose bin. 

Although a differential DVH is an important concept, a cumulative DVH is more often 

used in clinical applications. A cumulative DVH is a plot in which each dose bin defines 

the absolute or the percentage volume on the y-axis that receives a dose greater or equal 

to the dose indicated on the x-axis. As shown in the Figure 2.3b the value at any dose 

bin is calculated by the summation of the number of voxels of the corresponding 

differential DVH to the right of that dose bin. Therefore, it can be observed that the 

relative volume of the first dose bin to the left is 100% (i.e. total volume). This means 
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that the total volume receives at least zero dose. However, the volume of the last dose bin 

to the right receives the maximum dose because no more voxels receive a dose higher than 

that. 

As mentioned above, specific dose-volume metrics can be extracted from the DVH curves. 

For example, maximum and minimum point doses (Dmin, Dmax), the percentage of volume 

receiving greater than or equal to a specific absolute dose (e.g. V30Gy is the volume receiving 

at least 30Gy) or percentage of a prescription dose (e.g. V20% is the volume receiving at 

least 20% of the prescription dose). Another commonly encountered dose metric 

nomenclature is the absolute dose received by at least a specified percentage of the volume 

of considered structure (e.g. D95% is the dose in Gy or cGy, also commonly expressed as a 

percentage of prescription dose, received by 95% of the structure). Dose-volume metrics 

defined in these ways are often used for defining treatment planning objectives that need 

to be met for the treatment plan to be approved by the radiation oncologist. Additionally, 

DVH are also used for direct quantitative comparison of different competing treatment 

plans that are being considered to treat a patient5,6. 

2.1.4 Intensity Modulated Radiation Therapy 

Intensity-modulated radiation therapy (IMRT) is an irradiation technique that utilizes 

many radiation beams with inhomogeneous intensity distributions in order to create a 

homogenous dose distribution inside the treated volume while minimizing the amount of 

dose delivered to surrounding healthy tissues. As shown in Figure 2.4, a uniform dose 

distribution within the target volume is achieved by the superposition of intensity-

modulated radiation beams with different angles of incidence that overlap in the target 
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Figure 2. 4. The basic principle of operation for intensity-modulated radiation therapy 
(IMRT). 

region in the patient’s anatomy. The beam intensity and its shape are adjusted by a multi-

leaf collimator (MLC) – a device mounted to the head of a linear accelerator as illustrated 

in Figure 2.57-9. 
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Figure 2. 5. Multi-leaf collimator (MLC) attached to the head of the linac. Leaf 
3.2.movement modulates the intensity of the radiation beam as well as conforms the shape 
of the beam to the shape of the treated volume. 

2.1.5 Volumetric Modulated Radiation Therapy 

Similar to IMRT, volumetric modulated arc therapy (VMAT) delivers the therapeutic 

dose using intensity-modulated photon beams. However, compared to IMRT where each 

intensity-modulated beam is delivered at fixed gantry angles (ie. the gantry is not moving 

while the beam is on), VMAT usually uses one or two arcs that continuously deliver the 

radiation dose while the gantry of the linear accelerator rotates around the patient, as 

shown in Figure 2.6. During the rotation, both the dose rate and the gantry speed can 

vary. The increased efficiency of the VMAT technique compared to IMRT allows it to 

complete the dose delivery in a significantly shorter amount of time, without 

compromising the treatment quality9,10,11. 
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Figure 2. 6. *The basic principle of operation for volumetric modulated arc therapy 
(VMAT)12. 

2.1.6 IMRT Plan Optimization 

IMRT optimization is the process of generating a clinically optimal plan for an IMRT 

beam delivery to a particular patient. The task of generating an optimal plan generally 

can be divided into two main parts: (i) construction of an objective function, and (ii) 

implementation of an optimization algorithm. The objective function, mathematically, is 

a function that defines a plan’s quality in the form of a single number and is composed of 

many individual terms that describe the desirable qualities the plan should have. The 

optimization algorithm seeks to maximize (or minimize) the objective function, by 

exploring the potential solution space13. The potential solutions are the various fluence 

patterns that can be delivered by the linac, and these need to be mathematically modeled 

and used as input into the optimization algorithm.  The fluence patterns also have to be 

 
* The figure was inspired by and modified based on the work of Baumann et al.12 – permission for usage in this thesis 
was obtained from Springer Nature License. 
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restricted to those that can be physically deliverable by the radiation treatment unit (i.e. 

respecting limitations such as maximum leaf velocity, dose rates, etc.)  

The subsequent paragraphs will describe the general types of optimization constraints, 

the different forms of objective function terms associated with particular objectives, and 

the most common optimization algorithms used for IMRT optimization. 

 

HARD AND SOFT CONSTRAINTS 

A constraint that the optimization algorithm must follow rigorously is called a ‘hard 

constraint’. For instance, consider the objective that the maximum dose delivered to the 

spinal cord should not be higher than 45 Gy. If this condition is selected as a hard 

constraint, the final solution must satisfy it. However, a ‘soft constraint’ is one that does 

not have to be strictly followed during the optimization calculations, typically being 

penalized in some manner, but allowed. The penalties often depend on the degree of such 

a soft constraint violation and need to be mathematically incorporated into the objective 

function14,15.  

 

OBJECTIVE FUNCTION 

The objective function contains terms that quantitatively compare the dosimetric qualities 

of the current plan being considered (modeled based on the fluence patterns under 

consideration) with the same qualities of the desired dose distribution. Each individual 

term corresponds to a mathematical representation of a specific aspect of dosimetric 

quality of the desired plan. Commonly, the objective function is a summation of the 

squared differences between the dosimetric quantity in the current plan iteration (i.e. the 

current plan under consideration) and the desired dosimetric quantity. Selection of the 
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form of the objective function to use is an important consideration in IMRT optimization. 

The two common types of objective functions are (i) those based on dose objectives that 

rely on the physical dose distributions in the defined structures only, and (ii) those based 

on radiobiological objectives, which depend on the physical dose distributions as well as 

the radiobiological dose responses of the individual organs/structures15. 

 

OPTIMIZATION ALGORITHMS 

After the type of objective function (physical or radiobiological) and relevant objective 

parameters/terms (i.e. target and OARs structures, types and specific values of the 

constraints) have been selected, each treatment beam is modeled with ‘beamlets’.  The 

beamlets are simply discretized, small beams sampling the intensity of the incident fluence 

pattern to be delivered, and this intensity can be modified higher or lower during the 

optimization process as the algorithm attempts to satisfy the defined dose objectives.  

Next, the search for an optimal IMRT solution may start. This is usually an iterative 

process as summarized by the framework illustrated in Figure 2.7. 

The most commonly encountered optimization methods in IMRT treatment planning can 

be divided into two groups: deterministic algorithms and stochastic algorithms13. Although 

it is beyond the scope of this introduction it is noted that  the “Steepest Decent” and 

“Newton’s Method” approaches belong to the deterministic algorithms and the Simulated 

Annealing method is an example of a stochastic algorithm. 
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Figure 2.7. The framework of iterative IMRT optimization. Based on a set of initial 
treatment parameters x (here defining the weights/intensities of the particular beamlets) 
a 3D-dose distribution is determined. Next, the objective function is used to evaluate the 
quality of the proposed treatment plan with the consideration of predetermined treatment 
goals. If the quality of the treatment plan is an improvement over the previous iteration, 
the current value x becomes the optimum xopt. However, in the case the quality of the 
treatment plan worsens (ie. the objective function worsens), then the optimization 
algorithm selects new fluence amplitudes x’ for the subsequent iteration step. The process 
of IMRT plan optimization continues until a solution of xopt. is found by minimization of 
the objective function13. 

2.1.7 VMAT Plan Optimization 

For VMAT delivery, the radiation beam continuously delivers the treatment while the 

gantry rotates around the patient, often utilizing modulated gantry speed, varying dose 

rate, and simultaneously moving MLC leaves. Since the beam intensity is constantly 

modulated with many parameters changing simultaneously, VMAT is considered a 

technically more advanced form of IMRT. For that reason, much of the information 

provided in the previous section is relevant to VMAT as well. This section will specifically 
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focus on the description of arc discretization and control points, deliverability constraints 

and a basic VMAT optimization model. 

ARC DISCRETIZATION AND CONTROL POINTS 

Most VMAT optimization methods are based on the discretization of an arc into a finite 

set of control points (CP), so that each CP represents a single beam direction 

(representing a small portion of the entire arc, typically about 2 degrees of gantry 

rotation), with a defined gantry speed, dose rate, and beam aperture shape. Aperture 

shape, dose rate, and gantry speed specified for the control point, determine the discrete 

set of the required delivery parameters of the VMAT treatment in the continuous gantry 

rotation as the gantry passes through the control point16. 

DELIVERABILITY CONSTRAINTS 

The apertures and the gantry speed for consecutive control points have to be physically 

achievable. This means that when the gantry rotates from control point k to control point 

k + 1, the leaves of the MLC need to shift from the configuration represented by aperture 

Ak (for CP k) to the configuration represented by aperture Ak+1  (for CP k+1). Therefore, 

the time the gantry spends traveling between control points k and k+1 needs to be large 

enough to enable the desired aperture change, taking into account the limited speed of 

the MLC leaves. In addition to speed limitations, the configurations of all possible apertures 

that can be delivered by a given MLC need to be taken into account. 

Other physical limitations that need to be accounted for are the upper and the lower limits 

of the achievable dose rate and the upper and lower bounds of gantry speed. Another 

restriction is the rate at which the gantry speed can be changed (i.e. the maximum 
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acceleration/deceleration) and is usually expressed per control point or per specified degree 

of gantry orientation. 

VMAT OPTIMIZATION MODEL 

To simplify the problem, the dose delivered to each voxel over the course of radiation 

treatment can be calculated with the assumption that the aperture (A), dose rate (r), 

and gantry speed (s) do not change between control points. In the case where the objective 

function can be described by ℱ(z, r, s, A), and assuming that minimum value of ℱ would 

correspond to the optimal solution (optimal treatment plan) the VMAT optimization 

problem together with the relevant constraints can be formulated as minimization of ℱ(z, 

r, s, A) where ℱ(z, r, s, A) is usually a function of the delivered dose z, which depends 

on deliverable parameters r, s, and A. As can be observed from this formulation, in 

comparison to IMRT, the VMAT optimization is more complex due to the increased 

number of variables and delivery constraints and thus the amount of data that needs to 

be processed in the optimization calculations is larger. For instance, a typical IMRT 

treatment plan contains 5-9 beams each at a unique gantry angle. However, in the case 

of the VMAT, the number of control points per treatment plan is frequently on the order 

of a few hundred16. 
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2.2 Deformable Image Registration 

2.2.1 Image Registration Process 

As briefly mentioned in the rationale section (1.4.1), image registration is the process of 

establishing the spatial relationship/correspondence between two or more images of the 

same dimensionality (2D or 3D), with the goal of mapping one image (moving or floating 

image) to the other (fixed or reference image). The registration of two images is generally 

a two-step process. In the first step, the images are pre-processed with simple cropping, 

intensity-based image filtering, rigid transformation including shift, scale, and rotate 

operations, or may even be manually matched in order to increase the initial geometric 

and voxel intensity-based similarity. In this step, various image attributes such as 

contours or landmarks can also be specified and used to guide image registration. The 

second step involves an iterative registration loop in which the optimization algorithm, 

with regularization terms and specified stopping criteria, is adjusting the parameters of 

the transformation in order to minimize (or maximize) the value of the similarity metric. 

The registration loop is completed by reaching either the maximum number of iterations, 

the maximum registration time, or when there is no further improvement in the similarity 

metric. After completion, the transformation that maps a moving image to a reference 

image is generated. The transformed moving image (i.e., moving image after the 

application of the transformation) is output as well17. Figure 2.8. shows the diagram of 

the image registration process including all the components described in more detail in 

the subsequent sections (2.2.2 – 2.2.5). 



2.2. DEFORMABLE IMAGE REGISTRATION 

37 
 

2.2.2 Transformations 

There are several types of transformations used in image registration that vary in their 

complexity. The simplest transformation, called Rigid, can be represented by a translation 

or rotation matrix, each having three (for 3D image) degrees of freedom. Additional 

flexibility can be introduced by shearing, scaling, and reflection operations that result in 

an Affine transformation. Rigid and affine registrations, although often useful for initial 

alignment or simple image matching tasks, are fairly limited in their ability to map 

medical images, mainly due to the global nature of their transformations18. 

 The application of image registration in the medical imaging domain requires the spatial 

transformation to be significantly more flexible. Such transformations are frequently 

represented by a three-dimensional, deformation vector field (DVF) that can perform any 

non-linear transformation by manipulating an image at the voxel level (i.e. the position 

of each voxel can be changed by a corresponding vector). In practice, however, the level 

of DVF flexibility needs to be controlled by regularization terms during the optimization 

step of image registration. 

Constraints imposed on the vector field are designed to ensure that the transformation 

resulting from deformable image registration will reflect realistic deformations of the 

human anatomy. The class of image registration that applies non-linear DVF for image 

transformation is called deformable image registration (DIR)18. 
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Figure 2. 8. Schematic illustration of major steps in the image registration process. A 
parallel workflow of both the moving and reference images starts at the top of the diagram. 
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In general the transformation model representing DIR can be categorized as parametric 

or non-parametric. The former produces a DVF as a linear combination of their basis 

functions, while the latter computes transformation vectors of all points in the fixed 

image19. 

2.2.3 Similarity Metrics 

There are two main groups of similarity metrics used in image registration: feature-based 

and voxel intensity-based. The first type relies on the Euclidean distance between the 

same features associated with the image such as volumes, surfaces, or points. The major 

disadvantage of this approach is that the feature definition is very time-consuming and 

must be conducted manually, typically by a physician who has in-depth knowledge of the 

relevant anatomical region. Therefore, in deformable registration of medical images, 

intensity-based image similarity metrics are more commonly implemented. For moving 

and fixed images that were acquired by the same imaging modality, sum of squared 

differences, cross-correlation or normalized cross-correlation are the metrics most often 

used.  For multi-modality image registration where intensities of pixels belonging to the 

same part of anatomy differ among registered images, mutual information or normalized 

mutual information metrics are applied18,20. 

2.2.4 Optimization 

The main objective of the optimizer used in deformable image registration is to maximize 

the alignment (measured with a similarity metric) between registered images by 

manipulating the parameters of the vector field. Optimizers find the optimal solution 
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iteratively (i.e. continuously changing parameters of the transformation until the 

similarity metric converges or other loop-stopping criteria are met). 

The search for the optimal solution is achieved by finding a search direction and an 

efficient exploration of the parameter space. The optimization algorithms suitable for this 

task within the medical image registration domain are most commonly gradient descent-

based techniques that compute the gradient of the similarity metric function relative to 

the parameters of the vector field (along the individual dimensions of each vector). 

In practice, the optimization process is often performed at multiple image resolution levels 

by first down-sampling both the moving image and the reference image. Next, both images 

are registered from the lower to the higher resolutions. Specifically, the transformation 

that is optimized at the lower resolution is subsequently used as the initial solution for 

the optimization at the higher resolution. Compared to a single resolution, the 

multiresolution approach was found to make the optimization process more robust with 

respect to being trapped in local optimums (e.g. a local minimum or maximum of the 

objective function over a small search space, which is not the global minimum or 

maximum over the entire possible search space) and also more time efficient17,20. 

2.2.5 Interpolation 

In the process of image registration, when the floating image is being aligned with the 

fixed image, voxels of the floating image are mapped to the target image. Since the 

domains of both images are discrete but the mapping result is not discrete, the points of 

the floating image are mapped to locations on the fixed image that are not necessarily on 

its regular voxel grid. 
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Therefore, the intensity values at the exact points of the fixed image grid need to be 

estimated by interpolation. Currently, there are many interpolation methods such as 

linear, bilinear, trilinear, nearest neighbor, or cubic, among others. The interpolation 

quality as well as computational efficiency vary between methods and usually constitutes 

a common quality-to-time trade-off21. 

2.2.6 Validation 

In medical imaging applications, there are two main methods of validating the accuracy 

of registration: visual (qualitative) and numerical (quantitative) methods. Within a 

clinical environment, the initial assessment performed by a physician is usually visual and 

can reveal major anatomical misalignments between registered images. This form of 

evaluation is conducted based on the inspection of anatomical landmarks, image and 

segmentation overlays, checkerboard filter, dynamic magnifying window, and/or 

examination of absolute image differences. The qualitative evaluation can also include the 

analysis of the vector field on various image projections as well as an inspection of the 

absolute magnitude map of the vector field. 

The quantitative evaluations most commonly used include the calculation of geometric 

distances between anatomical landmarks and contours, computation of segmentation 

overlay metrics, and in the case of monomodal registration (for images acquired by the 

same imaging modality) the sum-of-square differences relative to the image intensities. 

The interpretation of any metric based on the similarity of voxel intensities should 

however be conducted with caution because these metrics provide a single number without 

the reference to the location of misalignment. When it comes to the vector field, the 
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numerical  assessment  is  usually  based  on  the  inverse  consistency  error  (ICE)  and 

determinant of the Jacobian matrix. Both these metrics are further discussed in Chapter 

317,18.

2.2.7 Challenges of CT to CBCT Image Registration in Radiotherapy

Due  to  the common  use  of  CBCT  imaging  in  adaptive  radiation  therapy,  the  main 

challenge for the image registration (one of the crucial steps in any ART process), is the 

poorer image  quality  of the CBCT  scans  (fixed  images)  as  well  as  the  inconsistency  in 

their  voxel  intensities  relative  to  the  CT  images  (moving  images). In  particular,  the 

inconsistency in voxel intensities between image sets (for example in multimodality image 

pairs) means that  the  same  type  of  tissue may not  be  represented  by  the  same  voxel 

intensity. The poor quality of CBCT images is also the reason why it is more beneficial 

to  register  pCT  to  CBCT  and  not  CBCT  to  pCT.  For  example, due  to  correct 

representation  of  attenuation  coefficients  of the patients’  tissue,  the  patient dose 

calculation will be more accurate on deformed pCT rather than on deformed CBCT.

Moreover,  there  are a few  other issues that  affect  the  robustness  and  accuracy  of 

deformable image registration. One of these issues is the presence of artifacts appearing 

in the images due to dental fillings, metal prosthesis, stents, etc. present in the patient’s 

anatomy.  Artifacts  can  also  be  seen  in  images  due  to  the  patient  or  individual  organ 

motion during the image acquisition17,18.

Large changes in the patient’s anatomy due to weight loss, response to therapy, or bladder 

filling,  require  large  local  deformations  and  can  also  cause  difficulties  in  the  image 

registration. For example, too large or too small gradient step may cause the optimization
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process to converge very slowly, converge to a local minima or not converge at all. Other 

anatomical issues include that of sliding motion that sometimes exists between two 

adjacent tissues/organs, for example, commonly encountered between the lungs and the 

thoracic cage. Beyond large local deformations, the sliding motion issue requires an 

estimate of a ‘quasi-discontinued DVF’ (challenging to estimate locally in alternating 

regions of a vector field with very large and very small deformations)17,18. 

Other image registration challenges may also include scenarios where certain parts of the 

patient's anatomy are visible on one image but are not visible on the other image. For 

example, appearing and disappearing fluid/gas-filled spaces, or an organ shift beyond the 

field of view17,22. 

Also, non-uniqueness is an issue encountered within those areas of the image that have 

uniform-intensity. The problem is that the voxel belonging to the homogenous region in 

one image can be mapped to many voxels in the other image, potentially causing a non-

physical deformation17. 

Another possible difficulty is non-linear deformation of rigid structures such as bones23,24,25. 

Visual inspection of the registration results and/or adding relevant constraints to 

registration algorithm can effectively manage the potential negative impact of this 

problem in the clinical environment. 
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2.2.8 Clinical Applications 

Deformable image registration has found multiple applications in radiation therapy 

including: 

i) multi-modality image fusion for better localization and contouring of target structures, 

as well as monitoring local tumor response to radiation dose26-29; ii) atlas and multi-atlas 

segmentation of organs at risk30-34; iii) contour propagation between imaging data acquired 

at different time points35-39; iv) dose accumulation, estimation and monitoring for adaptive 

treatment re-planning and quality assurance purposes40-42. 

2.3 Adaptive Radiation Therapy Strategies 

2.3.1 Offline Techniques 

The offline ART approach is implemented by replanning the treatment during the time 

between delivered dose fractions (i.e. one or two days), utilizing most of the standard 

treatment planning processes but executed in a shorter timeframe. One of the benefits of 

offline ART is that not only can the daily CBCT be used for replanning but also, if higher 

image quality or functional imaging data is required, conventional CT, MRI or even PET 

scanners can be used as well. One of the disadvantages of offline ART is that if anatomical 

variations occur within a fraction or frequently between fractions, then offline ART may 

not be fully capable of responding to such changes43-47. This is because in offline ART, the 

CBCT acquired in the previous fraction is used to adapt the treatment plan that is 

intended to be delivered in the next fraction, therefore if any significant changes in the 

patient anatomy appear after fraction n but before fraction n+1, these changes will not 

be taken into account by the offline approach. 
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Figure 2.9. shows an offline adaptive radiation therapy workflow that starts from the 

initial simulation image acquisition. The imaging data are used for initial target and OAR 

contouring performed by a radiation oncologist on the planning computed tomography 

scans (pCT). Once the pCT is fully segmented, radiation therapy planners create the 

treatment plan containing photon beam arrangements and optimized dose distribution. 

After passing the verification and approval process, the treatment plan is then sent 

electronically to the delivery console at the linac. Before the radiation treatment can be 

delivered to the patient, his/her position is verified (patient set-up) by comparing pCT 

to the daily on-treatment CBCT (or alternatively using orthogonal planar images). Rigid 

transformations (couch shifts and three-axis rotations) can be implemented to maximize 

position congruence. If the remaining difference in alignment between these two image 

sets is within tolerance limits (match in Figure 2.9), the initial treatment plan is delivered. 

However, if the patient’s anatomy significantly deviates from the initial anatomy (i.e. that 

based on which the treatment plan was prepared), which is a rare occurrence,  then the 

irradiation session would be rescheduled, and/or a new treatment plan created (re-

planning) based on the new anatomy and prepared ahead of the next fraction to be 

delivered. Even if the first fraction dose is delivered without issue, the CBCT data can 

still be used to adapt the initial treatment plan accounting for changes in the patient 

anatomy that might have caused only a minor mismatch between pCT and CBCT. As 

shown in Figure 2.9. the offline plan adaptation takes place after the first and before the 

second fraction of the treatment. Offline ART involves mapping the pCT to the daily 

CBCT with deformable image registration and then using the deformed pCT (dCT) to 

create a new treatment plan. 
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Figure 2. 9. A diagram illustrating a workflow of offline adaptive radiation therapy. 
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Before the next fraction dose can be delivered, the alignment between dCT and the new 

daily CBCT is examined to ensure correct patient position and alignment of patient’s 

anatomy. Depending on the results of this assessment, further steps are the same as during 

the first treatment session. The entire offline ART procedure can be repeated until the 

radiotherapy treatment is completed. However, it is important to note that the offline re-

planning does not have to be performed if the patient anatomy maintains consistent size, 

shape, and positioning over the course of the treatment. 

2.3.2 Online Techniques 

In general, ‘online’ ART implies that the plan adaptation takes place while the patient is 

on the treatment couch. The most common form of online ART takes place while the 

patient is in the treatment position but immediately before the dose fraction is delivered. 

For example, the patient is setup at the linac, imaged, and then the plan adapted while 

they wait on the couch, followed by delivery of the new plan. Theoretically, online ART 

can also take place during the fraction delivery, however this full approach would require 

nearly real-time imaging and replanning and is extremely rare.  An increasingly common 

implementation of on-line ART is termed ‘real-time tumour tracking’ where the field 

aperture tracks the tumour location in near real-time as indicated by imaging or other 

positional tracking mechanisms. In this implementation, the delivered fluence pattern 

tracks the geometric motion, but no live dosimetric replanning is performed. Because the 

online ART procedure includes assessing the need for ART, re-planning, and performing 

quality assurance, the entire process needs to be efficient and requires specialized, well-

integrated tools. Despite the complexity and time sensitivity, the major advantage of 
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online ART is that changes in the patient’s anatomy at the time of dose delivery, once 

discovered, can be accounted for before the continuation of the treatment delivery. 

However, one of the challenges to both offline and online ART is significant intrafraction 

change in patient anatomy. As mentioned previously, some of those variations can be 

accounted for by using real-time motion management methods or real-time tumour 

tracking. Nevertheless, anatomical changes that occur between the time of in-room 

imaging and subsequent modified beam delivery can decrease the accuracy of online ART. 

For example, bladder filling changes or stomach emptying can occur during the time it 

takes to evaluate, reoptimize, and verify a new online ART treatment plan. Another 

difficulty in the implementation of online ART solutions in clinical practice is the inability 

to perform patient-specific quality assurance measurements because the patient remains 

in the treatment position. For the above reasons, quality assurance procedures need to be 

adjusted for online ART applications48-52. An online adaptive radiation therapy workflow 

example is shown in Figure 2.10. The description of the major components of this diagram 

is similar to the offline ART description in the previous section 2.3.1 (for Figure 2.9) 

except that the replanning is performed immediately on the patient’s acquired images for 

that fraction, and the adapted plan delivered in the same session. 

2.3.3 Clinical Applications of ART 

ART has been applied in the treatment of many types of cancers across a variety of 

anatomical regions including the prostate, head and neck, brain, bladder, lung, breast, 

cervix, and pancreas, among which the first two (i.e. prostate, and head and neck) are 

the most studied in the literature53,54,55. 
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Figure 2.10. A diagram illustrating a workflow of online adaptive radiation therapy. 
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In the radiation therapy of prostate patients, both the position and shape of the prostate 

target volume  can change during treatment, mainly due to the variable filling conditions 

of the bladder and rectum, organs that lie immediately adjacent to the prostate. The 

geometric variations can result in undesired and substantial deviations of the delivered 

dose away from the planned dose56,57. For example in a study of 28 prostate cancer patients 

who underwent radiotherapy treatment, Huang et al.58 showed that the mean percentage 

differences (± one standard deviation) in the structure volume and radiation dose were 

44% (± 41) and 18% (± 17) for the bladder, 20% (± 21) and 2% (± 2) for the prostate, 

and 36% (± 29) and 22% (± 15) for the rectum, respectively. Also, Boer et al.59 

investigated the effect of rotations of the prostate gland for five prostate cancer patients 

who received VMAT treatment and demonstrated that the rotations induced considerable 

dosimetric uncertainty in prostate irradiation. On average, the clinical target volume 

minimum dose (Dmin) decreased by up to 10% in the case of the treatment plans that were 

delivered without any corrections. 

Similarly, head and neck cancer patients are well documented in the literature to 

significantly benefit from radiation therapy plan adaptations due to substantial anatomy 

deformations that can occur throughout the course of their treatment. For example, 

Brouwer et al.60, in the review of 51 studies on ART for head and neck cancer patients, 

reported volume changes and associated dose differences (planned versus delivered dose) 

for organs at risk and target volumes. They found that for parotid glands, on average, 

there has been a 26 ± 11% decrease in reported volume change which caused a 2.2 ± 2.6 
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Gy increase in radiation dose relative to the dose calculated on the planning CT (up to 

10.4 Gy on average for patients with stage III-IV nasopharyngeal carcinoma). Zhao et 

al.61 found the highest dose increase in D1% (dose to 1% of the organ’s volume) of the 

spinal cord and the brainstem of 5.6 and 2.5 Gy on average, respectively, for the entire 

treatment course. In a study of 19 patients Cheng et al.62 reported that if no replanning 

was performed, the tolerance dose of 54 Gy for the maximum dose to the brainstem was 

exceeded after the 15th and 25th fraction (out of 33) for 11% and 16% of the patients, 

respectively.  Furthermore, for 11% of the patients, the maximum dose to the spinal cord 

was higher than the tolerance dose of 45 Gy after the 15th fraction. Thus, based on the 

comprehensive literature review of Brouwer et al.60 it is clear that ART has great potential 

for improving the dosimetry of the radiation therapy treatment of head and neck cancer 

patients. 

Brain tumor treatment such as glioblastoma can also significantly benefit from ART. The 

main issue with this kind of tumor is the precise identification of cancerous cells.  

Therefore, MR imaging is often used to observe the radiation response of the tumor, which 

then can be used to modify radiation treatment. MRI techniques may also identify the 

areas of the tumor that would respond to drugs compared to areas that would not, and 

therefore may be irradiated in different ways63-66. However it is noted that at the moment 

it is not usually practical to acquire MRI images of the patient anatomy during the course 

of radiotherapy treatment although this may change with a broader adoption of recently 

available commercial MRI-linacs. 
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For bladder cancer, the possibility of large organ motion and differences in bladder filling 

make it necessary to apply margins of up to 2 cm, even when drinking protocols and Foley 

catheters are used in the treatment planning and delivery workflow. This margin is 

significant as, for example for a CTV of 130 cm3, a 2-cm margin results in a PTV of 600 

cm3. Adaptive planning to conform to the daily bladder-filling variation is valuable in 

reducing these relatively large PTV margins67. 

Breast conservation surgery causes the development of a seroma at the surgical site that 

may change its shape significantly after the surgery and over the course of radiation 

treatment, as it is a region filled with fluid located within a deformable organ68. 

Additionally, daily anatomical changes of up to 2 cm may appear in the location and 

volume of a lumpectomy surgical site69, justifying the application of ART for treatment 

techniques that target the seroma (ie. partial breast irradiation) instead of the whole 

breast. 

Significant tumor shrinkage and OAR motion around the cervix make this site a good 

candidate for the application of ART. In the first 3 to 4 weeks of radiation treatment, 

tumor regression of up to 60% to 80% of the original GTV has been reported70. 

Large magnitudes in the shift of the pancreas location have been used to justify the 

application of ART for that treatment site as well. There can be as much as 2 cm of 

variation of the pancreas and local anatomy from day to day71. The pancreas is also closely 
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located next to many other abdominal OARs, and in cases with microscopic disease 

invasion, the impact on those OARs becomes more acute. 

In summary, ART approaches are of significant interest in nearly all cancer sites and have 

been demonstrated to be valuable for many, as outlined above. 

2.4 Machine Learning 

2.4.1 Introduction 

The definition of machine learning (ML) varies widely and depends on how this broad 

discipline is perceived by researchers with different and often combined scientific, 

engineering, art, and business backgrounds. However, there are a few definitions that were 

formulated by early adopters of machine learning methods and are still frequently quoted 

in the available literature. In 1959, Arthur Samuel described machine learning as “the 

field of study that gives computers the ability to learn without being explicitly 

programmed”, also concluding that “programming computers to learn from experience 

should eventually eliminate the need for much of this detailed programming effort” 72. 

Compared to Samuel’s computer science-oriented view, Tom Mitchell, in 1997, described 

ML in his book more from the engineering perspective as: “A computer program is said 

to learn from experience E with respect to some task T and some performance measure 

P, if its performance on T, as measured by P, improves with experience E” 73. 

Both of these, and many other definitions74-77 share a common characteristic of ML as a 

collection of algorithms that allow a computer program to first analyze and find 

meaningful relationships in historical data (i.e. to learn from past experiences) and then 
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use that knowledge to build a mathematical model that would be able to complete a 

specific task. Ultimately, a program should also be able to automatically optimize an ML 

model based on new incoming data in order to keep improving its performance (i.e. 

continuously improve and effectively learn from new experiences). 

The main advantage of machine learning is that it makes few to no assumptions about 

the underlaying data allowing the algorithms to automatically learn the relationships 

between variables describing the data. The rapid growth of the ML discipline has resulted 

in the development of solutions to a wide variety of practical problems found in nearly 

every sector and industry of modern civilization. Despite the great benefits that ML brings 

to the world of science and technology, it still has several limitations. These mainly include 

insufficient quantity and quality of the data itself, non-representative data, time-

consuming data processing, feature engineering, and model overfitting (or underfitting) of 

the training data77. 

The subsequent sections will describe the general types of common machine learning 

models (section 2.4.2. and 2.4.3.), the basic concepts of machine learning model 

development (section 2.4.4.), and several commonly used machine learning algorithms 

(sections 2.4.5. – 2.4.10.)  

2.4.2 Supervised Learning 

Based on the available data and the level of supervision required for model training, 

machine learning is in general divided into two categories: supervised learning and 

unsupervised learning. In practice, models belonging to those categories are often 

combined in order to solve complex problems or achieve better performance. This section 
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will briefly describe supervised learning while section 2.4.3 will outline unsupervised 

learning. 

Supervised learning is a type of ML in which the training data contains response (target) 

variables that label individual data samples or instances. The objective of supervised 

learning is to create the model based on the available data samples so that the model is 

able to predict a response variable given a new, unlabeled data instance (observation). 

Depending on the type of the response variable itself, the supervised learning is further 

subdivided into classification and regression problems76,78-80. The most common supervised 

learning algorithms include k-Nearest Neighbors, Linear Regression, Elastic Net, Logistic 

Regression, Support Vector Machines (SVMs), Decision Trees, and Random Forests77.  

More detailed descriptions of these algorithms are found in sections 2.4.5-2.4.9. 

In classification problems, the response variable is categorical (discrete) and classifies each 

data sample into a particular class. For example, in the simplest binary classification 

problem, the data could contain the medical records of a large number of cancer patients 

treated with radiation therapy, chemotherapy, surgery, or some combination of the three 

modalities. The response variable could categorize those patients into two groups with a 

survival rate above and below a certain number of years. In this problem, the purpose of 

a ML binary classifier would be to create an accurate mapping between input data 

(medical records) and the target variable so that when a new unclassified observation is 

fed into the model, the model would classify this observation into one of two classes, 

usually by assigning a probability score to each class. An ML problem containing more 

than two classes is called a multi-classification problem. 
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In regression problems the response variable is continuous and the objective of the ML 

regressor is to predict the value of the output variable. Similar to classification problems, 

the prediction is made based on the available observations that are characterized by 

several independent or predictor variables called features. An example of a regression 

problem would be the prediction of radiation response of the tumor and/or healthy tissues, 

or the number of new radiation therapy patients in a given period of time74. 

2.4.3 Unsupervised Learning 

Unsupervised learning is a type of ML in which the training data does not contain target 

variables that would label specific observations (i.e. the model input data are unlabeled).  

This is because the objective of unsupervised learning is to identify underlying patterns 

in the data in a way that would allow the ML model to group or reduce the dimensionality 

of the data. Therefore, unsupervised learning is further subcategorized into clustering and 

dimensionality reduction problems. The most common algorithms applied for clustering 

problems include K-Means and DBSCAN (Density-Based Spatial Clustering of 

Applications with Noise), while for dimensionality reduction tasks, PCA (Principal 

Component Analysis) and Kernel PCA77 are frequently used. 

The clustering methods focus on dividing the data into groups so that the observation 

belonging to a particular group is more similar to other observations from that group than 

to the observation from another group (the similarity measure is selected within a specific 

algorithm). An example of clustering would be to group acceptable and unacceptable 

radiation therapy treatment plans by applying a clustering algorithm to the set of 
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treatment plan features73. Another common task is anomaly detection77, for instance the 

detection of sudden and abnormally large increases in a certain disease incidence.  

The dimensionality reduction techniques aim to transform an original structure of the 

data into a lower-dimensional representation while preserving the properties of the 

primary data structure. These ML methods are often used to visualize complex, high-

dimensional datasets and to pre-process data features for supervised learning problems76. 

For this dissertation, the most relevant type of machine learning problem is supervised 

learning as it was utilized in the research project described in Chapter 6. Therefore, the 

next section will highlight the main steps involved in the training of supervised learning 

algorithms. 

2.4.4 Model Development 

Although the detailed process of training a supervised machine learning model can vary 

widely depending on the specific problem, available data, selected algorithm, and model 

validation method, there are a few important steps that are generally followed when 

creating an ML model. 

The process starts with gathering labeled data and splitting them into training, validation, 

and test sets. The training data are used by the ML algorithm to learn patterns in the 

data and map the model inputs to the model outputs. The validation samples are utilized 

for tuning hyperparameters of the model, while the test portion of the data is used to 

assess the model performance. 
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The next step after gathering the data is called ‘feature engineering’ which is the selection 

and postprocessing of learning features. This part of ML model development is very 

important because identifying the predictive features, as well as removal of faulty data 

samples, can facilitate the learning process and potentially result in improved performance 

of the model. Also, feature engineering is the stage where the application of the 

researcher’s expertise is the most impactful. 

Once the data are gathered and feature engineering is completed the process of training 

the model can begin. During the model training, its free parameters are adjusted to create 

a specific mapping function. Additionally, for a different set of hyperparameters, the 

parameter search process would generate the number of model instances (models with 

different sets of hyperparameters)  each with a different performance on the validation 

set. The best performing model instance is then selected and evaluated on the testing 

data. After obtaining satisfactory results in the ML training, the model together with the 

data processing pipeline can be deployed in production, monitored and, if necessary, re-

trained or otherwise improved76. 

The next sections will briefly introduce the basic concepts of the most common supervised 

learning models and specifically those that were used in the work described in Chapter 6 

including Linear Regression, Elastic Net, Logistic Regression, Support Vector Machines, 

Decision Trees, and Random Forest. 

2.4.5 Linear Regression 

Linear regression is a very simple machine learning algorithm that maps input features to 

the response variable using a linear function: 
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ᵅ� ̂ = ᵯ�� + ᵯ��ᵅ�� + ᵯ��ᵅ�� + ⋯+ ᵯ��ᵅ�� 

 (Eq.2-1) 

where: 

ᵅ� ̂– response variable 

ᵅ�� – the m-th independent variable (feature); ᵅ�� = 1 

ᵯ�� – model parameter of the m-th variable (ᵯ�� – is a model bias) or m-th regression 

coefficient 

m – number of features 

Equation 2-1 can also be simplified to vector form:  

ᵅ� ̂ = ᵯ�� ᵆ� 

 (Eq.2-2) 

in which T denotes a row vector of regression coefficients (the transpose of vector ᵯ�). 

The training of the linear model is conducted through the calculation of weights ᵯ�� 

associated with the input features ᵅ�� in a way that minimizes the mean square error cost 

function:  

ᵃ�������(ᵯ�) = 1
ᵅ�

�(ᵯ�� ᵆ�� – ᵅ��) �
�

�=�
 

 (Eq.2-3) 

where n is the number of individual samples in the data. To prevent a machine learning 

model from overfitting, the reduction of model complexity is often considered. In the case 
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of linear regression, it can be achieved by eliminating a number of model weights (i.e. 

setting them to zero). The disadvantage of this approach however is a loss of information 

about the potential impact the removed variables could have had on the model 

performance. Therefore, in practice, instead of removing the regression coefficients 

associated with the model features, regularization terms are added to the objective 

function ᵃ�(ᵯ�). The purpose of the regularization terms is to penalize regression coefficients 

by limiting their values. The commonly used regularization methods for the linear 

regression model are ridge and lasso regularization, described below. 

The objective function in Eq.2-3 with added ridge regularization can be expressed as: 

 

ᵃ�(ᵯ�)����� = ᵃ�(ᵯ�) + ᵯ� 1
2

�ᵯ��
�

�

�=������
����� 

��������������

 

 (Eq.2-4) 

The parameter α reflects the level of model regularization so that for α = 0, Eq.2-4 

becomes an ordinary linear regression (Eq.2-1), while for α >> 0, the regression 

coefficients approach zero. M is a number of  

 

The equation for a cost function that includes lasso (Least Absolute Shrinkage Selection 

Operator) regularization is:  

ᵃ�(ᵯ�)����� = ᵃ�(ᵯ�) + ᵯ���ᵯ���
�

�=��
����� 

��������������

 

 (Eq.2-5) 
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It can be noticed that the lasso regularization is expressed as a sum of absolute values of 

regression coefficients and is referred to as L1 penalty or L1 norm, while ridge 

regularization penalized the sum of squared regression coefficients and is referred to as L2 

penalty or L2 norm. Due to that difference, large values of alpha in the lasso term will 

result in many ᵯ� coefficients being set equal to zero. In contrast, the ridge regularization 

will not zero regression coefficients even in the case of large alpha. This important 

characteristic of lasso regression allows it to eliminate the least important features of the 

model and, during ML model training, use only those with relevant predictive 

power77,79,81,82. 

2.4.6 Elastic Net 

Elastic Net is a model that combines a linear regression with both ridge and lasso 

regularization and can be described in the following equation: 

 

ᵃ��������(ᵯ�) = 1
ᵅ�

�(ᵯ�� ᵆ�� – ᵅ��)�
�

�=�
+ 1 − ᵅ�

2
ᵯ��ᵯ��

�
�

�=�
+ ᵅ�ᵯ� ��ᵯ���

�

�=�
 

 (Eq.2-6) 

where parameter r controls the balance of ridge and lasso contributions to the 

regularization of a linear regression model so that for r=0 and r=1, Elastic Net becomes 

equivalent to Eq. 2-4 and Eq. 2-5, respectively77,82. 

2.4.7 Logistic Regression 

Logistic regression is one of the most commonly used models for a binary classification 

problem. Compared to linear regression which most frequently predicts the value of the 
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continuous variable, the logistic regression model classifies the data by assigning a 

probability to each class.  

The logistic regression model can be described in the form of the logarithm of the odds 

(i.e. logit transformation): 

 

Log � ᵅ�
1 − ᵅ�

� = ᵅ� = ᵯ�� + ᵯ��ᵅ�� + ᵯ��ᵅ�� + ⋯ + ᵯ�mᵅ�m 

 (Eq.2-7) 

where p is a probabilistic logistic function equal to: 

ᵅ�(ᵅ�) = 1
1 + ᵃ�−� 

 (Eq.2-8) 

and t denotes the right side of Eq.2-7. 

The logistic regression model can be considered a linear regression model that has been 

transformed with the sigmoid function. When it comes to machine learning applications, 

the model predictions are often expressed using probability p due to the convenience of 

its range lying between 0 and 1, instead of using odds ᵅ�/(1 − ᵅ�) with a range lying between 

0 and +∞. 

Assuming that the value of probability ᵅ� is calculated, the model prediction ᵅ� ̂for binary 

classification tasks can be represented as: 

  

ᵅ� ̂ = � 0 ᵅ�ᵃ� ᵅ� < 0.5
1 ᵅ�ᵃ� ᵅ� ≥ 0.5 

 (Eq.2-9) 
where ᵅ� ̂ = 0 and ᵅ� ̂ = 1 indicate two distinct classes of data samples. 
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In order to train a logistic regression model, the following logarithmic cost function 

averaged over all the training samples is used: 

  

ᵃ���������(ᵯ�) = − 1
ᵅ�

�[ᵅ�� log(ᵅ��)
�

�=�
+ (1 − ᵅ��)log (1 − ᵅ��)] 

 (Eq.2-10) 

This form of the cost function is particularly useful for the logistic regression model, due 

to its intuitive interpretation.  That is,  ᵃ���������(ᵯ�) will be approximately equal to 0 (or 

1) in the case the probability p is close to 0 (or 1), classifying a sample into one of two 

classes for which ᵅ� ̂ = 0 or ᵅ� ̂ = 177,79,81,83. 

2.4.8 Support Vector Machines 

Support Vector Machines (SVM) is a flexible and powerful model, very often used in 

machine learning applications. It is also mathematically more complex compared to 

models described in the three previous sections. Nevertheless, this section will introduce 

the main concepts of SVM for a binary classification task. 

Assuming that the training data are partitioned into two classes, the purpose of SVM is 

to find an oriented hyperplane so that the data on each side of that plane belong to one 

distinctive class and are labeled as ᵅ�� = +1 or ᵅ�� = −1 (i denotes individual data sample). 

Most importantly, the SVM algorithm selects the hyperplane that maximizes the distance 

between itself and the data points located on each side of the hyperplane. The selection 

of the hyperplane is mainly affected by the data points lying closest to hyperplane, called 

support vectors. 
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If the data points in the binary classification problem are denoted as ᵅ��(ᵅ� = 1,… , ᵅ�), their 

weights as ᵅ��(ᵅ� = 1, … , ᵅ�), and their corresponding labels as ᵅ�� = ±1 then the basic 

function describing the model is: 

  

ᵃ�(ᵆ�����) = ᵅ�ᵅ�ᵃ�ᵅ� (ᵆ������� ∙ ᵆ����� + ᵃ� ) 

 (Eq.2-11) 

so that the closest points on one side of the hyperplane will be defined by ᵆ������� ∙ ᵆ����� + ᵃ� = 1 

while the points on the other side by ᵆ������� ∙ ᵆ����� + ᵃ� = −1. Two hyperplanes passing through 

the closest points are called canonical hyperplanes. The SVM hyperplane itself would be 

described as ᵆ������� ∙ ᵆ����� + ᵃ� = 0. Although it is beyond the scope of this introduction, it can be 

shown that the margins between the two canonical hyperplanes and the SVM hyperplane 

are equal to 1/‖ᵆ�������‖. 

Considering the above, the objective of the SVM is to minimize this margin by minimizing: 

1
2
‖ᵆ�������‖� 

 (Eq.2-12) 

subject to the constraints: 

 

ᵅ��(ᵆ������� ∙ ᵆ������ + ᵃ�) ≥ 1    ∀ᵅ� 

 (Eq.2-13) 

Another important consideration for support vector machines is the fact that for many 

practical problems the training data are not linearly separable in the input space (for 

example circular distribution of data or data samples sharing a similar range of features). 

Therefore, the SVM algorithm is frequently used with kernels (for example Polynomial, 
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Gaussian, or Sigmoid kernels) that map the data points from the input space to an 

alternative space of different dimensionality where the hyperplane separating the data 

may exist77,79,81,84-88. 

2.4.9 Decision Trees and Random Forest 

Currently, decision trees are relatively complex and flexible machine learning algorithms 

that can be used for both classification and regression problems. Decision tree predictions 

are based on a series of decision-making rules that, after model visualization, can be easily 

interpreted. 

The algorithm forms a tree-like structure from the training data by first identifying one 

of the data features (the root of the tree) and using it to split the data into subsets.  Then 

each subset is further split based on another (or the same) feature.  The process is repeated 

until the tree structure reaches its leaf (terminal) nodes. The longest distance between 

the root of the tree and its leaf is called the depth of the tree. Its maximal value is one of 

the decision tree hyperparameters. 

Splitting the tree node into subsequent nodes is an important aspect of growing the 

decision tree structure and is commonly based on the calculation of the Gini Index: 

  

ᵃ�� = 1 − �ᵅ����
�

�

�=�
 

 (Eq.2-14) 

where i is a node of the tree, n in a number of classes, k is a particular class and pik is the 

probability that for a node i a given sample belongs to a class k (in the classification 

problem). 
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Specifically, the feature and its rule-based threshold used for node split are selected in a 

way that minimizes the value of the Gini Index. 

Random forest (RF) is a model built upon many decorrelated decision trees, where the 

predictions are made by the majority voting rule. In particular, the RF algorithm starts 

by drawing a random sample of size N from the training data. Then, for that sample, RF 

builds a decision tree using randomly selected m features (m<M; M - total number of 

features available). The process repeats until a predetermined maximum number of 

decision trees is created. For a binary classification task, a new data sample is classified 

to a particular class if the prediction for that class comes from the majority of decision 

trees. The purpose of introducing a random forest classifier that uses multiple high-

variance decision trees is to reduce the total model variance with respect to the testing 

data, thus preventing the model from overfitting75,77,81,85,88,89. 

2.5 Deep Learning 

2.5.1 Introduction 

Similar to machine learning, deep learning (DL) focuses on estimating a function that 

maps the input data characterized by a number of features into the output/response 

variable(s). The fundamental difference between ML and DL is that in ML the features 

describing the data are selected and engineered by a human while in DL a design of neural 

networks allows them to learn relevant features from the data without human 

involvement. This important property of deep learning makes it suitable for solving very 

challenging problems with a significantly smaller inclusion of human intelligence. For 

example, image recognition and segmentation in the field of computer vision, or speech 
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understanding and text analytics in the area of natural language processing. In regards to 

terminology, deep learning is considered a subfield of machine learning, while both of 

those disciplines belong to a broad domain of artificial intelligence. 

The following sections will briefly explain the main components and model training 

principles for artificial neural networks (ANN; section 2.5.2) and convolutional neural 

networks (CNN; section 2.5.3), as well as the building structure and the application benefits 

of inception and residual modules in the performance of CNNs (sections 2.5.4-2.5.7). 

2.5.2 Artificial Neural Networks 

The fundamental learning unit of the human brain is a neuron. Its objective is to receive 

information in the form of electrical impulses originating from other neurons. Then the 

information is processed within the neuron, and the outputs are transmitted to other 

neurons. Figure 2.11a illustrates this process in a simplified fashion. A single neuron 

collects several impulses with its dendrites. Based on how frequently each dendrite is used, 

it is strengthened or weakened. Therefore, the strength of each dendrite connection 

impacts the contributions of incoming signals to the neuron’s output. All the neuron’s 

inputs are summed in the cell body, propagated along the axon, and transmitted to the 

other neurons through the connections at the synaptic terminals. 

In ANNs, the equivalent of a biological neuron is an artificial neuron (Figure 2.11b) that 

accepts the inputs ᵅ��, ᵅ��, ᵅ��, ⋯ , ᵅ�� through weighted connections ᵅ��, ᵅ��,ᵅ��, ⋯ , ᵅ��. 

Specifically, each input ᵅ��  is weighted by ᵅ��, summed together with the associated bias 
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Figure 2.11. The structure of the biological neuron a), and the artificial neuron b). 
Green and blue dots symbolize input and output signals, respectively. 

ᵃ�, and then transformed by the activation function ᵃ� . This formulation allows the artificial 

neuron to be modeled by the following function:  

 

ᵅ� = ᵃ�(ᵃ� + �ᵅ�� ∗ ᵅ��

�

�=�
) 

  (Eq. 2-15) 

where ᵅ� is the neuron response. 
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Equation 2-15 shows that the neuron’s output is determined by the activation function. 

Commonly used activation functions are Heaviside (step function), ReLu (rectified linear 

unit), Sigmoid, and Hyperbolic Tangent as shown in Figure 2.12. 

 

Figure 2. 12. Activation functions commonly used in artificial neurons. For simplicity, 
the plots assume the bias b = 0. 

Although a single artificial neuron can perform a basic input-to-output mapping, modeling 

of complex relationships requires an application of multiple, interconnected neurons that 

form an artificial neural network. 
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A typical ANN consists of an input layer, hidden layers, and an output layer. The input 

layer receives available information. The hidden layers are built by multiple artificial 

neurons (also called nodes of the network) that extract patterns from the input data. The 

output layer is composed of neurons that generate the ANN outputs based on the 

computations performed in the previous layers. 

The simplest ANN architecture is called a single-layer feedforward network (Figure 2.13). 

It consists of one input layer, represented by an input vector, and one neural layer that 

is also an output layer represented by an output vector. Therefore, the number of neurons 

in this simple network is equal to the number of ANN outputs.  Each layer (here only 

one) has a weight matrix, a bias vector, as well as the output vector constructed from the 

weights, biases, and outputs of individual neurons. Another characteristic of this network 

is that the flow of information is unidirectional forward from the input layer to the output 

layer. According to the convention illustrated in Figure 2.13, a single node ᵅ�� of the  

output layer can be modeled by the following function: 

 

ᵅ�� = ᵃ� �ᵃ�� + � ᵅ�� ∗ ᵅ���

�

�=�
� 

 (Eq. 2-16) 

The same equation can also be written for all K nodes in the output layer. A slight 

improvement in flexibility over the single-layer feedforward network is a shallow network, 

as illustrated in Figure 2.14. It is also the simplest type of ANN architecture containing 

the three separate major components that are also present in the larger, more complex 

networks i.e., input layer, one hidden layer (in large ANNs there is more than one hidden 
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Figure 2. 13. Single-layer feedforward network. 

 

 

 

 

 

 

 

Figure 2. 14. Shallow neural network. 
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layer), and output layer. According to the convention from Figure 2.14, a single node ᵅ�� 

of an output layer can be modeled by the function described in Eq. 2-17. 

ᵅ��
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 (Eq.2-17) 

where i, k and j are i-th, k-th and j-th nodes in the output layer; superscripts (1) and (2) 

denote hidden and output layers while n, K and J describe the total number of nodes in 

the input, hidden and output layers respectively. 

Although both ANNs mentioned above constitute an advancement relative to the single 

neuron, most realistic science and engineering problems require the architecture and the 

topology of the network to be more complex. A high level of ANN flexibility is achieved 

by increasing the number of hidden layers, as well as the number of neurons in each 

hidden layer. In terms of terminology, if the ANN has more than one hidden layer, it is 

called a deep neural network (DNN). The mathematical description of a network with L 

number of layers (hidden layers plus output layer) containing N nodes and ᵃ� − 1 layers 

of m nodes can be expressed as a formula for a value of a single N-th node in the layer L: 
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 (Eq.2-18) 

It can be noticed that this equation is a generalization of equations 2-16 and 2-17. 
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The training of deep neural networks is performed through a backpropagation algorithm 

that iteratively adjusts biases and weights associated with each artificial neuron and its 

connections, respectively. The objective of training a DNN is to minimize the error 

between network outputs and true labels77,85,88-92, true labels being the known ‘correct’ 

outputs for a given set of inputs. 

2.5.3 Convolutional Neural Networks 

Convolutional neural networks (CNNs) were designed to process 2D grid-structure inputs 

that exhibit strong spatial dependencies in all their regions. The common example of this 

type of data are two-dimensional images. CNNs are very effective in performing 

challenging tasks of image classification, object detection, and image segmentation for 

both 2D and 3D imaging data sets (where the 3D imaging set can be thought of as a stack 

of 2D images). This section will briefly introduce the main building blocks of modern 2D 

convolutional neural networks. 

A typical CNN architecture consists of four main segments: an input layer, convolutional 

and pooling layers, fully connected layers, and an output layer as illustrated in Figure 

2.15. The input layer is simply a 2D image. A 1-channel, gray-scale image (ie. one intensity 

per pixel) will be assumed in this discussion; where a channel is a matrix of pixels that 

build an image. Compared to gray-scale image, a color image has 3 channels – i.e. red, 

green, and blue intensities for each pixel. In terms of dimensions, a 50x50 pixel gray scale 

image has a dimension of 50x50x1 (one channel) whereas a similar sized color image would 

have a dimension of 50x50x3 (three channels). In the first convolutional layer, the input 

image is subjected to a convolution operation with multiple filters. The number of filters 
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determines the depth of a single convolutional layer. Because each filter is applied to the 

image, the output of the convolution is a series of feature maps. Then each feature map 

passes through the ReLu function (or other activation function) and is subsequently 

downsampled by the pooling layer (most commonly a maximum or average pooling) in 

order to capture high level features and to reduce the number of trainable parameters 

which improves training efficiency. Down sampling continues until a first fully connected 

layer can be formed. The convolutional neural network is usually composed of more than 

one convolution layer, therefore the steps of convolution, ReLu activation, and pooling 

operations are repeated in the following CNN layers. 

 

 

 

 

 

Figure 2. 15. A simplified diagram of a convolutional neural network for an image 
classification task. The notation ‘8@128x128’ means that after the convolution is 
completed there are 8 feature maps of 128x128 pixel size. 

After the input image passes through all the convolutional layers, the resulting feature 

maps are converted (by pooling operation) into a few fully-connected layers of artificial 

neurons that lead to the output layer. The output layer delivers predictions in the same 

way as the ANN approach described in the previous section. The CNN is trained by 

Input Image   Classification  

Input Layer   Convolutional and Pooling Layers Fully -Connected Layers   Output Layer 

Output 1 

Output 2 

Feature Extraction 



2.5. DEEP LEARNING 

75 
 

iteratively adjusting the weights of the convolutional filters and the weights in the fully-

connected layers with the objective to minimize the prediction error90-92. 

2.5.4 Inception Module 

Inception modules were first introduced in the GoogleLeNet architecture and contributed 

to the achievement of state-of-the-art results of that network in the ImageNet Large Scale 

Visual Recognition Challenge (ILSVRC) in 2014. The main attribute of the inception 

modules is their ability to create very deep convolutional neural networks while using 

significantly fewer learning parameters. For example, GoogleLeNet with approximately 6 

million parameters achieved better performance during the 2014 ILSVRC than another 

large network called AlexNet with 60 million parameters. 

 

 

Figure 2. 3. Inception module of GoogLeNet architecture93. 
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As shown in Figure 2.16. the inception module consists of two convolution layers. The 

most impactful is the second layer containing the convolutional filters of various sizes 

allowing the network to find patterns at different dimension levels in all the subregions of 

the image. Additionally, the same size of four feature maps generated by the top 

convolutions (1x1, 3x3, 5x5, and 1x1) makes it possible to concatenate these maps in the 

depth concatenation layer. The purpose of the first two 1 x 1 convolutions is to identify 

the patterns along the depth dimensions (for 3-channel images) and reduce the 

dimensionality of the feature maps. Conceptually, the inception module is a more 

sophisticated version of a single convolution layer and was proven to discover more 

complex patterns in the imaging data leading to more efficient training and better overall 

performance of the CNN77,91,93,94. 

2.5.5 Residual Module 

Similar to inception modules, residual blocks were first applied to convolutional networks 

during the 2015 ILSVRC challenge and surpassed inception networks in performance. A 

CNN containing residual (or ‘skip’) connections is called a Residual Network or ResNet 

for short. The idea behind developing ResNet was to continue the trend of building an 

even deeper neural network with fewer and fewer parameters compared to previously 

introduced CNNs. 

The most important characteristic of skip connections, as shown in Figure 2.17 is that the 

signal entering the initial convolutional layer is simultaneously fed into the output of the 

layer located deeper in the network. This facilitates the signal propagation throughout 

the network allowing for more time-efficient training and thus building deeper CNNs (for 
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a given training time) such as ResNet which is essentially a stack of multiple residual 

units. Despite the application of skip connection, the hidden layers of residual module are 

used for learning a residual function f(x) as shown in Figure 2.17 which is more efficient 

than learning the output function h(x) directly77,88,91,94,95. Moreover, when the training of 

the non-residual network is initialized, its weights are close to zero, therefore the output 

of the network will be close to zero as well. However in the case of the residual network, 

the initialization stage of the training will result in the outputs being equal to the inputs, 

therefore the network will first model the identity function only. Frequently, the target 

function h(x) is close to the identity function, which was shown to improve the training 

speed significantly77. 

 

 

 

 

Figure 2. 4. a) sequential layer connection; b) residual unit with skip connection77. 

2.5.6 Inception-ResNet-v2 Architecture 

The Inception-ResNet units combine the flexibility of the inception modules in discovering 

complex image patterns with the residual blocks containing a skip connection that allow 
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for fast signal propagation throughout the network. The goal is to create a high-

performing and time-efficient CNN architecture. The Inception-Resnet-v2 (version two; 

compared to version one it has a larger number of layers and convolutional filters) network 

briefly outlined in this section was used for the feature extraction of the segmentation 

network utilized within the research project described in Chapter 5 of this thesis. 

The example of a single Inception-ResNet module is illustrated in Figure 2.18a while 

Figure 2.18b shows a full Inception-Resnet-v2 network containing 20 such units. The units 

differ between each other in the number and sizes (dimensions) of convolutional filters. 

The network also contains stem, reduction, average pooling, dropout, and softmax output 

layers. A stem layer is an initial layer of the network that is responsible for identifying 

local features that are then used by deeper layers to learn global features. Reduction layers 

reduce the dimensionality of feature maps using only inception modules. The average 

pooling layer also decreases the dimensions of the feature maps, but in contrast to the 

reduction layer, a pooling layer calculates the average value of a predetermined number 

of nearest-neighbor pixel intensities. Also, the size of the convolutional filters was selected 

in the way that would optimize the training speed and capture meaningful image features. 

The authors of the original paper94, where this network was proposed (and optimized for 

image classification task), mentioned that the memory consumption of layers with larger 

activation size consumed a disproportionately high amount of GPU memory. The dropout 

layer reduces model overfitting by passing only 80% (i.e. a 0.8 dropout rate) of randomly 

selected inputs to the next layer (the remaining 20% is ignored and associated weights 

are equal to zero). Softmax layer is one-dimensional array of fully connected artificial 

neurons with softmax activation functions, that generate the outputs in the form of 

continuous probability values94. 
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Figure 2. 5. a) Inception-Resnet-A unit; b) structural components of Inception-
ResNet-v2 network94. 

2.5.7 Deep Learning Based Image Segmentation 

This section will briefly describe the basic principles of a U-Net96 network commonly used 

for automated segmentation of medical images97,98. As shown in Figure 2.19, U-net takes 

a two-dimensional image as an input and passes it through several convolutional layers of 

the Encoder that sequentially down samples the feature maps of that input image. Then 

the Decoder up samples these feature maps, passes them through a few convolutional 

layers and concatenates with the feature maps previously created in the Encoder. The last 
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layer the feature maps are passed through is a Softmax activation layer, after which the 

network generates its output. In this example it is a binary image representing a contoured 

structure on a single CT scan. 

 

 

 

 

 

 

 

Figure 2.19. Schematic illustration of U-net network used for automated segmentation 

of CT scans. 

This network can be improved by replacing simple CNN layers of the Encoder with the 

Inception-Resnet modules99 that consist of 7 different types of convolutional layers so that 

each layer is built with a different number and size of filters, with some of them working 

in parallel as illustrated in Figure 2.20. Additionally, each Inception-Resnet module has a 

residual connection. It should be noted that the diagram in Figure 2.20 is a simplification 

of a U-net Inception-ResNet-v2 network in that it shows only one Inception-Resnet 

module (Figure 2.18 illustrates a more detailed architecture of the Inception-Resnet-v2 

network). 
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Figure 2.20. Simplified architecture of U-Net Inception-ResNet-v2 segmentation network. 
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Evaluation of CT to CBCT non-linear 
Dense Anatomical Block Matching 
registration for prostate patients

Deformable  image  registration  (DIR)  is  a  rapidly  developing  discipline  in  the  field  of 

medical imaging that has found numerous applications in modern radiation therapy. To 

be  used  in  the  clinical  environment,  DIR  requires  an  accurate  and  robust  algorithm 

supported by careful evaluation. The purpose of the study described in this chapter was 

to evaluate the performance of the non-linear Dense Anatomical Block Matching (DABM)

algorithm  for  CT-CBCT  image  registration  of  prostate  cancer  patients. This  work 

demonstrated  that  for  all  the  patients  and  anatomical  structures  considered  here,  both 

the accuracy and the consistency of the DABM algorithm are considerably better than 

several other commonly-implemented registration methods. Generated deformation vector 

fields (DVFs) have a well-preserved topology and small inverse consistency errors (ICEs).

Presented findings showed that DABM is a promising alternative to the existing common 

strategies for CT-CBCT image registration and its application in the adaptive radiation 

therapy of the pelvic region. This chapter was published in the peer-reviewed Journal of 

Biomedical Physics and Engineering Express.
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3.1 Introduction 

Deformable image registration (DIR) is a rapidly developing discipline in the field of 

medical imaging. Its goal is to establish the spatial correspondence between two images. 

In the DIR process, the image to be registered i.e. the ‘moving’ or ‘floating’ image is 

deformed by a non-linear transformation so that it matches the image of interest i.e. the 

‘fixed’ or ‘target’ image1. 

Due to its ability to map the patient’s anatomy at one point in time to the anatomy at 

another point in time, deformable image registration has found numerous applications in 

modern radiation therapy2 such as contour propagation3, dose accumulation4, automatic 

image segmentation5, multimodality image fusion6 and analysis of organ motion7. 

Currently, DIR is also widely used in Adaptive Radiation Therapy (ART) studies8. For 

example, Li et al.9 and Yu et al.10 utilized deformable image registration to propagate the 

contours between patients’ daily image data sets, perform dose accumulation, and based 

on that, accounted for anatomy changes by adapting the original treatment plan in 

established ART frameworks. Veiga et al.11 conducted studies using deformable 

registration on computed tomography (CT) to cone-beam CT (CBCT) image data sets 

for “dose of the day” calculations and examined uncertainties in dose warping due to the 

choice of deformable registration algorithm12, showing its potential benefits in adaptive 

radiation therapy. More recent papers also describe the influence of the image registration 

methods on the adaptive radiotherapy in a selected case of prostate IMRT13 and DIR 

applications in dose accumulation purposes14. 



3.1. INTRODUCTION 

99 
 

The ultimate goal of these DIR applications in radiation therapy is to improve the clinical 

outcome of treatment, make it more efficient, and more tailored to the individual patient. 

Achieving this goal, however, remains a challenge because medical image registration is 

often not as accurate as desired due to the limited performance of DIR algorithms, poor 

quality of images to be registered, or the characteristics of the patient’s anatomical 

changes15. 

Considering the important role in the clinical decision-making process they may serve, it 

is clear that DIR methods need careful evaluation prior to clinical implementation. 

Assessment procedures, both on phantoms and patient data, focus mainly on the 

comparison of contours and images between deformed and target data sets using a variety 

of quantitative metrics. Contour comparisons usually include the Dice Coefficient16, 

Hausdorff Distance, and Average Surface Distance17 while for image comparison the 

Normalized Cross Correlation18, Normalized Mutual Information18, and Mean Squared 

Error17 are commonly utilized. Such numerical analyses are often supported by clinical 

experts who not only visually evaluate the results of the image registration19 but also 

assist in quantitative analyses, for example by identifying anatomical landmarks that can 

be analyzed after DIR20. Apart from images and contours, the deformation vector field 

(DVF) estimated during the image registration process should be evaluated as well. For 

instance, Varadhan et al.17 and Veiga et al.12 used the Jacobian Determinant metric to 

characterize the topology preservation of DVF to ensure that the deformed image does 

not contain any unphysical anatomy deformations. For quality assurance of dose 

accumulation applications, the Inverse Consistency Error (ICE) describing the inverse of 

the vector field has also been examined frequently12. 
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An important factor that affects the performance of DIR is the quality of images to be 

registered. In the case of CT-CBCT image registration, CBCT as the target image 

introduces a significant challenge due to the presence of image artifacts and reduced 

contrast of soft tissues21. Numerous methods have been introduced to improve the image 

quality of CBCT. For instance, Lou et al. proposed a viscous fluid model that incorporates 

an intensity correction for CBCT image enhancement22, while Thing et al.23 and Watson 

et al.24 suggested efficient Monte Carlo simulations for CBCT scatter correction, which 

improves CBCT contrast. Zhang et al.25 focused on artifact reduction using optimization-

based reconstruction. Despite those efforts, the authors indicate that there is still room 

for improvement in correcting CBCT images. 

Another challenge for deformable CT-CBCT image registration is inconsistency in the 

intensity values of CT and CBCT images, which means that corresponding voxels in 

CBCT and CT may not have the same intensity. Zhen et al26 accounted for this problem 

by applying a variant of the Demons DIR algorithm with an added intensity correction 

term for CT-CBCT registration. Meanwhile, Yu et al.10 used gradient-based free-form 

deformation (GFFD), whereas Park et al.27 iteratively corrected CBCT intensities by local 

histogram matching. Unfortunately, all these methods, together with the approach of 

image quality enhancement of the CBCT itself mentioned in the previous paragraph, add 

extra time and complexity to the image registration process, which can negatively impact 

on clinical adoption. However, CBCT is a commonly used tool for radiotherapy setup 

verification28,29 and there remains great potential for increased utilization of CT-CBCT 

image registration in Adaptive Radiation Therapy12,30. Therefore, there is a strong need 
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for further improvement of this type of registration, especially in the quantitative 

evaluation of specific deformable image registration algorithms. 

The purpose of this work was to evaluate the performance of the non-linear Dense 

Anatomical Block Matching (DABM) algorithm for CT-CBCT image registration of five 

prostate cancer patients. The DABM method was developed by Garcia et al.31 and 

Commowick et al.32 and was initially utilized in their studies for registration of thoracic 

CT and dynamic cervical MRI images respectively. Later on, Huger et al.33 applied the 

algorithm to CT-CBCT registration of head-and-neck patients. However, there is a lack 

of work quantitatively evaluating the performance of the DABM algorithm for CT-CBCT 

image registration for other clinical sites. We compare the performance of the DABM 

algorithm with other widely used registration methods including Affine and Bspline 

algorithms. 

3.2 Material and Methods 

3.2.1 Acquisition of Patients’ Data 

Five prostate cancer patients that underwent intensity-modulated radiation therapy 

(IMRT) were selected for this study. 74 Gy of radiation dose was prescribed for each 

patient and delivered in daily 2 Gy doses over 37 fractions. In this work, pre-treatment 

planning CT (pCT) scans and the CBCT data set acquired in the middle of the treatment 

course (‘mid-treatment CBCT’; one CBCT per patient) were used for analysis. Gross 

tumor volume (GTV), bladder, and rectum were segmented by an experienced radiation 

oncologist on both image data sets while the PTV was created by automatic expansion of 

GTV. 
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The mid-treatment CBCT scans were selected as they provide the deformable registration 

algorithms with realistically challenging registration problems. This justification is 

supported by previous CT-CBCT and CT-CT DIR studies in which the target images of 

the patient’s anatomy were acquired in the middle of the radiation therapy treatment and 

then evaluation of image registration algorithms was conducted 19,34,35. 

The pCT images were obtained with a spatial resolution of 0.98 mm x 0.98 mm per pixel 

and 2.0 mm slice thickness, using the helical mode of a Toshiba Aquilion LB CT scanner 

with the following scan parameters: 120 kVp, 398 mAs, and FOV of 50 cm. CBCT images 

with a resolution of 1.17 mm x 1.17 mm per pixel and 2.5 mm slice thickness were acquired 

by a Varian On-Board Imager® (OBI) System with the following scan parameters: 125 

kVp, 80 mA, 8 ms, and field-of-view (FOV) of 45 cm. 

3.2.2 Registration Algorithms 

CT-CBCT image registrations using Affine, Bspline, and Dense Anatomical Block 

Matching algorithms were performed for five patients. Each registration was preceded by 

Rigid alignment. The parameters of each particular algorithm were chosen on an empirical 

basis to provide us with a reasonable trade-off between registration accuracy and 

computational time efficiency. A more detailed explanation for parameter selection is 

described in the following paragraphs. 

The fraction of voxels of the fixed image that was used for Rigid and Affine registration 

was set to 0.4% and 1% respectively (registration filter uses random sampling on fixed 

image). The maximum number of iterations was set at 1500 for both algorithms. Cost 

function used was Mutual Information. Obtained transformations were applied to the 
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floating image through linear interpolation. We observed that increasing the fraction of 

voxels and/or the maximum number of iterations increased the computational time but 

had an insignificant effect on the accuracy of the registration. A decrease in the value of 

these parameters resulted in incorrect registrations that were easily detected by visual 

inspection. Especially, Rigid alignment revealed undesirable shifts in axial, coronal, and 

sagittal planes depending on the specific patient geometry. Rotations, although present, 

were not significant. Both the Affine and the Rigid registrations were performed based on 

the implementation in open-source 3D Slicer Software. 

The Bspline registration method used in this study is modeled as a weighted sum of 

Bspline basis functions, placed on a uniform control point grid where free-form 

deformations (FFDs) based on Bspline interpolation of local deformations are calculated. 

FFDs are then utilized to transform the floating image by manipulating the control points 

of the grid36,37. In our multi-resolution (two resolution levels) registrations, we used an 

adaptive stochastic gradient descent optimizer (max. 1000 iterations) as it demonstrates 

low sensitivity to the settings of the user-defined parameters and does not require 

predetermination of step size38. Mutual information was set as a similarity metric because 

it is appropriate for multimodality deformable image registration39. Elastix software 

developed at Image Sciences Institute, University Medical Center Utrecht was used to 

perform the registration40. 

The Dense Anatomical Block Matching algorithm used in this study calculates spatially 

sparse, locally optimal Rigid transformations between floating and reference images using 

a multi-resolution, pyramidal bock matching approach and numerical optimizer called 

BOBYQA41. Next, based on these local transformations it derives a dense, regularized 
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vector field. These two steps are iterated until the final diffeomorphic transformation is 

defined32. To improve the robustness of the registration, the block-matching is coupled 

with an outlier rejection scheme to remove incorrect pairings that may occur due to several 

factors such as noise or lesions31. The most relevant parameters of the algorithm were 

presented in Table 3.1 below. 

Table 3. 1. Parameters of the DABM algorithm  

Parameter Value 

Similarity metric Squared correlation 

Block size 5x5x5 voxels 

Regularization 
Baloo aggregator* with all σ =2.5 
(extrapolation, elastic and outlier sigma) 

Pyramid levels 4 

Optimal block search optimizer BOBYQA 

Max. block match iterations 7 

Max. local optimizer iterations 100 

*Baloo aggregator is one of the modules of Dense Anatomical Block Matching Algorithm implementation 
that performs the following operations: i) interpolation of a dense correction field; ii) computation of 
outlier-free transformation correction; iii) composition of transformation correction with the current 
transformation that might be regularized using an elastic-like regularization.31 

The time to complete the registration was mostly influenced by the choice of pyramid 

levels. Nevertheless, the enhancement in the accuracy of the registration was negligible as 

the pyramid levels were increased above four. A similar correlation between image 
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registration quality and the computational time was observed for block size, search 

optimizer, block match iterations, and local optimizer iterations. The last critical user-set 

parameter was the ‘elastic sigma’ used in the regularization step of the image registration 

process. We found that even a slight increase in the value of σ from 2.5 to 3.0 caused the 

vector field to be overly flexible. As a result, the deformed image contained unrealistic 

(irregular and large) deformations in many regions of the patient’s anatomy, especially 

those regions that were most visible near the external body contour. MedInria software42 

developed at the French National Institute for Research in Computer Science and Control 

(Inria, Paris, France) was used to perform the registration. 

3.2.3 Registration Framework 

In the case of all five patients, their pCT scans (floating images) were registered to the 

CBCT data sets (reference images) using the two deformable and one affine image 

registration algorithms described in section 3.2.2 above. Each registration was preceded 

by an initial Rigid alignment of the image sets. As a result of image registration, the 

deformed pCT (‘dCT’) and vector fields were obtained. Next, structures (PTV, GTV, 

bladder, and rectum) delineated on the pCT by an experienced radiation oncologist were 

deformed using the acquired vector fields and propagated to the CBCT images. 

Subsequently, a quantitative evaluation of all image registration methods was conducted. 

3.2.4 Measurements of Image Registration Accuracy 

The accuracy of image registration was evaluated by the application of several standard 

metrics. Dice Score (DSC), Hausdorff Distances (HD; average and 95th percentile), and 

Center of the Mass Shift (COM) were used in the case of the structure comparison - 
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deformed contours from pCT (GTV, PTV (by GTV expansion), bladder, and rectum) 

were compared to contours delineated directly on the CBCT by a physician i.e. the 

reference contours. Deformed to CBCT contours were also evaluated by a physician to 

analyze their clinical accuracy. The topology of vector fields obtained from the deformable 

image registration was accessed by the Jacobian determinant metric. The time to calculate 

each registration was recorded as well. It is noted that although the PTV was created by 

an expansion, it is a reliable and consistent contour for comparison purposes. 

For two evaluated deformable registration algorithms, we inverted its vector field using 

the Insight Segmentation and Registration Toolkit (ITK)43 implementation of the 

Modified Newton Method44 and calculated the associated Inverse Consistency Error (ICE). 

This quantifies the performance of the chosen DIR technique for dose accumulation – a 

critical task in any Adaptive Radiation Therapy framework. To evaluate the symmetry 

of the deformable image registration methods we also calculated ICE using CBCT-CT 

registration. 

All mentioned methods of image registration evaluation are described in more detail 

below. 

Dice Score 

Dice Score (DSC) measures the mean volume overlap between two structures and was 

calculated based on the ITK implementation45 as DSC=2*|V1∩V2|/(|V1| + |V2|); where 

V1 and V2 are the volumes of individual structures defined by the deformed and reference 

contours respectively. 
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Hausdorff Distances 

For contour comparison purposes we also calculated the undirected averaged Hausdorff 

Distance (HDavg) and undirected 95th percentile of Hausdorff Distance (HD95). Both HDavg 

and HD95 were calculated in SlicerRT software46 using the Plastimatch implementation47. 

Center of the mass shift 

For all the structures considered in this work, the center of the mass shift (COM; the 

geometrical center of the structure contours) was calculated to indicate the global 

displacement between the reference and deformed contours19. As mentioned by Hardcastle 

et al., evaluation of COM, especially for the GTV, is useful as it affects the position of 

the isocenter in the case of radiation treatment replanning48. 

Physician Evaluation 

A physician edited the contours deformed from pCT to CBCT to ensure that they 

accurately reflected the patient’s anatomy contained in the CBCT data sets. We assumed 

that the less time that was needed to correct the structures, the better they reflected the 

daily patient anatomy before the correction, and thus the better the performance of a 

particular image registration method. This analysis was made for the GTV, bladder, and 

rectum. The PTV was not considered, as in clinical practice it is generated automatically 

based on margin expansion around the GTV or CTV (clinical target volume). Times were 

measured by the physician to an accuracy of 1s per structure (with no distractions while 

segmenting each structure). The physician was very familiar with the contouring software 
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used. During contour correction, the physician was not aware of which contours were 

deformed by which registration algorithm. 

Also, it was expected that corrected contours that segment the same anatomical structures 

should be the same regardless of which algorithm was applied in their deformation 

initially. However, it is well-known that in the case of segmenting the same anatomical 

region a few times even by the same physician, the contours will differ. That difference 

between considered contours is called intra-physician variability and its analysis, using 

DSC and HDavg metrics, was included in this study as well. 

3.2.5 Time Efficiency of Image Registration 

As with spatial accuracy, calculation efficiency is a crucial factor in accessing the utility 

of registration algorithms in the clinical environment. All image alignment computations 

were GPU-based and performed on a workstation equipped with a 4-core, 1.70GHz 

processor and 8 GB of RAM. Times required to complete each registration were measured 

with 1s accuracy. 

3.2.6 Evaluation of Deformation Vector Field 

Jacobian Determinant 

The Jacobian determinant (|J|) metric analyzes the topology of the vector field generated 

by the deformable image registration algorithm. In particular, a value of Jacobian 

determinant below zero indicates the appearance of unrealistic deformations in the 

patient’s anatomy17 that can be interpreted as the lack of the proper neighborhood 

relationship and connectivity of anatomical structures49. Therefore, a desirable, well-
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preserved deformation vector field should have |J|>0, reflecting realistic local compression 

and expansion of considered volumes respectively, while |J|<0 represents an unreal folding 

of structures. It is noted that the Jacobian takes an input vector field only, which does 

not carry information about deformability properties of the underlying anatomical 

structures (i.e. it is not aware of differences between bone and soft tissue). 

Inversion of a deformation vector field 

The forward transformations generated by the Dense Anatomical Block Matching 

algorithm were inverted using the Modified Newton Method (MNM) as implemented in 

VTK (Visualization Toolkit). MNM is more reliable and calculates the inverted 

transformation faster than the original Newton’s method. The modification is based on 

the distance between the transformed point and the forward transformation of the point 

that is inverted. If after any iteration this distance increases, it is then minimized by the 

application of a quadratic approximation and used in the next iteration step. A more 

detailed explanation of that method is given by Gobbi and Peters44. 

Inverse Consistency Error 

The inverse consistency error (ICE) describes the accuracy of inverted transformations. 

In our work, we calculated ICE using 50: 

  

ICE = 1
2
��ᵅ�⃗ − �ᵃ�⃗ ∘ ᵃ� ⃗−��(ᵅ�)⃗� + �ᵅ�⃗ − �ᵃ�⃗−� ∘ ᵃ� ⃗�(ᵅ�)⃗�� 

 (Eq.3-1) 
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where ᵃ�⃗ and ᵃ�⃗−� are forward and inverted transformations respectively. In this form, ICE 

is a mean distance between the original point x in the floating image and its position in 

this image after mapping to the reference image and subsequent mapping back to the 

original, floating image. The inverted transformation ᵃ�⃗−� was determined by two 

approaches. In the first approach ᵃ�⃗−� was estimated using MNM described in the previous 

section (inverted forward transformation; ICE(inv)). In the second method ᵃ�⃗−� was 

obtained through reverse CBCT-CT registration (backward transformation; ICE(b)). 

The first approach of determining ᵃ�⃗−� was selected mainly due to the clinical relevance. 

Namely, in Adaptive Radiation Therapy it is common to first register the pCT (planning 

CT) to the daily CBCT, then perform a dose calculation (depending on the specific 

scenario using the adapted and/or original plan) on the deformed image. Once the desired 

dose distribution is calculated on the deformed image, it needs to be mapped back to the 

reference image space (in this case, the planning CT) for final analysis. The process of 

mapping the dose back to the reference image needs to be performed using an inverse 

transformation (as in detail described for example by51). The second approach of obtaining 

ᵃ�⃗−� is commonly encountered in the literature and some consider that the ICE calculated 

in this fashion more accurately reflects the level of image registration symmetry 52. 

3.2.7 Statistical Analysis 

The results of the accuracy metrics of the image registration algorithms were analyzed 

using the arithmetic mean values and associated standard error of the mean (hereafter 

called simply standard error; SE) defined as ᵃ�ᵃ� = ᵃ�ᵃ�
√

ᵅ�, where SD is the standard 

deviation and n is the sample size (ie. here the number of the patients). We choose to 
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calculate the standard error instead of the standard deviation as it reflects the uncertainty 

in the mean and its dependency on the sample size. The second factor is of major 

importance as we used a relatively small sample size in our study (5 patients). The 

statistical significance of the data was measured with the p-value based on the paired t-

test and 95% confidence level. The results related to the deformation vector fields were 

analyzed using the mean, standard deviation, and median values. 

3.3 Results 

3.3.1 Measurements of Image Registration Accuracy 

Figure 3.1 demonstrates the four metrics used to evaluate the accuracy of the image 

registration algorithms investigated in this study. Each metric was calculated for PTV, 

GTV, bladder, and rectum and averaged over all five patients. 

In the case of Rigid, Affine, and Bspline registration algorithms, the Dice similarity 

coefficient yielded similar values of 0.85, 0.8, 0.75, and 0.7 for PTV, bladder, GTV, and 

rectum respectively. Application of the DABM algorithm improved the DSC to around 

0.9 for bladder and rectum, 0.85 for GTV, and 0.8 for the rectum. 

The shift in the center of the mass between reference contours and those deformed by the 

three baseline registration methods was from 6 mm to 8 mm for the rectum and from 4 

mm to 6 mm for the remaining structures. Using DABM we obtained improved COM 

shift values of about 3.0 mm, 2.5 mm, 2.0 mm, and 4.5 mm for PTV, bladder, GTV, and 

rectum, respectively. 
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Figure 3. 1. Dice Score(DSC) mean Hausdorff Distance (HDavg), the 95th percentile of 
Hausdorff Distance (HD95), and center of the mass shift (COM) metrics for Rigid, Affine, 
Bspline, and Dense Anatomical Block Matching image registration methods for four 
contours – PTV, bladder, GTV, and rectum. All the values are averaged over five patients 
and error bars are determined by the standard error. The Max and Min values in the 
graphs for DSC and HDavg represent the maximum and the minimum differences between 
contours corrected by the physician. 

Mean Hausdorff distances for the baseline registrations were from around 3mm for PTV 

and GTV to 3-4 mm for bladder and rectum. For DABM registration we observed 

improved HDavg values of about 2 mm for all structures considered. 
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The 95th percentiles of Hausdorff distance for reference algorithms were mostly from 6 mm 

to 7 mm in the case of PTV and GTV while for bladder and rectum HD95% were 

approximately 10 mm and 9 mm. For this metric, utilizing the DABM method, we 

observed improvement to roughly 5 mm for PTV and GTV, 4 mm for bladder, and 7 mm 

for the rectum. 

Figure 3.1 for DSC and HDavg also shows the results of the intra-physician variability by 

providing the minimum and maximum values of DSC and HDavg metrics as an indication 

of minimum and maximum differences between contours corrected by the physician. The 

minimum and maximum values of DSC for bladder, GTV, and rectum were respectively 

0.918 and 0.939, 0.725 and 0.777, 0.789 and 0.820. For HDavg those values were equal to 

1.146 mm and 1.627 mm, 2.118 mm and 2.859 mm, 1.995 mm, and 2.512 mm for bladder, 

GTV, and rectum respectively. 

Overall, DABM outperforms the other registration methods in every metric and for every 

anatomical structure which, in more detail, is shown in Figure 3.2 that compares the 

performance of the Rigid, Affine, and Bspline methods to the performance of the DABM 

algorithm based on the percentage differences in evaluation matrices. The Dice Score for 

DABM was improved by around 10% for most of the structures, while other similarity 

metrics indicated approximately 30-60% (COM), 10-50% (HD95), and 25-60% (HDavg) 

difference in favour of Block Matching registration. 
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Figure 3. 2. Percentage differences between the averaged (over five patients) values of 
DIR evaluation metrics. Calculations were made for three pairs of registration algorithms 
and four anatomical structures – bladder, GTV, rectum, and PTV. Positive values of the 
bars indicate that the value of the given metric is superior for the DABM algorithm by 
the associated percentage difference. 

The charts in Figure 3.2 also demonstrate that structures benefiting the most from the 

application of the DABM algorithm were bladder, GTV, rectum, and PTV in descending 

order. Interestingly, if we look at the bladder and GTV in the ‘DABM vs Rigid’ and 

‘DABM vs Bspline’ graphs it is noticed that the percentage difference for those two 

structures is larger for the second graph. This suggests that the Bspline registration was 

less accurate than Rigid. The explanation of this unexpected observation is included in 

the discussion section. The results for all three comparisons (Figure 3.2) were statistically 

significant (p<0.005). 

Apart from higher relative accuracy, the performance of the DABM registration is also 

more consistent across the patient data sets studied here, compared to the Rigid, Affine, 

and Bspline algorithms. Table 3.2 shows standard errors (SE) averaged over all the patients 

and anatomical structures. For DSC, COM, and HDavg metrics, the errors of DAMB are 

mostly smaller than the other registration methods. Results in the case of DSC, COM, and 

HDavg metrics were statistically significant (p<0.05) however no statistical significance was 

found for HD95 (p=0.37). 
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Table 3. 2. The standard error (SE) averaged over all 
patients and anatomical structures. 
Metric Rigid Affine Bspline DABM 

DSC 0.034 0.039 0.045 0.026 

COM 1.286 1.284 1.419 1.096 

HD95 1.133 1.326 1.545 1.374 

HDavg 0.514 0.609 0.652 0.440 

Similar to the results discussed above, the physician evaluation results also indicate that 

the accuracy of the DABM technique is superior to the alternate registration methods. As 

shown in Figure 3.3, correction times varied depending on the anatomical structures and 

were in the range of 1.3 to 2.2 minutes for DABM, 2.4-3.2 minutes for Bspline, 2.0-3.7 

minutes for Affine, and 3.2-5.7 minutes for the Rigid algorithm. The total correction times 

averaged for each patient data set and calculated as the sum of correction times for 

 

 

 
 
 
 

Figure 3. 3. Physician correction times for considered registration algorithms and three 
anatomical structures – rectum, bladder and GTV. All the values are averaged over five 
patients. Error bars are determined by the standard error. For the purpose of comparison, 
the time the physician needed to delineate the structures ‘from scratch’ was included as 
well. 
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individual structures were: 5.3 minutes for DABM, 8.6 minutes for Bspline, 9.0 minutes 

for Affine, and 13.5 minutes for Rigid registration. The physician needed a total of 7.0 

minutes to segment the rectum, bladder, and GTV ‘from scratch’. The most time-

consuming segmentation was found for the rectum, then for bladder and GTV. 

3.3.2 Time Efficiency of Image Registration 

Registration times varied significantly among analyzed algorithms. Measurements indicate 

that methods with a high level of complexity, i.e. Bspline and DABM, needed more time 

to complete image alignment than the simpler Rigid and Affine algorithms. Also, as 

expected the quality of the performance of the registration algorithms was inversely 

related to their required computational time. The most accurate method, DABM, required 

6.6±0.6 minutes, compared to 2.8±0.2 minutes for Bspline, 1.5±0.2 minutes for Rigid, 

and 0.23±0.02 minutes for the Affine registration. 

3.3.3 Evaluation of Deformation Vector Fields 

The Jacobian determinant and Inverse Consistency Error were calculated within the 

‘masked’ patent’s volume i.e. within the external or ‘skin’ contour as the deformations 

present outside the patient’s body are not of clinical significance. Figure 3.4a shows that 

both DABM and Bspline methods generated smooth, well-preserved vector fields without 

unphysical deformations – Jacobian determinants were positive only. Furthermore, the 

DABM algorithm is more flexible than Bspline as on average its |J| deviates from 1 by a 

larger magnitude. Figure 3.4b demonstrates the Jacobian determinant maps for an 

example patient, showing that vector fields generated by the DABM registration contain 

deformations distributed more locally as opposed to the Bspline method in which 
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deformations cover larger anatomical regions. This feature was observed for all patients. 

The highest values of the Jacobian determinant (approximately 2) were found near the 

external contours of the posterior edge of the patients. 

 

 

 

 

 

Figure 3. 4. a) Jacobian determinants of deformation vector fields generated by Dense 
Anatomical Block Matching and Bspline algorithms for five patients, averaged over all 
the voxels in their volume. Error bars are equal to 2 standard deviations; b) Examples of 
Jacobian determinant maps for DABM and Bspline registration methods from patient 2. 

3.3.4 Inverse Consistency Error 

ICE based on forward and inverted forward transformations 

Figure 3.5 shows the volumetric distribution of the inverse consistency error for DABM 

and Bspline registrations, based on forward and inverted forward transformations. The 

most common values of ICE(���) are below 0.005 mm for all five patients and both 

algorithms while larger values create a tail ending at approximately 0.01 mm for DABM 

and Bspline. Table 3.3 indicates that mean ICE(���) remains in the range from 

0.0017±0.0013 mm to 0.0029±0.0019 mm in the case of block matching registration and 

from 0.0018±0.019 mm to 0.0036±0.0354 mm for the Bspline algorithm. Median values 

of the inverse consistency error ICEmedian
(inv)  are reported in Table 3.3 as well and vary from 

0.0014±0.0007 mm up to 0.0025±0.0011 mm for Dense Anatomical Block Matching 
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algorithm and from 0.0010±0.0005 mm to 0.0016±0.0007 mm for the Bspline method. 

The mean value of ICE(���) over 5 patients was 0.0024±0.0019 mm for DABM and 

0.0054±0.0480 mm for Bspline. 

 

Figure 3. 5. a) Distribution of the inverse consistency error for forward vector fields 
generated by the Dense Anatomical Block Matching Algorithm and b) Bspline Algorithm 
as well as their inverse vector fields estimated by the Modified Newton Method for five 
patients. The total number of voxels refers to the voxels inside the entire patient’s volume. 

Table 3. 3. Mean and median values of inverse consistency error ICE(inv) for Dense 
Anatomical Block Matching and Bspline algorithms with standard deviations (SD) and 
median absolute deviation (MAD). 

Patient 
No. 

DABM Bspline 

ICEmean
(inv) SD 
[mm] 

ICEmedian
(inv) MAD 

[mm] 
ICEmean

(inv) SD 
[mm] 

ICEmedian
(inv) MAD 

[mm] 

1 0.0027 0.0022 0.0021 0.0012 0.0022 0.0131 0.0015 0.0007 

2 0.0029 0.0019 0.0025 0.0011 0.0027 0.0181 0.0016 0.0007 

3 0.0024 0.0024 0.0019 0.0009 0.0018 0.0190 0.0010 0.0005 

4 0.0017 0.0013 0.0014 0.0007 0.0036 0.0354 0.0015 0.0007 

5 0.0024 0.0017 0.0020 0.0009 0.0035 0.0346 0.0013 0.0008 

Average 0.0024 0.0019 0.0020 0.0010 0.0027 0.0240 0.0014 0.0007 
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ICE based on forward and backward transformations 

Figure 3.6 shows the volumetric distribution of the inverse consistency error for DABM 

and Bspline registrations, based on forward and backward transformations. The most 

common values of ICE(inv|b) for all five patients are below 5 mm for DABM and below 8 

mm for Bspline while larger values create a tail ending at approximately 10 mm for both 

algorithms. Table 3.4 indicates that mean ICE(inv|b) remains in the range from 1.75±1.73 

mm to 2.46±2.27 mm in the case of block matching registration and from 2.58±1.81 mm 

to 3.95±1.84 mm for the Bspline algorithm. Median values of the inverse consistency error 

ICEmedian
(inv|b)  are reported in Table 3.4 as well and vary from 1.01±0.67 mm up to 1.56±1.07 

mm for Dense Anatomical Block Matching algorithm and from 2.07±0.92 mm to  

3.71±1.25 mm for the Bspline method. The mean value of ICE(inv|b) over 5 patients was 

2.01±2.03 mm for DABM and 3.25±1.68 mm for Bspline. 

 

 

 

 

 

Figure 3. 6. a) Distribution of the inverse consistency error for forward vector fields 
generated by the Dense Anatomical Block Matching Algorithm and b) Bspline Algorithm 
as well as their backward transformation created by reverse (CBCT-CT) registration. The 
total number of voxels refers to the voxels inside the entire patient’s volume. 
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Table 3. 4. Mean and median values of inverse consistency error ICE(inv|b) for Dense 
Anatomical Block Matching and Bspline algorithms with standard deviations (SD) and 
median absolute deviation (MAD). 

 

3.4 Discussion 

This study showed that the Dense Anatomical Block Matching algorithm is more accurate 

in CT-CBCT registration of pelvic anatomy than Rigid, Affine, and Bspline methods. As 

mentioned in section 3.3.1 the results of registration accuracy were statistically significant 

considering all similarity metrics and the anatomical structures. This is consistent with 

the fact that the DABM algorithm outperformed the other examined registration methods 

in every metric and for every anatomical structure as presented in Figure 3.1. 

Additionally, Figure 3.2 reveals more details on the differences between the DABM 

method and other registration approaches and indicates that those differences were most 

significant for the bladder. This is likely due to the bladder having the highest contrast 

Patient 
No. 

DABM Bspline 

ICEmean
(inv|b) SD 
[mm] 

ICEmedian
(inv|b) MAD 

[mm] 
ICEmean

(inv|b) SD 
[mm] 

ICEmedian
(inv|b) MAD 

[mm] 

1 1.76 1.88 1.01 0.67 3.84 1.73 3.70 1.20 

2 2.01 2.13 1.09 0.67 3.95 1.84 3.71 1.25 

3 2.09 2.12 1.21 0.80 2.96 1.50 2.74 1.00 

4 2.46 2.27 1.56 1.07 2.89 1.51 2.65 0.91 

5 1.75 1.73 1.06 0.66 2.58 1.81 2.07 0.92 

Average 2.01 2.03 1.19 0.78 3.25 1.68 2.98 1.05 
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relative to the surrounding tissues both on CT and CBCT images and therefore was less 

challenging to register for the DABM algorithm despite poor initial alignment after the 

Rigid registration. Moreover, since the bladder is the structure with the largest percentage 

differences relative to the other structures, it benefited the most from image registration 

compared to the other structures. However, the absolute values of COM, HDavg, and HD95 

metrics indicate relatively high accuracy for the GTV which is mostly due to the GTV 

being of lower volume than the other structures. Another reason why HDavg and HD95 

have lower (more desirable) values for GTV than for other structures might be associated 

with the fact that both the movements and the deformations of the GTV are very limited 

compared to the bladder and rectum. This highlights that, when analyzing results of 

image registration algorithms, one may want to consider both the percentage and absolute 

changes in the metrics. 

Since the numerical metrics used here are commonly employed in image registration 

evaluation, our results can be compared to those in the literature. In the study of Bspline 

(ITK implementation) CT-CBCT registration performed on synthetic image data sets of 

the pelvic region, Varadhan et al. 17 obtained Dice Scores of 0.91, 0.95, and 0.89 as well 

as average surface distances of 1.03, 0.42, and 0.8 mm for GTV, bladder, and rectum 

respectively. For the same structures, Woerner et al.53 reported DSC of approximately 0.8 

and mean surface distance slightly above 2 mm, based on deformed (CT-CBCT Bspline 

registration using Velocity Advanced Imaging 2.8.1; Varian Medical Systems, Palo Alto, 

California) and reference contours of five prostate cancer patients. In addition, similar to 

our findings, the authors also found that image registration was most beneficial for the 

bladder. For the remaining structures, the limited benefit was reported. In the same study, 
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Woerner et al.53 also explored the inter-observer variability and found that RO1 

(Radiation Oncologist 1) to RO2 differences measured as mean values of Dice Score and 

Hausdorff distances for bladder, rectum, GTV and seminal vesicles were 0.90±0.06 and 

0.99±0.44 mm. In our study, mean values of Dice Score and Hausdorff distances for the 

DABM algorithm in the case of bladder, rectum, and GTV(without seminal vesicles) were 

0.85±0.05 and 1.94±0.34 mm which approximately fall in the range of RO1 to RO2 

differences and shows the potential clinical significance of DABM. 

A desirable feature of image registration algorithms is robustness in terms of consistent 

performance. Since the result of the image, matching can be highly dependent on the 

magnitude of deformations of the patient’s anatomy in the target image, which varies 

from patient to patient, there is a strong need to establish confidence in the DIR outputs. 

As presented in Table 3.2 the performance of the DABM algorithm is more consistent 

compared to the other registration methods - standard error for the block matching 

approach is, in the majority of cases, smaller than for the other algorithms by 11% to 

42%. A definitive reason for the improved consistency of the DABM registration has not 

been identified within this work however it is most probably due to an outlier rejection 

process that was implemented in the block matching algorithm by Garcia et al.31. The 

authors explain that this correction feature reduces the error associated with voxel pairing 

(in homogenous regions) estimated by DABM through comparing original pairings 

available in a sparse displacement field to those in interpolated displacements. The other 

image registration algorithms that we have evaluated within this study lack any similar 

error reduction features. 
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Figure 3.2, apart from providing details on the performance of examined registration 

algorithms, indicates that in the case of the bladder (three out of five patients) and the 

GTV (two out of five patients) Rigid registration is more accurate than the Bspline 

algorithm. We believe that this is due to the specific anatomy of those patients as well as 

the flexibility of the Bspline method. We have noticed that the deformation of the bladder 

was determined mainly by the deformations applied to the other anatomical structures 

and the external body contour, especially the front of the abdomen. In other words, 

Bspline was not able to deform the bladder as independently as expected. That is the 

result of the insufficient flexibility of the algorithm in that region of the patient’s body. 

Consequently, the registration accuracy of the GTV located in close proximity to the 

bladder was affected as well in a similar fashion. Despite this observation, we decided to 

keep the regularization term of the Bspline unchanged to limit the unphysical 

deformations in the other anatomy regions. This superiority of the simple Rigid 

registration over a more complex deformable image registration algorithm might be 

surprising but is not uncommon in the literature. Kirby et al. 54 evaluated 11 deformable 

image registration algorithms using deformable phantom of pelvic anatomy and reported 

that the DIR algorithm available in commercial software (MIM Software Inc, Cleveland, 

USA) is less accurate than a Rigid registration over most of the range of calculated error 

values. Those results are even more pronounced considering that both the floating and 

target images were CT scans. Also, Li et al.55 in a study including 21 Head and Neck 

patients and 10 intensity-based DIR algorithms found that in soft-tissue regions, 

deformable registrations (of CT-CBCT) performed comparable or worse than the Rigid 

method. In particular, for the submandibular gland authors mentioned that Rigid 

registration outperformed all the DIRs examined. 
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Physician evaluation confirmed that the DABM algorithm outperformed other 

registration methods for accuracy. Figure 3.3 shows that the accuracy of registration 

steadily decreases as the complexity of the algorithm decreases, which is consistent with 

the results for the metrics presented in Figure 3.1. Also, Figure 3.2 indicates that the 

most challenging structure to register was the rectum followed by bladder and GTV, likely 

due to the relatively large deformations and complex shape of the rectum compared to 

the bladder and GTV. However, the correspondence between values of the metrics and 

physician assessment should be treated with caution. Thor et al.56, in a study of five 

prostate cancer patients, obtained a positive correlation between DSC and physician score 

for bladder only – they observed that the Dice coefficient decreased with radiation 

oncologist scoring. For GTVand rectum, no such correlation was found. Hardcastle et 

al.57, based on the CT-CBCT image registrations of 17 lung cancer patients, reported weak 

correspondence between the Dice coefficient and mean Hausdorff distances and physician 

scores for compared structures. The inconsistency in the literature, as well as results 

obtained within this study (in our case the quantitative and physician’s evaluation were 

consistent), suggest that the quantitative assessment of DIR accuracy should be followed 

by a careful evaluation of radiation oncologists. This is especially important in the case 

where DIR is utilized as a tool, for example in contour propagation or dose accumulation, 

as image registration errors have a direct impact on those procedures as shown by Veiga 

et al.12 and Kumarasiri et al.19. 

Figure 3.3 shows that the time the physician needed to correct contours deformed by the 

DABM algorithm (5.3 min.) was relatively close to the time that was required to segment 

structures from scratch (7.0 min.). The reason for this is that when a new structure is 
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created in the treatment planning system, the physician uses semi-automated 

segmentation tools such as auto-filling, thresholding brush, and interpolating, which 

eliminate the need to contour a structure on every slice. Regions of interest can be 

delineated on every other slice and then interpolated over all the slices. Therefore, 

although DABM outperforms other algorithms in terms of physician correction time it 

can as time efficient to contour the GTV from scratch. 

The analysis of the intra-physician variability was used to establish margins for clinically 

acceptable image registration results when it comes to the contour propagation. As shown 

in Figure 3.1 the DABM algorithm was the only algorithm that was able to deform 

contours so that they fall within the range of intra-physician variability. For GTV both 

the DSC and HDavg metrics indicate that block matching algorithm-generated even more 

satisfying results compared to those resulting from physician correction relative to the 

reference contours. The difficulties in correcting GTV contours by a physician are not 

surprising and were a consequence of very poor contrast in that region on the CBCT 

images. 

Numerical results and related discussion of deformable image registration evaluation can 

often provide very useful information about the accuracy of examined algorithms however 

for better understanding of those results especially in terms of clinical practice the visual 

inspection of deformed anatomy is considered very valuable as well. Figure 3.7 shows the 

deformed anatomy with segmented structures in three perpendicular planes for all the 

registration algorithms evaluated within this study. The difference between contours that 

were manually delineated by the expert physician and deformed contours is the smallest  
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Figure 3. 7. Deformed anatomy in three perpendicular planes for all the registration 
algorithms evaluated within this study. For the purpose of this figure the anatomy of the 
second patient was used as it best shows the potential of DABM registration to 
satisfactory align two images in the case of challenging anatomical deformations. Black 
contours are deformed by the particular registration algorithm and match displayed 
anatomy. Contours manually segment by the experienced physician on the fixed image 
are represented by blue contours. In the ideal scenario, the black contours would perfectly 
match the blue contours. 

for DABM registration in the case of all the structures. This quick visual evaluation agrees 

with all the numerical results. Deformation vector fields that resulted from Bspline and 

DABM registrations were well-preserved and did not contain any unphysical 

deformations. Mean values of the Jacobian determinants were in the range from 0.8 to 

1.2 and are commonly encountered in the literature for different clinical sites and 

registration algorithms. For instance, Veiga et al.12 in their study of dose warping 
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uncertainties due to registration algorithm performed on five Head and Neck patients 

obtained Jacobian determinants ranging from 0.53 to 1.57 for the Bspline Free Form 

Deformation algorithm. Similarly, Kim et al.58 reported mean Jacobian determinants for 

bladder, rectum, and GTVin the range of 0.7 to 2.2 utilizing the Bspline algorithm for 

CT-CBCT image registration based on three prostate cancer patients. As mentioned in 

section 3.3.3, we found that the largest values of |J| were near the external patient contour 

at the posterior edge. The reason for that is the proximity of the therapeutic table that 

had much higher contrast on the CBCT image than the diagnostic table in the pCT 

image. This contrast difference made it very difficult for the registration algorithms to 

preserve the deformed image geometry in that region – we observed that the diagnostic 

table in the deformed image was subjected to non-Rigid deformations despite it being a 

Rigid object. Although this observation is a registration error, its effect on, for example, 

dose mapping would most likely be insignificant because the posterior edge of the patients 

is usually an area of low dose in the radiotherapy of prostate cancer. While cropping the 

table out seems like a reasonable solution, that approach causes the appearance of image 

artifacts near the edge of the image after registering CT to CBCT and was not done here.  

The inverse consistency error, ICE(inv), that was calculated using the Modified Newton 

Method for vector fields generated through the DABM algorithm showed submillimeter 

values for all the patients studied here (ICEmean
(inv)  = 0.0024±0.0019 mm; Table 3.3). 

Compared to the available literature these are considered very low (and desirable) values. 

For instance, Bender et al.59 based on MVCT scans of head and neck region, reduced the 

ICE from approximately 0.9 mm to 0.08 mm using in-house developed ICE reduction 

equation for Fast Symmetric Demons registration which led to the reduction in mean 
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accumulated dose differences (reference dose vs. mapped dose) to the right and left parotid 

glands from 0.8 Gy and 0.9 Gy to 0.2 Gy and 0.3 Gy, respectively. Also, Veiga et al.12 

investigated the uncertainties in dose warping due to the choice of the deformable image 

registration and found that the most suitable algorithm for dose accumulation is the one 

with the lowest ICE (which in their work was 0.008±0.003mm). The maximum values of 

the ICE(inv) volume distributions for all five patients studied here are observed to be 

approximately the same (Figure 3.5a). The most probable reason for that consistency is 

the fact that the accuracy of the DABM algorithm is based on the forward transformation 

which was consistent for all five patients. In addition, the Jacobian determinants for the 

five patients (Figure 3.4) do not differ significantly from each other. Thus, it may be 

concluded that consistent algorithmic performance including the characteristics of forward 

transformations, might lead to the consistent ICE that is associated with them. For 

Bspline registration ICE(inv) may seem to be smaller than for DABM especially when 

observing Figure 3.5b. The volumetric distribution of inverse consistency error is clearly 

shifted toward lower values for the Bspline algorithm compared to the DABM. It can be 

noted however that the standard deviation of this distribution is higher by around one 

order of magnitude relative to its mean value and compared to the standard deviation 

calculated for the DABM algorithm. The reason for this is most probably poorer accuracy 

of Bspline registration as well as larger standard error for all the evaluation metrics as 

reported in the results section. 

The inverse consistency error, ICE(inv|b), obtained by the application of reverse (CBCT-

CT) registration was significantly larger than ICE(inv) (few orders of magnitude). The main 

reason for this discrepancy is the robustness of the Modified Newton Method of inversion 
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resulting in a smaller value of ICE(inv) and the absence of an inverse consistency penalty 

term in the objective function of the DABM and Bspline registration algorithms, leading 

to a large value of ICE(inv|b) as shown in Figure 3.6. Additionally, we made a significant 

effort in tuning the parameters of those two registration methods to maximize the 

accuracy of CT-CBCT registrations. At the same time, however, to obtain T-1 for the 

calculation of ICE(inv|b), which required performing CBCT-CT registration, the same 

parameters were used (necessary to compute a valid ICE). Visual inspection of the CBCT-

CT registration results showed that the parameters we found optimal for CT-CBCT 

registration were not optimal for the CBCT-CT registration. The alignment between 

deformed CBCT and planning CT were far less satisfactory than the alignment between 

the deformed planning CT that was mapped back to the original planning CT and the 

original planning CT (which were nearly indistinguishable by visual inspection). 

Therefore, we believe that in applications that require symmetric image registration the 

inverse consistency penalty term should be included in the objective function of a given 

DIR algorithm. Also, as indicated in Table 3.4, ICE(inv|b) for DABM is smaller than for 

Bspline for all patients by 38% (1.24 mm) on average. This is most likely due to the 

diffeomorphic nature of the DABM algorithm. Diffeomorphic registration prevents folding 

and tearing deformation and maintains the smoothness of the transformation60. The 

Bspline algorithm evaluated in this paper was non-diffeomorphic. 

The most clinically relevant limitation of the Dense Anatomical Block Matching algorithm 

lays in its relatively long computational time. Nearly seven minutes for a single CT-CBCT 

registration might be acceptable for off-line treatment plan adaptation but would be 

unsuitable for on-line modifications. Nevertheless, this difficulty might be overcome by 
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simply increasing the computational power of the workstation or parallelization of the 

DABM code. As for the physician evaluation of the tested image registration algorithms, 

our study is limited to utilizing only one radiation oncologist. Future work may expand 

the number of radiation oncologists involved to investigate inter-physician contouring 

variability. 

Another limitation of our work is the limited number of patients. We realize that 

performing the study on a larger group of patients would improve the reliability of the 

study and we do intend to further explore the DABM algorithm on an increased number 

of patients. At the same time, we intended to share our results using the data that we 

currently have available because we have noticed a very consistent and satisfactory 

performance of DABM and consider our study as a very promising step for further work. 

For that reason, we believe that although the number of patients was limited, the study 

will bring value to and spark an interest among researchers who are searching for a 

registration algorithm that would be a great candidate for the challenging CT-CBCT 

registration in the pelvic region. Additionally, in reviewing the relevant literature in the 

field of deformable image registration we found numerous studies that use a similarly 

limited number of patients for both the evaluation of DIR algorithms61-63 and their clinical 

application56,64,65, to introduce a new tool or concept. 

3.5 Conclusion  

In this study, four image registration algorithms – Rigid, Affine, Bspline, and Dense 

Anatomical Block Matching, were evaluated on CT and CBCT volumetric data sets for 

five prostate cancer patients. Our work demonstrated that DABM outperformed other 
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registration methods that were evaluated within this study in terms of accuracy and 

consistency while generating vector fields with well-preserved topology and small inverse 

consistency errors. Comparison to the available literature shows that these evaluation 

results for Dense Anatomical Block Matching algorithm are generally at a clinically 

acceptable level. This makes DABM a very promising alternative to the existing 

registration methods when it comes to challenging CT-CBCT deformable image 

registration and its application in adaptive radiation therapy of the pelvic region. 
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Adaptive radiation therapy strategies 
in the treatment of prostate cancer 
patients using hypofractionated 
VMAT
This  chapter  focuses  on  the  research  work  in  which  eight  adaptive  radiation  therapy 

strategies  were  comprehensively  evaluated  using  several  dose  and  dose-volume  metrics.

The study included 20 prostate cancer patients who underwent hypofractionated VMAT 

treatment. The results demonstrated that daily on-line adaptation approaches (i.e. every 

fraction) were the most impactful, although strategies adapting every other fraction also 

were  impactful  while  reducing  relative  workload  as  well.  Offline  treatment  adaptations 

were shown to be less beneficial due to increased dose delivered to bladder and rectum 

compared to other ART strategies. This chapter has been accepted for publication in the 

peer-reviewed Journal of Applied Clinical Medical Physics.

4.1 Introduction

Radiation therapy is a major treatment option for patients with prostate cancer. However,

variations in the patients’ anatomy during radiotherapy treatment can present challenges.
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Numerous studies show that the variable location of the prostate, bladder filling, and 

pockets of gas often present in the rectum might significantly compromise dose coverage 

of the target structure and increase the dose delivered to critical organs1-5. 

Hypo-fractionated radiotherapy, delivering fewer, higher fraction doses increases the 

dosimetric impact of anatomic variability compared to conventional fractionation 

schemes. For prostate cancer patients, moderate hypofractionated (70 Gy in 28 fractions, 

2.5 Gy/fraction) IMRT and VMAT were proven to keep early normal tissue toxicity at 

acceptable levels6,7. More aggressive hypofractionation delivering 33.5-37.5 Gy in five 

fractions has also been shown to achieve acceptable toxicity and quality of life9,10, even for 

high risk and very high risk (including node-positive) prostate cancer patients. 

The safe and effective delivery of high radiation doses in hypofractionated schemes 

requires a high level of precision, but inter- and intra-fractional patient anatomical 

variation is present and known to compromise dosimetric aspects of the treatment8,9. 

Adaptive radiation therapy (ART) strategies, in particular on-line ART, have the ability 

to account for systematic anatomic changes of prostate swelling as well as random 

anatomic changes such as inter- and intra-fraction bladder and rectal filling, in addition 

to independent movement and deformation of multiple targets8,10. The necessity and the 

benefits of ART application in SBRT prostate treatments have been shown in other recent 

studies9-12. It should also be noted that existing IGRT (Image Guided Radiation Therapy) 

techniques, although allowing for prostate motion management, have some limitations. 

For example, they might require an invasive procedure carrying the risk of bleeding, 

infection and discomfort for the patient (radiopaque intraprostatic fiducial markers 

method). Another prostate IGRT example is a technique that utilizes inserted 
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electromagnetic transponders. In this case, patient eligibility criteria are very strict as 

only patients without hip prosthesis, metal implants, peacemaker, or other 

electromagnetic devices are eligible, as well as relatively thinner patients due to the 

maximum range of the beacon detection by a required external array (reading) device13. 

Adaptive Radiation Therapy is currently an active area of research and there are still 

many novel ART approaches that have not been explored yet but could make a significant 

contribution to the field. The current study focuses on a comprehensive evaluation of 

several ART methods that have not been explored for the prostate VMAT 

hypofractionation schemes examined here. The purpose of this research was to 

retrospectively investigate eight adaptive radiation therapy strategies (including both 

online and offline scenarios) for hypofractionated VMAT treatments based on imaging 

and treatment plan data of 20 prostate cancer patients with the application of deformable 

image registration. The online and offline adaptations considered were compared to the 

non-ART (not adapted) delivery scenario. 

4.2 Material and Methods 

4.2.1 Patients’ Data 

The imaging and treatment planning data for twenty prostate cancer patients, with an 

average age of 77 (±7) years were retrospectively used for this study. The study was 

approved by the local research ethics board (University of Manitoba). 

All twenty patients had previously received a 40Gy/5 fraction treatment regimen and 

were treated at CancerCare Manitoba. One pre-treatment, planning Computed 
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Tomography (pCT) imaging scan, and five sets of on-treatment Cone Beam CT (CBCT) 

imaging scans were obtained for each patient. CBCT images were acquired during each 

treatment fraction right before radiation delivery to ensure proper patient positioning. 

Anatomic structures considered in the dosimetric analysis included the clinical target 

volume (CTV), the planning target volume (PTV=CTV+0.5cm margin) as well as 

organs-at-risk (OARs) - bladder, rectum, and femoral heads. An experienced radiation 

oncologist segmented these structures on both CT and CBCT imaging datasets. These 

structures were also used for plan adaptation and optimization purposes. 

The pCT images, at 512x512 pixels, were obtained with a spatial resolution of 1.17 mm 

x 1.17 mm per pixel and 3.0 mm slice thickness (total of ~210 slices) on a Philips Brilliance 

Big Bore CT scanner. The CBCT images, at 384x384 pixels, were obtained with a spatial 

resolution of 1.17 mm x 1.17 mm per pixel and 2.5 mm slice thickness (total of 64 slices) 

using an OBI Cone-Beam CT unit (Varian Medical Systems, Palo Alto, CA). 

4.2.2 Dose Delivery & Treatment Planning 

The treatment was delivered using volumetric modulated arc therapy (VMAT) with two 

full arcs. Every patient was treated with a full bladder and empty rectum as per local 

clinical protocol. The intent of the radiation therapy was curative for all patients. 

Treatment plans were created in the External Beam Planning module of the Eclipse 

treatment planning system, version 13.6 (Varian Medical System, Palo Alto, CA). Dose 

and dose-volume objectives for the radiation treatment are summarized in Table 4.1. The 

beam energy and the maximum dose rate for both arcs were 6MV and 1000MU/min (SRS 

mode).  All the non-ART plans were normalized to the dose received by 95% of the PTV  



CHAPTER 4. ADAPTIVE RADIATION THERAPY STRATEGIES 

146 
 

 
Table 4.1. Treatment Planning Objectives for Target and OAR structures. 

Structure Prescription 
Fraction 
Dose [cGy] 

Total Dose 
[cGy] 

Planning Objective 
Symbols* 

CTV At least 99.0 % receives more than 800.0 4000.0 V40Gy > 99% 

PTV At least 99.0 % receives more than 760.0 3800.0 V38Gy > 99% 

PTV Maximum Dose is 856.0 4280.0 Dmax < 4280 cGy 

Rectum At most 15.0 % receives more than 640.0 3200.0 V32Gy < 15% 

Rectum At most 20.0 % receives more than 560.0 2800.0 V28Gy < 20% 

Bladder At most 15.0 % receives more than 640.0 3200.0 V32Gy < 15% 

Bladder At most 20.0 % receives more than 560.0 2800.0 V28Gy < 20% 

Femur-RT At most 5.0 % receives more than 560.0 2800.0 N/A 

Femur-LT At most 5.0 % receives more than 560.0 2800.0 N/A 

*the percentage deviations from these objectives for all ART and non-ART plans  have been illustrated in the  
Figure 4.6b for CTV and PTV as well as in the Figure 4.7b for Bladder and Rectum. Femoral Heads were not included 
in the plan evaluation as the radiation doses for all plans were significantly below the planning objective thresholds. 

volume. Specifically, the dose was determined based on the 95% of the PTV volume on 

the dose volume histogram of the original treatment plan. The non-ART plans were not 

normalized. 

4.2.3 Adaptive Radiation Therapy 

Deformable Image Registration 

Daily CBCT images were acquired before the delivery of every fraction. Planning CT 

images were then registered to CBCT data sets using a Bspline14 based automated 

deformable image registration (DIR) algorithm available in Velocity AI, version 3.2 

(Varian Medical System, Palo Alto, CA). Deformed pCT images (‘dCT’) were then used 
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for daily dose estimation with respect to the treatment plan (adapted and non-adapted) 

that was delivered to the patient during a particular fraction. Since our study was 

retrospective, the plan delivery was simulated (i.e., it was not actually delivered to the 

patient). Contours that allowed for the estimation of the dose delivered to the considered 

anatomical structures were delineated by an experienced physician on CBCT and then 

propagated to daily dCT image scans. To adapt to the current patient anatomy, and as 

needed for some of the strategies studied here including adaption while accounting for the 

dose delivered in the previous fraction(s), the subsequent fraction treatment plans were 

re-optimized simulating offline or/and online scenarios.  

Plan Optimization 

For the optimization of VMAT plans in this study, the Progressive Resolution 

Optimizer15, version 10.0.28 was used, while for dose calculation, the AAA algorithm 

(v.10.0.28) was utilized with a 0.25 cm calculation grid resolution.  The total dose delivered 

to the patient after performing a given plan adaptation was estimated by mapping daily 

doses back to the reference (planning CT) image using an inverted deformation vector 

field obtained through DIR, and then by performing dose accumulation using the Velocity 

AI software. The objectives were consistent and unmodified throughout the optimization 

process relative to the Planned plans.  

Adaptive Radiation Therapy Strategies 

For this study, online, offline and dose feedback approaches were examined by simulation 

using the available daily anatomical CBCT data set. Online plan adaptations were 

simulated to occur immediately before a dose delivery while offline modifications were 

simulated to occur between fractions n and n+1. Dose feedback adaptation was simulated 
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as an offline strategy and utilized the dose delivered in the previous fraction to guide a 

plan adaptation (re-optimization) for the next fraction.  Overall, eight adaptive radiation 

therapy strategies were simulated for all patients as described below. 

i. DF 2-4 – A combination of the non-ART treatment plan and dose feedback (DF) 

adaptation. In the 1st, 3rd, and 5th fraction, the non-ART plan was delivered. In the 2nd 

and 4th fraction, the non-ART plan was re-optimized based on the dose delivered during 

the previous fraction. The reasoning behind performing re-optimization only during the 

2nd and 4th fraction is as follows: The second fraction is the first fraction that can use 

the feedback from the dose delivered in the previous (1st) fraction. During the third 

fraction, the non-ART treatment plan was delivered because the dose delivered during 

the 2nd fraction accounted for dose discrepancies resulting from dose delivery during 

the first fraction, and thus up to the 3rd fraction the plan was assumed to be delivered 

optimally. Therefore, the time-consuming dose feedback adaptation was not used 

during the 3rd fraction. To examine the performance of dose-feedback applied to every 

fraction (for example with the availability of in vivo patient dosimetry), we have also 

tested a continuous dose-feedback adaptation (Cont.+DF approach). 

The dose delivered in the previous fraction was incorporated in the optimization process 

for the current fraction using the "Dose Based" plan optimization module of Eclipse. 

Before the start of the optimization process, the dose delivered in the previous fraction 

was mapped to the patient's anatomy of the current fraction using deformable image 

registration. Once the optimization was initiated, the optimizer compensated for 

regions of lower than or higher than intended dose by delivering a higher/lower dose 

to those regions, so that the total accumulated dose delivered during the previous and 
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the current fraction would meet the treatment plan objectives. The application of the 

dose feedback in the subsequent plan adaptation scenarios was performed in the same 

manner. 

ii. Offline – based on the offline adaptation of the non-ART treatment plan. In the 1st 

fraction, the non-ART plan was delivered. To deliver the dose during the 2nd, 3rd, 

4th, and 5th fraction the treatment plan was adapted by plan re-optimization using 

the dCT from the previous fraction (obtained based on the previous fraction’s 

CBCT). As it implies, in this adaptation scenario only changes in the patients’ 

anatomy detected on the daily CBCT image dataset relative to the planning CT 

images were accounted for. The dose delivered during the previous fraction was not 

considered as described in approach (i). 

iii. Offline + DF – based on the combination of offline adaptation of the non-ART plan 

and dose feedback adaptation. In the 1st fraction, the non-ART plan was delivered. 

In the 2nd fraction, the treatment plan was re-optimized using the daily image data 

sets (daily dCT) and the dose delivered during the previous fraction (dose feedback 

adaptation). In the 3rd fraction, the dose was delivered using an offline adapted plan 

(based on the previous fraction image data sets). In the 4th and 5th fractions, dose 

feedback and offline adaptation were applied, respectively. 

iv. Online – based on the daily online adaptation of the non-ART plan. In all fractions, 

before the daily dose was delivered, the treatment plan was re-optimized according 

to the patient’s anatomy just before treatment delivery. 
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v. Online + DF – based on the combination of daily online adaptation and dose 

feedback adaptation. In the 1st, 3rd, and 5th fraction online adaptation was performed 

while in the 2nd and 4th fraction dose feedback adaptation was performed. 

vi. Cont. + DF – based on the combination of continuous dose feedback adaptation. In 

the 1st fraction, the non-ART plan was delivered. During the remaining, 2nd – 5th 

fractions, the treatment plan was adapted using the patient’s daily anatomy. The 

plan re-optimization was performed based on the total dose delivered over all the 

previous fractions. 

vii. Online 1-3-5 – based on the daily online adaptations and non-ART treatment plan. 

In the 1st, 3rd, and 5th fraction the treatment plan was adapted using an online 

approach while in the 2nd, and 4th fraction the non-ART treatment plan was 

delivered. 

viii. Offline+Online – based on the combination of online and offline adaptations. In the 

1st, 3rd, and 5th fraction the treatment plan was adapted using an online approach 

while in the 2nd, and 4th fraction using offline plan adaptation. 

The purpose behind creating various adaptive radiation therapy strategies was to find an 

optimal solution for treatment plan adaptation which minimizes the negative impact of 

changes in the patient’s anatomy on the accuracy of the delivered dose while also 

minimizing the time it would take to perform such adaptations in a clinical environment. 

For example, the rationale behind examining the Online 1-3-5 strategy, where online 

adjustments of the treatment plan were performed every second fraction instead of every 
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fraction, was to decrease the total time of adaptation relative to a full Online strategy, 

where online adjustments of the treatment plan were performed every fraction. Another 

example is a DF 2-4 strategy (where DF=dose feedback). Incorporating a dose feedback 

step allows accounting for potentially inaccurate dose delivery in the previous fraction 

and the change in the patient’s anatomy because optimization involving the DF step is 

performed on the daily imaging data. Although the implementation of those steps will 

increase total treatment time it is expected that the improved accuracy in the dose 

delivery will justify the additional workload. 

In this study, we define the reference non-ART plan as the one that was created based 

on the pCT data and was delivered at every treatment fraction without modifications 

(dose delivered was calculated based on the CBCT and mapped back to the reference 

pCT image). This is an estimate of what dose is actually delivered by the conventional 

non-ART approach. 

Planned delivery reflects the intended (ie. prescribed) dosimetry of the treatment plan, as 

approved by the radiation oncologist. 

4.2.4 Evaluation of Adaptive Radiation Therapy Strategies 

The dosimetric effectiveness of Adaptive Radiation Therapy strategies was evaluated 

using a variety of dose and dose-volume metrics for target and OARs as specified in Table 

4.2. Metrics were selected based on the relevant literature to ensure general applicability16-

23. The values of each metric were associated with anatomic structures, ART strategies, 

and the reference plan. Where applicable, the evaluation metrics for ART plans were 

presented relative to the reference plan as well to quantify the dosimetric benefit of 
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applying plan adaptations compared to the situation where the adaptations were not 

incorporated in the treatment process. 

Table 4.2. Quantitative metrics used for evaluation of adaptive radiation therapy 
strategies. Apart from all listed metrics, maximum dose (Dmax), mean dose (Dmean), and 
minimum dose (Dmin) for each structure were determined as well. 

CTV 
& PTV 

Bladder 
& Rectum 

Femur-LT  
& Femur-RT 

D1% [cGy] D1% [cGy] D1% [cGy] 
D95% [cGy] D1cc [cGy] D1cc [cGy] 
D98% [cGy] D2% [cGy] D2% [cGy] 
D99% [cGy] V20 Gy [% of volume] D5% [cGy] 
V100% [% of volume] V32 Gy [% of volume]   
V105% [% of volume] V38 Gy [% of volume]   
HI* [%]    
CI** [%] (PTV only)    
V95% [% of volume] (PTV only)     
     
Dv% - minimum dose delivered to the “hottest” v% of the volume, D1cc – minimum absolute 
dose for the “hottest” 1cm3 of the volume  Vd Gy - a volume that received absolute dose of 
d, HI – homogeneity index calculated as a ratio (D2% - D98%)/D50% 

23, CI – conformity index 
calculated as a ratio V95%/Volume of PTV 24. 

The calculation of the percentage of plans that passed the treatment planning criteria for 

CTV, PTV, and OAR structures was reported as well. Due to their clinical relevance, the 

percentage deviations from the treatment planning objectives were also reported. 

Importantly, our conclusions with respect to superiority and inferiority of particular ART 

strategies relative to other dose delivery approaches were mostly driven by analysis of 

treatment planning objectives. Specifically, the larger the passing rate, the more clinically 

feasible we considered a given ART approach. For CTV and PTV, the smaller the 

absolute percentage deviations from the planning objectives were considered better. For 
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OARs, the smaller percentage deviations were considered better. The large number of 

other dose-volume metrics (Table 4.2) that we have included in our study provide a more 

comprehensive view on the dosimetry of all considered plans but were not considered in 

the exact treatment planning objectives used to derive the plans (these were included in 

Table 4.1). 

The statistical significance of the results comparing the non-ART plan to all the other 

plans was determined using paired T-tests, using the p-value associated with a 95% 

confidence level. The time efficiency of the best performing ART method was also 

reported. The time required for each ART strategy was estimated with the consideration 

of plan optimization, dose calculation and deformable image registration procedures. 

4.2.5 Qualitative Assessment of Image Registration 

In order to ensure that the image registration did not introduce any major errors in terms 

of the patient’s anatomy deformations, a qualitative (i.e. visual) evaluation of deformed 

images and deformable vector fields was performed. In particular, the deformed images 

were compared to the target images by using image overlays, checkboard filters, dynamic 

magnifying window focusing on soft tissue and bone tissue alignment as well as external 

body contour, for every registration. The analysis of the vector fields included the 

inspection of the deformed grid that reflected the magnitudes and directions in the field. 

The inspection was conducted using tools available in the commercial image registration 

software Velocity AI (as specified in the section 4.2.3). 
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4.3 Results

4.3.1 Maximum, Minimum and Mean Doses

Figure 4.1 shows the percentage differences relative to the non-ART (i.e. reference, not 

adapted) plan in Dmax, Dmean, and Dmin for CTV, PTV (Figure 4.1a) as well as in Dmax and 

Dmean for OARs (Figure 4.1b). Dmin for OARs was calculated as well but due to their limited 

applicability  were  not  included  in  the  results.  Appendix 8.1 (Table 8.1)  contains  the 

detailed tabular data for Figure 4.1 including Dmin for OAR and standard deviations for 

all metrics.

All the metrics in Figure 4.1a indicate that values of Dmax, Dmean and Dmin in the case of 

CTV and PTV for adapted plans - were closer to the original (Planned) plans compared 

to the unadapted reference plan. Overall, in terms of dose metrics reported in Figure 4.1a,

continuous  dose  feedback  adaptation  outperformed  other  ART  strategies  and  had  a 

performance close to online adaptations The Online and Online 1-3-5 plans scored as well 

as Planned plans in terms of the maximum dose delivered to PTV. The most apparent 

difference  between  adapted  plans  and  the  dose  delivered  by  the  non-adapted  plan  was 

reflected in the value of the minimum dose to PTV. In particular, the unmodified plan 

resulted in the delivery of approximately 17% lower Dmin to PTV compared to the planned 

minimum dose. Most adapted plans significantly improved the delivered dose in terms of 

this evaluation metric. Overall, it can be noticed that non-ART plans delivered a lower 

radiation dose to both CTV and PTV in terms of Dmax, Dmean and Dmin.

Figure 4.1b for the OARs shows that Dmax for both bladder and rectum in the non-ART 

plan differed from the planned dose by around 5% (decrease).  However, adapted plans
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Figure 4.1. Comparison of Dmax and Dmean, and Dmin metrics between the Planned plan 
as well as non-ART and adapted plans for a) target structures and b) for OARs. Bars 
represent percentage differences (averaged over 20 patients) in particular metrics relative 
to the Planned treatment. The measure of 0% on the y-axis is the reference point reflecting 
the value of a given metric for the  Planned plan (ie. reference plan). 
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were able to closely match the Planned plans decreasing the difference in Dmax to around 

1-2%.  In contrast, the mean dose for bladder and rectum showed larger variations for the 

adapted plans relative to the non-ART plan. In the case of the bladder, the majority of 

adaptations increased the Dmean by less than 5%. Only Cont.+DF plans escalated the mean 

dose by around 6%. Online and Online 1-3-5 plans were able to slightly reduce the Dmean 

for the bladder relative to the planned dose. The rectum received approximately 5% lower 

mean dose upon delivery of the non-ART plan compared to the Planned dose. As can be 

seen, Cont.+DF, Offline+DF, and online strategies were able to decrease that difference to 

roughly 0.5-2%. The dose to the femoral heads was spared the most through the application 

of Online and Online 1-3-5. As for the right femoral head, those two online adaptation 

techniques delivered maximum doses significantly smaller even compared to the planned 

dose. However, the Cont.+DF adaptation resulted in higher than intended dose to both left 

and right femoral heads – a 6% and over 10% increase in the mean dose, respectively. 

4.3.2 Dose-Volume Metrics 

Target Structures 

Figure 4.2 shows the relative values of dose-volume metrics that were calculated within the 

evaluation of adaptive radiation therapy strategies for the CTV and PTV. Overall, the dose 

delivered with the various adaptive strategies was consistently closer to the planned dose 

compared to the non-ART approach. In that regard, Offline+Online and Offline plans 

demonstrated the lowest while Cont.+DF and online adaptations demonstrated the highest 

dosimetric performance for both target structures. The PTV benefited from ART more 

than CTV as shown by D95%, D98% and D99%, metric. Notably the values of these three 

metrics for non-ART plans were approximately 4% lower for CTV and as much as 11%  
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Figure 4.2. Comparison of dose-volume metrics between the Planned plan as well as 
non-ART and adapted plans for the Clinical Target Volume (CTV) and Planning Target 
Volume (PTV). Bars represent percentage differences (averaged over 20 patients) in 
particular metrics relative to the Planned treatment. The measure of 0% on the y-axis is 
the reference point reflecting the value of a given metric for the Planned plan. 

lower for PTV compared to Planned plans. Tabular data for Figure 4.2 with standard 

deviations are included in the Appendix 8.2 (Table 8.2). When it comes to HI for CTV 

(Figure 4.3), the majority of adapted plans improved the homogeneity (i.e., a lower HI 

indicates a higher homogeneity level) of the dose distribution relative not only to the 

non-ART plan but also to the Planned standard treatment. Online and Online 1-3-5 

delivered the highest benefit. For PTV, HI was also improved among all adapted plans. 

Specifically, online and dose feedback plans performed similarly and outperformed 

offline strategies by around 20% to 40%. Compared to the non-ART dose delivery, CI 

for the planning target volume was approximately 10% higher when adapted plans 

were utilized. Online ART, in particular, very closely matched the Planned treatment. 

According to most metrics presented in Figure 4.3 Offline and Offline+Online 

adaptations were not meaningfully beneficial to the radiation treatment dosimetry. 
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Figure 4.3. Comparison of homogeneity index (HI), and conformity index (CI) between 
the Planned plan as well as non-ART and all adapted plans for Clinical Target Volume 
(CTV) and Planning Target Volume (PTV). Bars represent percentage differences 
(averaged over 20 patients) in the particular metrics relative to the Planned treatment. 
The measure of 0% on the y-axis is the reference point reflecting the value of a given 
metric for the Planned plan. 

Organs at Risk 

Figure 4.4 illustrates the dose-volume metrics for the bladder and rectum. In the case of 

the bladder, D1%, D1cc, and D2% did not differ significantly from the planned dose for 

adapted plans but were lower by approximately 7% for non-ART plans. Only Cont.+DF, 

and a few Offline adaptations, showed slightly higher values compared to the Planned 

delivery. Larger variations in magnitude were observed in V15%, V20%, and V50% metrics. 

The most desirable results were obtained through Online and Online 1-3-5 strategies. 

Cont.+DF adaptive plans showed poor performance with large volumes receiving 15%,  
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Figure 4.4. Comparison of dose-volume metrics between the Planned plan as well 
as non-ART and all adapted plans for bladder and rectum. Bars represent 
percentage differences (averaged over 20 patients) in particular metrics relative to the 
Planned treatment. The measure of 0% on the y-axis is the reference point reflecting the 
value of a given metric for the Planned plan. The charts a) and b) were separated for 
better visualization of the results due to the large differences in y-axis values between 
V80%, V95%, and the rest of the metrics. 
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20%, and 50% of the prescription dose as can be seen in Figure 4.4a. The same observation 

can be made in Figure 4.4b showing V80% and V95% metrics for the bladder. Considering 

results for the rectum, most ART strategies were able to closely match Planned values of 

D1%, D1cc, and D2% (Figure 4.4a) as well as values of V80% and V95% (Cont.+DF, Online+DF, 

Online and Offline+DF in Figure 4.4b). For V15% and V20%, the majority of adapted plans 

delivered nearly the same results except for Cont.+DF for which approximately 2% 

volume increase was noted for 15% and 20% dose prescription levels. Compared to 

adapted, the non-ART plans were closer to the Planned plans for those two volume 

metrics. V50% for Planned treatment was approximately the same as for DF 2-4 and 

Online+DF adaptations. The Cont.+DF approach resulted in V50% being around 7% lower 

compared to the Planned delivery. 

Figure 4.5 demonstrates that for the left femoral head only the Online 1-3-5 plans were 

able to keep the D1%, D1cc, D2%, and D5% at the level close to the planned treatment. All 

the other plan modifications, except for non-ART resulted in doses higher than the 

Planned plans by around 4% to 11%. In contrast, the majority of adapted plans (except 

for Cont.+DF and DF 2-4), especially Online and Online 1-3-5, deliver a lower D1%, D1cc, 

D2%, and D5% by up to 5% to the right femoral head compared to Planned dose delivery. 
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Figure 4.5. Comparison of dose-volume metrics between the Planned plan as well as 
non-ART and all adapted plans for left and right femoral heads. Bars represent percentage 
differences (averaged over 20 patients) in particular metrics relative to the Planned 
treatment. The measure of 0% on the y-axis is the reference point reflecting the value of 
a given metric for the Planned plan. The lack of expected symmetry in the dose delivered 
by adapted plans to both femoral heads is explained in the Discussion section. 

4.3.3 Comparison to Treatment Planning Criteria 

Target Structures 

Figure 4.6a demonstrates the percentage of patients for whom a given treatment plan met 

the treatment planning objectives specified in Table 4.1 (section 4.2.2) for CTV and PTV 

structures. For CTV, all plans had at least a 90% passing rate except for non-ART plans 

for which no patients passed CTV or PTV planning objectives. 100% of patients passed 

the CTV criteria in the case of DF 4-2 and three Online adaptations. For the PTV these 

same four strategies were able to achieve a 60% to 80% passing rate for the Dmax objective, 

while other ART approaches received 50% and lower rates. The V38% criterion for PTV 

was very challenging to reach even for well-performing online adaptations. The maximum 

passing rate was achieved by Online ART and was equal to slightly above 20%. 
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Figure 4.6. a) Passing rates for Clinical Target Volume (CTV) and Planning Target 
Volume (PTV) for three treatment planning objectives; b) Dose differences between the 
planning objectives and the dose delivered by the specific treatment plan. 
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Figure 4.6b details the dose difference, ΔD, between the considered criteria and the value 

achieved by the plan. For the CTV, nearly all the plans were able to meet the treatment 

planning objective and ΔD is positive ranging from 1% to 4%. The dose difference in Dmax 

for the PTV was approximately 1% for investigated ART approaches. It is noted that 

even though the passing rate for offline adaptations was lower in comparison to the rest 

of the ART strategies, the ΔD is, on average, positive for Offline+DF, Offline+Online, 

and Offline plans. This clearly shows that several patients delivered higher doses to the 

CTV so that it was able to cause the increase in the dose averaged over all 20 patients. 

The ΔD for V38Gy objective for PTV ranged from around -4% in the case of Offline plans 

to approximately -2% for Online adaptations. Compared to all the ART approaches the 

non-ART plans differs significantly from the Planned plans by -4% to -11% depending on 

the planning criteria. 

In summary, the implementation of the majority of the ART strategies improved the 

overall passing rate and ΔD for most of the plans, especially for daily online adaptations 

compared to the delivery of an unchanged non-ART treatment plans. 

Organs at Risk 

The passing rate presented in Figure 4.7a is equal to 100% across all the plans for the 

bladder in the case of both plan objectives. Consistently, Figure 4.7b shows that ΔD for 

the bladder is significantly (around 60%) below tolerance doses (D15% and D20%). In the 

case of the rectum, the passing rate for three Offline adaptations and the non-ART plan 

was in the range of 60% to 85% for the V28Gy metric and from 80% to 100% for the V32Gy 

metric. For Online plans, the analogous range was from 80% to 95% for V28Gy and from 

95% to 100% for V32Gy. ΔD was negative for all the plans and had nearly the same 
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Figure 4.7. a) Passing rates for Organs at Risk (OARs) in relation to the treatment 
planning objectives. b) Dose differences between the planning objective and the dose value 
delivered by the specific treatment plan. 
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magnitude (of 10%) for most of the adaptations for the V32Gy and V28Gy criteria. The 

absence of femoral heads in this analysis is addressed in the discussion section. 

4.3.4 Statistical Significance 

As mentioned in the Material and Methods section, the statistical significance of the 

results was calculated using paired, two-tailed T-tests. The analysis was based on the 

comparison of dose and dose-volume metrics for target and OARs structures between the 

non-ART plan and the other treatment strategies for all 20 patients. The relevant p-

values with a 95% confidence level are presented in Table 4.3 for Dmax, Dmin, and Dmean as 

well as in Appendix 8.1 (Table 8.3) for the remaining metrics. Both tables also summarize 

the total number of metrics for which the test determined the statistical significance at 

the level of p<0.05. 

Table 4.3 shows that the majority of the results were statistically significant for the non-

ART treatment. Among ART plans the lowest p-value was observed for Cont.+DF and 

offline adaptations, while the highest were observed for the remaining plan modification 

strategies. The results for PTV and CTV indicate a similar level of statistical significance. 

When considering organs at risk, the results for the rectum demonstrated a statistical 

significance similar to that of  the bladder with the exception of minimum dose for which 

results corresponding to bladder where more significant compared to the rectum. It is also 

worth to note that the null-hypothesis for a 2-sample t-test (here, two tailed) is that the 

two groups are equal. Low p-values (<0.05) indicate that there was strong evidence against 

the null hypothesis (the null-hypothesis can be rejected with 95% confidence). High p-values 

imply strong evidence in favour of null hypothesis (null-hypothesis cannot be rejected). 
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Table 4.3. The results of paired, two-tailed T-test for Dmax, Dmin, and Dmean. The fields for 
which .01<p≤.05 are highlighted in green (ie. significant), while those with p≤.01 were 
highlighted in red (ie. strongly significant). 

 

 

 

 

Structure Metric non-ART
Cont.

+DF
DF 2-4

Online

+DF
Online

Online

1-3-5

Offline

+DF

Offline

+Online
Offline

CTV Max. Dose [%] 0.0000 0.4591 0.1416 0.2500 0.3321 0.2263 0.0089 0.0245 0.0007
Mean Dose [%] 0.0000 0.0136 0.0017 0.0058 0.0050 0.0002 0.0002 0.0022 0.0000
Min. Dose [%] 0.0000 0.0059 0.0000 0.0001 0.0000 0.0000 0.0046 0.0000 0.0004

PTV Max. Dose [%] 0.0000 0.1893 0.0796 0.1263 0.7760 0.9321 0.0037 0.0477 0.0026
Mean Dose [%] 0.0000 0.0132 0.0019 0.0060 0.0090 0.0004 0.0002 0.0036 0.0000
Min. Dose [%] 0.0000 0.0223 0.0013 0.0234 0.0293 0.0013 0.0027 0.0018 0.0001

Bladder Max. Dose [%] 0.0000 0.1813 0.3109 0.3115 0.9035 0.6836 0.0410 0.1550 0.0115
Mean Dose [%] 0.0007 0.1261 0.9888 0.7669 0.9129 0.4376 0.3785 0.7188 0.8258
Min. Dose [%] 0.0000 0.0021 0.0002 0.0004 0.0002 0.0000 0.0003 0.0001 0.0001

Rectum Max. Dose [%] 0.0000 0.0792 0.2371 0.7090 0.3807 0.1985 0.0515 0.0676 0.0046
Mean Dose [%] 0.5983 0.3821 0.0064 0.1046 0.0079 0.0003 0.0144 0.0063 0.0000
Min. Dose [%] 0.1078 0.5133 0.4591 0.4791 0.4282 0.4094 0.5968 0.5261 0.6682

Femur-LT Max. Dose [%] 0.0000 0.0144 0.1429 0.1583 0.3177 0.0421 0.0631 0.2094 0.1201
Mean Dose [%] 0.0000 0.0022 0.0101 0.5798 0.7615 0.9542 0.1118 0.9400 0.3883
Min. Dose [%] 0.1249 0.2865 0.5871 0.8242 0.8768 0.9340 0.4703 0.6609 0.6645

Femur-RT Max. Dose [%] 0.0000 0.4516 0.6915 0.0677 0.0043 0.0010 0.1863 0.0716 0.0856
Mean Dose [%] 0.0000 0.0000 0.0001 0.0035 0.1629 0.0711 0.0036 0.0403 0.0236
Min. Dose [%] 0.1061 0.5409 1.0000 0.7075 0.4057 0.5919 0.8840 0.4950 0.8847

78% 44% 44% 33% 39% 44% 56% 50% 61%

78% 22% 44% 28% 33% 39% 44% 33% 50%

Adaptive Radiation Therapy Strategies

The percentage of 

statistically significant 

metrics at .01< p ≤.05

The percentage of 

statistically significant 

metrics at p ≤.01

4.3.5. Time Efficiency

The time required to manually complete key steps in the ART loop in the clinic was: i)

plan optimization ~4 min 30 s.; ii) dose calculation ~1 min 30 s.; iii) deformable image 

registration ~1 min. 50 s, for a total time of around 7 min 50 s per online plan adaptation 

for a single fraction. The limitation of our time estimation is that it did not include CBCT 

image acquisition, data processing, and possible verification step that may be required for 

a newly adapted treatment plan.
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4.4. DISCUSSION

4.3. 6 Qualitative Assessment of Image Registration

Thorough visual inspection of image registration results did not reveal any major, non-

physical image deformations that could negatively impact the dosimetric results of ART 

strategies explored in this study. The alignment of the soft and bone tissues as well as 

external  body  contours  that  were  inspected  with  overlays,  checkerboards  filter  and 

dynamic  magnifying  window  confirmed  a  high  quality  of  image  registrations.  The 

deformation  vector  field  was  smooth  without  folding  distortions,  indicating  that  only 

realistic deformations of the patient anatomy occurred during the registration process.

4.4 Discussion

Offline, Offline and Offline+Online plan adaptations resulted in the highest delivered dose 

to  CTV  and  PTV  compared  to  other  ART  strategies  which  was  demonstrated  by  the 

majority of dose-volume metrics (Figure 4.2). As explained in the Material and Methods 

section, Offline adaptation relies on the patient’s anatomy from the previous fraction to 

modify the treatment plan that will be delivered in the next fraction. The possible issue 

in  that  approach  is  that  if  the  magnitude  of  interfractional  changes  in  the  patient’s 

anatomy is significant, the offline adapted treatment plan may not be able to correct the 

non-ART plan as intended. However, literature findings have shows that at least in some 

situations, online and offline ART approaches can deliver similar dosimetric performance 

(which  can  be  patient  specific).  For  example,  Sun  et  al.  investigated  22  prostate  cancer 

patients who underwent IMRT treatment (total dose of 64Gy in 20 fractions) and found 

that both the online and offline adaptations performed similarly26.

Figure 4.2 also demonstrates that relative to CTV the dose coverage of the PTV is more 

sensitive to anatomical changes. The D98% and D99% for that structure were on average 5%
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and 6% lower for the unmodified plan. The importance of proper PTV coverage highlights 

the significance of ART application, as it has proven its ability to improve and maintain 

PTV coverage. Overall, both the dose and dose-volume metrics shown in Figure 4.1 and 

Figure 4.2 show that non-ART plans delivered consistently lower doses to CTV and PTV 

compared to the Planned and all the ART plans. 

Regarding the HI index (Figure 4.3), although we found that for CTV the daily plan re-

optimizations were generating satisfactory dose distributions, their combination in the 

dose accumulation step resulted in an even higher level of homogeneity for the majority 

of patients. Despite the promising results in the HI index for CTV, the accumulated dose 

distribution needs to be carefully examined in clinical practice. This is because the dose 

accumulation can result in the appearance of hot and cold spots depending on the spatial 

relation between daily dose distributions. This effect is most likely responsible for the 

presence of relatively high doses delivered to the bladder by the Cont.+DF adaptation as 

seen in Figure 4.4a (D1%, D1cc, and D2%) and Figure 4.4b (V80% and V95%). It is also worth 

mentioning that for Online adaptations, a clinically acceptable value of HI was not 

associated with an increased dose in organs-at-risk. This is contrary to the findings of 

Banaei et. al who conducted a study based on 15 prostate cancer patients that were 

delivered IMRT treatment27. Researchers reported inverse exponential relationships 

between the OAR sparing and HI, which might be the case due to the differences in dose 

delivery techniques. Banaei et. al used nine static IMRT beams, while this study utilized 

VMAT techniques with two arcs. Chow et. al showed that in the case of prostate cancer, 

VMAT compared to IMRT provides more desirable PTV coverage in terms of both HI 

(0.09 vs 0.12) and CI index (0.94 vs 0.89)28. It should also be noted that based on the 
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data presented in the Figure 4.4, the non-ART plans delivered lower radiation doses to 

both bladder and rectum compared to all other delivery approaches. Although it can be 

seen as a desirable outcome, the non-ART plans are not optimal because as mentioned in 

the previous paragraph, both CTV and PTV coverage significantly differ from the 

Planned dose. 

It is also important to notice that, as shown in Figure 4.5, the dose delivered by adapted 

plans to the right femoral head was noticeably lower than for the left femoral head. It is 

not very clear why the dose sparing is not approximately symmetrical for these two 

structures. The authors suspect that because the dose delivered to femoral heads was 

significantly lower than planning objective threshold the observation of asymmetry is a 

form of systematic noise and an indication of limited priority given to those structures by 

the optimizer during plan re-optimization. The direction of the first arc may also 

contribute to this, as the second arc (in the opposite direction) typically has a lesser dose 

impact than the first arc (ie. the second arc ‘fine tunes’ the dose).  In the early adoption 

of VMAT in clinical practice, Hardcastle et al.29 reported such asymmetry but admitted 

that the reason was also not clear, further adding that gantry rotation direction did not 

affect the asymmetry of the dose distribution. Also, Tran et al.23 indicated that the left 

femoral head received a higher dose than the right femoral head however due to the fact 

that dose-volume objectives were met, this observation was not discussed. 

Figure 4.6a clearly shows the advantage of ART application in that the passing rate for D99% 

in CTV was around 100% for the Online, Online 1-3-5 and Online+DF adaptations compared 

to 0% for the unaltered non-ART plan. The 100% passing rate for the bladder for all plans, 

as shown in Figure 4.7a was anticipated because VMAT plans have been proven to be able 
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to decrease the dose delivered to that organ very effectively (large ΔD~60% on Figure 4.7b) 

in prostate cancer radiotherapy30.  Limiting the dose to the rectum by the application of 

various ART strategies was more challenging (small ΔD~10% in Figure 4.7b, passing rate as 

low as 65% for D20% in Figure 4.7a) due to the position, size, and the increased daily movement 

of the rectum. Also, the Online approach resulted in the highest passing rate for rectum 

planning objectives. The analysis of treatment planning objective passing rates and dose 

deviations ΔD shows that Online and Online 1-3-5 strategies are very promising for ART 

adoption in the clinical environment. It can be noticed that the dose feedback approaches 

resulted in the lowest absolute values of  ΔD (Figure 4.6b) for target structures, however, 

compared to online strategies they are significantly more resource intensive thus may not be 

an optimal choice in practical ART applications. 

It is also interesting to observe that the passing rate for PTV objective (D99%>3800cGy, 

Figure 4.6a) was very low. In particular non-ART, Online 1-3-5, DF 2-4, Offline+DF, 

Offline+Online, Offline all had zero or close to zero passing rates. Figure 4.6b shows why 

this might be the case. We can see that even the original (planned) plans barely meet 

those criteria (ΔD is almost equal to zero; 0.02%). This means that any, even the smallest 

random error related to any aspect of treatment delivery, patient positioning etc. could 

easily invalidate this particular objective. In our case, the source of this error could be 

very small random contouring variability. Only the most resource intensive strategies 

(Cont.+DF, Online+DF and Online) were able to slightly mitigate this discrepancy. 

Although we found that Online 1-3-5 approach was the most efficient and effective, one 

may ask why not to adapt the plan simply upon detection of discrepancy, without relying 

on any predetermined strategy. The main reason for this is that ART aims to keep high 
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accuracy of dose delivery at all times if possible, preventing geometric or dosimetric 

objectives from violating acceptable ranges of accuracy. 

One of the study limitations is that the comprehensive quantitative evaluation of the 

deformable image registration algorithm as well as the spatial relationship between the 

registration error and its impact on the accuracy of dose estimation were beyond the scope 

of this work.  However, it is expected to be a relatively small effect compared to the 

impact of the various adaptation strategies31. Another limitation is that the plan re-

optimizations were performed automatically using original plan objectives. The future 

work could potentially explore a possibility of adapting those plans manually by 

experienced radiation therapy planner. 

Table 4.3 shows that the statistical significance of the results is, in general, higher for  

Online 1-3-5 plans compared to Online ART. Although overall the Online adaptation 

delivered a dosimetric performance slightly closer to the initially intended plan, the Online 

1-3-5 strategy is 40% faster due to fewer adaptations required. The trade-off between the 

time efficiency and the dosimetric results presented can be useful for both busy clinics 

and centers with larger time allocation per treatment plan. 

As mentioned in the introduction, ART is an active area of research, however, the number 

of papers reporting the comprehensive evaluation of various adaptation scenarios is 

limited. Often authors study just a single or few approaches32-36. Therefore, we believe that 

our comprehensive approach brings value in evaluating ART focused on the two full arcs 

hypofractionated VMAT treatments for prostate cancer patients considered in this study. 
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The evaluation of a variety of ART strategies will help to easier identify an ART approach 

that is best suited for individual clinics. 

4.5 Conclusion 

The aim of this research was to investigate and quantify the dosimetric benefits resulting 

from the application of several different adaptive radiation therapy strategies for 

hypofractionated VMAT treatments for prostate cancer patients. The findings of our work 

quantify these improvements and indicate that performing daily online adaptations every 

fraction or every second fraction improves the dosimetric outcomes of delivered 

radiotherapy treatment compared to the plan that was created solely based on the pre-

treatment planning CT scan and was then delivered without accounting for interfractional 

changes in the patient's anatomy. The strategy of adapting every second fraction achieves 

nearly the same dosimetric benefit to the patient but with significantly reduced resources 

used and may represent the most clinically attractive strategy examined here for 

significantly hypofractionated prostate cancer patients. 
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U-net architecture with embedded 
Inception-ResNet-v2 image encoding 
modules for automatic segmentation
of organs-at-risk based on computed 
tomography scans of head and neck 
cancer patients

The segmentation of critical organs is an essential step in any radiation therapy treatment 

planning process. However, the manual delineation of patient anatomy is very resource-

intensive.  It  requires the expertise  of a radiation  oncology  physician  and a significant 

amount of time to complete. This chapter describes the study in which 25 critical organs,

imaged  on computed  tomography (CT) scans  of  head  and  neck  cancer  patients, were 

automatically  segmented  using a deep  learning  model. Expert  level accuracy, short 

contouring time, and realistic prediction reasoning made the model proposed in this work 

a feasible solution for head and neck CT imaging segmentation in a clinical environment.

This chapter is under review in the Journal of Physics in Medicine & Biology.
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5.1 Introduction 

The segmentation of the head and neck region for the purpose of creating radiation 

therapy treatment plans takes a significant amount of time – on average 2.7 to 3.0 hours 

for tumor and OARs1. Additionally, the delineation of specific anatomical structures 

suffers from inter- and intra-observer variability2,3 which has been shown to have a 

significant impact on radiation plan dosimetry4. Automatic segmentation focuses on 

solving these problems by providing a fast, accurate, and consistent contouring tool5. 

In recent years there have been several studies that explored the application of deep 

learning algorithms for the task of head and neck region segmentation. Although U-Net 

belongs to the most commonly used model architectures, various modifications of this 

network have been proposed. For example, Van Rooij et al. used 3D U-net and 

additionally applied a dropout regularization to network layers, randomly setting some 

units in the network to zero during training, which reduced the tendency to overfit6. Zhu 

et al. extended their 3D U-net architecture (called ‘AnatomyNet’) by introducing a 

scheme for segmentation of the entire CT volume (without a subdivision into local 

patches), embedding 3D ‘squeeze-and-excitation’ residual blocks in encoding layers for the 

improvement of feature representation and creating a new loss function by combining the 

Dice Score with a focal loss to facilitate model training7. Gao et al. proposed a two-stage 
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network, FocusNet-v2, to contour small organs with specifically designed small-organ 

localization and segmentation sub-networks while maintaining the accuracy of large organ 

segmentation8. 

The growing interest in new delineation methods as well as the rapid development of deep 

learning algorithms in the field of computer vision provides many research opportunities 

that have not yet been considered in the automatic segmentation of head and neck 

anatomy. 

The purpose of this study is to use the recently modified U-Net architecture with embedded 

Inception-ResNet-v2 blocks, to contour organs-at-risk (OARs) based on the CT scans of 

head and neck cancer patients who underwent radiation therapy treatment. Compared to 

the U-Net architecture utilized in previous studies for Head and Neck anatomy 

segmentation9,10, our U-net modification combines the flexibility of the inception modules 

in discovering complex image patterns through the application of parallel convolutional 

layers with the residual blocks containing a skip connection that allow for fast signal 

propagation throughout the network. Our goal was to create higher-performing and more 

time-efficient CNN architecture.  To the best of the author’s knowledge this modified 

architecture has not been utilized or validated for automatic segmentation of the head and 

neck region. Twenty-five organ’s-at-risk are included in this study, greatly expanding 
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beyond the limited number of OARs (ie. major salivary glands, spinal cord and brainstem) 

typically examined in the automatic segmentation literature for the head and neck region 

and described as a research need in a recent review article by Vrtovec et al.11.  Another 

novel aspect of this work is that a large number of patient imaging and contouring data 

sets were obtained through publicly available data collections contributed to by multiple 

institutions. While many automatic segmentation investigations focus on datasets from a 

single institution, the use of CT datasets from multiple institutions presents a larger 

challenge to the accuracy of the training but is more relevant for real-world applications 

and may result in more robust segmentation performance across different institutions.  This 

use of multi-institutional datasets was also identified as a research need in the recent review 

paper by Vrtovec et al. (as well as multi-modal imaging analysis which is not specifically 

addressed in the current work).  Furthermore, this is the first study that provides analysis 

to investigate comprehensive clinical reasoning behind the predictions of a deep learning 

based medical image segmentation model.  This is achieved through the use of Guided 

Gradient-weighted Class Activation Maps (Guided Grad-CAMs) that previously have been 

used to solely interpret image classification outcomes12 but have not yet been applied to 

radiotherapy deep learning segmentation applications. Therefore, the current work makes 
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Figure 5. 1. The number of patients from the TCIA database whose CT scans and 
contouring data were used in the current work (for a test, validation, and training). 
Although the total number of patients considered in this study was 964, the number and 
type of structures contoured varied significantly from patient to patient within the 
database. 

5.2. MATERIAL AND METHODS

significant  contributions  to  the  early-stage  development  and  adoption  of  artificial 

intelligence in clinical practice.

5.2 Material and Methods

5.2.1 Patients' Data

CT  scans  of  the  head  and  neck  region  delineated  by  expert  radiation  oncologists  were 

acquired from the publicly available database TCIA that aggregated medical images from 

multiple  institutions13-121.  The  total  number  of  patients  involved  in  this  study  was  964.

Figure  5.1  details  the  absolute  number  of  patients  who  had  a  particular  organ-at-risk 

contoured.  In  total,  the  number  of  delineated  anatomical  structures  was  25. Figure 5.1
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also shows the proportion of training, validation, and test data was approximately 65%, 

25%, and 10% respectively. In total the data came form 9 institutions as specified in Table 

5.1. 

Table 5.1. Institutions contributing the data that were used in this study. 
 

 

 

 

 

 

 

5.2.2 Imaging and Segmentation Data Processing 

CT images were pre-processed by the application of mask-invariant, contrast-limited, 

adaptive histogram equalization (CLAHE) to improve the soft tissue contrast (Figure 

5.2). Additionally, each scan was augmented using random shift, scale, and rotate 

transformations with 15%, 20%, and 10% alteration limits, respectively, using the 

Albumentations software library22. The amount of additional augmented data generated 

was determined for every structure individually as follows. First, the number of CT slices 

per structure was multiplied by the number of patients who had the considered structure 

Institution Number of patients 

Princes Margaret Cancer Centre 300 

MD Anderson Cancer Center 173 

Maastricht University Medical Center 137 

Centre Hospitalier Universitaire de Sherbrook 97 

Washington University St. Louis, School of 
Medicine 

96 

Hospital General Juif de Montreal 89 

University of Miami, Miller School of Medicine 31 

Hospital Maisonneuve-Rosemont de Montreal 30 

Centre Hospitalier de I’Universite de Montreal 11 

TOTAL 964 
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contoured in order to calculate the total number of labeled CT slices (‘ε’) for a given 

structure. For ε<600, or 600<ε<3000, or ε>3000, the amount of existing data was 

multiplied by 12, 6, and 3, respectively, through augmentation. This approach was found 

to be sufficient in terms of limiting overfitting and maintaining the time efficiency of 

model training.   

 

 

 

 

 

 

Figure 5. 2. a) Original CT scan with the contour of an example structure (right 
submandibular gland); b) The same CT scan after pre-processing with a contrast-limited, 
adaptive histogram equalization algorithm (CLAHE). 

The images were cropped from 512x512 pixels into 256x256 symmetrically relative to the 

image’s center of mass. This approach ensured that the relevant parts of patients’ 

anatomy and associated contours were within the field-of-view. 

Binary masks for anatomical contours were subjected to simple morphological operations 

to properly represent the original DICOM contours created by the radiation oncologist. 

The operations included filling the empty regions inside the contour, morphological closing 

a) Original CT Scan 

 

b) CLAHE 
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as well as the combination of Gaussian smoothing and Otsu's thresholding. The impact 

of each operation on the mask is shown in the Appendix 8.2 (Figure 8.1 and 8.2). Also, 

masks were augmented in the same way as CT scans i.e., using random shift, scale, and 

rotate transformations, also through the Albumentations software. 

5.2.3 Model Architecture 

In this work, a 2D U-net network with embedded Inception-ResNet-v2 blocks was used 

for automated segmentation of head and neck CT scans. In general, U-net is a symmetrical 

architecture that includes the encoder (contracting path) followed by the decoder 

(expansive path). The purpose of the encoder network is to transform the input image 

into feature representations using convolution blocks at multiple resolution levels. 

Specifically, after all the convolution operations are completed at a given resolution level 

the feature maps are downsampled by a max-pooling operation. As a result, the depth of 

the feature map is doubled while its width and height are halved. In this study, the U-

net architecture consisted of six resolution levels that consecutively down-sampled the 

256x256 input image into an 8x8 feature map during the contracting path. The purpose 

of the decoder is to up-sample feature maps to the resolution level of the input image 

while recovering their spatial representation. This is accomplished in a few consecutive 

steps. First, feature maps are up-sampled with transposed convolution, then concatenated 

with feature maps derived from the encoding network at the same resolution level which 

is followed by two convolution layers each connected to a rectified linear unit (ReLU). 

Those operations are repeated until the input image resolution is reached.  The next step 

involves the application of 1 × 1 convolution to reduce the depth of the last feature map 
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to match the depth of the segmentation mask. Finally, to obtain the binary segmentation 

mask the sigmoid activation function is applied to that feature map23. 

In the U-net architecture proposed in this study the encoder’s learning units (convolution 

layers at each resolution level) were replaced with Inception-ResNet-v2 units24 i.e., the 

combination of residual25 and inception26 blocks. The rationale behind introducing the new 

blocks was that the residual units are able to avoid the vanishing gradient problem and 

decrease model training time, while the inception units increase the depth of the network 

which improves its ability to learn more complex representations of image-to-mask 

mapping. As mentioned in the recent review article by Fu et al. the application of both 

Inception and ResNet modules has been studied in terms of CNN architecture 

modifications in limited number of publications, however not in the context of combining 

them with U-Net architecture for automatic segmentation10. 

5.2.4 Training Parameters 

The model was trained over 100 epochs with a batch size of 32 and an adaptive learning 

rate optimizer (Adam)27. The loss function was created by the combination of Jaccard 

Index28 and Binary Cross Entropy29 (equally-weighted addition). The maximization of the 

first metric ensures the overlap between model generated and target segmentations (global 

alignment) while the maximization of the second metric facilitates a fine, pixel-wise 

alignment between two binary masks (i.e. local alignment). The model was implemented 

in Python using a Tensorflow framework30,31 with Keras library32 and trained on a single 

NVIDIA Tesla V-100-SXM2 GPU or Tesla P-100-PCIe GPU. The model was trained on 

each anatomical structure separately so that in total 25 model instances were created. 
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5.2.5 Model Evaluation 

The performance of the model was evaluated on testing data sets with several well-known 

metrics11,33 that measured the similarity between the OAR segmentations generated by 

the model and the corresponding contours delineated by an expert radiation oncologist. 

These quantitative metrics included the Dice Score34, Jaccard Index28, and the Hausdorff 

Distance (regular, mean, 95-percentile, 5-percentile)35. The time required for the model 

training and inference was also reported. Additionally, we have provided visual examples 

of CT scans contoured by both radiation oncologists and the developed model, for several 

OARs. Figures were generated using Python’s Matplotlib package. 

5.2.6 Model Interpretability 

The heatmap of the pixels in the image that contributed the most to prediction masks 

generated by the model was used for model interpretation. In particular, to visualize the 

contributions we used the combination of two methods proposed by Selvaraju et al.12. The 

first method is a pixel-space gradient visualization based on the guided backpropagation 

which provides high-resolution maps highlighting fine-grain details in the image but is not 

class-discriminative. The second method is based on Gradient-weighted Class Activation 

Mapping (Grad-CAM) which in contrast is highly class-discriminative but does not enable 

visualization of fine-grained details. The combination of those two approaches allows 

obtaining both high-resolution and class-discriminative Guided Grad-CAM visualizations 

of pixel-wise contributions. 

Selvaraju et al.12 indicated that their class-discriminative localization technique can 

generate visual explanations for any CNN-based network, and have been commonly 

applied for segmentation, classification, detection and feature extraction tasks of other 
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specific regions, imaging modalities (both medical and non-medical)  and various deep 

learning algorithms36-40.  However, this is the first study that provides this interpretability 

for segmentation of multiple critical structures on computed tomography scans of head 

and neck area achieved with U-net networks. 

5.3 Results 

5.3.1 Quantitative Evaluation 

Figure 5.3 shows the values of Dice Score calculated on the testing data for all the organs-

at-risk considered in this work. The Dice Score averaged over all structures and patients 

was 0.82±0.10. The average Dice Score for structures that had a score higher and lower 

than the overall average was 0.88±0.04 and 0.73±0.09 respectively. The higher of these 

two average Dice Scores was associated with organs that were supported by 428 patients 

(i.e. the average number of patients having a Dice Score above the average Dice Score was 

428) while the lower score was for structures supported by 202 patients (i.e. the average 

number of patients having a Dice Score below the average Dice Score was 202). 

Figure 5.4 illustrates the values of mean Hausdorff Distance (HDmean) that were 

determined on the testing data for all the organs-at-risk. The HDmean averaged over all 

structures and patients was 1.51±1.17 mm. The average HDmean for structures that had a 

score higher and lower than the overall average was 1.82±1.22 mm and 0.65±0.15 mm 

respectively. The higher of those two measures was for structures that were supported by 

255 patients while the lower score was for organs-at-risk supported by 362 patients. 

The numerical values of mean, standard deviation, and median for Dice Score and 

Hausdorff metrics as well as the remaining metrics are listed in Table 5.2. 
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Figure 5. 3. A box plot for individual Dice Scores for all patients in the testing data set 
and for all critical structures. A single white dot denotes a mean value over all the patients 
for a given organ, while the dashed, red line indicates the mean value over all the patients 
and organs. The neck lymph nodes (on the right and left side of the neck) are denoted as 
Neck Left and Neck Right. 

 

 

 

 

Figure 5. 4. A box plot for individual mean Hausdorff Distances for all patients in the 
testing data set and for all critical structures. A single white dot denotes a mean value 
over all the patients for a given organ, while the dashed, red line indicates the mean value 
over all the patients and organs. The neck lymph nodes (on the right and left side of the 
neck) are denoted as Neck Left and Neck Right.
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Table 5.2. Mean, standard deviation and median for all model evaluation metrics. 

Structure 
Statistical 
Metric 

Dice 
Score 

Dice score 
comparison to 
(Rhee et al)43 

HD 
[mm] 

Jaccard 
Index 

HDmean 
[mm] 

HDmean [mm] 
comparison to 
(Rhee et al)43 

HD5% 
[mm] 

HD95% 
[mm] 

Brainstem Mean (±SD) 0.87 (0.10) 0.864 (0.079) 3.3 (2.0) 0.78 (0.13) 1.3 (0.8) 8.8 (19.6) 1.0 (0.7) 2.9 (1.9) 

  Median 0.90  2.9 0.81 1.1  1.0 2.2 

Brain Mean (±SD) 0.97 (0.07) 0.984 (0.003) 5.7 (7.2) 0.94 (0.09) 1.1 (1.2) 12.3 (15.2) 0.5 (0.9) 3.5 (5.2) 

  Median 0.98  2.9 0.97 0.7  0 1.9 

Cochlea Left Mean (±SD) 0.72 (0.20) 0.652 (0.119) 2.6 (1.9) 0.59 (0.21) 1.1 (0.7) 4.7 (3.6) 0.8 (0.7) 2.4 (1.7) 

  Median 0.81  1.9 0.67 0.8  1.0 1.5 

Cochlea Right Mean (±SD) 0.74 (0.16) 0.676 (0.131) 2.7 (2.4) 0.61 (0.17) 1.0 (0.7) 4.5 (3.5) 0.9 (0.5) 2.4 (2.2) 

  Median 0.78  1.9 0.64 0.8  1.0 1.7 

Cord Mean (±SD) 0.86 (0.08) 0.834 (0.064) 1.9 (2.0) 0.77 (0.11) 0.8 (0.5) 7.1 (13.1) 0.6 (0.6) 1.7 (1.9) 

  Median 0.88  1.9 0.78 0.7  1.0 1.4 

Eye Left Mean (±SD) 0.92 (0.07) 0.888 (0.037) 1.9 (0.9) 0.86 (0.10) 0.7 (0.4) 4.9 (14.2) 0.5 (0.5) 1.6 (0.8) 

  Median 0.94  1.9 0.88 0.6  1.0 1.4 

Eye Right Mean (±SD) 0.90 (0.10) 0.893 (0.036) 2.2 (1.9) 0.84 (0.13) 0.8 (0.5) 3.5 (1.0) 0.6 (0.6) 1.8 (1.5) 

  Median 0.94  1.9 0.88 0.7  1.0 1.4 

Lacrimal Left Mean (±SD) 0.61 (0.22) N/A 5.4 (3.2) 0.47 (0.21) 1.9 (1.0) N/A 1.4 (1.0) 4.9 (3.1) 

  Median 0.66  4.2 0.49 1.6  1.0 4.0 

Lacrimal Right Mean (±SD) 0.66 (0.21) N/A 8.7 (19.2) 0.53 (0.22) 1.9 (1.4) N/A 1.2 (0.7) 6.2 (9.9) 

  Median 0.71  4.4 0.55 1.5  1.0 3.7 

Larynx Mean (±SD) 0.86 (0.16) N/A 4.6 (4.2) 0.77 (0.18) 1.7 (1.5) N/A 1.3 (1.3) 3.9 (3.9) 

  Median 0.91  3.1 0.84 1.1  1.0 2.7 

Lens Left Mean (±SD) 0.87 (0.07) 0.729 (0.139) 1.2 (0.5) 0.78 (0.11) 0.5 (0.3) 4.2 (11.0) 0.2 (0.4) 1.1 (0.4) 

  Median 0.90  1.0 0.81 0.4  0 1.0 

Lens Right Mean (±SD) 0.87 (0.10) 0.704 (0.145) 1.3 (0.7) 0.78 (0.13) 0.5 (0.3) 3.5 (6.7) 0.3 (0.5) 1.2 (0.6) 

  Median 0.89  1.0 0.80 0.4  0 1.0 

Lips Mean (±SD) 0.71 (0.20) N/A 10.4 (16.1) 0.59 (0.21) 2.2 (2.3) N/A 1.2 (1.4) 7.4 (9.4) 
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Structure 
Statistical 
Metric 

Dice 
Score 

Dice score  
comparison to 
(Rhee et al)43 

HD 
[mm] 

Jaccard 
Index 

HDmean 
[mm] 

HDmean [mm] 
comparison to 
(Rhee et al)43 

HD5% 
[mm] 

HD95% 
[mm] 

  Median 0.78  5.7 0.64 1.4  1.0 3.5 

Mandible Mean (±SD) 0.89 (0.12) 0.868 (0.033) 8.4 (17.0) 0.82 (0.15) 1.4 (3.4) 12.8 (9.5) 0.4 (1.1) 6.3 (15.4) 

  Median 0.93  2.2 0.87 0.6  0 1.4 

Neck Left Mean (±SD) 0.74 (0.21) N/A 17.8 (19.1) 0.62 (0.20) 4.2 (5.7) N/A 2.4 (4.1) 14.0 (16.3) 

  Median 0.80  10.5 0.67 2.2  1.0 7.1 

Neck Right Mean (±SD) 0.67 (0.27) N/A 19.0 (17.4) 0.55 (0.25) 5.4 (6.6) N/A 3.4 (5.0) 15.7 (16.4) 

  Median 0.76  11.7 0.62 2.9  1.4 8.7 

Oesophagus Mean (±SD) 0.84 (0.17) 0.807 (0.070) 2.8 (3.6) 0.75 (0.18) 0.9 (0.7) 10.8 (10.9) 0.7 (0.8) 2.4 (2.4) 

  Median 0.89  1.9 0.80 0.7  1.0 1.9 

Optic Chiasm Mean (±SD) 0.68 (0.21) 0.407 (0.139) 13.6 (24.0) 0.55 (0.21) 2.4 (1.5) 9.6 (4.0) 1.6 (1.3) 6.3 (3.9) 

  Median 0.75  7.6 0.60 2.1  1.0 4.9 

Optic Nerve Left Mean (±SD) 0.81 (0.12) 0.679 (0.092) 4.5 (4.2) 0.69 (0.15) 1.0 (0.7) 6.9 (7.7) 0.5 (0.5) 3.6 (3.7) 

  Median 0.83  2.7 0.71 0.8  0 2.0 

Optic Nerve Right Mean (±SD) 0.77 (0.17) 0.693 (0.085) 4.9 (4.5) 0.66 (0.19) 1.1 (0.9) 7.4 (7.2) 0.6 (0.6) 4.1 (4.1) 

  Median 0.83  3.1 0.71 0.8  1.0 2.2 

Oral Cavity Mean (±SD) 0.60 (0.25) N/A 19.0 (10.4) 0.47 (0.25) 7.0 (4.3) N/A 5.2 (4.3) 16.7 (10.2) 

  Median 0.65  17.2 0.48 5.8  3.5 14.6 

Parotid Left Mean (±SD) 0.80 (0.15) 0.826 (0.064) 6.6 (4.8) 0.68 (0.17) 1.9 (1.0) 13.4 (5.6) 1.2 (0.7) 5.4 (3.7) 

  Median 0.84  5.7 0.73 1.7  1.0 4.3 

Parotid Right Mean (±SD) 0.81 (0.14) 0.827 (0.048) 6.9 (5.5) 0.70 (0.17) 1.8 (1.1) 13.9 (5.8) 1.2 (0.7) 5.5 (4.7) 

  Median 0.86  5.5 0.75 1.5  1.0 4.03 

Submandibular Left Mean (±SD) 0.77 (0.17) N/A 5.2 (7.1) 0.65 (0.19) 1.7 (1.2) N/A 1.2 (0.8) 4.2 (3.6) 

  Median 0.83  3.5 0.70 1.3  1.0 2.9 

Submandibular Right Mean (±SD) 0.76 (0.18) N/A 5.2 (6.8) 0.64 (0.20) 1.7 (1.1) N/A 1.2 (0.8) 4.3 (3.8) 

  Median 0.83  3.5 0.70 1.3  1.0 2.9 
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The OAR results for Dice Score and Hausdorff distances are comparable to those of other 

deep learning studies for head and neck anatomy segmentation summarized in the recent 

review paper by Fu et al.10. However, since those studies were applied solely on the 2015 

MICCAI Head and Neck Auto-Segmentation Challenge datasets (and only included nine 

OARs), our results are not exactly comparable.  We provide a more detailed comparison 

of our results to those of the work of Rhee et al.43, which utilizes the largest number of 

CT training datasets (1169 head and neck datasets) in deep learning methods for head 

and neck segmentation published to date, and also includes a reasonably high number of 

OARs examined (16 vs the 25 examined here), included in Table 5.2. Even though the 

work of Rhee et al. 43 utilized two CNN models (V-Net for small structures and FCN-8s 

for large structures), and the current work utilized a single CNN, we exceed those results 

for every OAR except brain, left parotid, and right parotid.  As expected, the  standard 

deviations for the current work are somewhat higher than many previous publications, 

most likely due to the multi-institutional nature (and therefore higher contouring 

variability) of our training CT datasets. 

Figure 5.5 demonstrates how the number of samples available and used for training the 

proposed U-net model affects its performance. A logarithmic trendline was used since it 

was found to be the best fit to the data amongst considered log, linear, exponential, and 

power-based options, but is not based on a demonstrated theoretical relationship.  Overall, 

both evaluation metrics show that the model performance degrades as the amount of 

available data decreases, as expected. 
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 a)  b)   

 

Figure 5. 5. The impact of the dataset size of individual OAR structures available for 
training on the model performance as measured by a) Dice Score and b) Mean Hausdorff 
Distance. The number of training samples is equal to the number of patients for which a 
particular structure was contoured. The logarithmic trendline is accompanied by 95% 
confidence intervals. 

5.3.2 Visual Evaluation 

In addition to quantitative metrics, we have also performed a visual assessment of 

contours generated by the implemented neural network, for easier clinical interpretation 

of the results. The extensive collection of selected CT scans with overlaid expert and AI 

contours was included in Appendix 8.3 for all the OARs. As an example, Figure 5.6 shows 

the visual comparison of three organs (right eye, right parotid, and optic chiasm) 

accompanied by graphs that illustrate the relationship between the cross-sectional area of 

the contour on a single CT slice and the level of similarity between model-generated 

segmentations and the radiation oncologist delineated segmentations. 
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Figure Continues on the next page  
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e) 
 

 
 
 
 
 
 
 
 

 
 
f) 
 
 
 
 

 

 

Figure 5. 6. Comparison of expert and AI-generated contours for four example patients 
demonstrating below-average, average, and above-average results for the right eye a) the 
right parotid gland c) and optic chiasm e). Subfigures b), d), f) show three evaluation 
metrics as a function of mean-normalized voxel volume of a structure on a single CT slice 
in the axial-view. In general, the larger the cross-sectional area of OAR, the better the 
agreement between expert and AI segmentations. The subfigures b) and d) titles indicate 
the mean and the standard deviation of a given metric for all patients. The CT images and 
scatter plots are related via color labels located in the upper-right corner of subfigures a), 
c) and e). Visualizations for the remaining OARs are included in Appendix 8.3. 

5.3.3 Training and Inference Time 

On average the training and inference times were 23ms/CT slice and 31ms/CT slice, 

respectively. After accounting for the number of CT slices per given structure and the 

number of structures per patient (up to 25), the full segmentation of the head and neck 

region took 6.8 seconds. Model training time took 8 hours per anatomical structure on 

average. Detailed specifications on model training time and inference for each structure, 

as well as GPU usage are included in Appendix 8.2 (Table 8.4). 
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5.3.4 Model Explainability 

The model explainability can be reported in the form of Guided Grad-CAMs highlighting 

those areas of the CT scan that the model was mostly focused on, in terms of pixel 

contribution, when performing a prediction about the segmentation mask for a given 

anatomical structure. Figure 5.7 shows several examples of these activation maps for the 

mandible, brain, left parotid gland, and oral cavity (Grad-CAMs for remaining structures 

are included in Appendix 8.3). It can be noticed that the model’s rationale behind 

contouring an OAR is associated mainly with the location of the organ but also with 

information in more peripheral parts of the CT image (most apparent for oral cavity). 

Additionally, the pixel contribution gradients are significantly larger at the boundary of 

those delineated structures that exhibited high Dice Scores and low Hausdorff Distances 

compared to structures with low Dice Scores and high Hausdorff Distances. This indicates 

that more accurate contours are associated with the model having higher confidence in 

differentiating the contour mask of the targeted organ from the surrounding anatomy. 

Another observation is that the more challenging it is to contour a particular organ the 

more peripheral regions of the anatomy are involved in making a prediction, which means 

that the model uses some information from parts of the image that are not in close proximity 

to the contoured structure. This is apparent, for example, when examining the activation 

map for the oral cavity and left parotid compared to maps for mandible and brain. The 

visualizations of model reasoning in Figure 5.7 also indicate that high tissue contrast 

improves the prediction accuracy, which also reflects clinical experience during manual 

OAR contouring (ie. better contrast results in more accurate segmentation). 
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Figure 5. 7. Guided Gradient-Weighted Class Activation Maps for mandible a), brain 
b), left parotid gland c) and oral cavity d). Dice Scores and mean Hausdorff Distances 
were calculated based on the visible 2D contours only. Grad-CAMs for remaining 
anatomical structures are included in Appendix 8.3. 

a) 

b) 

c) 

d) 
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5.4 Discussion 

Model evaluation metrics shown in Figure 5.3 demonstrate that poorer results correspond 

to limited availability of the associated training data for those particular structures. This 

is also directly observed in Figure 5.4, but there are also few other factors that should be 

considered in understanding this relationship. The total volume of the organ, the cross-

sectional area on a single CT scan, soft tissue contrast as well as large inter-observer and 

inter-institutional contouring differences also play a role. For example, in our study, the 

average volume of the organs with Dice Scores higher than the overall average was nearly 

two times (~1.8) larger than for the organs with Dice Scores lower than the overall 

average. This is a well known effect associated with the definition of Dice Score as a 

measure of the overlap between two volumes (or areas)44. For instance, a few millimetres 

shift between a large structure (such as the brain) will have a significantly lower impact 

on it’s Dice Score compared to the same shift applied to a much smaller structure (such 

as the submandibular glands). Some exceptions to this trend are noted. For instance, left 

and right eye contours had a much higher Dice Score, compared to the lymph nodes even 

though the lymph node chains are significantly larger in volume. This is because eyes are 

much better defined in the CT scans (i.e. have a regular shape and high contrast relative 

to surrounding tissues). Lymph nodes, however, do not have sharp boundaries causing 

difficulties for automated segmentation41. 

Figures 5.3 and 5.4 also show large differences in Dice Scores and mean Hausdorff 

Distances between patients, for several structures (i.e. those with unsatisfactory contour 

similarity metrics). Relatively large standard deviation values reported in Table 5.2 

confirm this as well. This is due to insufficient consistency in the segmentation of the 
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same OARs between patients. This issue is commonly encountered when the considered 

organ is surrounded by soft tissue. Their limited image contrast often introduces 

ambiguity that decreases the contouring consistency even further. The well-known inter-

observer variability due to the difference in physician experience, expertise, and 

(sometimes) followed contouring protocols, additionally reduces segmentation stability. 

The lowest Dice Score and highest Hausdorff Distance were observed for the oral cavity. 

Qualitative visual assessment revealed that this was due to a high variability in the oral 

cavity segmentation in the training datasets. 

Despite these shortcomings, the overall model performance was satisfactory, since 16/22 

of OAR results exceeded (in terms of dice coefficient it shows higher and more consistent 

performance) the average inter-physician variability described in the literature11 while 

19/22 exceeded or were within this variability range as summarized in the Figure 5.8. 

Those structures were also the most commonly contoured among head and neck cancer 

patients undergoing radiation therapy treatment. This amplifies a positive clinical 

impact of these results relative to poorly or inconsistently segmented structures that 

were delineated less frequently. 

It is also challenging to compare segmentation results between individual studies because 

the results depend more on the quality of original raw clinical data rather than on the 

deep learning model, approach to data processing, or even the number of samples. 

Nevertheless, Figure 5.8 compares the Dice Scores obtained in this study with the ranges 

of Dice Scores resulting from inter-observer variability of radiation oncology clinicians. 
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Figure 5. 8. Comparison of mean Dice Scores obtained in this study (color-coded dots) 
with the ranges of literature-based11 interobserver variability (horizontal bars) observed 
among radiation oncology experts who manually contoured head and neck cancer patients. 
Those studies do not include the right and left sides of the neck, or lips; therefore, these 
structures are not included in the chart. Blue, red, and black dots define the dice score 
value within, worse, and better than the literature range respectively. 

The ranges were derived from a large number of peer-reviewed publications on the 

subject matter that were summarized in the comprehensive review by Vrtovec et al.11. 

Overall, the comparison in Figure 5.8 shows that our results are within contouring 

deviations observed between expert physicians. Moreover, the majority of Dice Scores 

reported in this work are in the low end of uncertainty brackets (i.e. high Dice Score 

bracket). In the case of the brainstem, oesophagus, and left optic nerve the level of 

overlap between model generated and expert contours is even higher than it would be 

expected from the expert-to-expert comparison. Therefore, the deep learning auto-

segmentation model evaluated in this work would be a feasible solution for a contouring 

task in the clinical environment. The only exception is the oral cavity for which, as 
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mentioned above, we obtained unsatisfactory results most likely due to the poor quality 

of the available training data. 

While promising, this study has several limitations, which could be addressed in future 

work. First, the CT scans of each patient were delineated by one physician only, which 

potentially makes our results slightly biased towards a particular individual expert. The 

effect may be slightly reduced by the fact that the data used in this study came from 

multiple institutions, and thus were contoured by several experts. This common issue in 

medical image segmentation research is related to the fact that manual contouring of 

CT scans for radiation therapy purposes is very time-consuming. However, we have 

attempted to overcome this limitation by utilizing data from multiple institutions. We 

also compare our results to the results reported in the recent literature. 

Furthermore, for many of the OARs considered in this study, the number of CT scan 

datasets was fairly limited even when accessing a large, publicly available database. We 

mitigated this challenge by performing image and contour augmentations which, although 

can not be considered a full substitute for additional clinical data, helped to reduce 

overfitting, and improved performance of the testing data42,45-48. 

5.5 Conclusion 

The purpose of this study was to utilize a deep learning model based on the U-Net 

architecture with embedded Inception-ResNet-v2 blocks to automatically contour critical 

organs on the CT scans of head and neck cancer patients who underwent radiation therapy 

treatment. CT datasets utilized for algorithm training were obtained from multiple 

institutions as opposed to a single institution.  The number of OARs investigated is the 
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largest examined to date for head and neck anatomy and included several understudied 

structures. Reported results compare well with those found in the literature and are well-

aligned within uncertainty related to interobserver variability between radiation oncologists 

responsible for anatomy segmentation in the clinical environment. The novel analysis of 

model interpretability for head and neck segmentation shows that the reasoning behind 

the algorithm’s predictions is consistent with those important features that radiation 

oncology experts rely upon during OAR delineation. Additionally, the estimated total 

contouring time of 6.8 seconds for 25 structures makes the model a feasible solution for 

implementation in a busy clinical environment. 
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Machine learning for dose-volume 
histogram based clinical decision-
making support system in radiation 
therapy plans for brain tumors 

The application of the knowledge derived from radiation therapy treatment plans that were 

delivered in the past to a certain group of patients was proven to be valuable in the process 

of creating new treatment plans for a similar group of patients. Adaptive radiation therapy 

focuses on creating new anatomy-adapted radiotherapy plans, therefore for ART, the 

application of knowledge about previously delivered plans is of high significance as well. In 

particular, the historical data about the dosimetric trade-offs between the radiation dose 

delivered to the critical organs and the dose coverage of the target volume could be utilized 

to identify patients who may require ART. The goal of the research presented in this 

chapter was to develop a machine learning model that, based on the historical DVH data 

of brain tumors treatment plans, would categorize new plans into those for which the PTV 

treatment planning objective was met and those for which the PTV objective was not met 

due to the priority trade-off made in order to meet one or more organs at risk constraints 
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(plans for patients who would likely require or benefit from ART). The study demonstrated 

that the trained model achieved satisfactory accuracy and not only could be used clinically 

for more efficient allocation of limited ART resources but can be used by medical physicists 

in a data-driven quality assurance program as well as by radiation oncologists to support 

their  decision-making  process  in  terms  of  treatment  plan  approval  and  potential  plan 

modifications. This chapter has been published in the Journal of Clinical & Translational 

Radiation Oncology.

6.1 Introduction

In modern radiation therapy, the main steps in the treatment planning process are well 

established. After the treatment plan is created it is then routinely reviewed by a clinician 

to ensure that the treatment objectives are met and dosimetric trade-offs, when required,

are at acceptable levels1-3. For those plans that may require a dosimetric trade-off, this 

sometimes complex decision-making process could benefit from the knowledge of similar 

plans that were developed, approved, and successfully delivered in the past to patients.

The analysis of historical plans can provide valuable insights about dose-volume metrics,

help  to  gain  evidence-based  confidence  when  approving  new  treatment  plans  as  well  as 

improve  the  efficiency  and  quality  of  the  treatment  plan4-8.  However,  in  practice,  the 

extraction, analysis, and interpretation of meaningful information from relevant historical 

data are very time-consuming and not achievable by radiation oncology professionals in 

the busy clinical environment. Machine learning (ML) helps to overcome those difficulties 

and can be used to assist medical physicists and physicians to make better informed, data-

driven decisions in the radiation therapy process.
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During recent years there has been growing interest in the application of ML models to 

develop quality assurance (QA) tools and support the treatment planning process. For 

example, Hirashima et al. and Wall et al. used XGBoost and Extra-Trees methods 

respectively to predict the gamma passing rate for patient-specific QA results for 

volumetric modulated radiation therapy (VMAT) plans9,10. Osman et al. utilized an 

artificial neural network for the prediction of the MLC leaf position deviations during 

dynamic IMRT treatment delivery using log file data11. ML has also been explored in 

many other QA applications in medical physics12-16. 

Machine learning-based enhancement of the treatment planning process has also been of 

strong recent interest. Knowledge-based planning (KBP) is a commonly studied 

application that leverages relevant features of previous, successfully delivered treatment 

plans in order to predict specific treatment planning parameters or the possible attainable 

dose-volume histograms (DVHs). Predicted DVHs for targets and OARs can then help 

radiotherapy planners to manually determine dose-volume constraints or become a part 

of an automated treatment planning workflow17.  For example, Tambe et al. built a KBP 

model to reduce the variance among VMAT plans via the prediction of the minimum 

possible dose-volume metrics for advanced-stage lung cancer patients18. KBP has been 

successfully used across various clinical sites such as head and neck19,20, prostate21,22, lung23-

25, rectum26,27, breast28,29, pelvis30, and brain31. 

The purpose of this study was to apply ML techniques to create a novel decision support 

application that has not been investigated before.  Specifically, a machine learning model was 

trained to classify previously delivered VMAT plans of brain tumor patients into two categories 

created in collaboration with expert radiation oncologists. The first category contained plans 
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that met PTV treatment planning objectives. The second category included plans for which 

PTV objectives were not met due to the priority given to one or more OARs (i.e. a trade-off 

was required); those plans, however, were still clinically acceptable and delivered. Once trained, 

the ML algorithm would be able to indicate which new plans required a compromise (or not). 

This is a novel ML application and could have a very practical impact on the decision-making 

process in a clinical environment (more details about clinical use and future utility of the system 

are included in the discussion section). Furthermore, our study applied double nested cross-

validation for model selection and tuning as well as comprehensive global and local model 

explainability analysis. In the literature, numerous studies use k-fold cross-validation32, but few 

apply nested cross-validation33-35, and none that are similar to our application. Model 

explainability is rarely performed in applications of ML in radiation therapy but has been 

identified as a strong need in the research community in order to properly interpret model 

results. The explainability analysis included in this work may be particularly valuable to both 

medical physics and radiation oncology professionals working in a clinical environment. 

6.2 Material and Methods 

6.2.1 Treatment Plans Data 

This study involved 79 brain tumor patients that were prescribed a total dose of 60Gy 

delivered in 30 fractions, 2Gy per fraction using two-arc VMAT plans. The data necessary 

to train machine learning models were derived from dose-volume histograms and anatomical 

contours delineated by two experienced radiation oncologists. DVHs provided dosimetric 

information while segmentations provided geometric information for feature extraction. 

Structures considered for analysis included PTV, brainstem, left and right cochlea as well 

as optic chiasm. 
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6.2.2 Model Inputs 

Dosimetric features 

Figure 6.1a-b summarizes the dosimetry data and deviations from the treatment 

objectives for each structure. Forty-one plans met all dose objectives, while 12, 13, 9, and 

4 plans did not meet one, two, three, and four dose objectives, respectively. Appendix 8.4 

(Figure 8.3) shows DVHs for all plans and structures as well as indicates plans for which 

a specific number of treatment planning objectives were not met. 

Geometric features 

The first type of geometric features included the minimum distance Δd measured in 

millimetres between OARs and PTV calculated by the 5th percentile of minimum 

Hausdorff distances (i.e. the set of minimum distances between two segmented 

structures)36 as shown in Figure 6.1c. The second type of geometric feature was PTV 

volume measured in cm3 as presented in Figure 6.1d. 

It is also worth noting that some OAR objectives were not met due to other reasons than 

a trade-off, therefore instead of 41 plans mentioned above we have 54 plans for class-0 

and, similarly, instead of 38 plans, we have 25 plans for class-1. 

6.2.3 Model Outputs 

The models in this study were trained for the binary classification task thus the model 

output was represented by the binary categorical variable. The value of ‘zero’ corresponds 

to plans for which the PTV treatment planning objective was met while the value of ‘one’  
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Figure 6. 1. a) Box plots of the percentage deviations from treatment planning objectives 
ΔD for all 79 patients and associated structures, where the red dashed line indicates the 
boundary between positive and negative ΔD; b) box plots of percentage deviations from 
treatment planning objectives for plans who did not meet a specified objective. The 
percentage values of ΔD were used as dosimetric features for training the machine learning 
model. ∆D���������� correspond to the mean deviation for n plans. c) Cumulative distribution of 
the 5th percentile of Hausdorff distances between the PTV and organs-at-risk. d) The 
absolute PTV volume for each plan. The size and the colors of the markers are 
proportionate and correspond to the PTV volume measure.  

is associated with plans for which the PTV objective was not met due to the priority 

trade-off to meet one or more OAR constraints. This classification was established through 

independent review by two radiation oncologists.  The proportion of plans belonging to 

a) b) 

c) d) 
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classes zero and one is 68.4% (54 plans) and 31.6% (25 plans) respectively. This class 

imbalance is not significant and was not observed to impact results. 

6.2.4 Model and Hyperparameters Selection 

Four models commonly used in ML were considered: Support Vector Machine Classifier, 

Elastic Net, Logistic Regression, and Random Forest Classifier (as implemented in the 

scikit-learn Python module37). A priori justification for use of particular models and their 

parameters is desirable from a scientific standpoint but is challenging in practice due to 

a large number of possible combinations of hyperparameters. Therefore, in this work, the 

classification algorithms were selected due to simplicity, computational efficiency, and 

common usage in the ML community. 

Only one model was selected for further comprehensive analysis of the results on unseen 

testing data. The model selection process was based on the nested cross-validation 

technique that was shown to be superior relative to single cross-validation in minimizing 

the bias for model and hyperparameters selection as well as reducing overfitting38,39.  

Figure 6.2 shows the principle of operation of nested cross-validation. The training data 

for each fold in the outer loop is divided into training and validation sets within 

subsequent folds in the inner loop where hyperparameters are tuned and model 

performance reported as the best single score for one fold in the outer loop.  Once the 

procedure is repeated over all folds in the outer loop, the mean score of all inner loop best 

scores is reported. The model with the best mean score is then selected for further analysis. 

It can be noticed that even though nested cross-validation allows selecting the particular 

model it is often a case that the hyperparameters optimal for fold n might not be the 
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Figure 6. 2. Schematic illustrating the principle of operation of nested cross-validation. 
The cross-validation split in the outer and inner loop was conducted with stratified k-
folds where k=5 for the outer loop and k=3 for the inner loop. 

same as hyperparameters optimal for any other fold. For this reason, to select the best 

set of hyperparameters that would provide desirable model performance (low bias and low 

variance) the nested cross-validation for each set of best inner loop hyperparameters was 

performed. The test data (here in the outer loop) were not used for model and 

hyperparameter selection as they will be used for the final evaluation of the selected model 

using stratified k-fold cross-validation. Stratified split ensures that each target class in 

each fold contains approximately the same percentage of samples. The proportion of 

training to test data in the outer loop was 80/20 (5 folds) while for the inner loop was 

67/33 (3 folds, due to a smaller number of available samples). The metric used for scoring 

the models was the area under the curve (AUC) of receiver operating characteristic 

(ROC)37.  

Hyperparameters and their ranges for selected models are specified in Appendix 8.4 (Table 

8.5). The search for optimal hyperparameters was performed using a grid search method 
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that explores all the possible combinations of hyperparameters.  For large data sets, it is 

often not a viable option, however for the sample size and number of features selected for 

this study, it was reasonably computationally efficient. The processor used for 

computations was a 2-core Intel Xeon CPU @2.30GHz. 

6.2.5 Model Evaluation 

The model with hyperparameters tuned after nested cross-validation was evaluated on 

the test data that accounted for 20% (15 or 16 plans depending on the fold as 79 is not 

equally divisible by 5) of all the data (79 plans) using single 5-fold cross-validation. For 

each fold, the areas under the ROC curves were reported. Additionally, the confusion 

matrix with true and predicted classes together with the precision, recall, and accuracy 

metrics (standard ROC definitions as in Pepe et al.40) for one of the cross-validation folds 

were also included in the results for more intuitive performance interpretation. 

6.2.6 Model Explainability 

To better understand the predictions generated by the model we analyzed the Shapely 

additive explanation (SHAP) interaction values41 for both global and local explainability. 

The Shapley value reflects a mean value of marginal feature contributions to the 

prediction and can be interpreted as a contribution to explaining the difference between 

the average prediction of the model and the actual individual prediction. 
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6.3 Results

6.3.1 Model and Hyperparameters Selection

Recall  the  first  step  included  the  model  selection  based  on  the  nested  cross-validation.

The  mean  and  standard  deviation  of  the  ROC  score  was  0.9726  (0.0059)  for  Support 

Vector Machine, 0.9986 (0.0028) for Elastic Net, 0.9994 (0.0012) for Logistic Regression,

and  0.9979  (0.0025)  for  Random  Forest  Classifier.   The  performance  of  each  model  is 

similar  both  in  terms  of  mean  and  standard  deviation,  however,  Logistic  Regression 

received the highest score and showed the lowest SD for inner loop evaluation metrics.

The computational time of nested cross-validation for model selection was 50 seconds.

The  hyperparameters  for  the  best  performing  model  (ie.  Logistic  Regression)  also  were 

selected  with  a  cross-validation  technique.  Only  two  sets  of  hyperparameters  were 

evaluated in this step because during model selection those two sets were associated with 

the  best  score  for  more  than  one  fold.  The  hyperparameters  were:  pipeline  1 -

regularization  L1,  C=0.077,  and  liblinear  solver  achieving a mean  AUC  of  0.9666 

(0.0668), and pipeline 2 - regularization L1, C=1.668, and liblinear solver achieving mean 

AUC  of  0.9898  (0.0074).  The  computational  time  of  nested  cross-validation  for 

hyperparameter selection was 3 seconds.

6.3.2 Model Evaluation

The mean accuracy of the Logistic Regression model selected was 93.8±4.1% while the 

mean area under the ROC curve was 0.98±0.02 on the testing data. Figure 6.3 shows the 

confusion matrix with precision, recall, and f1 scores for two classes and one (ie. fourth)

cross-validation fold.
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The fourth fold was selected as an example because the resulting accuracy is 

approximately the same as the average accuracy of the model. The performance measures 

reported in Figure 6.3 are similar for all the remaining folds and are included in Appendix 

8.4 (Figure 8.4). Their definition and interpretation are included in Appendix 8.4 (Table 

8.6) as well. 

 

 

 

 

 

 

 

 

 

Figure 6. 3. Confusion matrices a) and Logistic Regression model evaluation metrics b) 
for fourth cross-validation fold. The meaning behind each metric was briefly summarized in 
Appendix 8.4 (Table 8.6); c) Receiver Operating Characteristic for five cross-validation 
folds created based on the testing data and the performance of the Logistic Regression 
model. The dashed diagonal line (‘Chance’ in the legend) represents the random 
assignment of classes. 

Figure 6.3c shows the AUC values for ROC curves associated with each fold. All 

evaluation metrics were calculated based on the testing data. 

c) 
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6.3.3 Model Explainability 

The logistic regression model explainability was addressed both globally and locally. 

Figure 6.4 shows global explainability as an impact of each feature on the model output. 

Figure 6.4a provides directional SHAP values and relative values of geometric and 

dosimetric model features. Figure 6.4b shows the average impact (ie. mean SHAP) of each 

feature on the model output. Overall, the SHAP analysis indicates that the deviation from 

the D99% (ΔD99%) metric for PTV had the greatest influence on the model predictions and 

is approximately 3.5 times larger (i.e. more important) than the second most important 

feature – ΔD1% for optic chiasm. The least important features were percentage deviations 

from the maximum dose delivered to the left and right cochlea. A more in-depth 

interpretation of this analysis is interesting from a clinical perspective and will be 

discussed further in the discussion. 

 

 
 

Figure 6. 4. a) Feature importance represented by the impact of directional SHAP values 
and particular feature values on the output of the model; b) The average feature 
contribution to the model output measured by mean absolute SHAP values. 

Although individual SHAP values are important in identifying which features the model 

relies on when making a prediction, it is also very practical to determine the relationship 

a) b) 
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a) Geometric Features 

 

 

b) Dosimetric Features 

 

   

Figure 6. 5. Partial dependency charts for a) geometric features and b) dosimetric features. 
The color bars associated with each chart indicate the feature with which the evaluated 
feature (on the x-axis) has the strongest interaction. Specifically, the interaction indicates the 
influence those two features have on the model prediction. For example, if we consider a 
feature on the x-axis, then another feature on the color bar will be automatically selected in 
order to maximize the mutual impact of those two features on the model prediction. Partial 
dependency charts for all cross-validation folds are included in Appendix 8.5. 
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between original values (not scaled for the model training) of individual features and their 

global contribution to the model performance. Figure 6.5 shows these relationships for 

both geometric and dosimetric features of the Logistic Regression model. 

Generally, for geometric features, it is seen that the larger the distance between the PTV 

and the OARs and the larger the PTV volume, the lower the SHAP value. Regarding the 

dosimetric features, for the majority of them, there is a linear and positively correlated 

relationship between the feature and its contribution to the model prediction. The only 

exception is ΔD99% for PTV; in this case, SHAP values are linearly but negatively 

correlated to this feature. 

While the above analysis provides insights into the global model explainability, the model 

predictions can also be interpreted locally by examining individual model predictions as 

in Figure 6. In particular, the bar charts for each prediction show the feature importance 

in the form of directional SHAP values, the probability of the prediction belonging to 

class 0 and class 1 (ie.  the class predicted by the model). The determination of whether 

the prediction was correct (or not) is also included. However, the practicality of this 

feature is limited to model testing. It can be noticed that out of 10 model features only 7 

are present in the local explainability graphs. This is because the three remaining features 

were not significantly contributing to these individual predictions. Although Figure 6.6 

shows the results of local model explainability for four example predictions, Appendix 8.5 

illustrates local feature importance for all predictions. 
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6.4 Discussion 

After executing double nested cross-validation of several models, the Logistic Regression 

algorithm was selected as the best performing model for further use. Double-nested cross-

validation was employed instead of single-nested for model selection transparency. In terms 

of computational efficiency, this would also be a preferable method if the data set 

 

 

 

 

Figure 6. 6. Local explanations of the logistic regression model in the form of features 
importance and, generated by the model, binary class probabilities. For illustrative 
purposes, two randomly selected samples belonging to each class (including one incorrectly 
classified sample) were selected. The threshold for the class assignment was determined 
by the probability of 50%. 
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and the range of hyperparameters were larger. As for the Logistic Regression model, it is 

a relatively simple and easy-to-interpret model that can be trained and provide new 

predictions (model inference) quickly. The Logistic Regression model has also been of 

interest in recent radiation oncology research42-45. 

The model was selected based on its performance measured by the AUC, not accuracy. 

This is mainly because the ROC curve is insensitive to data sets with unbalanced classes 

and additionally reflects the classifier's performance for all values of the discrimination 

threshold. These characteristics make AUC a preferable metric in the evaluation of ML 

models44-47. However, because our study included imbalanced data we have also provided 

precision-recall curves in the Appendix 8.4. The model did not overfit the data because 

the model performance on testing data for each cross-validation fold is both satisfactory 

and consistent.  These are promising results considering that the number of samples in 

the data set and the samples-to-features ratio were relatively limited. 

The SHAP analysis results presented in Figure 6.4 requires further discussion. First, 

negative SHAP values do not mean that the feature importance is smaller than for positive 

SHAP values. Rather, SHAP values below zero drive the prediction towards class 0 while 

positive SHAP values drive the prediction towards class 1. This characteristic combined 

with the color-coded values of the particular feature delivers interesting model 

interpretations. For example, in the case of ΔD99% for PTV, it can be seen that what 

drives the predictions towards the class 0 are high values of ΔD99% that, if we look at 

Figure 6.1, correspond to a high probability of this treatment planning objective being 

met. In this scenario, the fact that class 0 is associated with plans for which the PTV 

objective was also met, shows that the model interpretation is consistent with the clinical 
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interpretation. Another example includes the geometric features i.e. Figure 6.4a 

illustrating that larger distances Δd between PTV and OARs tend to drive model 

predictions towards the acceptable plans (class 0) as well. This is also a very common 

observation in clinical practice because the larger Δd, the easier it is to create a treatment 

plan that would provide desirable PTV coverage and simultaneously spare OARs. 

Furthermore, the dosimetric features for OARs show that higher dose deviations drive 

the prediction to class 1 and correspond to plans for which the PTV objective was not 

met due to the priority trade-off in order to meet one or more OAR constraints. This also 

demonstrates that the analysis of model explainability provides valuable insights and 

confirms that the model relies on clinically valid logic when making predictions. 

Figure 6.5 also confirms this and additionally shows the interaction between some of the 

individual features. For instance, Figure 6.5a shows that the smaller the distance between 

PTV and right cochlea, the higher the probability of a high dose being delivered to that 

organ. The same relationship can be observed between PTV-to-brainstem distance and 

ΔD1% for optic chiasm. Other inter-feature interactions are less pronounced, although the 

majority of geometric features have relatively strong interaction with ΔD1% for optic 

chiasm. By examining the partial dependency charts for dosimetric features in  

Figure 6.5b, it can be seen that the strongest mutual interaction of ΔD1% for optic chiasm 

exists with PTV-brainstem distance. The most important model feature, ΔD99% for PTV, 

had the strongest interaction with distance to the optic chiasm, demonstrating that if 

PTV is located in the proximity of optic chiasm there is a low probability of meeting the 

PTV dose objectives. This is consistent with the observation in the clinical practice in a 
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situation where the PTV coverage trade-off needs to be made in order to meet treatment 

objectives for critical structures. 

It is also interesting to note that the best performing model is logistic regression, which 

is less complex than SVM. We believe that it is most likely due to the simplicity of our 

classification task (binary classification) and because of the presence of the feature(s) with 

strong predictive power as shown in the global explainability chart (Figure 6.4), that 

indicates the ΔD99% metric for PTV as the feature that contributes to the model outputs 

the most significantly. This observation confirms an important characteristic of ML, 

namely that an increase in model complexity does not always lead to an increase in model 

performance. 

The proposed ML classifier and model explainability work together to provide additional 

value to the clinical processes. After the plan is created and the algorithm classifies the 

treatment plan, the model explainability analysis (performed instantly) indicates the 

attributes behind the plan classification (i.e. which plan and patient-related attributes 

caused the plan to require trade-off). Therefore the clinician would not have to analyse 

the treatment plan and/or schedule a consultation with the treatment planner/dosimetrist 

or other radiation oncologists to find the cause. This opens up an opportunity of 

developing an automated notification system for clinicians (not explored in our study but 

possible for future work). 

Furthermore for challenging plans (those with trade-offs), it is found to be useful both in 

our clinic as well as in the recent literature, to look at similar past plans, and make data-

driven decisions regarding further steps in treatment planning (e.g. plan modifications).  

A new plan, once classified as a plan with trade-offs in the proposed ML system, is 
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automatically compared to similar plans delivered in the past. The clinician does not have 

to search through the clinical database to find similar plans.  

Potential future applications of such an ML system could expand beyond a single 

institution. One can envision smaller radiation therapy centers sending challenging plans 

(ie. those with trade-offs) to a large, experienced center for ML analysis, and thus 

providing an invaluable planning QA tool.  The large center could incorporate the new 

plans in the ML training set and refine their model (ie. continual learning).  This data 

and technology-sharing environment could potentially equalize the standard of care 

regardless of the resource availability of a given medical facility. This example can 

intuitively be expanded to broad collaboration between many large and small institutions 

across the world. 

Another potential clinical impact of the presented system is for management of adaptive 

radiation therapy.  Specifically, patients with dosimetric compromises (trade-offs) might 

justify more accurate dose delivery and positioning. Therefore these patients could be 

identified as high priority for Adaptive Radiation Therapy (ART). 

This study achieved promising model performance and provided clinically feasible 

interpretations, however, has two limitations. The first is a limited number of plan 

datasets, which may impact the model's robustness. This is mainly due to the limitations 

of data availability for local brain tumor plans qualified for this study (ie. total dose 

delivered, fractionation, delivery technique). Data availability is a common problem in 

radiation therapy studies involving the application of ML. There are many papers where 

ML models are trained using <150 and as little as 11 patients9,31,48,49. A second limitation 

of this study is the simplified, binary classification of plans. At the design stage of the 
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study, we found that plans, where the priority trade-offs were made for OARs, could have 

been additionally divided into plans with higher and lower priority trade-offs. However,

our relatively small data set would cause those two potential classes to be significantly 

under-sampled,  therefore  ultimately  the  classification  of  trade-off  priorities  was  not 

pursued in this study.

Future  work  might  include  building  a  model  based  on a larger  amount  of  data.

Additionally,  the creation  of  relevant  treatment  plan classifications  can  depend  on  and 

vary  among  radiation  oncology  professionals  and  institutions,  due  to  variability  in 

experience, expertise, and clinical protocols. Therefore, to minimize intrinsic biases, future 

work  could  involve  collaboration  among  many  medical  physicists  and  clinicians  across 

several institutions, in designing and applying specific plan classification to maximize the 

potential of ML models and their impact on day-to-day clinical practice.

Additionally,  a  possible  subsequent  study  could  also  involve  testing  the  model  using 

unapproved plans to further evaluate a model performance.

6.5 Conclusion

The  purpose  of  this  study  was  to  train  an  ML  model  to  classify  previously  delivered 

VMAT plans for brain tumor patients into two categories created in collaboration with 

expert radiation oncologists. The trained model achieved satisfactory accuracy on the test 

data and can be used by medical physicists in the data-driven quality assurance program 

as well as by radiation oncologists to support their decision-making process in terms of 

treatment plan approval and potential plan modifications. Model explainability analysis
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facilitated a better understanding of the machine learning model reasoning for the 

generated predictions and showed consistency with clinical observations. 
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Thesis Summary & Future Work 

7.1 Summary 

One of the main challenges in radiation therapy is to ensure accurate delivery of the 

prescribed radiation dose when the patient’s anatomy changes during the course of 

treatment. These changes may be compensated for through the process of Adaptive 

Radiation Therapy (ART), where the treatment is adapted during the course of therapy.  

ART continues to be the subject of significant research and development in the radiation 

oncology community over recent years. 

Conventional radiation therapy planning is a complex and time-consuming process 

requiring synchronized cooperation of experts from multiple disciplines. Therefore, ART, 

in which a new radiotherapy plan (as a modification of the previous plan) needs to be 

created during ongoing patient treatment, requires application of new specific tools and 

procedures to make the ART process more time-efficient, accurate, and clinically effective. 

These tools and procedures include: i) CT to CBCT deformable image registration for 

daily dose accumulation, estimation of total delivered dose and contour propagation; ii) 

selection of the most effective ART approach to maximize the dosimetric benefit and 
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minimize the use of valuable time and human resources; iii) automatic segmentation of 

organs-at-risk for improved speed and consistency of the contouring process; iv) selection 

of those patients who would likely require ART for proper allocation of ART procedures 

and Quality Assurance of the treatment plan. The goal of this thesis was to propose and 

evaluate solutions to these aspects of adaptive radiation therapy to make it more reliable, 

accurate, and efficient. 

Chapter 2 provided an introduction of fundamental topics to facilitate a better 

understanding of the research methodology used to achieve specific thesis goals. The 

introductory topics included the radiobiological basis of radiation therapy and modern 

irradiation methods (IMRT & VMAT), deformable image registration, online and offline 

adaptive radiation therapy as well as machine learning and deep learning methods.  

The objective of the research work described in Chapter 3 was to evaluate several 

deformable image registration algorithms by registering computed tomography scans to 

daily CBCT images for five prostate cancer patients treated with intensity-modulated 

radiation therapy. Each patient received a total dose of 74 Gy over 37 fractions, 

2Gy/fraction. The CBCT scans were obtained approximately in the middle of 

radiotherapy treatment (18th fraction) with the Varian On-Board Imager (OBI) system 

attached to the linac. The patient's anatomy was manually segmented on both CT and 

CBCT scans by an experienced radiation oncologist. Contoured structures that were used 

for the evaluation of DIR algorithms included PTV, CTV, bladder, and rectum. CT 

images were registered to CBCT images with Rigid, Affine, B-spline, and Dense 

Anatomical Block Matching (DABM) algorithms. The performance of these registration 

methods was assessed quantitatively using Dice Score, Hausdorff Distances, Center-of-
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Mass Shift metrics comparing the deformed and manually delineated contours. A 

physician evaluation also included the measurement of the time required to correct the 

deformed contours – the less time it took a physician to make necessary corrections the 

better the performance of DIR method. The topology of the vector field was analysed 

with the Jacobian determinant metric, while the accuracy of the inverted DVFs was 

examined with the Inverse Consistency Error metric. The comparison of DIR algorithms 

showed that the DABM registration outperformed the other methods in terms of both 

quantitative and physician evaluations. Additionally, this study demonstrated that the 

results for Dense Anatomical Block Matching algorithm are generally at a clinically 

acceptable level. This makes DABM a promising alternative to the existing registration 

methods when it comes to the challenging problem of CT-CBCT deformable image 

registration and its application in adaptive radiation therapy of the pelvic region. 

The aim of the study presented in Chapter 4 was to evaluate eight adaptive radiation 

therapy approaches specifically for prostate cancer patients treated with 

hypofractionation. The ART strategies included online and offline methods as well as the 

application of dose feedback. The retrospective study included 20 prostate cancer patients 

treated with 40 Gy total dose over five fractions (8Gy/fraction) using volumetric 

modulated arc therapy (VMAT).  Daily CBCT images were acquired before the delivery 

of every fraction and then, with the application of deformable image registration used for 

the estimation of the daily dose, contouring and plan re-optimization occurred. Dosimetric 

benefits of the various ART strategies were quantified by the comparison of dose and 

dose-volume metrics for the original treatment plan and the adapted plans with the 

consideration of target volumes (PTV and CTV) as well as several critical structures 
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(bladder, rectum, left and right femoral heads). Non-adapted plans unfavourably deviated 

from the intended delivery by 3% to 12% for PTV and CTV as well as by 1% to 7% for 

OARs in terms of Dmin, Dmax, Dmean, and other dose-volume metrics. The best performing 

online ART strategies resulted in a significant reduction of those deviations to a maximum 

of 5% for PTV and CTV as well as to a maximum of 2% for OARs. Additionally, most 

ART strategies improved the CTV coverage as measured with the homogeneity index by 

up to 30% relative to the intended plan. Using the same metric, PTV coverage improved 

by around 20% with respect to the non-adapted plan. The dosimetric impact of the 

application of several adaptive radiation therapy strategies for hypofractionated prostate 

cancer patients was quantified. Daily on-line adaptation approaches (ie. every fraction) 

were the most impactful, although strategies adapting every other fraction also were 

impactful while reducing relative workload as well. Offline treatment adaptations were 

shown to be less beneficial due to increased dose delivered to bladder and rectum, as 

compared to other ART strategies. 

Chapter 5 described the study of a deep learning network to automatically contour critical 

organs on the Computed Tomography (CT) scans of head and neck cancer patients who 

underwent radiation therapy treatment. This study included 25 critical organs that were 

delineated by expert radiation oncologists. Contoured medical images of 964 patients were 

sourced from a publicly available TCIA database. The proportion of training, validation, 

and testing samples for deep learning model development was 65%, 25%, and 10% 

respectively. The CT scans and segmentation masks were augmented with shift, scale, 

and rotate transformations. Additionally, medical images were pre-processed using 

contrast limited adaptive histogram equalization (CLAHE) to enhance soft tissue contrast 
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while contours were subjected to morphological operations to ensure their structural 

integrity. The segmentation model was based on the U-Net architecture with embedded 

Inception-ResNet-v2 blocks and was trained over 100 epochs with a batch size of 32 and 

an adaptive learning rate optimizer. The loss function combined the Jaccard Index and 

Binary Cross Entropy. The model performance was evaluated with Dice Score, Jaccard 

Index, and Hausdorff Distances. The interpretability of the model was analyzed with 

Guided Gradient-weighted Class Activation Mapping. The Dice Score, Jaccard Index, and 

mean Hausdorff Distance averaged over all structures and patients were 0.79±0.10, 0.68±0.12, 

and 1.84±1.51mm respectively on the testing data sets. The average model training time was 

8h per anatomical structure. Once the model was trained, the full segmentation of head and 

neck anatomy required only 6.8s per patient. Satisfactory accuracy (as compared to 

clinical studies in the literature), short contouring time, and realistic prediction reasoning 

make the model proposed in this work a feasible solution for head and neck CT scan 

segmentation in a clinical environment. 

The last research chapter (Chapter 6) presents an investigation into the application of 

machine learning methods to build a decision support system that classified previously 

delivered VMAT plans of brain tumor patients into two categories created in collaboration 

with expert radiation oncologists. The first category contained plans that met the PTV 

treatment planning objectives. The second category included plans for which PTV 

objectives were not met due to the priority given to one or more OARs (i.e. a trade-off 

was required); those plans, however, were still clinically accepted and delivered. Once 

trained, the ML algorithm would be able to predict which new plans would require a 

compromise.  The study included 79 plans for brain tumor patients that were prescribed a 
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total dose of 60 Gy delivered in 30 fractions (2 Gy per fraction) with volumetric modulated 

arc therapy. Structures considered for analysis included the planning target volume (PTV), 

brainstem, cochleae, and optic chiasm. The ML model was trained based on the ten features 

that were derived from historical radiotherapy plans. Several models were evaluated 

(including Support Vector Machine, Elastic Net, Logistic Regression, and Random Forest) 

using double-nested cross-validation and an area-under-the-curve (AUC) metric. The models 

with hyperparameters tuned after nested cross-validation were evaluated on the test data 

that accounted for 20% (15 plans) of all the data (79 plans) using single 5-fold cross-

validation. Shapely additive explanation (SHAP) interaction values were utilized to 

provide explanations for model predictions. The Logistic Regression model received the 

highest score and showed the lowest standard deviation for the inner loop of the cross-

validation metric. The accuracy and the AUC measure on the testing data for the Logistic 

Regression model were 93.8±4.1% and 0.98±0.02 respectively. The SHAP analysis 

indicated that the ΔD99% metric for PTV had the greatest influence on the model 

predictions and is approximately 3.5 times larger (i.e. more important) than the second 

most important feature – ΔD1% for optic chiasm. The least important features were ΔDMAX 

for the left and right cochlea. The trained model achieved satisfactory accuracy and could 

be used by medical physicists in a data-driven quality assurance program as well as by 

radiation oncologists to support their decision-making process in terms of treatment plan 

approval and potential plan modifications. Model explanation analysis showed that the model 

relies on clinically valid logic when making predictions. 

It is also worth noting that there are several challenges associated with techniques described 

in four research chapters of this thesis (Chapter 3-6) in terms of their application to adaptive 
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radiation therapy. Namely, CT-CBT deformable image registration still poses a difficulty due 

to the poor quality of CBCT images, that negatively affects the accuracy of the registration. 

Additionally, often lack of the “gold standard” for the deformable vector field makes 

evaluation of DIR methods difficult and time consuming. When it comes to ART strategies, 

the implementation of recent technological advancements in a clinic is required to utilize 

ART in timely manner, which poses a barrier for smaller medical centers. Additionally, the 

broad application of deep learning segmentation models in adaptive radiation therapy will 

remain challenging as long as contouring protocols will not be unified across all the medical 

facilities and high quality training data will not be shared across all institutions. Last but not 

least the application of machine learning for treatment plan management (for example quality 

assurance, approval, modifications, general plan analysis and interpretation) require close 

collaboration with radiation oncologists as well as collection of large amounts of high quality 

data and a significant time commitment, which remains to be challenging in the busy clinical 

environment. 

7.2 Future Work 

This section outlines the future work that could add value to the research projects 

completed in the four studies that were described in Chapters 3-6, as well as larger scale 

opportunities in these areas. 

The Dense Anatomical Block Matching investigated in Chapter 3 provided very promising 

results for the challenging CT to CBCT image registration problem.  However, it requires 

significant computational time (~7 min.) to complete the image alignment process. 

Therefore, future work could include the parallelization of the software code in order to 
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improve the time efficiency of the DABM algorithm. Although the image registration 

algorithms that the DABM was tested against are commonly-implemented in medical 

applications, additional algorithms could be examined including commercially available 

deformable image registration solutions. The performance of the DABM algorithm could 

be improved by automatically tuning the algorithmic parameters for individual 

registrations, eliminating the need for an empirical search of optimal parameters.  

Furthermore, the performance bias resulting from interobserver variability in contouring 

a patient’s anatomy could be reduced by using data from more than one physician.   

In regard to the evaluation of various ART strategies in Chapter 4, this study was limited 

to a quantitative dosimetric assessment only. Therefore it could potentially be valuable 

to perform a clinical evaluation of the adapted plans in which an experienced radiation 

oncologist scores each ART approach. 

The work in Chapter 5 focussed on the application of a deep learning method for 

automatic segmentation task. In future work the segmentation could involve the use of 

many dependent and independent DL networks, that could be assembled to deliver 

predictions of the segmentation masks. Also, the imaging training data could be first 

clustered into groups with reduced variances, which could result in the creation of several, 

more robust DL contouring models. Another possibility for future work may include an 

introduction of artificial contour perturbations (many contours delineating the same 

structure on the same imaging data) to each segmentation, to model interobserver 

variability. In this case, the DL algorithm will not learn to segment a given part of a 

patient’s anatomy according to the one contour created by one physician, but rather will 

learn how to ensure that automatically generated segmentation will be at an acceptable 
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level of clinically encountered interobserver variabilities. Also, future work could consider 

the utilization of only those data that were acquired and thoroughly examined by all 

involved physicians at a single clinic. The application of local, high-quality, and curated 

data would most likely result in developing a more reliable model that would have a 

significant and immediate impact on the time required to create the radiotherapy 

treatment plan for a specific group of patients. Beyond this, if national or international 

consensus on contouring methods could be fully and consistently adopted (for example, 

contouring guidelines published by ASTRO1 and ESTRO2), huge amounts of data could 

be pooled for even more robust model development. 

The clinical decision-making support system presented in Chapter 6 can also be improved. 

The creation of the relevant treatment plan classifications can depend on and vary among 

radiation oncology professionals and institutions, due to variability in experience, 

expertise, and clinical protocols. Therefore, to minimize intrinsic biases, future work could 

involve collaboration across several institutions in designing and applying specific plan 

classifications to maximize the potential of ML models and their impact on day-to-day 

clinical practice. Moreover, although the accuracy of the model trained in this research 

was close to 100%, the long-term model robustness could potentially benefit from data 

augmentation. 

In addition to the preceding focussed suggestions, there are certain broader opportunities 

for future work that are common across all four studies. The main improvement that 

could be made in future studies is an increase in available relevant data.  This includes 

the number of patients, the expansion of clinical cases covered, and the incorporation of 

various radiotherapy methods used to deliver radiation (i.e. irradiation techniques and 
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fractionation schemes). This could be achieved by establishing a national and/or an 

international sharable database built using a decentralized (i.e. where all network nodes 

contain a copy of all the data) system on the blockchain for increased security of the data. 

Immediate access to such a large amount of patient data, including large size files of 

medical imaging data, could be facilitated with 5G technology that allows for very fast 

wireless transfer of data over the internet network (up to 20Gb/s of peak data rate 

compared to current LTE-Advanced (4G) with up to 1Gb/s). 

Artificial intelligence could be investigated for the applications studied in Chapters 3 and 

4. Aspects of that work, including deformable image registration, CBCT image 

enhancement quality, and delivered dose estimation, lend themselves to the application 

of AI methods and published studies are already showing community interest in these 

applications. Indeed, the abundance of machine learning and deep learning algorithms and 

the seemingly unlimited flexibility in terms of network architecture modifications (in the 

case of DL) that can be performed, provide many research opportunities targeted at 

solving the complex problems encountered in radiation therapy. 
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Appendix 

8.1 Dose-Volume Metrics & Statistical Significance for 

ART Strategies 

This section contains supplementary material for the research work described in Chapter 

4 Adaptive radiation therapy strategies in the treatment of prostate cancer patients using 

hypofractionated VMAT 

Table 8. 1. Maximum, Mean, and Minimum radiation doses with corresponding standard 
deviations for the reference and ART strategies. 

 

Structure Metric Planned non-ART Cont.+DF DF 2-4 Online+DF Online Online 1-3-5 Offline+DF
Offline

+Online
Offline

CTV Max. Dose [%] 105.28 ± 0.71 99.81 ± 0.25 105.69 ± 2.31 106.10 ± 2.07 105.98 ± 2.53 105.84 ± 2.35 105.81 ± 1.65 106.89 ± 2.40 107.83 ± 4.42 108.76 ± 3.64

Mean Dose [%] 102.12 ± 0.50 97.48 ± 0.31 103.32 ± 1.96 103.80 ± 1.88 103.49 ± 1.92 103.84 ± 2.37 103.93 ± 1.65 104.43 ± 2.10 105.65 ± 4.36 106.71 ± 3.39

Min. Dose [%] 99.32 ± 0.59 94.47 ± 1.56 100.89 ± 2.30 101.49 ± 1.51 101.49 ± 1.94 101.68 ± 1.96 101.87 ± 1.34 100.96 ± 2.39 101.71 ± 2.09 101.10 ± 2.20

PTV Max. Dose [%] 105.91 ± 0.64 100.00 ± 0.00 106.67 ± 2.32 106.77 ± 20 106.82 ± 2.47 106.07 ± 2.38 105.95 ± 1.60 107.59 ± 2.29 108.10 ± 4.38 108.89 ± 3.60

Mean Dose [%] 101.37 ± 0.38 96.17 ± 0.58 102.26 ± 1.44 102.51 ± 1.28 102.39 ± 1.43 102.54 ± 1.76 102.60 ± 1.19 103.07 ± 1.60 103.98 ± 3.41 104.72 ± 2.63

Min. Dose [%] 90.15 ± 0.70 74.77 ± 8.81 86.17 ± 6.97 85.99 ± 4.71 85.01 ± 9.18 84.73 ± 10.14 84.88 ± 6.03 84.51 ± 7.19 81.86 ± 10.06 82.92 ± 6.65

Bladder Max. Dose [%] 105.44 ± 0.78 99.17 ± 0.61 106.25 ± 2.39 105.94 ± 1.85 106.08 ± 2.41 105.36 ± 2.38 105.27 ± 1.53 106.78 ± 2.54 106.93 ± 4.13 107.67 ± 3.20

Mean Dose [%] 15.67 ± 6.52 14.24 ± 5.63 16.59 ± 7.86 15.68 ± 6.90 15.82 ± 7.38 15.63 ± 7.09 15.49 ± 6.47 16.06 ± 7.08 15.81 ± 6.87 15.74 ± 6.59

Min. Dose [%] 1.32 ± 1.06 0.65 ± 1.23 0.75 ± 1.63 0.74 ± 1.48 0.74 ± 1.54 0.74 ± 1.48 0.72 ± 1.42 0.75 ± 1.51 0.73 ± 1.44 0.73 ± 1.43

Rectum Max. Dose [%] 103.79 ± 1.03 98.36 ± 1.02 104.86 ± 2.29 104.28 ± 1.22 103.97 ± 1.84 104.29 ± 2.17 104.29 ± 1.22 104.75 ± 1.98 105.78 ± 4.31 106.51 ± 3.58

Mean Dose [%] 38.60 ± 7.67 38.89 ± 7.77 38.86 ± 7.63 39.69 ± 7.21 39.10 ± 7.90 39.54 ± 7.77 40.26 ± 7.71 39.49 ± 7.72 40.20 ± 8.08 41.06 ± 8.18

Min. Dose [%] 2.51 ± 0.98 2.20± 1.14 2.37 ± 1.30 2.36 ± 1.21 2.37 ± 1.20 2.35 ± 1.19 2.35 ± 1.20 2.40 ± 1.22 2.38 ± 1.23 2.42 ± 1.24

Femur-LT Max. Dose [%] 33.45 ± 5.24 31.23 ± 4.97 35.57 ± 5.65 34.26 ± 5.39 34.35 ± 5.28 34.11 ± 5.06 32.44 ± 4.58 34.80 ± 5.50 34.43 ± 5.16 34.41 ± 5.37

Mean Dose [%] 13.74 ± 2.46 13.16 ± 2.23 15.16 ± 2.76 14.55 ± 2.54 13.96 ± 2.52 13.62 ± 2.43 13.76 ± 2.25 14.40 ± 2.57 13.77 ± 2.39 14.03 ± 2.41

Min. Dose [%] 1.10 ± 0.34 1.01 ± 0.43 1.17 ± 0.53 1.13 ± 0.50 1.11 ± 0.53 1.11 ± 0.52 1.09 ± 0.49 1.15 ± 0.53 1.13 ± 0.53 1.13 ± 0.52

Femur-RT Max. Dose [%] 35.36 ± 6.75 33.48 ± 6.26 35.86 ± 5.54 35.17 ± 5.45 33.88 ± 4.91 32.66 ± 4.64 33.06 ± 4.92 34.26 ± 5.56 33.74 ± 4.59 33.80 ± 5.36

Mean Dose [%] 13.65 ± 2.23 12.96 ± 2.07 15.51 ± 2.48 14.54 ± 2.28 14.67 ± 2.53 14.09 ± 2.47 14.04 ± 2.30 14.67 ± 2.54 14.36 ± 2.51 14.43 ± 2.64

Min. Dose [%] 1.11 ± 0.36 1.01 ± 0.46 1.16 ± 0.60 1.11 ± 0.52 1.09 ± 0.53 1.06 ± 0.52 1.08 ± 0.51 1.12 ± 0.54 1.07 ± 0.52 1.10 ± 0.53

Adaptive Radiation Therapy Strategies
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Table 8. 2. Dose and dose-volume metrics with corresponding standard deviations for 
the reference and ART strategies. 

 

 

 

 

 

Structure Metric Planned non-ART Cont.+DF DF 2-4 Online+DF Online Online 1-3-5 Offline+DF Offline+Online Offline

CTV D1% [cGy] 4149 ± 23 3953 ± 10 4184 ± 83 4201 ± 83 4188 ± 83 4195 ± 96 4198 ± 67 4230 ± 90 4274 ± 180 4314 ± 144

D2% [cGy] 4142 ± 23 3946 ± 10 4178 ± 83 4195 ± 83 4181 ± 81 4189 ± 97 4192 ± 67 4222 ± 91 4268 ± 180 4309 ± 143

D5% [cGy] 4131 ± 22 3937 ± 11 4169 ± 82 4185 ± 83 4171 ± 80 4181 ± 96 4184 ± 67 4212 ± 91 4259 ± 179 4301 ± 143

D50% [cGy] 4084 ± 20 3898 ± 13 4132 ± 78 4152 ± 78 4139 ± 77 4153 ± 94 4156 ± 66 4180 ± 90 4227 ± 177 4273 ± 139

D95% [cGy] 4042 ± 21 3864 ± 16 4099 ± 77 4119 ± 62 4112 ± 75 4125 ± 94 4131 ± 65 4132 ± 77 4185 ± 167 4220 ± 133

D98% [cGy] 4033 ± 21 3854 ± 18 4090 ± 79 4110 ± 60 4105 ± 76 4116 ± 95 4123 ± 65 4117 ± 80 4164 ± 147 4192 ± 117

D99% [cGy] 4027 ± 21 3846 ± 23 4083 ± 81 4105 ± 60 4099 ± 76 4110 ± 95 4118 ± 65 4106 ± 83 4146 ± 124 4166 ± 94

V100% [% of volume] 99.87 ± 0.17 0.00 ± 0.00 99.87 ± 0.36 99.99 ± 0.03 99.99 ± 0.03 99.97 ± 0.10 100 ± 0.00 99.78 ± 0.75 99.93 ± 0.33 99.88 ± 0.36

V105% [% of volume] 0.15 ± 0.49 0.00 ± 0.00 11.37 ± 30.55 18.60 ± 36.63 15.19 ± 33.66 15.52 ± 35.04 14.88 ± 32.66 28.99 ± 44.35 40.15 ± 46 61.29 ± 42.73

HI [%] 0.03 ± 0.00 0.02 ± 0.00 0.02 ± 0.01 0.02 ± 0.01 0.02 ± 0.00 0.02 ± 0.00 0.02 ± 0.00 0.02 ± 0.02 0.02 ± 0.01 0.03 ± 0.02

PTV D1% [cGy] 4158 ± 21 3954 ± 8 4198 ± 81 4207 ± 80 4198 ± 80 4197 ± 95 4200 ± 66 4238 ± 88 4275 ± 179 4313 ± 143

D2% [cGy] 4149 ± 20 3947 ± 9 4188 ± 79 4199 ± 80 4188 ± 79 4191 ± 96 4193 ± 66 4229 ± 88 4268 ± 179 4307 ± 143

D5% [cGy] 4135 ± 19 3936 ± 10 4175 ± 79 4187 ± 80 4175 ± 78 4181 ± 95 4184 ± 66 4215 ± 89 4258 ± 178 4298 ± 142

D50% [cGy] 4075 ± 17 3887 ± 13 4123 ± 74 4138 ± 64 4131 ± 75 4143 ± 92 4146 ± 63 4168 ± 83 4212 ± 169 4254 ± 129

D95% [cGy] 3880 ± 8 3591 ± 110 3880 ± 8 3880 ± 8 3880 ± 8 3880 ± 8 3880 ± 8 3880 ± 8 3880 ± 8 3880 ± 8

D98% [cGy] 3828 ± 3 3459 ± 162 3799 ± 60 3800 ± 37 3788 ± 98 3786 ± 115 3788 ± 63 3783 ± 68 3742 ± 148 3745 ± 119

D99% [cGy] 3801 ± 1 3372 ± 203 3740 ± 116 3743 ± 71 3722 ± 179 3717 ± 206 3723 ± 115 3714 ± 127 3652 ± 228 3659 ± 179

V100% [% of volume] 83.02 ± 2.33 0.00 ± 0.00 85.12 ± 2.60 85.36 ± 2.12 85.57 ± 2.80 85.13 ± 3.03 85.89 ± 1.93 86.09 ± 2.58 87.25 ± 3.06 87.64 ± 3.1

V105% [% of volume] 0.14 ± 0.30 0.00 ± 0.00 9.11 ± 22.70 12.72 ± 24.46 11.77 ± 25.09 11.83 ± 26.59 10.56 ± 22.87 21.79 ± 32.42 30.14 ± 35.16 44.86 ± 32.99

V95% [% of volume] 99.02 ± 0.04 81.99 ± 4.62 98.32 ± 0.80 98.14 ± 0.70 98.22 ± 0.83 98.36 ± 0.89 98 ± 0.67 97.92 ± 0.71 97.67 ± 0.98 97.60 ± 10

CI [%] 0.96 ± 0.01 0.86 ± 0.21 0.93 ± 0.03 0.92 ± 0.04 0.94 ± 0.03 0.94 ± 0.03 0.93 ± 0.03 0.93 ± 0.08 0.91 ± 0.06 0.90 ± 0.05

HI [%] 0.08 ± 0.00 0.13 ± 0.04 0.09 ± 0.03 0.10 ± 0.02 0.10 ± 0.04 0.10 ± 0.04 0.10 ± 0.03 0.11 ± 0.03 0.12 ± 0.07 0.13 ± 0.05

Bladder D1% [cGy] 3925 ± 226 3598 ± 290 3938 ± 235 3893 ± 243 3932 ± 233 3914 ± 244 3883 ± 256 3959 ± 192 3927 ± 254 3911 ± 196

D1cc [cGy] 4099 ± 40 3832 ± 108 4135 ± 71 4115 ± 75 4135 ± 72 4126 ± 73 4107 ± 80 4162 ± 92 4164 ± 109 4181 ± 109

D2% [cGy] 3577 ± 405 3266 ± 457 3616 ± 423 3540 ± 411 3580 ± 433 3563 ± 439 3528 ± 425 3611 ± 390 3587 ± 440 3538 ± 371

V15% [% of volume] 25.73 ± 13.55 24.12 ± 11.59 28.55 ± 16.38 26.34 ± 14.42 26.53 ± 15.55 26.09 ± 14.86 25.98 ± 13.77 26.94 ± 15.10 26.23 ± 14.30 26.39 ± 13.72

V20% [% of volume] 22.61 ± 12.05 20.86 ± 10.15 24.56 ± 14.69 22.72 ± 12.76 22.93 ± 13.92 22.55 ± 13.3 22.41 ± 12.12 23.26 ± 13.42 22.72 ± 12.86 22.78 ± 12.23

V50% [% of volume] 10.12 ± 5.09 8.79 ± 4.25 10.63 ± 6.33 10.02 ± 5.44 10.13 ± 5.84 10.02 ± 5.53 9.89 ± 4.91 10.34 ± 5.51 10.22 ± 5.40 10.12 ± 5.13

V80% [% of volume] 3.60 ± 1.84 2.75 ± 1.56 4.07 ± 2.68 3.61 ± 2.03 3.78 ± 2.31 3.67 ± 2.14 3.50 ± 1.80 3.87 ± 2.15 3.75 ± 2.07 3.6 ± 1.91

V95% [% of volume] 1.86 ± 1.02 0.79 ± 0.70 2.11 ± 1.66 1.74 ± 1.10 1.99 ± 1.36 1.88 ± 1.18 1.68 ± 0.96 1.99 ± 1.20 1.90 ± 1.16 1.68 ± 1.00

Rectum D1% [cGy] 3979 ± 71 3818 ± 101 4014 ± 128 4010 ± 69 3999 ± 96 4020 ± 111 4038 ± 75 3996 ± 102 4065 ± 181 4084 ± 138

D1cc [cGy] 3942 ± 82 3798 ± 121 3973 ± 142 3975 ± 79 3958 ± 104 3978 ± 111 4003 ± 73 3953 ± 115 4025 ± 178 4047 ± 146

D2% [cGy] 3883 ± 114 3744 ± 149 3903 ± 177 3914 ± 108 3888 ± 133 3914 ± 145 3944 ± 115 3889 ± 130 3953 ± 199 3976 ± 143

V15% [% of volume] 66.68 ± 15.64 67.8 ± 15.55 70.02 ± 14.49 68.92 ± 14.64 68.99 ± 14.49 68.75 ± 14.44 68.75 ± 14.76 69.11 ± 14.64 68.94 ± 14.28 69.10 ± 14.58

V20% [% of volume] 64.22 ± 15.44 65.15 ± 15.43 67.01 ± 14.33 66.15 ± 14.51 66.22 ± 14.37 65.96 ± 14.27 65.96 ± 14.62 66.34 ± 14.52 66.09 ± 14.12 66.27 ± 14.49

V50% [% of volume] 38.29 ± 9.37 37.41 ± 9.96 35.67 ± 9.69 37.91 ± 9.07 37.91 ± 10.55 39.28 ± 10.48 40.39 ± 10.22 38.11 ± 9.83 40.54 ± 11.22 42.04 ± 10.92

V80% [% of volume] 8.84 ± 2.45 10.04 ± 4.49 8.91 ± 2.65 10.25 ± 3.13 8.79 ± 2.60 9.09 ± 2.53 10.37 ± 3.10 9.36 ± 2.73 9.80 ± 2.96 11.05 ± 2.93

V95% [% of volume] 3.19 ± 1.36 2.43 ± 2.01 3.32 ± 1.51 3.67 ± 1.50 3.12 ± 1.19 3.41 ± 1.40 3.94 ± 1.68 3.13 ± 1.26 3.76 ± 1.91 4.04 ± 1.67

Femur-LT D1% [cGy] 1153 ± 164 1090 ± 152 1270 ± 187 1209 ± 176 1211 ± 169 1198 ± 161 1158 ± 145 1232 ± 182 1210 ± 161 1211 ± 168

D1cc [cGy] 1190 ± 174 1123 ± 162 1305 ± 191 1243 ± 182 1247 ± 176 1236 ± 167 1190 ± 151 1268 ± 186 1248 ± 169 1247 ± 176

D2% [cGy] 1100 ± 155 1042 ± 142 1216 ± 177 1157 ± 164 1156 ± 160 1142 ± 151 1108 ± 135 1179 ± 172 1154 ± 150 1157 ± 157

D5% [cGy] 1009 ± 140 957 ± 125 1118 ± 162 1063 ± 146 1058 ± 146 1041 ± 139 1017 ± 120 1082 ± 156 1051 ± 134 1058 ± 140

Femur-RT D1% [cGy] 1214 ± 219 1155 ± 207 1286 ± 189 1237 ± 183 1203 ± 171 1157 ± 165 1172 ± 166 1216 ± 191 1190 ± 160 1194 ± 186

D1cc [cGy] 1255 ± 226 1194 ± 213 1320 ± 194 1272 ± 186 1236 ± 175 1191 ± 169 1204 ± 170 1249 ± 195 1224 ± 165 1230 ± 190

D2% [cGy] 1154 ± 204 1099 ± 192 1235 ± 179 1184 ± 173 1154 ± 162 1108 ± 157 1124 ± 158 1165 ± 181 1139 ± 153 1143 ± 178

D5% [cGy] 1049 ± 172 998 ± 161 1144 ± 163 1090 ± 158 1067 ± 148 1021 ± 145 1036 ± 145 1075 ± 164 1048 ± 141 1052 ± 162
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Table 8. 3. The results of paired, two-tailed, T-test for Dmax, Dmin, and Dmean. The fields 
for which .01<p≤.05 were highlighted in green (i.e. significant), while those with p≤.01 
were highlighted in red (i.e. very significant). 

 

Structure Metric non-ART Cont.+DF DF 2-4 Online+DF Online Online 1-3-5 Offline+DF Offline+Online Ofline

CTV D1% [cGy] 0.0000 0.0763 0.0197 0.0535 0.0550 0.0078 0.0011 0.0075 0.0001

D2% [cGy] 0.0000 0.0654 0.0180 0.0488 0.0459 0.0057 0.0011 0.0068 0.0001

D5% [cGy] 0.0000 0.0514 0.0146 0.0398 0.0349 0.0035 0.0011 0.0057 0.0001
D50% [cGy] 0.0000 0.0146 0.0021 0.0061 0.0050 0.0002 0.0002 0.0022 0.0000
D95% [cGy] 0.0000 0.0043 0.0001 0.0007 0.0011 0.0000 0.0001 0.0014 0.0000
D98% [cGy] 0.0000 0.0047 0.0000 0.0006 0.0011 0.0000 0.0002 0.0009 0.0000
D99% [cGy] 0.0000 0.0065 0.0000 0.0006 0.0011 0.0000 0.0004 0.0005 0.0000
V100% [% of volume] 0.0000 0.9355 0.0047 0.0042 0.0332 0.0025 0.6075 0.4931 0.8273
V105% [% of volume] 0.1734 0.1173 0.0367 0.0606 0.0650 0.0585 0.0090 0.0010 0.0000
HI [%] 0.0001 0.0041 0.0071 0.0000 0.0000 0.0000 0.6951 0.5128 0.9334

PTV D1% [cGy] 0.0000 0.0451 0.0204 0.0441 0.0932 0.0179 0.0010 0.0111 0.0002
D2% [cGy] 0.0000 0.0411 0.0179 0.0422 0.0698 0.0108 0.0009 0.0094 0.0001
D5% [cGy] 0.0000 0.0360 0.0140 0.0337 0.0456 0.0051 0.0009 0.0073 0.0001
D50% [cGy] 0.0000 0.0092 0.0007 0.0039 0.0043 0.0001 0.0001 0.0021 0.0000
D95% [cGy] 0.0000 0.2591 0.3535 0.1183 0.9169 0.2698 0.5916 0.0912 0.1224
D98% [cGy] 0.0000 0.0380 0.0017 0.0749 0.1145 0.0091 0.0065 0.0161 0.0049
D99% [cGy] 0.0000 0.0316 0.0018 0.0635 0.0840 0.0072 0.0065 0.0089 0.0022
V100% [% of volume] 0.0000 0.0056 0.0067 0.0024 0.0119 0.0007 0.0015 0.0001 0.0000
V105% [% of volume] 0.0474 0.0935 0.0334 0.0524 0.0644 0.0563 0.0076 0.0012 0.0000
V95% [% of volume] 0.0000 0.0010 0.0000 0.0004 0.0035 0.0000 0.0000 0.0000 0.0000
CI [%] 0.0606 0.0048 0.0018 0.0100 0.1022 0.0001 0.2266 0.0015 0.0003
HI [%] 0.0001 0.0340 0.0079 0.0520 0.0896 0.0088 0.0011 0.0081 0.0004

Bladder D1% [cGy] 0.0000 0.4900 0.0239 0.6020 0.3387 0.0106 0.0914 0.9240 0.4712
D1cc [cGy] 0.0000 0.0110 0.2207 0.0240 0.1030 0.5861 0.0061 0.0136 0.0025
D2% [cGy] 0.0001 0.2156 0.1071 0.9276 0.6059 0.0393 0.2351 0.7476 0.0942
V15% [% of volume] 0.0296 0.0311 0.4975 0.4878 0.7160 0.7063 0.2763 0.5604 0.4115
V20% [% of volume] 0.0159 0.1097 0.8936 0.7677 0.9521 0.7493 0.5163 0.8967 0.8167
V50% [% of volume] 0.0017 0.3624 0.7531 0.9740 0.7937 0.2712 0.5346 0.7781 0.9954
V80% [% of volume] 0.0015 0.1048 0.9235 0.3488 0.6072 0.2370 0.1117 0.2749 0.9960
V95% [% of volume] 0.0000 0.2292 0.0769 0.3171 0.8027 0.0079 0.2408 0.5762 0.0184

Rectum D1% [cGy] 0.0000 0.1138 0.0258 0.2372 0.0527 0.0000 0.3613 0.0316 0.0029
D1cc [cGy] 0.0000 0.1959 0.0328 0.3520 0.0683 0.0000 0.5468 0.0326 0.0020
D2% [cGy] 0.0002 0.4637 0.0688 0.8081 0.1469 0.0000 0.7848 0.0680 0.0045
V15% [% of volume] 0.0126 0.0001 0.0002 0.0009 0.0016 0.0002 0.0001 0.0012 0.0001
V20% [% of volume] 0.0266 0.0002 0.0002 0.0018 0.0047 0.0008 0.0001 0.0052 0.0002
V50% [% of volume] 0.2669 0.0065 0.5856 0.6954 0.3971 0.0352 0.8517 0.1745 0.0041
V80% [% of volume] 0.1341 0.7808 0.0097 0.8991 0.3480 0.0005 0.1393 0.0518 0.0000
V95% [% of volume] 0.0518 0.5697 0.0972 0.7096 0.1924 0.0001 0.7728 0.0747 0.0093

Femur-LT D1% [cGy] 0.0000 0.0004 0.0049 0.0214 0.0643 0.7559 0.0032 0.0442 0.0121
D1cc [cGy] 0.0000 0.0006 0.0079 0.0245 0.0665 0.9993 0.0038 0.0526 0.0146
D2% [cGy] 0.0000 0.0004 0.0041 0.0229 0.0817 0.6301 0.0030 0.0485 0.0111
D5% [cGy] 0.0000 0.0006 0.0058 0.0395 0.1770 0.5870 0.0045 0.0949 0.0169

Femur-RT D1% [cGy] 0.0000 0.0067 0.1997 0.6714 0.0439 0.0461 0.9645 0.3893 0.4811
D1cc [cGy] 0.0000 0.0155 0.3434 0.5038 0.0311 0.0240 0.8257 0.3048 0.3913
D2% [cGy] 0.0000 0.0018 0.0741 0.9893 0.0763 0.1097 0.6797 0.5635 0.6704
D5% [cGy] 0.0000 0.0001 0.0064 0.4183 0.1949 0.3828 0.2425 0.9733 0.8759

88% 63% 66% 44% 29% 66% 49% 51% 68%

76% 41% 46% 24% 17% 49% 49% 34% 56%

Adaptive Radiation Therapy Strategies

The percentage of statistically 

significant metrics at .01< p ≤.05

The percentage of statistically 

significant metrics at p≤.01

8.1. DOSE-VOLUME METRICS & STATISTICAL SIGNIFICANCE FOR ART STRATEGIES
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8.2 Pre-processing, Training & Inference Times for U-

net Model 

This section contains a Part I of supplementary material for the research work described 

in Chapter 5 U-net architecture with embedded Inception-ResNet-v2 image encoding 

modules for automatic segmentation of organs-at-risk based on computed tomography 

scans of head and neck cancer patients 

 

 

 

 

 

 

 

 

 
Figure 8. 1. The impact of morphological operations on the binary masks that were 
created by the conversion from DICOM contours; a) filling an empty region inside the 
mask; b) morphological closing of non-convex regions. 
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Figure 8. 2. The combination of Gaussian smoothing and Multi-Otsu Thresholding for 
outlier removal in the segmentation mask pre-processing steps. 
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Table 8. 4. Training and inference times for U-net models. 

Structure GPU* 
Training time 
[ms/CT slice] 

Inference time 
[ms/CT slice] 

Number 
of slices 

Contouring 
time [s] 

Training 
Time [h] 

Brain V 21 8 54 0.432 12 
Brainstem V 21 9 25 0.225 12 
Cochlea Left V 21 106 3 0.318 2 
Cochlea Right V 21 100 3 0.300 2 
Cord V 7 3 77 0.231 7 
Eye Left P 34 16 12 0.192 9 
Eye Right V 21 13 12 0.156 6 
Lacrimal Left P 34 96 4 0.384 4 
Lacrimal Right V 21 92 3 0.276 2 
Larynx  V 21 13 15 0.195 12 
Lens Left V 21 34 4 0.136 6 
Lens Right V 21 33 4 0.132 6 
Lips P 34 19 11 0.209 12 
Mandible V 21 8 34 0.272 12 
Neck Left V 21 14 44 0.616 8 
Neck Right  V 21 14 44 0.616 8 
Oesophagus V 21 9 35 0.315 12 
Optic Chiasm  P 34 46 4 0.184 5 
Optic Nerve Left P 34 32 4 0.128 9 
Optic Nerve Right  V 21 35 4 0.140 6 
Oral Cavity V 21 21 18 0.378 6 
Parotid Left  V 21 8 23 0.184 12 
Parotid Right V 21 8 24 0.192 12 
Submandibular Left  V 21 23 14 0.322 6 
Submandibular Right V 28 20 14 0.280 8 

 
Mean 23 31 20 0.273 8 

 
Sum 583 780 489 6.813 193 

* V - NVIDIA Tesla V-100-SXM2 GPU 

 P - NVIDIA Tesla P-100-PCIe GPU 
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8.3 Training, Testing & Explanation Visualizations for 

U-net Model 

This section contains a Part II of supplementary material for the research work described 

in Chapter 5 U-net architecture with embedded Inception-ResNet-v2 image encoding 

modules for automatic segmentation of organs-at-risk based on computed tomography 

scans of head and neck cancer patients 

To simplify the visualization of numerous charts and avoid the appearance of multiple 

identical descriptions, the figure descriptions were not provided in this part of the 

Appendix. However, descriptions can be found in Chapter 5. 

For the proper data visualization, the supplementary material starts from the next page. 
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8.4 Development & Performance of Logistic Regression 

Model 

This section contains Part I of supplementary material for the research work described in 

Chapter 6 Machine learning for dose-volume histogram based clinical decision-making 

support system in radiation therapy plans for brain tumors 

 

 

 

 

 

 

 

Figure 8.78. a)-e) Dose-volume histograms for a target and OARs structures together 
with the treatment planning constraints used as features in the machine learning model 
training. These charts include all patients initially considered in this study. Numbers 
separated by the vertical bar in the lower left part of each graph shows the number of 
patients who meet (green color corresponding to the green DVH curves) and do not meet 
the particular planning objective (blue color corresponding to the blue DVH curves); f) 
Number of patients for whom a specified number of treatment planning objectives were 
not met. The absolute number of patients indicated as bar annotations do not add up to 
the total number of patients as a particular patient may have more than one structure 
not meeting planning criteria.  

a) 

f) 

b) c) 

d) e) 
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Table 8. 5. Hyperparameters for tuning machine learning models. 

Model Hyperparameters* 

Support Vector Machine 

Kernels | Linear, RBF, Sigmoid 

Kernels map the features extracted from the original data samples into 
a high-dimensional feature space, where those features can be well-
separable using a linear function (Linear kernel), Gaussian radial basis 
function (RBF kernel), or Sigmoid function (Sigmoid kernel). 

C (RBF kernel only) | logarithmic grid from 10−2 to 102 

Determines the tolerance of the classifier to classification errors. 

Gamma (RBF kernel only) | logarithmic grid from 10−2 to 102 

Defines the inverse of the standard deviation of the RBF kernel. 

Elastic Net 

L1_ratio | 0.10, 0.50, 0.70, 0.90, 0.95, 1.00 

Regularization term. 

Alpha | 0.1, 0.5, 1 

α is the mixing parameter between ridge (α = 0) and lasso (α = 1) 
regularization. 

Logistic Regression 

Penalty | L1, L2 (default values) 

L1 – regularization using Lasso (Least Absolute Shrinkage and 
Selection Operator) regression 

L2 – regularization using Rigid regression 

C | logarithmic grid from 10−2 to 102 

The inverse of regularization strength. 

Solver | liblinear (not hyperparameter) 

Liblinear solver uses the coordinate descent algorithm that is based on 
minimizing a multivariate function by solving univariate optimization 
problems in a loop. 

Random Forest Classifier 

Estimators | 5, 10, 15, 20 

The number of decision trees. 

Max. depth | 2, 3, 4, 5, 6 

The number of levels in each decision tree. 
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Table 8. 6. Interpretation of model evaluation metrics. 

Metric Interpretation 

TP – true positives 
The number of correctly classified plans for which PTV objective 
was not met. 

TN – true negatives 
The number of correctly classified plans for which PTV objective 
was met. 

FP – false positives 
The number of incorrectly classified plans for which PTV objective 
was not met. 

FN – false negatives 
The number of incorrectly classified plans for which PTV objective 
was met. 

Accuracy  
= (TP+TN)/(TP+TN+FP+FN) 

The overall accuracy of the model associated with both classes. In 
the other words, this metric reflects the ratio of all correct 
predictions over all the predictions. 

Precision 
= TP/(TP+FP)     class 1 
= TN/(TN+FN)   class 0 

If the model predicts class 1 (class 0) then precision shows what is 
the probability that it is a correct prediction of class 1 (class 0). In 
the other words, precision reflects the accuracy associated with a 
single class. 

Recall 
= TP/(TP+FN)    class 1 
(sensitivity) 
= TN/(TN+FP)   class 0 
(specificity) 

Sensitivity – if the correct prediction is class 1 then sensitivity 
shows what is the probability that the model would predict class 1. 

Specificity - if the correct prediction is class 0 then sensitivity shows 
what is the probability that the model would predict class 0. 

F1 

= 
2×Precision×Recall
Precision+Recall

 
 

The harmonic mean of precision and recall where both measures are 
assumed to be equally important (weighted). 
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Figure 8. 79. Confusion matrices and Logistic Regression model evaluation metrics for 
five cross-validation folds. 
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Figure 8.80. Precision Recall Curves for five cross-validation folds of Logistic Regression 

Model. The AP stands for the average precision and is approximately equal to the area 

under the curves. The AP for interpolated mean curve is 0.94. 
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8.5 Explainability Analysis for Logistic Regression Model 

 

This section contains Part II of supplementary material for the research work described 

in Chapter 6 Machine learning for dose-volume histogram based clinical decision-making 

support system in radiation therapy plans for brain tumors. 

To simplify the visualization of numerous charts the figure description was not provided 

in this Appendix. However, it can be found in Chapter 6. 

For the proper data visualization, the supplementary material starts from the next page. 
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Figure 8.81. Cross-Validation Fold 1. Mean Feature Importance. 
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Figure 8.82. Cross-Validation Fold 1. Feature Importance for Single Predictions (1-8). 
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Figure 8.83. Cross-Validation Fold 1. Feature Importance for Single Predictions (9-16). 
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Geometric Features 
 

   
 

 
 

 

Dosimetric Features 

   

  

Figure 8.84. Cross-Validation Fold 1. Partial Dependency Charts. 
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Figure 8.85. Cross-Validation Fold 2. Mean Feature Importance. 
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Figure 8.86. Cross-Validation Fold 2. Feature Importance for Single Predictions (1-8). 
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Figure 8.87. Cross-Validation Fold 2. Feature Importance for Single Predictions (9-16). 
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Geometric Features 
 

 

  
 

 

Dosimetric Features 

   

  

 

Figure 8.88. Cross-Validation Fold 2. Partial Dependency Charts. 
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Figure 8.89. Cross-Validation Fold 3. Mean Feature Importance. 
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Figure 8.90. Cross-Validation Fold 3. Feature Importance for Single Predictions (1-8). 
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Figure 8.91. Cross-Validation Fold 3. Feature Importance for Single Predictions (9-16). 
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Geometric Features 
 

   

  
 
 

Dosimetric Features 

   

  

Figure 8.92. Cross-Validation Fold 3. Partial Dependency Charts. 
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Figure 8.93. Cross-Validation Fold 4. Mean Feature Importance. 

 

 



CHAPTER 8. APPENDIX 

300 
 

 

 

 

 

Figure 8.94. Cross-Validation Fold 4. Feature Importance for Single Predictions (1-8). 
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Figure 8.95. Cross-Validation Fold 4. Feature Importance for Single Predictions (9-16). 
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Figure 8.96. Cross-Validation Fold 4. Partial Dependency Charts. 
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Figure 8.97. Cross-Validation Fold 5. Mean Feature Importance. 
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Figure 8.98. Cross-Validation Fold 5. Feature Importance for Single Predictions (1-8). 
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Figure 8.99. Cross-Validation Fold 5. Feature Importance for Single Predictions (9-15). 
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Figure 8.100. Cross-Validation Fold 5. Partial Dependency Charts. 
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