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Abstract

Time domain spectroscopy with terahertz (THz) pulses is a powerful technique in character-

izing material properties. THz technology is still developing and many optical components

in this electromagnetic spectrum are not yet so economically available. We construct

a THz spectrometer utilizing ultrashort laser pulses in nonlinear crystals that allows

phase-resolved detection of light in the bandwidth 0.25–2.25 THz. Using our instrument,

we examine spectral features of ordinary low loss materials which are later exploited in

the study of multilayered dielectric structures designed to serve as low-cost optics for

THz light. We develop wideband antireflection (AR) coatings for a variety of substrates

with commercially available films and tapes. Utilizing multilayered structures, we propose

the design of an economic, yet efficient, THz linear polarizer. In addition, we designed

and constructed distributed Bragg reflectors which are incorporated in building a tunable

Fabry-Pérot cavity. With the aid of an AR coated electro-optic crystal, high resolution

time domain spectroscopy performed on room temperature magnetoelectric multiferroic,

BiFeO3 (BFO), showed the presence of electromagnon resonances in the sub-THz range.

BFO is a potential material for the study of strong light matter coupling, which can have

a substantial technological impact. We have tried tuning the resonances of BFO with

applied electric field and optical heating in order to observe polariton modes. Due to the

challenges in tuning BFO magnons, we investigate the design aspects of a high Q cavity

for the discovery of a hybrid quasiparticle at room temperature, cavity magnon polariton

(CMP), in the promising multiferroic. We have performed calculations showing both

frequency and time domain response of the empty cavity system to highlight experimental

implications for our apparatus. The tools developed in this thesis will be used in the study

of CMP in BFO in a future project alongside other research.
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Chapter 1

Introduction

1.1 Optical Spectroscopy

There are various methods of uncovering the properties of matter. The principle of

spectroscopy is to gain insights about matter by probing it with light. This interaction of

light and matter can be observed by transmitting or reflecting light from samples and then

observing the dependence of the absorption, transmission, or reflection on the wavelength

or frequency of incident light. The decomposition of a given electromagnetic (EM) wave in

its constituent frequencies can be demonstrated by a simple dispersive device, like prism

or diffraction grating. Newton, in his classic experiment with visible sunlight and a prism,

showed how white light’s spectral content is made of the well known rainbow pattern of

colors [1]. In this case, human eyes act as detectors for this simple spectrometer. As an

example of molecular fingerprint, which tells us about materials characteristic vibration,

rotation, electronic excitation, etc., we can refer to the absorption lines in solar spectrum,

also known as Fraunhofer lines [2] that originate from solar and terrestrial atmosphere,

see fig. 1.1.

1
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Fig. 1.1: Solar absorption lines observed by Fraunhofer, reprinted from Deutsches Museum
Munich, Germany and [2] with permission

1.2 Time Domain Spectroscopy

The above mentioned method of spectral investigation relies on dispersing the components

of EM waves based on its frequency by a grating or prism and then detecting each

spectral component with the help of appropriate sensors. This conventional method can be

categorized under frequency-domain spectroscopy. But there is also a more fundamental

means of decomposing light into its frequency elements. That is accomplished by recording

the extremely fast oscillating electric field of light, typically using non-linear electro-optic

crystals, and then performing Fourier transformation on the temporal waveform which

yields the spectral content of light. To observe material response to a broad range of

frequency, one requires a light source with necessary bandwidth. Instead of tuning the

frequency of light, in time domain, one uses a very short pulse of light which inherently

possesses a broad frequency content ∆ν ∼ 1
∆t

[3]. Thus, coherent light pulses provide a

method of spectral analysis which is the backbone of this thesis. Being able to generate and

detect extremely short light pulses of the order of ∼1 ps, we can observe material dynamics

directly from measured time-trace which contain both the phase and amplitude response

of the substance. Furthermore, in time domain we can distinguish between pulses that

result from simple transmission through a sample and the ones that result from internal

reflections at the sample-air interface. This feature permits us to selectively analyze certain

portions of the waveform which is not possible in frequency domain measurements.
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(time-unit) (1/time-unit)

Fig. 1.2: Fourier Transform connecting time and frequency domain information. In frequency
domain all three pulses are centered at the same frequency ν0.

1.3 Terahertz Light

Terahertz (THz) light is a portion of the electromagnetic (EM) wave between microwave

and far-infrared (FIR) that gets its name directly from its temporal frequency, which is

around 1012 Hz. The spectral range for THz light is loosely defined to be in the interval

0.1–10 THz. Due to the difficulty in generation and detection, this part of the EM spectrum

used to be called the ‘Terahertz gap’ [4]. Thus, THz region has been under-exploited and

its potentials are being discovered and explored as time advances. A brief summary of

some of its optical characteristics in neighboring EM region is illustrated in fig. 1.3.

Fig. 1.3: Location of Terahertz light in EM spectrum. Nominal values are given to highlight
vacuum properties. The broad interval of far infrared has been omitted. NIR corresponds to
near infrared, which is adjacent to visible light.

Having low photon energy, this non-ionizing light is used for medical and security imaging

and non-destructive testing as an alternative to carcinogenic X-ray, ultrafast wireless

communication, etc. to list a few [5–9]. In this project we are interested in the construc-

tion of a functional time-domain THz spectrometer for the study of THz dynamics in
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magnetic materials, and, in particular, light-matter interaction at THz frequencies in

multiferroic BiFeO3. To accomplish this, we construct a tilted-pulse front Lithium Niobate-

based THz-Time Domain Spectrometer (THz-TDS) and develop low-cost multilayered

optical components, that can be tuned to specific applications, notably, high resolution

spectroscopy.

1.4 Spectroscopy with THz pulses

1.4.1 Normal Materials

In the following chapters we will demonstrate the construction of a terahertz time domain

spectrometer (THz-TDS) using an infrared pulsed laser and nonlinear crystals. We will

explain the theoretical and practical aspects of generation, detection, and detailed analysis

procedure in chapters 2 and 3. We perform spectroscopy on a few different simple low loss

dielectric samples and extract their optical parameters in chapter 4. These materials, silicon,

alumina, and quartz glass are typically used in THz optics and provide us specifications

for future device fabrication. Using the extracted sample properties, we developed optical

components that are used in more demanding spectral investigations.

1.4.2 Magnetoelectric Multiferroic

Multiferroic materials have a simultaneous presence of multiple ferroic orders. Magneto-

electrics, offer cross-coupling between its electric and magnetic orders which allow control

of magnetic behavior via electric field and vice-versa. BiFeO3 (BFO) exhibits both ferro-

electric and antiferromagnetic properties in room temperature, which are coupled together.

BFO has been studied extensively for the plethora of potential applications this versatile

material offers without requiring low temperature set-up [10–12]. Due to the coupling

between electric and magnetic lattice, one is able to observe magnetic dynamics in BFO by

incident electric field. The material excitation, electromagnons, of BFO lie in the sub-THz

range and can be excited with THz pulses [13, 14]. Presence of observable electromagnons

in BFO makes this material a potential candidate for the study of strong light-matter

coupling, which has not yet been reported with this magnetoelectric multiferroic.

Two closely spaced electromagnons in BFO lie around 0.55 THz. Using standard time
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domain spectroscopy, we are unable to unambiguously resolve these magnon modes.

Therefore, for the study of light-matter interaction in BFO, we developed a wide range

of antireflection (AR) coatings in chapter 5 for various substrates. With the help of

an AR coated detector crystal, we are able to perform high resolution spectroscopy on

BFO and resolve the individual magnon modes in chapter 7. Following detection of the

magnon modes, attempts were made to detect magnon-photon coupling between the BFO

magnons and photons trapped in a rudimentary electromagnetic cavity. Temperature

was varied and an external electric field was applied to a polycrystalline BFO slab that

acted as a lossy etalon. No signs of coupling could conclusively be detected. However,

the development work of custom THz optics performed to upgrade the spectrometer also

provided a path forward. Distributed Bragg reflectors (DBRs) were designed and simulated

as a basis for the formation of a high quality electromagnetic cavity to replace the sample

etalon. A higher quality cavity is expected to make the coupling much easier to detect.

Cavity polaritons in the THz regime are still an emerging field and is important for both

fundamental science and device applications [15–17]. Based on the DBRs designed in this

thesis, examination of the strong coupling between magnons and cavity photons in BFO

will be pursued in a future project.

1.5 Multilayered Optics in THz region

THz range has historically been difficult to access, but promising experiments paved the

way to THz spectroscopy in the late 20th century [18]. Since its birth, THz technology

is developing rapidly, but cost-effective solutions to some optical requirements are still

difficult to find. Many widely used technologies in other spectrum are not so conveniently

and economically available in the THz range, for example THz light-source, detector,

anti-reflection (AR) coating, resonator cavity, large aperture polarizer, etc.

In this thesis, making use of the TDS, we will demonstrate the performance of some low-

cost optical components utilizing multilayered dielectric structures. The development of

these optics resulted from the experimental demand for the observation of cavity polaritons

in BFO. We demonstrate how efficient wide-band AR coatings can be implemented for a

variety of substrates using commercially available films and adhesives in chapter 5. We

also show that polymer based large area polarizing filters with high extinction ratio can

be constructed very economically for a relatively narrow bandwidth in chapter 6. The

polarizers are designed to be operated in Brewster’s angle and hence it transmits the
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incident light of one polarization while strongly reflects the other polarization due to

interference effect arising from carefully layered plastic structure. Availability of an easy

to construct polarizer will aid in polarization sensitive experiments. In addition to that,

we investigate the characteristics of distributed Bragg reflectors (DBRs) constructed with

stacks of low loss dielectrics. Employing two DBRs, we discuss the design aspects of a high

Q THz resonator along with its time and frequency response in chapter 7. The prescribed

tunable cavity will be applied in the study of THz cavity magnon-polariton in BFO as

mentioned in the earlier section.



Chapter 2

THz Generation and Detection

2.1 Introduction

In this Chapter, we describe the theory behind THz generation and detection. Due to

technological advances over the years, many methods have been introduced for this purpose.

Utilizing optical nonlinearity in electro-optic crystals, we are able to both generate and

detect THz light. For generation we will be focusing on Optical Rectification (OR) in

a LiNbO3 (LNB) crystal. For THz detection we will explore Free-Space Electro-Optic

Sampling (FSEOS) in GaP crystal. OR in LNB is accomplished by tilting the pulse front

of infrared pump beam—a process that is somewhat challenging to optimally implement.

In contrast, FSEOS in GaP is much more straightforward. We describe the key practical

steps that need to be followed for a functional THz-TDS setup. Once a THz waveform is

recorded we can perform spectral investigations using Fourier transformation. We show

the effect of water vapor on the THz signal and highlight the requirement for nitrogen

purging. Following standard practice in nonlinear optics, we will describe the frequency

domain quantities in terms of the angular frequency, ω.

2.2 Nonlinear Polarization

A brief introduction to material nonlinearity is required for the discussion of THz generation.

The subject matter can be understood in more detail from [19]. An external electric

field, Ẽ(t), applied to a dielectric gives rise to electric dipole moments, which collectively

7
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contribute to the material polarization, P̃ (t). Here the tilde symbol (˜) on top of a quantity

indicates the oscillating time domain function and the absence of tilde corresponds to the

frequency domain function of the same quantity. Under common circumstances in one

dimension, a material is characterized by its polarization that varies linearly with external

field,

P̃ (t) = ε0χ
(1)Ẽ(t) (2.1)

where ε0 is the permittivity of free space and χ(1) is called linear susceptibility. To describe

nonlinear light-matter interaction, the induced polarization is expressed as a power series

of external field, assuming instantaneous response:

P̃ (t) = ε0

[
χ(1)Ẽ(t) + χ(2)Ẽ2(t) + χ(3)Ẽ3(t) + . . .

]
(2.2)

It should be noted that in numerical value in SI units, χ(2) is about 1012 order smaller than

χ(1) in typical solids 1. As a result, only for high electric fields do we see the nonlinear

susceptibility (χ(n), n>1) coming into effect. In experiments, we reach high Ẽ in a dielectric

by focusing pulsed laser light. In our case, we will only take into account the second

order nonlinear polarization, i.e., the 2nd term in the series. As a consequence of Fourier

transformation, frequency components are allowed to have both positive and negative

values. The components of P (2) induced by electric fields with frequencies ωm and ωn can

be expressed in the frequency domain by eq. (2.3). Here the subscripts m,n represent the

different frequencies that may be involved in the nonlinear process. Henceforth we omit

the superscript in polarization as we will be only dealing with the 2nd order.

Pi(ωn + ωm) = ε0
∑
jk

∑
(nm)

χ
(2)
ijk(ωn + ωm, ωn, ωm)Ej(ωn)Ek(ωm) (2.3)

Here χ
(2)
ijk is a second order susceptibility tensor and i, j, k refer to the Cartesian coordinates.

Although ωm and ωn are allowed to take any value, (ωm + ωn) needs be fixed throughout

the summation [19]. We notice from eq. (2.3) that for fixed ωm and ωn, the resulting

single tensor can have 27 components. Ref [19] shows that 12 such tensors are required to

provide a complete description of three mutually interacting waves. However, symmetry

present in the system help significantly reduce the number of independent components in

1χ(1) is dimensionless and [χ(2)] = [length]/[electric field]
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the susceptibility tensors. First we define a new tensor dijk such that:

dijk =
1

2
χ

(2)
ijk (2.4)

When dispersion in χ(2) may be neglected, Klienman’s symmetry condition is valid and

the dijk tensor can be represented by a 3× 6 contracted matrix dmp, di(jk) → dmp, where

indices follow [19, 20]:

jk : 11 22 33 23,32 31,13 12,21

p : 1 2 3 4 5 6

dmp =

d11 d12 d13 d14 d15 d16

d21 d22 d23 d24 d25 d26

d31 d32 d33 d34 d35 d36

 (2.5)

We can further reduce the independent matrix elements by utilizing symmetry present

in specific crystal classes [19]. For a fixed crystal orientation, propagation and electric

field directions, one can use an effective value of of d, deff , such that polarization can be

described in the form of eq. (2.6). deff is a convenient metric for comparing nonlinear

crystals.

P (ω3) ∝ deffE(ω1)E(ω2) (2.6)

2.3 Generation Theory

Induced polarization in material acts as a source that drives the generated light. Utilizing

this phenomena, we can generate broadband THz light. For nonlinear material selection,

some key factors such as deff , THz absorption coefficient (α(Ω)), and phase matching

between pump and THz fields are considered to be of paramount importance. In this

project, we chose LiNbO3 (LNB) as the nonlinear crystal primarily for its high deff , see

table 2.1, and used optical rectification (OR) method for THz generation. LNB also

has a higher bandgap of 3.8 eV compared to semiconductor crystals, which aids against

multi-photon absorption and as a result LNB can be pumped with higher intensity before

reaching saturation in THz output [21]. At room temperature, over 1 THz, LNB has

increasing absorption and an optical phonon at 7.7 THz. Despite having relatively higher

loss, LNB can produce more intense output pulses than other electro optic crystals. THz
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generation efficiencies from GaP, ZnTe, LiNbO3 pumped with 1035 nm laser can be found

in [21]. For optimal generation from LNB, we had to incorporate pulse front tilt (PFT)

technique to accomplish velocity matching between the pump IR and THz pulses. The

following sections will shed more light on this topic.

2.3.1 Optical Rectification

Considering a monochromatic source of light, it is possible to undergo difference frequency

generation (DFG) in a nonlinear crystal with its own components such that [20, 4]:

P (0) =
1

2
ε0
∑
jk

χ
(2)
ijk(0, ω,−ω)Ej(ω)E∗k(ω) (2.7)

This results in a static polarization in the crystal as long as the external fields are

applied and known as optical rectification (OR). Now, for a pulsed electric field, Ẽ(t) =

Re [A(t) exp (iω0t)], where A(t) is a slowly varying envelope and ω0 the carrier frequency,

one can show from [4, 22, 23] the form of induced polarization, P̃ (t), and generated

radiation in the far field, Ẽgen(t), in eq. (2.8). Here deff is assumed to be non-dispersive.

P̃ (t) ∝ |A(t)|2, Ẽgen(t) ∝ ∂2P̃ (t)

∂t2
(2.8)

By observing the nonlinear polarization in frequency domain, eq. (2.9), we can equivalently

describe OR due to pulsed excitation as intra-pulse difference frequency generation (IPDFG)

[22–25]. Here Ω, ω respectively denote THz and optical frequency and ω � Ω. The

components of broadband optical pump pulse undergo difference frequency mixing in the

crystal and generate THz frequencies as illustrated in fig. 2.1. A frequency down shift in

the IR pump is also observed, also known as the cascading effect, which will be ignored in

this discussion. For more details see [24, 25].

P (Ω) ∝
∫
dω E(ω + Ω)E∗(ω) (2.9)
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ω Ω� ω0

Intra Pulse
DFG

IR THz

|E| |E|

Fig. 2.1: The frequency components of IR pump pulse, shown on the left, undergo Intra-Pulse
DFG inside the nonlinear crystal. The difference between pump’s spectral content contribute to
the generation of THz pulse, shown on the right. Here axes representing IR and THz are not in
the same scale. See [25] for further illustrations.

Based on the efficiency of DFG by a pulse of average intensity, I, [26] mentions the

following two relations describing efficiency of THz generation predicated upon the effect

of THz absorption, α(Ω), by a crystal of thickness L. It is also highlighted that an effective

length of Leff = 1/α(Ω) in the crystal participate in THz generation. Hence a thickness of

∼0.6 mm near the output face of LNB crystal is adequate for broadband generation.

η ∝ d2
effL

2I, α(Ω)L� 1

η ∝ d2
effI

α2(Ω)
, α(Ω)L� 1

(2.10)

Table 2.1: deff , α(Ω) in few nonlinear crystals for OR, from [27, 28]. Eg denotes band gap.

Crystal deff (pm/V) α(1THz) (1/cm) Eg (eV)

GaAs 65.6 0.5 1.43

GaP 24.8 1.9
2.27 (indirect)

2.48 (direct)

ZnTe 68.5 1.3 2.26

LiNbO3 168 17 3.8



12

2.3.2 Pulse Front Tilt

Velocity matching between the generated (THz) and generating (IR) light waves is of crucial

importance in any nonlinear optical phenomenon. Thus, for optimal THz generation,

we require that vg(ω0) = v(Ω), where v, vg denote phase velocity and group velocity, as

defined by eq. (2.11) and ω0,Ω denote central IR and THz angular frequency. Velocity

matching is a consequence of desiring phase mismatch, ∆k(Ω) = 0. In the case where the

pump and THz pulses propagate co-linearly in the crystal we can work in 1D and find

∆k(Ω) as shown in eq. (2.12).

vg(ω) =
dω

dk
, v(ω) =

ω

k
(2.11)

∆k(Ω) = k(ω0 + Ω)− k(ω0)− k(Ω)

≈ Ω
dk(ω0)

dω
− k(Ω), [∵ Ω� ω0]

= Ω
[
v−1
g (ω0)− v−1(Ω)

]
= [ng(ω0)− n(Ω)]

Ω

c

(2.12)

Where we define group index similar to phase index, ng = c/vg, where c is the speed of

light in vacuum. LNB is a negative uniaxial crystal, hence propagating perpendicular to

the optic axis with polarization parallel to that axis, implies that light would experience

extraordinary refractive index. In 1 mol% MgO deoped stoichiometric LNB we estimate

n(Ω) ≈ 4.92 [29] and ng(ω0) ≈ 2.21 calculated from the Sellmeier’s equation provided by

[30], in room temperature. We used 1035 nm central IR wavelength and 1 THz frequency

for the estimation. Unfortunately according to eq. (2.12), ∆k(Ω) = 0 can not be satisfied

in colinear geometry due to the index mismatch resulting in vg(ω0)/v(Ω) ∼ 2.2. Hence to

accomplish phase matching we are bound to implement a non-colinear geometry where

projection of ~vg(ω0) along ~v(Ω) should equal v(Ω) [27]. This condition is shown in eq. (2.13),

where γ is the angle between ~k(ω), ~k(Ω).

∆k(Ω) ≈
[
ng(ω0)

cos(γ)
− n(Ω)

]
Ω

c
= 0

vg(ω0) · cos(γ) = v(Ω)

(2.13)
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~k(ω0)

~k(ω0 + Ω)

~k(Ω) = ~k(ω + Ω)− ~k(ω0)

LiNbO3

γ

γ

γ

γ

IR

THz

Optic axis

Fig. 2.2: Illustration of THz generation by non-colinear phase matching in LiNbO3. IR is
polarized along the optic axis of LNB. Pulse front and phase front are shown in red and blue.

Experimentally, above mentioned conditions are satisfied by tilting the intensity front of

IR pulse by an angle, γ ≈ 63.3◦ with respect to the phase front. Pulse front at a given time

is defined as the locus of the peak electric field of light beam. Pulse front tilt (PFT) is

realized by devices that impart angular dispersion and obeys the following relation, where
dβ
dλ

quantifies angular dispersion and n is the index of surrounding medium [31]. It should

be noted that phase front is perpendicular to the propagation direction of respective wave.

tan γ = − n

ng

λ0
dβ

dλ
(2.14)

We make use of a diffraction grating with 1200 lines/mm to introduce the PFT. The

grating equation, eq. (2.15), is used for experimental setup, where G represents grooves

per unit length, α, β are incident and diffracted angles measured from grating normal and

m is the order of diffraction which in our case, m = 1. One criterion for optimal THz

generation and beam quality is minimization of IR pulse duration across the pulse front,

which is realized by imaging the grating so that grating image coincide with IR pulse front

in LNB [28]. Finally the output face of LNB crystal should be cut at the tilt angle to

allow THz outcoupling with minimal reflection loss. More on efficient outcoupling can be

found in chapter 5.

Gmλ = sin(α) + sin(β) (2.15)

To reduce the imaging errors a 4f telescope setup was implemented which demagnifies the

diffracted light and images the grating in LNB in a small area, see fig. 2.3. Following the

grating and telescope setup one can deduce the expression for tilt angle in the crystal,

eq. (2.16) [31, 32].
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α
β

γ1

d1 d2

M =
f2

f1
=
d2

d1
γ2

Pulse Front Phase Front

Grating

f1 f2f1 f2

γ

Fig. 2.3: Setup for PFT in LiNbO3. Only single frequency component is shown

tan(γ) =
λ0G

ng(ω0)M cos(β)
(2.16)

Utilizing the PFT technique, we can find detailed theoretical investigations on THz

generation in LNB in [24, 28, 33]. For our project we are concentrating on the experimental

applications of the spectrometer.

2.3.3 Determination of Angles & Lens Combination

When using reflection type diffraction grating, in order to maximize power in the diffracted

light, the grating is operated in the Littrow configuration where α = β [34]. However,

this is not practical to implement. Nevertheless, by allowing small deviation from Littrow

condition, α − β = 0 , we can achieve an angle, using eq. (2.15), that would still be

quite efficient in reflecting incident power. Since γ = 63◦, β is dependent on M = f2

f1

through eq. (2.16). Because of the availability of multiple lenses, one has to choose the

lens combination that allows β to be closest to the Littrow combination. This problem can

be graphically solved with the aid of fig. 2.4. Plots were made for λ0=1035 nm, G=1200

lines/mm and a tolerance of |α− β| ≤25◦ was used.
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A

B

(a) (b)

Fig. 2.4: (a) Plot from grating equation. Horizontal gray dash-dot lines indicate the regions
where α− β ≤ 25◦. Vertical green dashed lines indicate range of allowed β, marked by points A,
B. Magenta square showing Littrow condition. (b) Plot of 1/M vs allowed β. Dashed horizontal
lines correspond to available lens combinations satisfying 1/M .

For our setup we selected 1/M = 2.5, that is satisfied by M = f2/f1 = 40 mm/ 100

mm. Additionally, foresight is valuable in choosing focal length combinations: ignoring

dispersion and imaging errors, a telescope that is too short may make alignment challenging,

while one that is too long may require larger diameter lenses to capture dispersed light.

2.4 THz Detection

In order to detect THz radiation, there are primarily two class of methods employed, coher-

ent and incoherent detection. Coherent detection refers to the phase-resolved measurement

of THz waveform, while incoherent method measures the power of incident THz light. Both

of these detection methods are utilized for alignment and spectroscopy purpose. Incoherent

detection is fairly simple to employ and the detector is primarily a thermal sensor. We

utilize a thermopile radiation detector and an far-infrared thermal camera for alignment

purposes. In the coherent measurement scheme, we employ the electro-optic (EO) crystal

GaP and exploit THz-induced Pockels effect on IR probe pulse. This procedure is also

called free space electro-optic sampling (FSEOS). The theory behind Pockels effect is very

similar to that of OR. The following sections will highlight key points on FSEOS.
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2.4.1 Pockels Effect

The change of material index due to an external static or low frequency electric field is

referred to as electro-optic effect [19]. The Pockels effect (PE) or linear electro-optic effect

is described as the linear dependence of the change in refractive index due to external

static electric field. The origin of this phenomenon lies in the χ(2) tensor of nonlinear

crystals and described by eq. (2.17). The induced polarization at the optical frequency

perturbs the index ellipsoid of the crystal and results in a change in crystal birefringence.

Pi(ω) = 2ε0
∑
j,k

χ
(2)
ijk(ω, ω, 0)Ej(ω)Ek(0) (2.17)

PE is conventionally described in terms of the induced polarization’s influence on the

dielectric tensor εij, thus on refractive index (n2 = ε, for linear isotropic dielectric). In

general, this relationship can be described as follows [20].

∆
(
ε−1
)
ij

=
∑
k

rijkEk(0) (2.18)

In eq. (2.18), rijk is the linear EO tensor, which for lossless materials can be written in a

contracted notation and represented by a 6× 3 matrix, rpm, where indices follow the same

contraction rule as dijk. Henceforth, rpm would be referred to as the linear EO coefficient

for respective crystals. Now, eq. (2.18), can be simplified to eq. (2.19). Moreover, the

relation between EO coefficient and χ
(2)
ijk(ω, ω, 0) are given in eq. (2.20) [20].

∆
(
ε−1
)
p

= ∆

(
1

n2

)
p

=
∑
n

rpmEm(0) (2.19)

rijk = rjik = rpm = −
2χ

(2)
ijk(ω, ω, 0)

εiiεjj
(2.20)

PE can be viewed as the inverse effect of OR. There exists a relationship between the tensors

involved. For absorptionless crystals, symmetry in χ(2) leads to following relationship

between coefficients involved in OR and PE [20]:

χOR
kji (0, ω,−ω) = χPE

ijk(ω, ω, 0) (2.21)

In the context of coherent THz pulse detection, the field of THz pulse is approximated as
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static in comparison to the much faster oscillating narrow IR pulse field. This is yet another

simplification resulting from the condition Ω� ω. For EO sampling we use <110> cut

GaP of 1 mm thickness. The crystal belongs to the point group 4̄3m whose members only

have one independent EO coefficient, r41. Key properties of popular EO crystals belonging

to this group are shown in table 2.2. Moreover, these crystals are optically isotropic in χ(1)

and thus show no birefringence. An external static field, however, gives rise to a fast and

slow axes in the index ellipsoid. This results in different speeds for the two polarization

components of ẼIR along the new principal axes. As the two orthogonal polarizations

travel along the length of the crystal, L, a relative phase retardation, ∆φ, builds up which

can be expressed as eq. (2.22) for the geometry shown in fig. 2.5 (b) [4].

∆φ = (ny − nx)
ωL

c
=
ωL

c
n3(ω)r41ẼTHz (2.22)

X

x
y

n

nx

ny

[001]

[11̄0][110]

ẼIR

ẼTHz

(a) (b)

GaP

Y

|ẼTHz| > 0 |ẼTHz| = 0

Fig. 2.5: (a) Pockels effect on the index ellipsoid of EO crystal. Without the presence of THz
field, the crystal is isotropic, but incidence of THz field turns the crystal birefringent with altered
principal axes [19]. (b) Orientation of GaP and field polarization directions of THz and IR pulse
for maximizing EO signal [4].

2.4.2 Phase Matching & Balanced Detection

As mentioned in the THz generation section, phase matching is of crucial importance

for optimal nonlinear effects. Despite the low EO coefficient of GaP, we still use it since

GaP allows colinear phase matching between THz and 1 µm IR pulse. It should be noted

that perfect phase matching is not possible for 1035 nm, but the deviation is considerably
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smaller than LNB and can be neglected. Additionally, having an optical phonon at 11

THz provides a broader detection bandwidth than other EO crystals, although a thinner

crystal is required to that end.

Table 2.2: Important properties of few EO crystals belonging to the point group 4̄3m. Informa-
tion taken from [4, 35]. λ0 denotes pump wavelength for phase matching.

Crystal r41 (pm/V) λ0 (µm) νphonon (THz)

GaAs 1.43 1.35 8.1

GaP 0.97 1.0 11

ZnTe 4.04 0.8 5.3

No THz:
IR circularly polarized

GaP

IR

THz

Applied THz:
IR elliptically polarized

λ

4
Waveplate

Fig. 2.6: FSEOS: showing only intensity envelope for probe IR pulse.

Figure 2.6 reprsents a schematic diagram for FSEOS. When no THz pulse is applied, GaP

is optically isotropic and does not affect the IR polarization. The quarter (λ/4) waveplate

turns the IR polarization from linear to circular. But applied THz field imparts a phase

retardation and turns the IR polarization from circular to slightly elliptical. The probe IR



19

after the waveplate, is decomposed to its polarization components via a polarizing beam

splitter and the intensity difference between two orthogonal components, Is = Iy − Ix is

measured using a balanced photo detector. This intensity difference is proportional to the

applied THz field amplitude, eq. (2.24).

At the balanced photo detector, intensities of the two orthogonal beams can be written as,

eq. (2.23), where ∆φ� 1 and I0 is the probe intensity exiting λ/4 waveplate [4].

Ix =
I0

2
(1− sin ∆φ) ≈ I0

2
(1−∆φ)

Iy =
I0

2
(1 + sin ∆φ) ≈ I0

2
(1 + ∆φ)

(2.23)

At a given time delay between probe IR and THz pulses, by measuring the intensity

difference of the two orthogonally polarized IR beams we can measure the amplitude of

the THz field at that time by,

Is ≈ I0∆φ =
I0ωL

c
n3(ω)r41ẼTHz (2.24)

∆t

E
O

S
ig

n
al

Fig. 2.7: IR pulse tracing out THz time-domain electric field

With the help of a linear delay stage we can introduce time delay, ∆t, between THz and IR

pulses. At discreet ∆t locations we measure Is which traces out the time domain electric

field of THz pulse. This is possible because IR pulse has much smaller duration than THz

pulse and at each ∆t, the convolution between the two pulses are measured.
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2.5 Experimental Setup

For a transmission mode THz-TDS setup see fig. 2.8. We use a Ytterbium (Yb) fiber

laser, Y-Fi, that emits pulses <170 fs centered at 1035 nm, with repetition (rep) rates

1–60 MHz with pulse energy of the order of ∼1 µJ. For the most part we operated the

laser at 10 MHz rep rate with an average power from 15–18 Watt. With the help of a

90/10 beam splitter (BS) we split the laser beam into pump and probe. The higher power

pump excites LNB that generates THz, while the lower power probe is used for coherent

detection. It is interesting to note that the same pulse pair is used for THz generation

and detection, ergo we require the pump and probe path to be almost equal.

The pump beam is sent to a delay stage which is used to incorporate time-delay between

the pump and probe. A chopper modulates the pump and thus the THz signal. A

half waveplate (λ/2) is used to change IR polarization from vertical to horizontal before

impinging on diffraction grating, this enhances efficiency of the grating [34]. The 1st order

reflection is sent through a 4f telescope and another λ/2 waveplate to turn the polarization

back to vertical to align with the LNB optic axis. The generated THz is aligned using

unprotected gold coated off-axis parabolic mirrors (OAPM) and focused onto the sample

to be characterized and then focused on GaP EO crystal for detection.

The low power probe beam goes through appropriate neutral density (ND) filters that

attenuate IR power further, well under the damage threshold of balanced detector. A

Glan Taylor polarizer is used to ensure no residual horizontal polarization component is

incident on GaP. This helps in acquiring good quality signal since the detection scheme is

polarization sensitive. An OAPM with hole is used to pass probe through THz focus in

GaP, in this step we use a telescope setup (not shown in fig. 2.8) to collimate the probe

to a beam diameter comparable to THz spot size. A quarter (λ/4) waveplate is used to

circularly polarize the IR. Finally a polarizing beam splitter, Wollaston prism, is used to

decompose the circular/elliptical polarization into two orthogonal components and sent

to a balanced photo-detector, Nirvana auto-balanced photoreceiver (model 2007). The

output from balanced detector is sent to lock-in amplifier and lock-in output is recorded

using data acquisition hardware.
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Fig. 2.8: Complete setup for simple transmission mode spectroscopy. Polarization of light and
optic axis of LNB are shown by symbols: �,←→.

We assume that the THz beam has a Gaussian profile. A Gaussian beam in the cross-

sectional plane of propagation axis (z), drops in intensity by a factor of 1/e2 at radius W (z),

called the beam width [23]. The minimum beam radius, W0, is at the beam focus/waist,

located at z = 0, and 2W0 is called the spot size, see fig. 2.9. At z = 0, the radius

of curvature of wavefront, R → ∞, i.e., similar to that of plane wave and R(z) slowly

decreases to a minimum value at a distance |z| = z0, called the Rayleigh range. The

distance 2z0 is called the depth-of-focus and related to beam waist via eq. (2.25). Since in

analysis we approximate the THz wave as a plane wave, practically, this implies placing

the sample of thickness L at the beam waist and satisfying L� 2z0.

W0 =

√
λz0

π
(2.25)
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2z0

2W0

z=0 z

Fig. 2.9: Gaussian beam with beam waist 2W0and depth of focus 2z0. THe dotted curved lines
represent radius of curvature of the wavefront R(z).

For aligning THz beam we have used custom built thermopile sensor with active area

0.51×0.51 mm2 and silicon (Si) window. This device was utilized in conjunction with

lock-in amplifier for THz alignment. Due to the slow response of the sensor, one has to

use a low modulation frequency for lock-in detection, we used 23 Hz. With the aid of

manual 2D translation stage, we scanned the THz beam-waist with this power detector,

see fig. 2.10. Since manually scanning the spot was very demanding, we only scanned one

half of the spot and assumed that the other half would be similar.

We also bought 32x32 thermopile array imaging sensor with Si window and complete

application set from Boston Electronics, which is a significantly economic alternative to

commercial THz detection units. It should be noted that the camera can image only THz

beam that are directly incident on its lens. Therefore specular reflection can be imaged

while diffused reflection could not be detected. We are unaware of the resistivity of the

Si window used and since it is a lens, we could not simply use the camera as a beam

profiler. It is possible to increase the THz power transmitted to the imaging array using

appropriate AR coating, see chapter 5.

For a step-by-step instruction for THz generation, detection, and alignment, see appendix A.
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(a) (b)

Fig. 2.10: (a) Upper half of beam waist profile scanned with thermopile detector. FWHM ∼1.5
mm; ∴ 2W0 ∼2.5 mm, 2z0 ∼35 mm. (b) Image taken using far-infrared camera in the collimated
section of THz beam.

2.5.1 Chopper and lock-in setup

Since the Pockels effect induces a small change in the balanced detector output, we extract

the signal from a noisy background with the help of lock-in amplifier. Lock-in amplifiers

are used to detect small signals of a fixed reference frequency that may be buried in noise.

Phase sensitive detection of lock-in allows extraction of both amplitude and phase of the

input signal. This significantly improves the signal to noise ration (SNR) in detection. For

details on lock-in detection and its application in THz-TDS one can see [36, 37].

For applications in this project, we used SR830 DSP lock-in amplifier. The THz signal

was modulated by an optical chopper which we operated at 1 KHz, the highest frequency

setting available, to reduce 1/f noise. Since our laser has a repetition rate of the order

of MHz, the relatively low chopper frequency was not of any concern. The output from

balanced detector was sent to lock-in input and the output signal from chopper controller

was sent to lock-in reference. At a given time in the THz waveform, see fig. 2.11, we can

have three scenarios resulting from modulated balanced signal, Is. Is = 0, correspond to

no THz signal while Is > 0, Is < 0, correspond to the positive or negative polarity of the

THz signal. Therefore, ideally the phase difference between the reference and Is is 0 or π.
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Lock-in
Ref

balanced
detector

Fig. 2.11: 180◦ phase shift between the two balanced signals is evident when sampling peak
and trough of the THz pulse. The DC offset in the signals are taken care of by lock-in’s AC
coupling. The lock-in reference is a square wave sent from the chopper.

2.5.2 Nitrogen Purging

In all likelihood the 1st waveform one successfully acquires while building a THz-TDS is

influenced by water vapor absorptions. For clear spectroscopy one needs to get rid of the

water vapor from THz environment. To that end, we built a box made of aluminum that

covers the region where THz is confined and purge air with nitrogen (N2). Since, in room

temperature N2 does not have any absorption, we get a clear single cycle THz waveform.

From fig. 2.12 we see that without purging in time domain, there are oscillations present

after the THz pulse peak, which correspond to free induction decay (FID) from the vapor.

In the spectrum this shows up as absorption lines. On the contrary, N2 purging produces

a smooth spectrum. We note that there is some vapor we could not get rid of and thus

weak absorption features can be noticed even with purging.
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Fig. 2.12: Effect of N2 purging in time and frequency domain. FID due to water vapor is
noticable in the blue waveform.

2.5.3 SNR and DR

Two most important parameter of the TDS apparatus is signal-to-noise ratio (SNR) and

dynamic range (DR). These parameters can be calculated for both time and frequency

domains. Ref. [38] points out that since we are dealing with a pulse, DR or SNR calculated

in the two domains are not generally the same. This is because in time domain we can

calculate these parameters at the peak of THz pulse, but there is no corresponding single

point in frequency domain. We use the definitions given in [38] which also shows that in

time domain, it is most meaningful to calculate the SNR and DR from the THz peak signal,

while for the frequency domain, DR of the full spectrum is easier to follow than SNR.

In eq. (2.26), Ẽp denotes the mean value of peak signal, and SD correspond to standard

deviation. Here the mean and SD are calculated for the number of sweeps measured under

same conditions. The TD noise floor can be measured by blocking the THz beam and

measuring the background signal.

SNR =
Ẽp

SD(Ẽp)

DR =
Ẽp

SD(TD noise floor)

(2.26)

For spectral DR calculation, we 1st take the mean time trace and Fourier transform it. By

plotting the amplitude spectrum in log-scale we can estimate the spectral noise floor. Using

eq. (2.27) we can calculate DR(ν). DR(ν) sets the upper limit in material absorption

calculation. For simple transmission mode measurement the relationship for sample of
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thickness d and index n(ν) are given by eq. (2.28) [39].

DR(ν) =
|E(ν)|

amplitude noise floor
(2.27)

αmax(ν)d = 2 ln

[
DR(ν)

4n(ν)

(n(ν) + 1)2

]
(2.28)

(a) (b)

Fig. 2.13: Pump power ∼13.5W at 10 MHz rep rate. (a) 7 time domain sweeps. At peak
SNR ≈ 414, DR ≈ 5473. (b) Amplitude spectrum of the average wavefrom. Amplitude noise
floor is estimated by dashed line.

(a)

(b)

Fig. 2.14: (a) Spectral dynamic range. (b) Maximum absorption that can be reliably measured
for few values of index, n.
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2.6 Conclusion & Discussion

We have briefly highlighted and illustrated the basic theory of constructing a time domain

THz spectrometer exploiting nonlinearity in electro-optic crystals. We have also constructed

the fully functional apparatus that incorporates multi axis motion control using micro-

controllers that allow characterization of multiple samples without opening the purge

box. An improvement in the purge box design would help in faster and more efficient N2

purging. The small FID present from water vapor in time trace inhibits measuring small

signals precisely and often interferes with internally reflected pulses. We also require to

calibrate the THz field, for simple linear spectroscopy this was not needed.

In the following chapters we would concentrate on the applications of this spectrometer.

It is used to characterize different types of samples and multilayered optics that has

technological implications. It is an essential tool in our study of THz light-matter coupling

in BiFeO3. The spectrometer will also be employed in other future projects.



Chapter 3

Analysis

3.1 Introduction

Spectroscopic investigations, by definition, are conducted in the frequency domain. In

general, materials or devices that interact with THz pulses have frequency dependent

response, hence we are constrained to the frequency space for analysis. Since we acquire

data in time domain, Fourier transformation (FT) is an indispensable tool used from

the beginning of our analysis. Since THz-TDS preserves the phase of recorded signals, it

is superior to another spectroscopic technique, Fourier transform infrared spectroscopy

(FTIR), both of which rely on FT. This facilitates THz-TDS to extract material properties

without applying Kramers–Kronig relations, which relate the spectral extinction-coefficient

to index of refraction and vice-versa. In this chapter we show how one can extract optical

properties of optically thick samples. The Fabry-Pérot effect due to echoes in waveform are

also addressed. The influence of specimen thickness on calculated absorption coefficient is

also highlighted. Finally we illustrate how one can predict the time-domain signal, given

spectral information, by virtue of inverse Fourier transformation (IFT).

3.2 Connecting Time and Frequency Domains

While examining the response of linear time invariant (LTI) systems to an input signal,

Ẽ1(t), we can view the output, Ẽ2(t), as the convolution of the system’s impulse response,

h(t), to Ẽ1(t) [23]. In this time domain description, the impulse response characterizes

28
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the system’s behavior. Equivalently in the frequency domain, the output spectrum, E2(ν),

is simply the point-wise product of the input spectrum, E1(ν), and transfer function1,

H(ν). It is insightful to represent the spectrum E(ν), in polar form which contain both

the amplitude and phase spectrum, |E(ν)|, φ(ν), as in eq. (3.1). In eq. (3.2) we define FT,

IFT and convolution operations.

E(ν) = |E(ν)|eiφ(ν) (3.1)

FT: E(ν) = F [Ẽ(t)] =
+∞∫
−∞

dt e−2πiνtẼ(t)

IFT: Ẽ(t) = F−1[E(ν)] =
+∞∫
−∞

dν e2πiνtE(ν)

Conv: Ẽ1(t) ∗ h(t) =
+∞∫
−∞

dτ Ẽ1(τ)h(t− τ)

(3.2)

Ẽ1(t) Ẽ2(t)

E1(ν)

h(t)

H(ν) E2(ν)

FT FT FTIFT IFT IFT

*

×

Fig. 3.1: Connecting time and frequency domain signals via FT and IFT in LTI systems. The
symbols ∗ and × are used to indicate convolution and multiplication respectively.

From eq. (3.2), we see that E(ν) = F [Ẽ(t)] converges if Ẽ(t) is absolute integrable, or

simply for |t| → ∞, |Ẽ(t)| → 0. Moreover, FT is defined for both positive and negative

frequencies. Interestingly for real valued signals, FT : R→ C, and E(ν) has Hermitian

symmetry: E∗(ν) = E(−ν), which leads to useful properties, eq. (3.3), that allow one to

represent the full spectrum by ν ≥ 0 [40]. The energy contained in the signal in time and

1H(ν) is also called the frequency response of the particular system.
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frequency domains are connected via Parseval’s theorem eq. (3.4):

|E(ν)| = |E(−ν)|, φ(ν) = −φ(−ν) (3.3)

∫ ∞
−∞

dt |Ẽ(t)|2 =

∫ ∞
−∞

dν |E(ν)|2 (3.4)

3.3 Fast Fourier Transform

The above definition of FT and IFT are applicable for continuous signals. Since data

acquisition is discrete in nature, we rely on the discrete Fourier transform (DFT) for signal

processing. However, the inefficiency of DFT lies in requiring extensive computational

power. An algorithm called the fast Fourier transform (FFT) significantly speeds up

the DFT procedure and was 1st described by Cooley and Tukey in 1965 [40]. While the

dimension of the continuous FT spectrum is [sig]/[freq], the dimension of FFT spectrum is

[sig]. Knowing spectral dimensions help with interpretation of spectral analysis. In fig. 3.2

we show how FFT can extract the amplitude and phase components of a time-domain

signal.

2 important parameters in frequency domain are frequency resolution, ∆ν and bandwidth,

B. If there are N points in the time trace and total scanned time is T , then T = (N −1)∆t.

We can define the sampling frequency, Fs = 1
∆t

, where ∆t is the time step. Given these

relations, it is trivial to show that ∆ν, after FFT follows eq. (3.5) for ∆t� T . Therefore,

for high resolution time domain spectroscopy2, one has to scan longer in time-domain,

while still above the noise floor. The bandwidth (B) of a signal is given by Nyquist criterion,

eq. (3.6), where 2B is called the Nyquist frequency. If Fs < 2B, one would encounter

aliasing issues. In practice, Fs should be few times greater than 2B.

∆ν =
Fs
N
≈ 1

T
(3.5)

Fs ≥ 2B (3.6)

2By higher resolution we mean smaller ∆ν
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Fig. 3.2: FFT extracting amplitude and phase components of a simulated signal:
Sig(t) = 1 · cos(2π(0.5)t+ 1) + 2 · cos(2π(1)t+ (−2)) + 1.5 · cos(2π(2.5)t+ (2))

3.4 Window Function

When applying FFT, one has to implement a suitable window function to the waveform so

that both ends of the THz time trace gradually go to zero. Abrupt truncation introduces

spectral artifacts [40, 41]. Once windowed, the time trace may be zero-padded to increase

the data points in frequency domain—this has the effect of smoothing the spectral features

but does not provide additional physical information [40, 41].

We use a modified sigmoid function to accomplish the windowing process, see eq. (3.7).

We define 2 parameters, t0, β, where t0 controls the temporal shift of the function such

that at t = t0,S = 0.5 and β controls the steepness of the curve. We construct the window

funciton, W , where t2 > t1 and β1, β2 > 0. For our analysis, choosing β1 = β2 suffices. By

setting t1 some time before the peak signal and t2 some time after, we can define W to

analyze our region of interest. Note that, max(W) = 1 and W stays reasonably flat in the

region of interest, but tapers down the waveform at t < t1, t > t2, see fig. 3.3. Given a



32

waveform Ẽ0 , we can prepare it for analysis by simple multiplication.

S(t, t0, β) =
1

1 + exp(−β(t− t0))

W(t, t1, t2, β1, β2) = S(t, t1, β1) · S(t, t2,−β2)

Ẽ1 =W · Ẽ0

(3.7)

(a) (b)

(c)

Fig. 3.3: Effect of window functions on N2 purged experimental waveform. (a) Keeping t1 fixed
and varying t2. Resulting waveforms are shown in (b) applying offsets along both axes. Second
pulse has been windowed out in Ẽ2, Ẽ3. (c) Oscillation in spectrum is removed in |E2|, |E3|.
Since win-2 is longer than win-3, |E3| shows weak water vapor signatures which are absent in
|E2|.

A thorough study on the effect of W on spectrum has not been carried out in this project.

If water vapors could completely be eliminated in the experiment, we would not see any

FID in the waveform and thus the window functions, win-2 and win-3, would have identical

effect on the spectrum in fig. 3.3.
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3.5 Optical Parameter Extraction

We make some assumptions before describing a simple theory for optical parameter

extraction. The dielectric samples are assumed to be in the shape of a slab of rectangular

cross-section. The two faces of the sample allow multiple internal reflections to propagate

toward the detector, giving rise to Fabry-Pérot (FP) effect. Hence, the sample of interest

should be optically thick enough so that it is possible to separate the echoes from the

main transmitted pulse, which allows FP contributions to be ignored. We assume that the

incident light can be approximated as a plane wave at normal incidence, since sample of

appropriate thickness is placed in the Rayleigh range of focused THz. Additionally we

assume that scattering and diffraction losses are negligible. We define complex refractive

index, n̄ = n− iκ, where n and κ respectively correspond to the real refractive index and

extinction coefficient, which quantifies the absorption in material.

L

d

t21

n̄

t12

air air

detector

Ẽin Ẽsmp

Fig. 3.4: Sample with n̄ to be characterized with THz-TDS. Measured signal without the sample
is called reference and denoted by Ẽref . Measured signal with the sample is denoted by Ẽsmp.

In principle, time domain spectroscopy is straightforward. One has to record two time

traces, one without any sample, labeled Ẽref , and another with sample inserted in the

path of light, labeled Ẽsmp. For air medium n̄air = 1, hence in the frequency domain we

have:
Eref (ν) = Ein(ν) · e−i(2πν)L/c · e−i(2πν)d/c

Esmp(ν) = Ein(ν) · t12(ν)t21(ν)e−i(2πν)n̄L/c · e−i(2πν)d/c
(3.8)

Where e−i(2πν)d/c is the propagation factor common to both spectra and cancels out upon

division. Transmission coefficients, t12, t21, are functions of n̄, θ1 [23]. Here the first

subscript denotes the air-sample interface and the second subscript denotes the sample-air
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interface. At normal incidence, θ1 = 0, when light travels from n̄1→ n̄2 and n̄2→ n̄1, we

get:

t12(ν) =
2n̄1

n̄1 + n̄2

t21(ν) =
2n̄2

n̄1 + n̄2

(3.9)

For notational simplicity, henceforth, we denote reference and sample by subscripts 1 and

2, instead of ref and smp, respectively. The transfer function H(ν) that relates output

signal to the reference one in frequency domain is defined in eq. (3.10).

H(ν) =
E2(ν)

E1(ν)
=

4n̄(ν)

(1 + n̄(ν))2
exp

(
−i

(2πν)

c
L(n̄(ν)− 1)

)
(3.10)

In the case of low absorption such that, κ� n, we can simplify the factor coming from

the transmission coefficients by replacing n̄ → n in the quotient and thereby de-couple

index and extinction-coefficient. Since, H(ν) = |H(ν)| exp(iφH(ν)), we unwrap the phase

φH(ν) and write:

|H(ν)| = 4n(ν)

(1 + n(ν))2
exp

(
−(2πν)

c
Lκ(ν)

)
φH(ν) =

(2πν)

c
L(1− n(ν))

(3.11)

We explicitly write the transfer function in terms of the amplitude and phase spectra of

sample and reference fields which are experimentally evaluated.

E2(ν)

E1(ν)
=
|E2(ν)|
|E1(ν)|

exp (i (φ2(ν)− φ1(ν))) (3.12)

We first need to obtain index, n(ν), which would be used to calculate absorption coefficient

α(ν) = 2κ(ν)(2πν)/c. From eqs. (3.11) and (3.12) we deduce:

n(ν) = 1− c

2πνL
(φ2(ν)− φ1(ν))

α(ν) = − 2

L
ln

(
(1 + n(ν))2

4n(ν)

|E2(ν)|
|E1(ν)|

) (3.13)
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As an illustration of the parameter extraction, we show the time and frequency domain

information of two pulses: reference and a non-dispersive sample. Where the time delay

(∆t) results from the optical path difference. In frequency domain this is equivalent to a

phase shift as illustrated in fig. 3.5, since (φ1 − φ2) = 2πν∆t, where φ2(ν) < φ1(ν). Once

the amplitude and phase spectra are calculated, we can determine the quantities shown in

fig. 3.6 and finally extract the optical parameters.

1
2

Fig. 3.5: Phase unwrapping is performed in the calculations
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Fig. 3.6: These experimental quantities are then used in the simple equation, eq. (3.13), to
calculate the optical parameters.

However for real signals, the presence of noise hinders accurate parameter extraction.

Due to the phase noise at low frequencies, one has to calculate the phase from complex

spectrum and unwrap it in the spectral region where φ(ν) has high SNR and using these

data points linearly fit the low frequency region such that at φ(ν=0) = 0 [42]. Uncertainty

in sample thickness further impacts the error in optical parameters. Concerning sample

thickness, one has to be between two extremes. If sample is too thick, then the plane

wave assumption will breakdown, see fig. 2.9. Moreover, thick lossy samples set an upper

limit to α(ν) based on the dynamic range (DR) of apparatus [39]. On the other hand,

if the sample is too thin, the spectrometer would become less sensitive to the sample’s

response. For a given uncertainty in φH , the uncertainty in index increases like, ∆n ∝ 1/L

[43]. There is an optimal frequency dependent thickness that solves the issues resulting

from sample thickness [44]. There are other accurate, iterative procedure for parameter

estimation [45, 46].

αmax(ν)d = 2 ln

[
DR(ν)

4n(ν)

(n(ν) + 1)2

]
, Lopt(ν) =

2

α(ν)
(3.14)

3.6 Fabry-Pérot Effect

In section 3.5 we strategically avoided the echoes that arise from internal reflections within

the sample and travel to the detector. A waveform containing echoes in time domain
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correspond to oscillations in frequency domain, resulting from the shifting property of

FT. The magnitude of the oscillations depend on the the internal reflection coefficient, r21,

when light travels from sample to air. At normal incidence r21 is polarization independent

and given by eq. (3.15) [23].

r21(ν) =
n2(ν)− n1(ν)

n2(ν) + n1(ν)
(3.15)

Since subsequent echoes travel an extra distance of 2L, they are temporally delayed by

δt = 2nL/c. This results in a spectral oscillation of 1/δt. The above consequences are

called the Fabry-Pérot (FP) effect. The output pulse in eq. (3.8) is corrected by including

N echoes after the main pulse in eq. (3.16).

E2(ν) = E1(ν) · t12(ν)t21(ν)e−i(2πν)n̄L/c

N∑
k=0

[
r21(ν)e−i(2πν)n̄L/c

]2k
(3.16)

The term in the summation is called the FP term. The FP effect hinders accurate

high resolution measurements using THz-TDS, which can be mitigated by appropriate

antireflection coatings by satisfying r21→0. one can see [47] for high resolution parameter

extraction using thick samples taking into consideration the multiple echoes. Moreover,

extracting optical parameters from thin samples is a major hurdle caused by the FP term

since the echoes can no longer be singled out and special treatment is required to that end

[48]. On a positive note, FP effect is utilized in constructing cavity resonators.

In figs. 3.7 and 3.8 we illustrate the effect of FP term in optically thick (relative to

the wavelength of light) and thin silicon (Si) samples. We consider a non-dispersive

index n = 3.417 and α = 0, which is reasonable description of high resistivity float zone

Si. Calculations were performed with N = 25 reflections. However, if the samples had

antireflection coating, we could highly reduce the FP oscillations.
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Fig. 3.7: Time and frequency domain simulations from 250 µm thick Si. Waveforms are offset
along y-axis for clarity. In this thick sample, the echoes in the waveform can be windowed out.

Fig. 3.8: Time and frequency domain simulations from 40 µm thick Si. Waveforms are offset
along both x, y axes for clarity. In this thin sample, the internally reflected echos interfere to
produce the output signal in red.

3.7 Reconstruction of the Signal

While for real waveforms it is possible to represent the spectrum using only one-sided FT

by considering ν ≥ 0, one has to consider both negative and positive frequencies to apply

IFT to reconstruct the waveform. Due to the symmetry of the FT (see eq. (3.3)), it is

possible to rearrange the spectral components to obtain the two-sided representation from

one-sided spectrum. This allows spectral analysis using only the non-negative frequencies,

but care has to be taken when switching between the two representations.

For an input waveform, given a transfer function, H(ν), we briefly mention the steps

required to construct the output waveform, the order of operation is also shown in fig. 3.1 :
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(1) Calculate input spectrum: E1(ν) = F [Ẽ1(t)]

(2) Calculate output spectrum: E2(ν) = E1(ν) ·H(ν)

(3) Calculate output wavefrom: Ẽ2(t) = F−1[E2(ν)]

H(ν) can correspond to a cascade of LTI systems, such that H(ν) = H1(ν)H2(ν)H3(ν) · · · .
For a simple cavity resonator the above process is illustrated in figs. 3.9 and 3.10.

(a) (b)

Fig. 3.9: (a) Input signal, (b) resonator H(ν) with resonance, ν0 = 2 THz, that would respond
to the input pulse.

(a) (b)

Fig. 3.10: (a) Output signal from above resonator, fig. 3.9 (b). Top panel shows time-domain
ringing which is constructed by following steps highlighted in this section. Bottom panel shows
spectral amplitude of the output waveform. (b) Comparison between input and output amplitude
spectra due to the resonator.
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3.8 Propagation in a Resonant Medium

Light matter interaction in a dielectric that possesses an electric dipole resonance in the

bandwidth of incident light can be described by Lorentz oscillator model [49, 3]. The

model predicts that at resonance the oscillator is π/2 phase delayed with respect to the

input field, Ẽ1. The oscillating dipoles will then radiate secondary waves. Considering a

sheet of driven dipoles, one can show that at a finite distance there is another additional

phase lag of π/2 in the emitted secondary waves. Hence at ν = ν0, the phase difference

between Ẽ1, and the secondary scattered field is π and they destructively interfere to

produce the output field Ẽ2 [3]. The emitted light from the dipoles are also called free

induction decay (FID).

The bare bones of this effect can be illustrated by considering a sharp band-stop filter of

infinitesimal physical thickness and loss with ν0 = 1.5 THz, as in fig. 3.11. The decayed

oscillation portion in Ẽ2 will correspond to FID. The filter, in fact, produces an oscillation

π out of phase relative to Ẽ1 which interferes with Ẽ1; the resultant waveform, Ẽ2, when

analyzed over the full time trace would produce a dip in transmitted spectrum.

(a) (b)

Fig. 3.11: (a) Transfer function, H(ν), characterizing a band-stop filter. (b) Output (blue)
waveform is the time domain response of the band-stop filter to the input (black) pulse.

In fig. 3.12 we show the waveform and power spectrum of two time domain segments of

the output signal, one that appears prior to the FID and another that is the FID. Plotting

the spectrum of temporal segments along with the full input and output spectrum, we

get a clearer picture of the band-stop filter’s behavior. Indeed, completely out of phase

emission can produce spectral absorption if the full length of time trace is considered.
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(a) (b)

Fig. 3.12: Spectrum of portions of time trace distinguishable by color. (a) Osc-b (red)
corresponds to the portion of Ẽ2 before the FID, Osc-a (green) corresponds to the FID. (b)
Power spectrum calculated with different temporal segments (Osc-a and Osc-b). The black curve
is the input and blue is the output considering full time trace of the output waveform, which
shows absorption. FID portion of the output waveform showing spectral emission in green. The
diminished amplitude in red is the result of the superposition between completely out of phase
frequency components.

3.9 Discussion & Conclusion

The basic mathematical foundation for data analysis has been described. The concepts

mentioned here will be used in subsequent chapters. Waveform reconstruction technique

is utilized in simulating the time domain response of AR coated substrates and cavity

resonators, which facilitate our study of strong coupling in BFO. The effect of sample

thickness on analysis technique is illustrated. A rigorous code, based on the references

cited above, would help in more accurate parameter extraction for samples of various

thicknesses. The FID spectrum would provide us insight when analyzing resonant light-

matter interaction. As illustrated in section 3.8, one should not be surprised to find

spectral emission after analyzing the FID.



Chapter 4

Spectroscopy of Normal Dielectrics

4.1 Introduction

Material characterization in the THz regime is the main purpose of the constructed time-

domain spectrometer (TDS). Using our THz-TDS we extract the optical parameters of a

few different dielectrics. In this chapter we will investigate the transmission spectrum of

relatively low loss dielectrics which do not possess any resonance modes in our accessible

bandwidth. Except for one, all the samples are optically thick, so Fabry-Pérot (FP)

effect in optical parameters was avoidable by windowing out the internally reflected pulses

in time-domain. Therefore we only analyze the main transmitted pulse and ignore the

reflections. Finally, we demonstrate the merit of incorporating FP term in analyzing

optically thin samples. Materials characterized in this chapter are widely used for THz

applications. Their spectral properties will be used to determine specific technological

applications they offer. The multilayered optics developed in this project will rely on

material properties determined in this chapter. We extracted parameters in the range

0.3–2.25 THz; regions outside of this did not have sufficient SNR for reliable analysis.

Furthermore, spectroscopy of these materials allow us to test the performance of the

spectrometer by comparing results to those reported in literature.

42
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4.2 Spectroscopy on Solids

We will perform spectral investigations on silicon wafer, ceramic alumina, quartz glass,

and thin polyimide (kapton) film; being optically thin, polyimide film could not be fully

characterized. Optical parameters of a sample seem to have some dependence on its

supplier. Oftentimes, suppliers do not provide specifications (spec) for these materials,

and sometimes the spec is not accurate. Hence, we require to characterize the dielectrics

purchased for THz applications. THz optics tend to be bulky and expensive, compared to

other optical regions. Ergo, there is an increasing demand for producing low loss optics

that are cost-effective. The samples analyzed here are used as substrates for a variety

of anti-reflection (AR) coatings, see chapter 5. Thin stacks of Si wafers are used for the

design of efficient tunable reflector and THz cavity resonator, see chapter 7. Other than

the film, the solids mentioned above are ideal for THz windows and possess distinctive

qualities that make them advantageous for specific environment. The THz-TDS will be

a light source for cryogenic instruments in ultrahigh vacuum, hence appropriately AR

coated low loss windows will enhance performance of the involved equipment.

4.2.1 Silicon

Among the semiconductors, silicon (Si) is extensively used for THz applications. But to

reduce material absorption one has to choose a sufficiently high resistivity float zone silicon

(HRFZ-Si). HRFZ-Si is one of the most transparent materials for THz light. Its high

refractive index and optical isotropy make it very useful for THz optics. The HRFZ-Si

sample used for the following measurement is 500 µm thick, purchased from MTI Corp

with rated resistivity 15 kΩ-cm. We expected negligible loss from the sample, but the

absorption at higher frequencies in fig. 4.4 suggest that the quoted resistivity of the wafer

may not be accurate.
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Fig. 4.1: A THz pulse that has passed through a 500 µm thick wafer of HRFZ-Si (blue)
compared to a reference pulse that has not passed through any sample (black)

Fig. 4.2: Transmitted spectra from respective blue and black waveforms above
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Fig. 4.3: Ratio of the spectral amplitudes of the pulse that was passed through the HRFZ-Si
sample and the reference pulse

Fig. 4.4: Optical parameters extracted from the HRFZ-Si sample. Index of refraction is shown
in blue and absorption coefficient in red.

Reported optical parameters for HRFZ-Si can be found in [50, 51], the index is in agreement

with the ones reported but the absorption at higher end of the bandwidth would require

further investigation. Si wafers would be used in construction of reflector and resonator

designed for the sub-THz region. The characterized wafers are also extensively used for

empirical evaluation of developed AR coatings.
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4.2.2 Alumina

Ceramic Alumina is typically made of fine powder of Al2O3 crystals mixed with impurities

such as glass. Despite being an electrical insulator, alumina has an impressive thermal

conductivity. Crystal Al2O3 is birefringent with reported index ne ≈ 3.07, no ≈ 3.39 [52].

The Alumina sample used in following measurements was purchased from McMaster-Carr

with advertised thickness 0.025′′ ± 0.003′′, which correspond to 635±76 µm.

Fig. 4.5: A THz pulse that has passed through a 635 µm thick ceramic alumina (blue) compared
to a reference pulse that has not passed through any sample (black)

Fig. 4.6: Transmitted spectra from respective blue and black waveforms above
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Fig. 4.7: Ratio of the spectral amplitudes of the pulse that was passed through the ceramic
alumina sample and the reference pulse

Fig. 4.8: Optical parameters extracted from the ceramic alumina sample. Index of refraction is
shown in blue and absorption coefficient in red.

A broadband spectroscopy on ceramic Alumina with two different purities can be found

in [53]. The index calculated with our spectrometer is in agreement with the article,

which show very small index dependence on impurity, but a significant impurity dependent

absorption. Our measurements suggest that for sub-THz frequencies Alumina would be

a good low-cost window material if used with proper anti-reflection (AR) coating. In

situation where temperature of a specific sample is required to be tuned, alumina would

offer a great solution by simultaneously being the window and thermal conductor.
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4.2.3 Quartz Glass

Quartz glass is amorphous and composed of SiO2 (silica), one of the most abundant

compounds found on earth. Quartz glass has high transparency over a broad range of

frequencies from infrared to ultraviolet. It is relatively inexpensive due to wide availability.

The sample used for characterization was purchased from McMaster-Carr and has thickness
1
16

′′
= 1587.5 µm.

Fig. 4.9: A THz pulse that has passed through a 1
16

′′
thick quartz glass (blue) compared to a

reference pulse that has not passed through any sample (black)

Fig. 4.10: Transmitted spectra from respective blue and black waveforms above
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Fig. 4.11: Ratio of the spectral amplitudes of the pulse that was passed through the quartz
glass sample and the reference pulse

Fig. 4.12: Optical parameters extracted from the quartz glass sample. Index of refraction is
shown in blue and absorption coefficient in red.

The measured index is in well agreement with ones reported in [54, 55], while both index

and absorption seem to agree with [55]. The relatively low index, n ≈ 1.95, reduces the

Fresnel loss due to transmission and the low material absorption further makes quartz glass

a very good candidate for THz window without the need for AR coatings. Transparency in

the visible frequency serves as an additional alignment advantage and provides an option

for broadband window material. Since FP effects are minimal in quartz glass, one can use

a thin uncoated window for THz applications.
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4.2.4 Thin Polyimide Film

Polyimide (PI) film or better known as kapton film of thickness 3 Mil was purchased from

McMaster Carr, where 1 Mil = 25.4 µm. Due to being so thin we can not window out

the etalon reflections in our analysis. Therefore, we observe Fabry-Pérot (FP) oscillations

imposed on the main pulse, which makes spectral analysis much difficult compared to the

thick samples. Due to having a low index ∼1.87 [56], we have a weak etalon oscillation

in the amplitude and phase, as can be seen in fig. 4.14. In this case, simultaneous

determination of the index and absorption would require special iterative calculations as

illustrated in [48]. However, since the n has already been reported by [56] which looks

reasonably dispersionless up to 3 THz, we can make use of this fact and try fitting the

extinction coefficient, κ.

Fig. 4.13: Left: A THz pulse that has passed through a PI film (blue) compared to a reference
pulse that has not passed through any sample (black). Right: Transmitted spectra of respective
waveforms from left.

Fig. 4.14: Amplitude ratio and phase difference show FP oscillations for the PI thin film
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The oscillations in the amplitude ratio is dependent on the optical thickness nd of the film.

Since n = 1.87, d = 2.85 Mil best fits the experiment. The calculated ratio |E2|/|E1| was

manually fit to the experimental one by approximating κ by a 2nd order polynomial of ν.

In figs. 4.15 and 4.17, we show the effect of incorporating the FP term in frequency and

time domain.

Fig. 4.15: Effect of inclusion (red) and exclusion (blue) of FP term in calculating amplitude
ratio from the PI thin film. Incorporating FP effect, we attempt to manually fit the calculated
amplitude ratio (red) to that of experiment (black). Here we have kept the index fixed but
approximated κ by a 2nd order polynomial (shown below) that produces the best fit between red
and black curves.

Fig. 4.16: Estimated extinction coefficient (κ) and power absorption coefficient (α) of PI film
that allows best fit in fig. 4.15
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Fig. 4.17: Time domain reconstruction further shows the merit of the FP term and absorption
fitting for the PI thin film. THz pulse that passes through the PI film is shown in black. Waveform
simulation including and excluding the FP term is respectively shown in red and blue.

4.3 Discussion & Conclusion

We have performed spectroscopy of HRFZ-Si, ceramic alumina, and quartz glass employing

our THz-TDS. Careful observation of the samples’ absorption spectra reveals a small

negative absorption in the low frequency end for the low loss materials. Realistically,

this is not meaningful. Such phenomenon has been reported previously in [57–59]. This

may be explained by not having sufficient sample thickness for longer wavelengths in

transmission measurements, which results in lower frequency end becoming less sensitive

to the presence of sample material [60]. The Gouy phase shift in tightly focused Gaussian

pulse may also lead to some discrepancy [61]. For complete thin film characterization,

proper code has to be developed based on the reference cited. Taking a constant index

of refraction from literature, we have attempted to estimate the absorption of polyimide

thin film. In extraction of optical parameters, we also require to incorporate uncertainties

that may result from the different components of our apparatus. Overall, the spectroscopy

performed on above materials provide us useful information that will be taken into account

in developing future optical components.



Chapter 5

Anti-Reflection Coating

5.1 Introduction

When light travels from one medium to another, it is accompanied by reflection loss at

the interface dictated by the Fresnel equations [3]. Impedance matching between the

two media serves to minimize this loss and it is accomplished by anti-reflection coating

(ARC). The text book example for ARC is the quarter wavelength thick film between

the two media satisfying the refractive index relation n2
f = n1n2, where the subscripts

denote the film and two media respectively. Destructive interference causes electric field of

light to vanish on the reflected medium, while a boost in electric field on the transmitted

medium results from constructive interference. Since the single layer coating has a narrow

bandwidth, it is in general not suitable for broadband sources. In the THz regime finding

the right material and technique for applying a functional ARC can be very challenging.

Many different methods have been employed to create suitable ARCs which include thin

multilayered films, metallic absorptive coating, intricate surface structures, etc. [62–65].

Besides their pros and cons, all such techniques rely on very careful implementation of the

AR structure, which does not provide a low-cost solution to the problem.

We apply pressure sensitive adhesive tapes (PSAT) and films made of low-loss polymers

of appropriate thicknesses on Si wafer, ceramic alumina, quartz glass, and GaP electro-

optic (EO) crystal. The procedure is similar to [66, 67], where polyimide (Kapton) and

fused quartz were respectively glued to semiconductor substrates and their performance

were recorded in frequency domain. In those cases, the thicknesses of both adhesive and

53
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polyimide/quartz had to be carefully monitored for optimal performance. In contrast,

we use commercially available tapes and films with given thicknesses, along with their

combination on substrates and record their response in the time-domain. This allows

one to see both the transmitted THz pulse and internally reflected pulse. We compare

experimental and calculated performance both in time and frequency domain, which allows

us to reconstruct the signals post analysis. With some combination of thin films, we are

able to reduce Fresnel loss on a wide range of frequency with drastically low cost, in room

temperature and pressure.

5.2 Films for ARC

From Fresnel equations we have seen in chapter 3 that for normal incidence on a rectangular

slab of dielectric, the total transmission coefficient is given by t1t2, where subscripts denote

air-substrate, substrate-air interface eq. (5.1). Hence, if we take the ratio of output fields

without considering internal reflections, between two identical slabs, one with no Fresnel

loss (E0) and the other with usual loss (En), we get the following relation. One purpose of

ARC for a given substrate index, n, is to approach E0, see fig. 5.1.

t1t2 =
4n

(1 + n)2
,

E0

En
=

1

t1t2
(5.1)

Fig. 5.1: Fresnel loss due to index mismatch between substrate and air.
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We performed our measurements with polyimide (kapton), polyethylene, polypropylene

single-sided PSAT. Each of such tape is composed of a polymer adhesive layer, a backing

film, and a release coating on the backing film. The purpose of release coating is to help

unwind the tape against its own adhesive and this coating is significantly thinner than the

other two layers, typically <1 µm, or sometimes <0.1 µm [68]. We have ignored the effect

of this thin coating in analysis. We have used the properties of PMMA and PDMS to

represent respectively the adhesive layers acrylic and silicone mentioned by the suppliers.

The THz optical properties of these polymers vary specimen to specimen and we can see

more deviation in the reported α than n, as summarized in [69]. The real index, n, for

each material used in our calculation listed in table 5.1, is taken from [56, 70, 71]. We

also note from literature that in the bandwidth 0.2–3 THz, PE and PP are very low in

absorption, nominally α < 1 cm−1, while PI has much higher, monotonically increasing,

absorption which is bounded by α < 25 cm−1 [56]. From [72] we see that PDMS is slightly

more absorptive than PMMA below 1.5 THz, while above 1.5 THz PMMA becomes more

lossy and both of them satisfy α < 10 cm−1 below 1 THz. However as mentioned above,

there is a noticeable variation in absorption for a each polymer, which prompted us to

estimate α for each layer from our experiment.

Table 5.1: Polymer name and parameter n̄ = n− iκ used for analysis. PDMS-1, PDMS-2 have
slightly different κ and correspond to PI-T1, PI-T4 respectively, see table 5.2. n is taken from
literature while κ is estimated by fitting.

Polymer Complex index n̄ α(1THz) 1
cm

Polyethylene (PE) 1.52− i · 0.002 0.84

Polypropylene (PP) 1.50− i · 0.005 2.10

Polyimide (PI) 1.87− i · 0.031 12.99

Polymethyl methacrylate (PMMA) 1.60− i · 0.035 14.67

Polydimethylsiloxane (PDMS)-1 1.55− i · 0.03 12.58

Polydimethylsiloxane (PDMS)-2 1.55− i · 0.032 13.41

In analyzing the measured data, we assumed that all dielectrics involved are non-dispersive

and κ was estimated by fitting calculation to experiment. For the thickness of the polymer

layers we are using the unit Mil, where 1 Mil = 25.4 µm, which is a standard commercial

unit for film/tape thickness. Our thicknesses of individual AR layers range from 0.15–2Mil,
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i.e., about 3.8–50.8 µm. We noticed that after good application of PSAT on substrate, the

total thickness of the films is thinner than advertised, which was confirmed by physically

measuring the thickness of 20 layers of tape with a vernier calipers. Thicknesses can

also be slightly reduced by stretching the polymers due to Poisson effect. Taut film is a

requirement for air-bubble free application of PSAT. In table 5.2 we enlist the polymer

films used in our work.

Table 5.2: Tape and film Information. l1 correspond to film thickness given by supplier. l2
correspond to film thickness that best fits analysis. 1 Mil = 25.4 µm. PI-T5 is only used for
analysis in fig. 5.22

Label
Material l1 (Mil) l2 (Mil)

Supplier
Film Adhesive Film Adhesive Film Adhesive

PE-T PE PMMA 1.8 0.2 1.6–1.8 0.15–0.2 McMaster-Carr

PP-T PP PMMA — — 1 1.1 Walmart

PI-T1 PI PDMS 1 1.5 1 1–1.1 Thorlabs

PI-T2 PI PMMA 1 1.5 1 1.3 Caplinq

PI-T3 PI PMMA 2 1.5 1.85 1.3 Caplinq

PI-T4 PI PDMS 0.5 1 0.5 1–1.1 McMaster-Carr

PI-T5 PI PDMS 0.5 0.5 — — Caplinq

PI-F1 PI — 1 — 0.9–1 — McMaster-Carr

PI-F2 PI — 2 — 2 — McMaster-Carr

5.3 Application of AR Layers

We have used three configurations of AR coating on both sides of the substrates to

maximize the effect of the coating. In fig. 5.2 (a), we have a simple one-sided PSAT

attached on the substrate. In (b), first a film of relatively high index polymer, in our case

PI film, is placed on the substrate and then a PSAT with relatively low index layers is

applied on top of them holding the film tightly in place. In (c), we first apply a tape with
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higher index backing film on the substrate, in our case a PI tape, and then on top of that

we apply a tape with lower index backing film.

(a) (b) (c)

Fig. 5.2: Configurations for ARC (showing layers only on 1 side of the substrate). Substrate
is shown at the bottom and layers on top are the applied polymer films. Violet color denotes
adhesive layer.

We first firmly attached the substrate on a fixed petri dish. When directly applying tape

on the substrate, we attached one end of the PSAT on the substrate and held the tape

taut while slowly and carefully applying pressure along the PSA film in order to eliminate

or minimize air bubbles that form between the substrate and adhesive layer.

To apply non-adhesive film as the first layer, as in configuration (b), we first place a PSAT

with adhesive side pointing upwards and backing film attached on a fixed petri dish. Then

we carefully apply our high index polymer film of surface area smaller than the PSAT,

on top of the adhesive layer. Then we apply the three layered structure on top of the

substrate as shown above. There would unavoidably be a very thin air layer between

the film and the substrate which had a negligible effect on the AR performance. Using

this method for larger substrates, the thickness of air layer was no longer negligible and

performance disruption was noticed. To completely remove the unwanted effect of air

film, we replaced the 1st polymer film with a PSAT as in configuration (c). This 2-tape

structure works well with all sizes of substrate but adds additional absorptive layer.

5.4 Calculation & Experiment

To calculate the frequency response of multilayered structures, we used the matrix method

described in [3, 73], corresponding to fig. 5.3. Here underlined variables, r(ν), t(ν), are

used to denote the reflection and transmission coefficients of the layered structure.
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Multilayered
structure

n̄0

n̄sub

Ẽi

Ẽt

Ẽr

r =
Er
Ei

t =
Et
Ei

n̄l, dl

Fig. 5.3: Multilayered films placed between two media denoted by n̄0, n̄sub, typically they would
denote air and substrate. Layers are ordered from top to bottom, denoted by subscripts. lth

layer is characterized by its complex index and thickness.

Following the procedure outlined in [73], we first define the admittance of free space,

Yf =
√
ε0/µ0. At normal incidence, the admittance of a medium with complex index n̄ is

Y = n̄Yf . But for oblique incidence one has to take into consideration the s, p polarizations

of light. Consequently for a transmission angle θ, the oblique admittance for a medium

n̄ is given in eq. (5.2) by η, where the subscript denote polarization. Later we will use

subscripts to identify the dielectric layer of interest for a given polarization.

ηs = Y cos(θ)

ηp =
Y

cos(θ)

(5.2)

The consequence of layered dielectric is the relative phase change between multiple beams

resulting from the optical thickness of each layer. For a given wavelength, λ, this is

characterized by phase thickness, δl, for the lth layer of thickness, dl and index, n̄.

δl =
2πn̄ldl cos(θl)

λ
(5.3)

Now, for a given polarization and transmission angle, each layer of the multilayered

dielectric structure can be characterized by a matrix with two parameters δ, η. For an

assembly of N layers the characteristic matrix of the system is given by the product of the

matrices, eq. (5.4). Given the admittance of the indecent medium and substrate, η0, ηsub,
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respectively, one can calculate the amplitude reflectance and transmission of the layered

structure by following equations, where B,C are used to determine the transfer functions:

[
B

C

]
=

{
N∏
l=1

[
cos δl (i sin δl) /ηl

iηl sin δl cos δl

]}[
1

ηsub

]
(5.4)

r =
Er
Ei

=
η0B − C
η0B + C

t =
Et
Ei

=
2η0

η0B + C

(5.5)

In a nitrogen purged environment, the AR coated and uncoated samples are placed in

the THz focus for recording the time traces, Ẽ(t), in transmission mode. The Fourier

transformed spectra, E(ν), from them are then compared. We also assume focused THz

pulse to be plane wave at normal incidence. We construct the time-domain transmitted

signal due to AR coating using inverse Fourier transform for comparison. For a single

substrate we analyzed both the main pulse and twice internally reflected pulse, a feature

offered by TDS. For these pulses the amplitude ratios in the frequency domain are

respectively given by eq. (5.6), where t1, t2 denote the transmission coefficients at the air-

sample, sample-air interface and r is the reflection coefficient from sample-air. Underlined

co-efficients denote the corresponding functions for AR coated sample.

(a) (b)

Ẽi Ẽsmp Ẽi ẼAR

Fig. 5.4: Transmission through uncoated and coated substrates, (a), (b)
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(
|EAR|
|Esmp|

)
t

=
|t1t2|
|t1t2|(

|EAR|
|Esmp|

)
r

=
|t1t2 · r2|
|t1t2 · r2|

(5.6)

Main
Pulse

Reflected
Pulse

Fig. 5.5: Measured time traces of AR coated Si wafer. Successive waveforms are offset along
both axes. Pulses transmitted through samples are on the left side of dashed line. Internally
reflected pulses are on the right side of dashed line.

5.5 Results

Before presenting the results, it is worth while to describe the fitting method used in

comparing calculated curve to experiment. Due to the many unknown variables in each

layer, we employed a heuristic approach for fitting curves outlined below. We did not

incorporate dispersion in calculation and therefore satisfactory fitting of the curves for the

complete bandwidth was not possible for all ARCs.

• We took the real index for each film, n, from literature, tabulated in table 5.1. Since

multiple films are involved, we first worked with a coating configuration having the

least number of films, fig. 5.2 (a).

• Using the advertised thicknesses and no absorption, we plotted the calculated and

experimental curves of |EAR|/|Esmp| on the same figure.

• The spectral oscillation, which is primarily a horizontal feature, is a result of film

thickness. We kept the backing thickness fixed and varied the adhesive thickness to
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align the horizontal features of the curves. If required we slightly varied the backing

film thickness.

• Next we made educated guess on the absorption coefficient from literature and

adjusted the imaginary part of n̄, which vertically aligns the calculated curve to

experiment.

• Using above steps we acquired estimates of the thickness (d) and extinction coefficient

(κ) of films that are later used in more complex configurations with unknown film

parameters. This approach is then applied on those films to estimate their parameters.

This process of fitting allowed us to consistently estimate κ, d for each coating. We only

found slight variation between the κ in PDMS adhesive for two different tapes, see table 5.1.

Lastly, we constructed the time-domain signal. In figure-captions, we mention nominal

value of best-fit thickness for each film material employed in each ARC.

5.5.1 ARC on Si

500 µm thick, HRFZ-Si with resistivity >15kΩ-cm from MTI Corporation was used as

the sample. The measured index was n≈ 3.42. In the following 9 figures, transmitted

spectra of main pulse is in (a), frequency domain ratios are in (b), (c) and time domain

trace is shown in (d). Both (c), (d) show experimental and calculated response of both

main and reflected pulse (inset). In the ideal case of no Fresnel loss from Si substrate,

EAR/Esmp ≈ 1.43.
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(a)

(c)

(b)

(d)

Fig. 5.6: ARC: PI (1 Mil)| PDMS (1 Mil)| Si (Substrate). Inset in (c) and (d) shows amplitude
ratio and waveform of internally reflected pulse, respectively.

(a)

(c)

(b)

(d)

Fig. 5.7: ARC: PI (1 Mil)| PMMA (1.3 Mil)| Si (Substrate). Inset in (c) and (d) shows amplitude
ratio and waveform of internally reflected pulse, respectively.
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(a)

(c)

(b)

(d)

Fig. 5.8: ARC: PI (1.85 Mil)| PMMA (1.3 Mil)| Si (Substrate) Inset in (c) and (d) shows
amplitude ratio and waveform of internally reflected pulse, respectively.

(a)

(c)

(b)

(d)

Fig. 5.9: ARC: PI (0.5 Mil)| PDMS (1 Mil)| Si (Substrate). Inset in (c) and (d) shows amplitude
ratio and waveform of internally reflected pulse, respectively.
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(a)

(c)

(b)

(d)

Fig. 5.10: ARC: PE (1.7 Mil)| PMMA (0.2 Mil)| Si (Substrate). Inset in (c) and (d) shows
amplitude ratio and waveform of internally reflected pulse, respectively.

(a)

(c)

(b)

(d)

Fig. 5.11: ARC: PE (1.7 Mil)| PMMA (0.2 Mil)| PI (0.5 Mil)| PDMS (1 Mil)| Si (Substrate).
Inset in (c) and (d) shows amplitude ratio and waveform of internally reflected pulse, respectively.
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(a)

(c)

(b)

(d)

Fig. 5.12: ARC: PP (1 Mil)| PMMA (1.1 Mil)| PI (1 Mil)| Si (Substrate). Inset in (c) and (d)
shows amplitude ratio and waveform of internally reflected pulse, respectively.

(a)

(c)

(b)

(d)

Fig. 5.13: ARC: PP (1 Mil)| PMMA (1.1 Mil)| PI (2 Mil)| Si (Substrate). Inset in (c) and (d)
shows amplitude ratio and waveform of internally reflected pulse, respectively.
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(a)

(c)

(b)

(d)

Fig. 5.14: ARC: PE (1.7 Mil)| PMMA (0.2 Mil)| PI (1 Mil)| Si (Substrate). Inset in (c) and (d)
shows amplitude ratio and waveform of internally reflected pulse, respectively.

5.5.2 ARC on Alumina

Ceramic alumina (Al2O3) of thickness 6.35 mm from McMaster Carr was used as the

second substrate for measurements. We measured the samples index, n≈ 3.05. Due to

higher absorption than HRFZ-Si and much thicker substrate, the internally reflected pulse

could reasonably be analyzed up to 1.5 THz. We performed fewer measurements with

this sample than Si. In the next three figures, transmitted spectra of main pulse is in (a),

frequency domain ratios are in (b), (c) and time domain trace is shown in (d). Both (c),

(d) show experimental and calculated response of both main and reflected pulse (inset). In

the ideal case of no Fresnel loss from alumina substrate, EAR/Esmp ≈ 1.34.
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(a)

(c)

(b)

(d)

Fig. 5.15: ARC: PI (1 Mil)| PDMS (1 Mil)| Alumina (Substrate). Inset in (c) and (d) shows
amplitude ratio and waveform of internally reflected pulse, respectively.

(a)

(c)

(b)

(d)

Fig. 5.16: ARC: PI (1.85 Mil)| PMMA (1.3 Mil)| Alumina (Substrate). Inset in (c) and (d)
shows amplitude ratio and waveform of internally reflected pulse, respectively.
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(a)

(c)

(b)

(d)

Fig. 5.17: ARC: PE (1.7 Mil)| PMMA (0.2 Mil)| Alumina (Substrate). Inset in (c) and (d)
shows amplitude ratio and waveform of internally reflected pulse, respectively.

5.5.3 ARC on Quartz Glass

1
16

′′
thick quartz glass from McMaster Carr was used as a substrate. The index was

measured to be, n≈1.95. Due to the relatively low index, we see a very weak reflected

pulse in the time domain, which almost vanishes due to AR coating. We only analyze the

main pulse for this substrate. In the ideal case of no Fresnel loss from quartz substrate,

EAR/Esmp ≈ 1.12.
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Fig. 5.18: Internalaly reflected pulse for the AR coated quartz glass is difficult to locate in the
wavefrom. In frequency domain this manifests as greatly reduced FP oscillations. Plots are offset
for clarity.

ARC on quartz glass offers slight enhancement of output field. Therefore, for the purpose

of a window material, quartz glass may not require any coating. Nevertheless, the

attenuation of internal reflection can be useful in certain applications. Moreover, we are

able to demonstrate in fig. 5.19 the advantage of PE-T over PP-T, keeping in mind that

PP-T has a much thicker adhesive layer than PE-T.

(a)

(c)

(b)

(d)

Fig. 5.19: (a) Amplitude of main pulse. (b) Amplitude ratio with respect to reference. (c)
ARC: PE (1.7 Mil)| PMMA (0.2 Mil)| Quartz (Substrate). (d) ARC: PP (1 Mil)| PMMA (1.1
Mil)| Quartz (Substrate). Inset showing amplitude ratio in (c),(d).
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5.6 ARC on an Electro Optic Crystal

To perform high resolution frequency domain measurements from THz-TDS, one requires

a long temporal signal. The criterion for this is set by FFT, ∆ν ≈ 1/T , where T is the

total length of the signal. In free space electro-optic (EO) sampling, we use an EO crystal

for coherent detection of THz waveform, see chapter 2. Due to the finite thickness of the

crystal, THz light reflects off of the two crystal-air interfaces which introduce Fabry-Pérot

(FP) oscillations in frequency domain. Thus uninterrupted long scans are not possible

and we are limited in spectral resolution. One solution to this problem is to use a thick

EO crystal to sufficiently time-delay the reflected signal. But increasing crystal thickness

reduces detection bandwidth and increases cost.

Samples that do not possess any resonance, has smooth transmission spectra and having

high spectral resolution for detection is of no practical benefit. On the contrary, samples

with resonance(s) require high resolution spectroscopy to determine the resonance frequency

and its linewidth. Moreover, for closely spaced resonances, higher resolution is a must to

resolve individual material signatures. Since material resonances of interest are usually

located in a certain region of signal bandwidth, we can utilize a narrow-bandwidth ARC

optimized for the target region for the EO crystal. This significantly reduces the amplitude

of internal reflections and thus attenuate the FP effects in frequency domain. Additionally,

the PSAT based ARC developed in this chapter can be removed from the detector crystal

and another ARC, tailored for a different target frequency, can be applied. This makes

our low-cost ARC very versatile for a wide range of spectral analysis.

To show the oscillatory term that appears in calculation, we represent the trapped

light in the EO crystal, in frequency domain by eq. (5.7). For simplicity we assume

negligible dispersion and absorption in the crystal. In that case, transmission and reflection

coefficients entirely depend on the real index. The round-trip time is given by ∆t = 2nL/c,

where L is the length of the crystal and c is speed of light in vacuum. N denotes the

number of internally reflected pulse considered, t1 is the transmission coefficient of the

incoming interface and r1, r2 are the internal reflection coefficients for the two crystal-air

interface.
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EEO(ν) = Ei(ν)t1(ν)e−i2πν(∆t
2 )

N∑
k=0

[
r1(ν)r2(ν)e−i2πν∆t

]k
|EEO(ν)| = |Ei(ν)| · (|t1(ν)||FP (ν)|)

|FP (ν)| =

∣∣∣∣∣1−
[
r1(ν)r2(ν)e−i2πν∆t

](N+1)

1− [r1(ν)r2(ν)e−i2πν∆t]

∣∣∣∣∣
(5.7)

Oscillation in the amplitude spectrum is a consequence of |FP (ν)| term. For the uncoated

crystal, r1(ν) = r2(ν) = r(ν). Writing a(ν) = r2(ν), we can derive eq. (5.8) which explicitly

shows the oscillatory term. Minimizing a(ν) in the spectral region of interest, would reduce

oscillations in that region allowing high resolution measurements.

|FP (ν)| =
[

1 + |a(ν)|2(N+1) − 2|a(ν)|(N+1) cos(2π(N + 1)∆t · ν)

1 + |a(ν)|2 − 2|a(ν)| cos(2π∆t · ν)

]1/2

(5.8)

(a) (b)

Fig. 5.20: Plots are offset along y-axis. (a) |FP | for ∆t = 10 ps, N = 4 without any ARC.
For comparison a∼0.3 for GaP, ZnTe. (b) Calculated response of 0.5 mm thick GaP with five
internal reflections for uncoated and PI-T1 coated on single and both faces of the crystal.

Our multilayered ARC suppresses a(ν) in the target region. As an additional advantage,

there is reduced Fresnel loss when coupling light from air to EO crystal. Depending on the

index of crystal and target detection frequency, our ARC can be applied on various EO

crystals, given the films do not substantially reduce probe beam intensity. We use GaP

for EO sampling which has n ≈ 3.34, close to that of Si (n ≈ 3.42) [27]. Qualitative the

results from ARC on Si can be utilized in determining the suitable layered structure for
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GaP. In this thesis, we are interested in the high resolution study of multiferroic BiFeO3

(BFO) which has resonant frequencies in the region 0.5–0.75 THz. Since the resonances

of BFO are reported to be tunable via external electric field and temperature, we have a

plan to tune the resonances to higher frequencies, where we have greater dynamic range

and SNR chapter 7. Considering current and possible future requirements, we employed

ARC: PI-T1 with films PI (1 Mil)| PDMS (1 Mil)| GaP (substrate), which has a target

frequency around 0.75 THz, fig. 5.20 (b). We had some transmission loss for the IR probe

and also some distortion to the probe beam profile due to scattering after the tape-coated

GaP crystal. These effects on the probe beam were reduced by appropriately adjusting

neutral density filters and placing a lens with long focal length before balanced detector.

(a) (b)

Fig. 5.21: (a) Experimental spectrum from 1mm thick GaP detection crystal coated with PI-T1
on both sides, where internal reflection shows up after 22 ps. Spectrum in the inset is that of
the 1st reflected pulse. Legend indicates time duration of the analyzed waveform. (b) Water
vapor absorption spectra from 110 ps long scan using uncoated and coated GaP. High resolution
absorption lines are discernable at 0.56, 0.75, 0.99 THz. Clear spectral advantage can be seen in
the red curve.

5.7 ARC for Non-Collinear THz Generation

Intense THz pulses can be generated using pulse-front-tilt in MgO doped LiNbO3 (LNB),

in a non-collinear fashion where IR and THz propagate in different directions, see chapter 2.

In room temperature typical bandwidth attainable with this technique may go up to 2.5–3

THz. But due to refractive index mismatch between the extraordinary index in THz

range (ne ∼5) of LNB and air, we have a power reflectance loss, R ∼ 44%. To circumvent

this Fresnel loss, there has been a few attempts with AR coating. LNB was coated with



73

100 µm thick fused silica in [74], while in [75], it was coated with three stacks of PI-T1

tape. Both such technique provide a narrow band solution. We reproduce their calculated

performance in the fig. 5.22 (a), using dashed lines which are absent in the respective

articles for the wide bandwidth considered here. Based on the ARCs developed in this

chapter, we propose wider-bandwidth solution to the problem. ARC has the additional

advantage of increasing the critical angle, θc, for THz inside the LNB crystal. For LNB-air

interface θc ≈ 11.5◦, but after coating with films mentioned in this article one can get

θc ≈ 18◦, which can further prevent losses.

γ

IR

THz

LNB

(a) (b)

γ

Fig. 5.22: (a) Calculation on THz power outcoupling from LNB, ignoring absorption and
dispersion in films. Each ARC’s merit can be seen for certain spectral regions and bandwidths.
(b) Application of multilayered film on LNB prism.

Due to the desired tilt-angle, γ ≈ 63◦, the LNB prism is designed to accommodate γ,

fig. 5.22 (b). This ensures that IR light is total internally reflected and leaves the prism

from another face and ideally both input and output faces are AR coated for IR. For

MgO doped LNB, nIR ≈ 2.15 at wavelength ∼1 µm [76], thus one can safely attach a film

with nIR < 1.9 onto LNB to operate above the θc, which guarantees that IR power is not

transferred to the films.

For broadband ARC on LNB, we propose that films of PDMS, PMMA, PI be in contact

with LNB. According to [77], the IR indices nPDMS < 1.42, nPMMA < 1.49. PI on the

other hand, has slightly higher index which according to [78, 79], nPI < 1.9. We placed 1,

2 Mil PI film in the IR probe path and by observing the time shift of THz pulse we can

estimate nPI ≈ 1.8. Therefore, we can safely attach the polymer layers considered in this

chapter on LNB prism. By tuning the thickness of films we can attain a coating tailored

for a maximizing THz pulse’s peak electric field.
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5.8 Discussion

Our elaborate testing shows that it is possible to utilize commercially available polymer

films and adhesives to create relatively broadband and economic ARC. Both experiment

and calculation along with their agreement in both time and frequency domains bolster

the assertion. The substrates considered in this chapter has a range of index, n= 2–5.

Multilayered film structures can be adapted to any specific frequency region by adjusting

film thickness, but best suited for ν < 1.5 THz due to absorptions at higher frequency. The

realizable broadband performance with simple removable films sets the layered structure

apart from the ones found in literature. A myriad of possible applications can be found

with our ARCs that require reduction of Fresnel loss and FP effect. Application to window

materials, Si, alumina, and quartz glass show enhanced performance at desired frequency

region. The application to high resolution spectroscopy with EO crystal, GaP, is also

demonstrated. The calculation for THz ARC on LNB in tilted pulse front geometry

indicates that an increase in THz peak power by a factor of ∼1.5 would be possible with

appropriate combination of films.

5.9 Conclusion

We have performed thorough evaluation of commercially available tapes and films for THz

AR coating applications. Time domain spectroscopy has accommodated us to separately

analyze main transmitted pulse and internally reflected pulse. By tuning the thickness

and index of polymer films, one can tune the region and efficacy for ARC. We note that

for higher frequencies PDMS adhesive was less lossy than PMMA and we could not fit

experimental curve by ignoring dispersion. As a rule of thumb, applying thin PE tape

on substrates with n > 2, would significantly reduce Fresnel loss in the THz region. The

method for ARC application outlined in this chapter is well suited for flat substrates.

Applying the AR coated GaP crystal, we perform high resolution spectroscopy of BFO in

chapter 7, where we are able to resolve the closely spaced magnon modes around ∼0.55

THz. Moreover, the higher resolution should aid in the unambiguous detection of Rabi

splitting, which is characteristic of cavity-polaritons. Overall, the economic ARC solution

presented here is expected to have a positive impact on THz technology.



Chapter 6

THz Pile-of-Plates Polarizer

6.1 Introduction

Natural light, or radiation from ordinary sources are randomly polarized, i.e., it lacks a

predictable directionality of the electric field vector of the EM wave. Polarized light on

the other hand, has a well-defined electric field direction and can be primarily considered

to be elliptically polarized 1, which in special cases fall into linear and circular polarization

states. Regardless of its polarization, electric field of light can be decomposed into two

mutually orthogonal linear states, both of which are normal to the direction of propagation.

Working with these linear states is simple because of their fixed plane of oscillation.

A linear polarizer is a device that has a fixed direction called transmission axis, and when

light is incident on it, only the component of electric field parallel to the transmission axis

will be allowed to transmit, while the field perpendicular will be blocked. The rejection of

the orthogonal state can be accomplished by selective absorption, reflection, or refraction

[3, 23]. This allows a mechanical way of altering the output power of a polarized light

source. The transmission intensity of a linearly polarized light as a function of polarization

angle θ, the angle between electric field and transmission axis, for an ideal polarizer is

given by Malus’s law [3]:

I(θ) = I0 cos2(θ) (6.1)

1There is also axially symmetric polarization, i.e., radial and azimuthal polarization.
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Where I0 is the maximum incident intensity when θ = 0. Due to unavoidable losses present

in practical polarizers, for comparison purpose, we would let I0 represent intensity of the

transmitted light so that cos2(θ) proportionality can be inspected.

We will explore a simple linear polarizer configuration in the THz frequency range based on

reflection mechanism, called pile-of-plates polarizer. The available polarizers for THz light

are quite expensive and a review of this technology can be found in [80]. We will investigate

on improvement on an economic design targeted for far-infrared region [81, 82] made of

polyethylene (PE) films. Our design will aim to significantly enhance the extinction ratio

and reduce insertion loss, but will operate on a narrower bandwidth than typical THz

pulse.

6.2 Polarization Due to Reflection

When light impinges from one dielectric medium to another, the transmission and reflection

coefficients, t and r are given by Fresnel equations. The Fresnel equations, eq. (6.2), can be

found in any text-book on optics and electro-dynamics, which essentially is derived from

the boundary conditions of electric and magnetic fields, see for example [3, 23, 83]. The

subscripts, s and p, denote s-polarized or TE light and p-polarized or TM light respectively.

The polarization direction is measured with respect to the plane of incidence. If the electric

field lies parallel to this plane, the light is called p-polarized and if it is perpendicular, the

light is called s-polarized. The subscripts 1, 2 denote incident and transmission media.

rs =
n1 cos θ1 − n2 cos θ2

n1 cos θ1 + n2 cos θ2

, ts = 1 + rs

rp =
n1 cos θ2 − n2 cos θ1

n1 cos θ2 + n2 cos θ1

, tp = (1 + rp)
cos θ1

cos θ2

(6.2)

For absorptive dielectrics, in the above set of equations one typically replaces the index n

by the complex index n̄ = n− iκ and uses complex angles in Snell’s law. For a detailed

analysis on Fresnel equations for lossy material, one can see [84, 85].

From the reflection coefficients when light travels from air to dielectric, in fig. 6.1 we find

there exists an incident angle θ = θB, for which |rp| = 0. This angle is called Brewster’s
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angle and can be calculated as follows:

tan(θB) =
n2

n1

(6.3)

Fig. 6.1: reflection coefficients for p-polarized (a) and s-polarized (b) light

At Brewster’s angle, s-polarization is partially reflected and partially transmitted while

p-polarization is completely transmitted . Using Stokes relations [3] eq. (6.4), one can

show that for a slab with two parallel faces (where light enters and exits) if θ1 = θB1,

then θ2 = θB2. As a result both reflection coefficients r1 and r2 would vanish, and there

would be no Fresnel loss in transmission. So, it suffices to consider only θB1 = θB for flat

dielectrics.
r2(θ2) = −r1(θ1)

t1(θ1)t2(θ2) = 1− r2
1(θ1)

(6.4)

A stack of dielectrics at the Brewster’s angle will continue to reflect s-polarized light until it

vanishes. Such a polarizer configuration is known as pile-of-plates. As a result of non-zero

rs, one has to consider the Fabry-Pérot effect present in the system. Although easy to

construct, such polarizers are bulky and need to be operated on collimated beam.
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∆L

p-polarized s-polarized

θi = θBθi = θB

Fig. 6.2: Ray tracing Fabry-Pérot effect in tilted dielectric film at the Brewster angle. Not
showing rays transmitting on the left side for s-polarization

Fig. 6.3: Fabry-Pérot effect in frequency domain from 45µm PE film due to transmission of
each polarizations. Angles are given in degrees

For the ideal material, one wants to use as lowest absorptive dielectric as possible. For

THz light, it is known that from the commonly used materials, HRFZ-Si and PE have

significantly low loss and between the two HRFZ-Si is substantially more transparent. But

due to high θB for Si, one requires a large surface area wafer. From a practical point of

view, this makes the polarizer quite expensive. Four stacks of 100 mm diameter HRFZ-Si

was used in [86], where they have spaced the Si wafers such that inter-wafer reflections

do not transmit out of the polarizer. Since, Fabry-Pérot effect will be contributed from

individual plates, there has to be a non-flat frequency response of such a system, which

was not described in the article. Although lossy, one big advantage of PE film is that

we are not limited by the beam-diameter. Commonly, THz beam is diameter ≥25 mm,

as a result an increase of dielectric area is unavoidable to satisfy the required beam size.

Another advantage for is the relatively slow change of rp(θi) in the neighborhood θi = θB,

which reduces difficulty involved in misalignment of incidence angle, see fig. 6.1.
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dcos(θ
B )d

(a) (b)

Fig. 6.4: Increase of plate surface area due to θi = θB for PE, Si, Quartz glass

We define two parameters that are commonly used to characterize the performance of a

polarizer, power extinction ratio (ER) and power insertion loss, where PT is the power

transmitted with no polarizer placed.

ER =
Pp
Ps
, IL =

PT
Pp

(6.5)

6.3 Construction and Measurement

As a proof of concept, we built the first version of our polarizer unoptimized for performance.

A unique feature we implemented in order to keep a flat plastic film, is we used PE

shrink-wrap films. Thin rectangular frames of thickness 0.7 mm were 3D printed using

polycarbonate (PC) based filament (Polycarbonate Copolyester blend) for its excellent

heat resistance. Then we applied double sided tapes to attach the shrink-wraps on to the

frames. We then used a heat-gun to heat-shrink the plastics until they were flat. The

measured thickness was between 40–45 µm.

All other parts for this prototype is printed with PLA. The PC frames were attached to a

thick frame that keeps them flat. For the purpose of rotation, one big mount with angle

marks was printed (blue) which would hold a cylindrical part (gray) using set-screws. The

cylinder can be rotated about its axis, which would allow us to vary the polarization angle.

Attached to the cylinder are two arms that connect with the PC frames via screws which

allow rotation along axis perpendicular to the propagation direction of light. This allows

us to change the angle of incidence and satisfy θ1 = θB ∼ 55◦.
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Fig. 6.5: 3D printed and assembled two-axis rotation mount holding many stacks of PE film.
The gray cylindrical part rotates about the direction of incidence, while joints holding the PE
stacks can be rotated to vary θi. Changing polarizer angle from 0◦ to 90◦ in (a)–(c)

Fig. 6.6: PE pile of plates polarizer in THz beam at polarization angle 0◦

Initial characterization was performed using thermopile power detector. The THz emitter

was a 0.3 mm thick GaP pumped using ∼100 fs IR pulse at 1035 nm. The generated THz

has a bandwidth up to 5 THz. In fig. 6.6 the off-axis parabolic mirror (OAPM) right

after GaP has a hole that allows most of the IR to exit while THz light is collimated and

sent along the red arrow on to another OAPM to be focused on the detector. A white

teflon sheet is placed to further filter residual IR from entering the power detector. Our

polarizer is placed in the collimated section for measuring out-put power as a function of

polarization angle. The emitted THz has a polarization parallel to the pump IR, although

the degree of polarization may be questionable. Ultimately, 1 standard polarizer and

1 test polarizer are required to test the functionality of the latter device. So for initial
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measurements we did not use a standard polarizer to check parallel and cross polarization

with our device.

6.4 Results

For stack number 15, 18, and 22 we obtained the following curves in fig. 6.7 for angles

0◦–90◦. A full 360◦ could not be measured due to the aperture size effect mentioned in

section 6.5. It is incorrect to compare the data directly to Malus’s law because we have not

yet measured the frequency response of the polarizer, as will be shown from calculation in

fig. 6.9. We still show the Malus’s law to compare the data to a broad-band high extinction

ratio device. For the stacks for full input bandwidth we respectively find power extinction

ratio and insertion loss, ER ≈ 4.6, 6.4, 6.4 and IL ≈ 1.23, 1.27, 1.33. The fact that ER

does not increase significantly with stack number is in fact not a bad sign. Calculations

indicate that at certain narrow frequency regions, the ER should be appreciable while in

others almost equal to unity. Nevertheless, this version of the device is good enough to

verify the direction of polarization of the incoming light.

Fig. 6.7: Effect of PE stack number on performance of Brewster Polarizer
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6.5 Improvement in Construction

We propose an improved version of the polarizer that would be narrowband but compact

and impressive in performance. For the optimized polarizer, we should further reduce

the thickness between the PE films to get more space-efficient, which will also reduce the

aperture size issue shown in fig. 6.8. More importantly, utilizing the gap between PE

films, we can create a distributed Bragg reflector (DBR) optimized for a certain band of

frequency. Thus, for our bandwidth of operation, p-polarized light will transmit without

any Fresnel loss, while s-polarized light will be reflected off by the DBR. By tuning the

thickness of film and spacing we can also tune the stop-bands for s-polarization.

Each PE film must be much bigger than the effective aperture size, so we do not run into

the issue illustrated in fig. 6.8. Also the edges of the heat-shrunk plastic are not perfectly

flat. The mounts also require some modifications. For example, there should be a fixed

mount designed so that when the stacks of PE are attached to it θi ≈ 56.5◦. Note that,

for PE there is some relaxation in the uncertainty in this angle, i.e., 55◦–57◦ would work

well, with higher angles more desirable.

To utilize the interference effects rising from the assembled 1D photonic crystal, one should

use commercial sub-mm metal shims with suitable aperture. Appropriate thickness shims

need to be placed between plastic films and then all them should be pressed on to a rigid

frame before heat-shrinking.

Fig. 6.8: Only showing the transmitted light for two configuration of stacking: (a) Beam passing
without alteration of aperture size, difficult for compact assembly. (b) Reduction of effective
aperture due to stacking plates exactly on top of each-other, can be compacted easily.



83

6.6 Calculation on Frequency Domain Response

For our prototype, the PC frame along with double sided tape was around 850 µm thick.

So a stack of 45 µm films would have a transfer function similar to fig. 6.9. Changing

the stack number would only substantially affect the stop bands as illustrated in fig. 6.10.

Calculations were performed using [3, 73] as described in chapter 5, where we have assumed

a non-dispersive PE with n = 1.52, κ = 0.003, which correspond to α = 1 1
cm

at 1 THz.

The reported variation in α at 1 THz can be seen from to vary sample to sample from

0.3–2.2 ( 1
cm

) [69]. We used θi = 56.5◦ for calculation instead of exact value of arctan(1.52).

Fig. 6.9: Calculated interference effect due to 15 stacks of PE as constructed for experiment on
the reflection and transmission transfer function of the system

For optimized performance, one needs to broaden the stop-bands for s-polarization. We

show the calculated transfer functions for both polarizations while varying both the stack

number fig. 6.10 and associated thicknesses fig. 6.13.
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Fig. 6.10: Calculated transfer functions for a system of 45 µm thick PE stacks with 5 Mil
spacing with stack number (a) 5, (b) 10, (c) 15, (d) 20 at θi = θB, where 1 Mil = 25.4 µm
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Fig. 6.11: Summary of calculated power extinction ratio, ER, and insertion loss, IL, from
fig. 6.10 at ν = 1.2 THz

With the help of inverse Fourier transform we can construct the time-domain signal as a

result of the photonic crystal. The calculation was performed using a reference pulse from

LiNbO3 crystal.

Fig. 6.12: Calculated frequency and time domain response of 10 stack 45 µm PE with 5 Mil
spacing

Tuning of the stop bands for DBR are shown for three other regions of interest in figs. 6.13

and 6.14.
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Fig. 6.13: Calculated tuning of transfer function representing 10 stacks of PE film with (a)
thickness 45 µm, spacing 3 Mil, (b) thickness 30 µm, spacing 2 Mil, (c) thickness 4 Mil, spacing
10 Mil
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Fig. 6.14: Calculated frequency and time domain response due to tuning of stop band for
pile-of-plates as described in fig. 6.13. To reiterate, each device is made of 10 layers of PE film
with (a) thickness 45 µm, spacing 3 Mil, (b) thickness 30 µm, spacing 2 Mil, (c) thickness 4 Mil,
spacing 10 Mil.
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6.7 Discussion & Conclusion

We built a prototype linear polarizer with multilayered PE films and showed that it allows

us to identify the plane of polarization of THz light, although not very efficiently. We

propose an improved and more compact design for the device which is constructed but could

not be tested during this thesis. We showed the frequency and time domain calculations

which illustrate that the upgraded polarizer would function as a high performance DBR in

certain frequency intervals for s-polarized light while transmit all light for entire relevant

THz range. The device would be a very cost-effective solution to polarization sensitive

experiments and can be simply constructed with commercial shrink wraps. By modifying

the design, we can also construct a narrowband beam splitter with desirable splitting ratio.



Chapter 7

BFO Spectroscopy & Tunable Cavity

7.1 Introduction

Materials that possess both (anti)ferromagnetic and (anti)ferroelectric order are called

multiferroics. While materials that have a coupling between their magnetic and electric

properties are called magnetoelectric [87]. Materials belonging to both of these classes

offer a huge technological advantage by allowing control of their magnetic property by

external electric field and vice-versa. Magnetoelectric multiferroics offer a wide range of

possibility in realization of next generation devices. They can be exploited for electric

and magnetic field sensors, transducers, non-volatile memory devices, voltage controlled

phase-shifters used in antenna arrays, electric field controlled magnetic tunnel junctions,

etc. [88–90]. From a technical standpoint, switching magnetization with electric field is

easier to accomplish than with magnetic field. Usually a high electric current is required

to produce a reasonable magnetic field, on the contrary a decent electric field can be

produced by applying a moderate voltage across a thin film. This enables miniaturization

of voltage controlled magnetic devices with multiferroics.

Bismuth orthoferrite, BiFeO3 (BFO), is a room temperature magnetoelectric multiferroic.

This material is the topic of numerous research papers and has vast potential applications

[10–12]. Owing to the electromagnon excitations in sub-THz range, BFO lends itself

as a candidate for studying strong THz light-matter coupling. Placing BFO in a high

Q cavity, we intend to investigate the coherent coupling of cavity-photons and BFO

magnons. Cavity-magnon-polaritons (CMPs) are efficient transducer between spin and

89
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photon systems; they can play an important role in quantum information technology,

spintronics, coherent perfect absorption, etc. [91–98], see section 7.2. In the THz range,

using THz-TDS in recent years, cavity polaritons with (meta)material excitations have

been observed [17, 99, 100]. Investigation in THz-CMP is still a novel field during this

research project. In order to detect THz CMP in BFO, we analyze the properties of BFO

and examine the controllability of its resonance frequencies. In addition, we explore the

design aspects of a tunable THz cavity optimized for BFO magnons. Utilizing the findings

and tools developed in this chapter, discovery of CMP in BFO would be the subject of a

future project.

7.2 Strong Light-Matter Coupling

Based on the coupling strength between material excitations and photons and their decay

rates, there can be different regimes of light-matter coupling. In an optical cavity, if the

rate of energy transfer between photons and excitations is greater than the dissipation

rates of individual sub-systems, the strong coupling regime can be reached where coherent,

reversible energy exchange between the sub-systems take place. At that point, cavity

photons and excitations can not be considered as separate particles, rather they give rise

to a hybrid polaritonic system that possesses the properties of both constituents. Strong

coupling can alter material properties like chemical reaction rates, electrical conductivity,

optical and energy transfer properties, etc. and is of great interest in basic science

[16, 15]. The Polariton that forms due to coupling of cavity-photon and magnon is called

cavity-magnon-polariton (CMP).

Cavity Photon Magnon

κ̄ωc, γc ωm, γm

Fig. 7.1: Two harmonic oscillators coupled together by spring of coupling strength κ̄

Formation of CMP can be explained by both classical and quantum mechanical framework.

Although formally studied under cavity quantum electrodynamics, we can illustrate the

important features of the polariton modes using two coupled classical harmonic oscillators

[101, 102]. The following derivation is adapted from [103] and can be applied to any
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material excitation other than magnon. As illustrated in fig. 7.1, we assume cavity photon

and magnon are each harmonic oscillators of unit mass with characteristic frequency ωc, ωm

and damping factor γc, γm, respectively. These oscillators are connected via a spring of

coupling strength κ̄, where the bar is used to distinguish the quantity from extinction

coefficient, κ. For simplicity we will assume that the cavity mode ωc is fixed while magnon

resonance ωm may be varied. Furthermore, the quantities γc, γm, κ̄ are made dimensionless

by normalizing by ωc. The equation of motion for the coupled system where the cavity is

driven by a harmonic force, F (t) = fe−iωt is given below:

ẍ1 + ω2
cx1 + 2γcωcẋ1 − κ̄2ω2

cx2 = F (t)

ẍ2 + ω2
mx2 + 2γmωcẋ2 − κ̄2ω2

cx1 = 0
(7.1)

The normal modes of the coupled system can be calculated by solving relevant eigenvalue

problem, which has a non-trivial solution when det(Ω) = 0. From the following matrix we

see that the eigenmodes are independent of the driving force.

Ω =

(
ω2 − ω2

c + 2iγcωcω κ̄2ω2
c

κ̄2ω2
c ω2 − ω2

m + 2iγmωcω

)
(7.2)

Near the matching frequency, ωm = ωc, the dispersion relations that solve det(Ω) = 0 can

be simplified by defining complex angular frequencies, ω̃c = ωc−iγcωc and ω̃m = ωm−iγmωc,

that help derive eq. (7.3) [103]. The real and imaginary parts of ω̃± represent, respectively,

the frequency dispersion and line-width of upper (ω+) and lower (ω−) polariton branches.

We define a detuning factor, ∆ = ωc − ωm, which is used to illustrate the behavior

of ω̃± near ∆ = 0, fig. 7.2. Due to coupling, a gap opens between the hybrid modes,

fig. 7.2 (a), which is a signature of strong light-matter interaction. This phenomenon is

variously termed as anticrossing, avoided crossing, level repulsion. We define Rabi gap,

ΩR = ω+ − ω− at ∆ = 0. For the condition |γc − γm| � κ̄2, it can be shown ΩR = κ̄2ωc, a

relation that underscores the role of κ̄ in experimental observation of distinct polariton

branches.

ω̃± =
1

2

[
ω̃m + ω̃c ±

√
(ω̃m − ω̃c)2 + κ̄4ω2

c

]
(7.3)
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(a)

(b)

Fig. 7.2: Assuming ωc/2π= 2.5 THz, we vary the magnon mode so that both resonances may
coincide. Calculation was performed using eq. (7.3) with parameters, κ̄ = 0.35, γm = 0.011, γc =
0.024. Polariton modes are represented by solid lines, while uncoupled photon, magnon modes
are depicted using dashed lines. (a) Anticrossing polariton branches can be observed. ΩR is
shown with green line. (b) Evolution of mode line width with ∆. Line widths are bound by
uncoupled line widths γc, γm and cross at ∆ = 0.

In the quantum mechanical description of strong coupling between N coupled oscillators

and smaller number of photons in a cavity of mode volume V , the Rabi splitting follows

the relation 7.4 [16, 103]. Since magnons are collective oscillation of spins, by controlling

the sample filling factor (Vsmp/V ), we may verify the splitting behavior. Here sample

volume, Vsmp, is related to number of spins, N ∝ Vsmp. Additionally, it is useful to define a

dimensionless parameter, cooperativity, C = g2/γmγc where g defines the coupling strength

and satisfies g = ΩR/2ωc. If the coupled system satisfies C > 1, it is in the strong coupling

regime, but if C < 1 it is said to be in the weak coupling regime.

ΩR ∝
√
N

V
∝
√
Vsmp

V
(7.4)

We, therefore, need to satisfy the following prerequisites for observing CMP in BFO:

• Investigate BFO magnon resonance tuning

• Investigate cavity construction and resonance tuning

• Find conditions that would lower losses in both systems, since C ∝ 1/γmγc
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7.3 BFO

7.3.1 Basic Properteis

BiFeO3 or BFO has relatively high Curie and Neel temperature TC ∼1100 K, TN ∼640 K,

respectively, above which the ferroelectric and antiferromagnetic properties vanish [14]. Its

distorted perovskite structure gives rise to the large spontaneous electric polarization along

<111> directions of magnitude ∼ 100µC/cm2 [14, 104]. It is a G-type antiferromagnet

and has spins aligned ferromagnetically in (111) planes while spins between adjacent (111)

planes are antiferromagnetically aligned [105]. The presence of Dzyaloshinskii-Moriya

interaction between neighboring spins causes spin canting and a relatively long range

(∼62 nm) spiral spin structure, called spin cycloid [106, 107].

(b)(a)

Fig. 7.3: (a) Crystal structure with ferroelectric polarization along <111> shown by the arrow
and (111) planes containing spins are shaded, reprinted from [105] with permission from Elsevier,
(b) Spin Cycloid structure, reprinted from [108] with permission from Nature Materials

The (1̄21̄) plane contains the spin-cycloid which propagate along [101̄] [14]. The cycloidal

structure can have two types of oscillations: parallel and perpendicular to the cycloidal

plane, as verified by inelastic Raman scattering in [14] and called Cyclon, extra Cyclon

modes. Notationally, according to [106, 109], the in and out of plane modes of the structure

are labeled as Φ,Ψ. The spin cycloid resonance (SCR) modes appear as a result of the

coupling between the magnons and optical phonons inside the crystal [104] and can be

excited by the electric field of incident light which happens to fall in the far-infrared

range, so they are termed as electromagnons. The lowest transverse optical phonon

mode is located ∼2 THz [110]. Due to the presence of an electric dipole moment, the

electromagnons are not pure spin waves [111].
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7.3.2 THz spectroscopy on BFO

We recieved a polycrystalline BFO sample which was cut to a thickness of 1.58 ± 0.07

mm. The sample is substantially lossy in the THz range as can be seen in the time and

frequency domain measurements in figs. 7.4 and 7.5. THz-TDS performed on BFO single

crystal has been reported in [13] by reducing temperature from 400 k to 10 K. Following

measurements were performed in room temperature in N2 purged environment.

Fig. 7.4: Waveforms are offset along y axis for clarity.

Fig. 7.5: Spectra from time trace before detector reflection to avoid oscillations. Dips after
1 THz are due to weak water vapor absorptions present even after N2 purging.

Observing the transmitted spectra from 20 ps long scan we can see clear resonances at
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0.54, 0.73 THz. Additionally, there are features at 0.35, 0.41, 0.47 THz. By the virtue of

AR coating on the detector EO crystal, which significantly reduces the FP oscillations

arising from the detector crystal, we could resolve the closely spaced SCR modes at

around 0.5 THz by performing 200 ps scan after the pulse-peak. According to [106, 109]

these modes are labeled as Ψ
(2)
1 ,Ψ

(1)
1 ,Φ2 and our measurement locates them at 0.53, 0.56,

0.73 THz respectively, see fig. 7.6. In this chapter, sub-THz BFO excitation is variously

called magnon, SCR, electromagnon emphasizing respectively that the magnon mode is a

collective spin precession, related to the spin cycloidal magnetic ordering of BFO, and that

the magnon is coupled to the electric order of BFO due to its magnetoelectric multiferroic

nature.

Fig. 7.6: Low and high resolution spectroscopy. Time in legend indicates the time length after
the 1st peak in time domain. 200 ps trace contains many detector reflection which are highly
reduced in the region around 0.7 THz due to the AR coating on GaP.

The index of the polycrystalline sample, n ∼5 with high extinction coefficient, can be

seen in figs. 7.7 and 7.8, which was analyzed using techniques developed in [47] using

data collected in this project. In addition to the material absorption, the high index

is responsible for transmission loss at the air-sample interfaces. Since the sample is a

pressed pellet, there are scattering losses which we have been ignored [42, 112]. The index

of the polycrystalline sample is in agreement with [107], where they also show the huge

birefringence present in crystalline BFO. The loss in BFO may present a challenge in

observing the CMP.
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Fig. 7.7: BFO index estimated for two extreme sample thicknesses using etalon reduction
technique, from [47] with permission

Fig. 7.8: BFO extinction estimated for two extreme sample thicknesses using etalon reduction
technique, from [47] with permission

7.3.3 Electric Field Tuning

The SCR modes in single crystal BFO thin film were reported to be tuned via an external

electric field in [108] verified by Raman scattering. We applied external DC electric field on

our polycrystalline sample from a high-voltage (HV) power-supply. Appropriate dielectric

mount was built for this measurement, see fig. 7.9. We went up to 12.5 kV potential

difference between a gap ∼5mm, where the sample was placed which results in an electric
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field ∼25 kV/cm. Estimating from the result from [108], we expected the magnons to

move by ∼40 GHz. Unfortunately we did not see any change in the response of our sample.

insulated electrodes

Fig. 7.9: Polyimide (kapton) tape used to insulate HV electrodes to prevent breakdwon. Sample
is placed between the electrodes.

Fig. 7.10: Time traces were taken up to 200 ps after the peak. No meaningful change in
waveform could be observed.
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Fig. 7.11: Transmitted spectrum

Fig. 7.12: Sprctrum of the free induction decay (FID) which correspond to the emission
of the magnon modes. FWHM of the FID peaks at the modes ν ≈ 0.53, 0.56, 0.73 THz are
∆ν ≈ 26, 23, 60 GHz respectively.

The absence of electric field tuning suggests that the BFO sample was not poled, or its

poling was destroyed by arcing from the HV electrodes which occurred a few times. Thus

controlling resonance frequency by electric field could not be utilized for the study of

light-matter coupling. However, BFO can be poled by applying high DC electric fields

(∼100 kV/cm) across it [113].
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7.3.4 Temperature Tuning

In the literatue we find many reports of tuning the SCR modes by varying temperature

of BFO sample [13, 109, 111]. The reports suggest that reducing temperature reduces

absorptions in BFO and significantly helps in electromagnon detection. Unfortunately we

did not have any equipment for precise temperature control at the time, so we resorted to

changing the BFO temperature by optical heating via laser diodes. We varied the diode

laser power by limiting the current responsible for lasing, which provided a coarse method

of changing the sample temperature.

Fig. 7.13: Two green laser pointers were used to optically heat the BFO sample. The laser
diodes were connected in parallel to an external current limiting power supply for controlled
lasing.

Long time-domain traces of 220 ps after main peak were measured and analyzed. Due

to optical heating we can observe the increase in index and absorption directly from

time-domain, fig. 7.14. We also show the temperature tuning of the magnons around 0.5

THz in fig. 7.16, where the temperature increases with higher laser current. Using curve

fitting based on [106], [47] estimates the temperature of BFO sample from 300–345 K.
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Fig. 7.14: Legend indicates total current supplied to two laser diodes in parallel. Higher current
implies higher sample temperature.

Fig. 7.15: Spectra using time-trace before echo from detector crystal appears. Increasing
temperature is resulting in an increase in transmission loss and decrease in magnon frequency.



101

Fig. 7.16: Ψ1 modes tuned by changing diode laser current that induce optical heating in the
sample. Frequency shift of 25–30 GHz is observed.

Due to the relatively high sample index ∼5, the rectangular slab of BFO can be assumed to

operate as a low Q, Fabry-Pérot (FP) etalon cavity. A study of the coupling between the

temperature controlled electromagnon modes and etalon cavity modes from this sample

can be found in [47], where CMP could not be identified. As indicative of our finding and

literature reports, [13, 109, 111], we see that to lower BFO losses, we require to decrease

sample temperature.

Therefore, to conduct further studies in room temperature, we are led to the construction

of a high Q THz resonator that would enable detection of strong cavity photon-magnon

coupling. In the following sections we will explore planar FP cavity, emphasizing on the

calculation side of the device.

7.4 Fabry-Pérot Resonator

High Q resonators are commonly used in microwave and optical frequencies, but not

so frequently exploited in the sub-mm wavelengths. A requisite for the cavity is a low

loss mirror which has a high reflectance but low transmission. It is difficult to make a

metallic mirror that would transmit THz light due to the Drude absorptions, which require

depositing very thin metal layer on the order of few nanometers [100, 114]. Alternatively,
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one can use layered dielectrics to make mirrors with variable reflection coefficients, called

distributed Bragg reflector (DBR). We present calculations for the design of a high Q

scanning FP cavity with DBRs and their response in both frequency and time domain.

7.4.1 Basic Principle

The simplest type of interferometer can be built by placing two parallel mirrors with high

reflectivity at some adjustable spatial separation.

d

r1, t1 r2, t2

Ei Et

q = 1

q = 2

q = 3

Fig. 7.17: Reflection and transmission coefficients shown for the mirror surface close to the
cavity. The other surface is assumed to have no Fresnel loss.

We define round-trip time tr = 2nd
c

. Since there can be phase change due to reflection,

particularly in metallic reflectors, we have r1r2 = |r1r2| exp(iφr). We additionally define

the following, round-trip attentuation factor rL and phase-factor due to a single round-trip

φ:

rL = |r1r2| exp(−αd)

φ = 2πνtr − φr
(7.5)

The field at a point right after the first mirror inside the cavity, Ecav(ν), can be written

in terms of the incident plane wave field on the first mirror Ei(ν), eq. (7.6). Inside the

cavity, there are two waves going in opposite directions, both of which will interfere to

produce the final spatio-temporal field distribution which would result in a standing wave

with nodes and anti-nodes. In eq. (7.6), we consider only circulating waves traveling in
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one direction.

Ecav = Eit1

∞∑
m=0

(rL exp(−iφ))m

=
1

1− rL exp(−iφ)

(7.6)

After each round-trip only waves that add in phase, φ = 2mπ,m ∈ Z will grow, while

others will decay. As a result, we have modes, called the resonance modes of a cavity, that

satisfy, νq = qνfsr, q ∈ N. As rL → 1, Ecav →∞, thus a huge enhancement of the field is

possible in the cavity. Additionally, the points of peak electric field, i.e., the anti-nodes will

oscillate at the resonance frequency νq, while the nodes will have zero intensity. The free

spectral range of a cavity νfsr is the spacing between two adjacent modes of a cavity. Since

for most low-loss mirrors in normal incidence φr ≈ 2π we could define νfsr as eq. (7.7).

By changing the length of the cavity we can change νfsr and thus the mode frequencies.

This is the basic principle of scanning Fabry-Pérot interferometer.

νfsr = νq+1 − νq =
1

tr
=

c

2nd
(7.7)

The intensity of the circulating field inside the cavity is given by eq. (7.9), where the

maximum intensity, Imax = Ii|t1|2
(1+rL)2 . We define finesse of the cavity system, F , entirely

in terms of the absolute value of the round-trip attenuation factor, eq. (7.8). F is a

number which provides a measure of the sharpness of the resonance modes and one desires

to construct a cavity with high F , which correspond to a high Q cavity, see fig. 7.19

and eqs. (7.10) and (7.15).

F =
π
√
rL

1− rL
(7.8)

Icav = |Ecav|2 =
Imax

1 + (2F/π)2 sin2 (πν/νfsr)
(7.9)
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Fig. 7.18: Finesse for an empty cavity made of mirrors with identical reflection coefficients, r

Fig. 7.19: For a cavity with d = 300µm, varying F

For F � 1, it can be shown that the FWHM of the resonance peaks satisfy [23]:

∆ν ≈ νfsr
F

(7.10)
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Fig. 7.20: Magnitude of amplitude transfer functions for reflected and transmitted light for a
typical high-F cavity

7.4.2 Loss and Photon Lifetime

From eq. (7.5), we could define total cavity round-trip power attenuation factor per unit

length αcav as:

r2
L = R1R2 exp(−2αd) = exp(−αcav(2d)) (7.11)

Which can be written as:

αcav =
1

2d
ln

(
1

R1R2

)
+ α (7.12)

We define photon lifetime, τ , as power attenuation per unit time. Therefore, resonance

FWHM, ∆ν can also be represented by τ [23]:

τ =
1

cαcav
, ∆ν ≈ 1

2πτ
(7.13)

To quantify the performance of a resonant cavity, there is another parameter called the

quality factor, Q, which describes the photon storage capability of a particular cavity. It

is desirable to have a high Q cavity corresponding to long photon lifetime. Q is defined
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for a particular frequency as follows:

Q = 2π
energy stored

energy lost per period of oscillation
(7.14)

We can write the following relationship between Q and other parameters defined earlier,

from [23]:

Q(ν0) = 2πν0τ ≈
ν0

∆ν
≈ ν0

νfsr
F (7.15)

As a consequence of eq. (7.15), we can see that longer cavity length and thus a shorter

νfsr would correspond to higher Q. In time-domain this would mean that the electric field

will decay like exp(− t
2τ

). As a result one is required to scan time domain signal for a

significantly long time, which is challenging for standard THz-TDS set-up. We can also

conclude that lowering cavity loss is equivalent to increasing the Q value, which helps

enhance magnon-photon coupling, since cooperativity, C ∝ 1/∆ν ∝ Q.

7.4.3 Angle Tuning Fabry-Pérot Modes

The simple planar scanning cavity described above is called conditionally stable, meaning

it is very prone to misalignment, even if the mirror diameters are infinite. For a finite

mirror diameter, the effect of misalignment increases with the mirror spacing, d. Thus it is

worth while to examine a cavity with fixed spacing, where d is considerably small. Small

d ensures tighter light confinement, i.e., smaller mode volume, which increases ΩR, see

eq. (7.4). Moreover as νfsr ∝ 1/d, we can increase the spacing between resonance modes

by lowering d, this would help better resolve the CMP modes. Now it is also possible to

tune the cavity modes by varying the incidence angle.

We consider an FP cavity of infinite mirror diameter operating in off-axis mode. By

changing the angle of incidence to a non-zero value, for plane waves, the round-trip phase

factor becomes φ(θ) = 2πνtr cos(θ) [23]. Consequently, keeping d constant, we can increase

the mode frequency by increasing the angle of incidence as in eq. (7.16). Since in actual

experiments, we work with finite sized mirrors, it is obvious that light will escape the cavity

after many round trips, which may be modeled by appropriate ray tracing. This would

result in lowering the Q of cavity modes with increase in incidence angle. Nevertheless,
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this technique has been exploited in discovering cavity-polaritons [115, 116] and can be

utilized if required.

d

θ

(a) (b)

Fig. 7.21: Angle tuning ideal resonator with infinite mirror diameter and fixed d

νq(θ) =
qνfsr
cos(θ)

, νfsr =
c

2nd
(7.16)

7.5 Distributed Bragg Reflector

7.5.1 Basic Construction

From our discussion of FP resonator, we can see the importance of high performance

reflectors. Distributed Bragg Reflectors (DBRs) or quarterwave stacks can be simply

constructed by a periodic array of high (n>) and low (n<) index materials of λ/4 thicknesses

for a target wavelength and incidence angle, an early development of such multilayered

structure can be found in [117]. As a result, the frequency response of the layered system,

which is also referred to as 1D photonic crystal, exhibits stop bands and pass bands [73].

The frequency range that fall in the stop band are not allowed to transmit and they are

almost entirely reflected. The magnitude of this reflectance can be altered by changing the

number of layers used in the periodic structure. This is particularly useful for construction

of FP resonator, since we want some transmission through each mirror. Moreover, one can

tune the central frequency for the stop-bands by changing layer thicknesses d1, d2.
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n<n>

d1 d2

DBR-1 DBR-2

(a) (b)
air layer

L

Fig. 7.22: (a) Periodic alteration of high (green) and low (grey) index dielectric constituting a
DBR, (b) resonant cavity made with two DBRs

Our DBR is composed of alternating high-index dielectric and air layers, where the

dielectric constitute the initial and final layers, i.e., we do not have any substrate material.

Each layer is required to satisfy nd = (2m+ 1)λ0

4
,m ∈ N0, for a target wavelength λ0 at

normal incidence. The widest bandwidth can be achieved when the optical thicknesses

are truly a quarter-wavelength, i.e., m = 0. Moreover, the bandwidth of operation can

be increased by increasing the ratio n>/n<. At oblique incidence, the optical path length

difference between waves from adjacent layers decrease and consequently the stop-bands

shift toward higher frequencies. A detailed calculation on various DBR structures can be

found in [73]. For BFO magnon resonance, we set our target frequency at 0.55 THz, which

correspond to λ0/4 ≈ 136 µm.

7.5.2 Polyimide DBR

For ν < 1 THz Polyimide (PI) is a suitable candidate for high-index layer due to its

availability as films and higher index (n ∼ 1.85) compared to other polymers. Although

even higher index material is desirable for broader-bandwidth. We attached 3 Mil thick

PI films to each-other using double-sided tape which has a thickness of ∼100 µm. The

biggest issue in working with thin plastic films is that keeping each film flat and parallel

to each-other is challenging. Ergo, we did not get desirable performance. Measurements

in fig. 7.24 were taken without nitrogen purging.
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(a) (b)

Fig. 7.23: Calculated response of PI DBR varying film number (a) Power reflectance from
lossless films (b) amplitude trasmission coefficient from lossy films

(a) (b)

Fig. 7.24: Measured transmission response of PI DBR varying stack number. (a) amplitude
spectra, (b) ratio with respect to reference.

7.5.3 Silicon DBR

In the THz range, High resistivity float zone silicon (HRFZ-Si) is known to have one of

the lowest losses while also possessing high index of refraction (n ≈ 3.42). This makes Si

an excellent material for DBR. The only issue that arises is requiring a very thin wafer for

broad-band operation. In fig. 7.25 we can see how the reflection bandwidth changes with

thickness. Since Si wafers of thickness of the order of few 10s of microns would be fragile
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and expensive, we decided to use a thicker wafer of 280 µm.

(a) (b)

Fig. 7.25: Calculated response of Si DBR varying wafer number (a) 40 µm thick Si with 127
µm spacer, (b) 280 µm thick Si with 127 µm air spacer. It is possible to make a DBR that may
be utilized to study BFO magnons-polaritons at ∼ 0.55, 0.73 THz.

In unpurged environment we measured the transmission of DBR consisting two wafers,

each 280 µm thick. For a three wafer DBR, we barely observed any transmission in the

stop-bands, so we would present the data on FP cavity made with symmetrical pair of

both types of DBR in section 7.8.

Fig. 7.26: Measured transmission spectrum from Si DBR consisting two wafers of thickness 280
µm spaced by 127 µm, sharp absorption dips around 0.55, 0.75 THz correspond to water vapor
absorption
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7.6 Pulse in Ideal FP Cavity

Fabry-Pérot interferrometry is based on multi-beam interference where the input light

may be assumed to be quasi-monochromatic or possessing a coherence time significantly

longer than the characteristic time-scale, round-trip time (tr), of the cavity. But for our

purposes, we want to investigate the time-domain response of a simple broad-band cavity

to an incident THz pulse. A valuable discussion on this topic can be found in [118], we

further explore the implications for our setup.

An incident pulse, recorded with our apparatus, is shown in fig. 7.27 which has a pulse

duration tp ∼ 1.4 ps. For calculation, we assume that the lossless mirrors used in the

cavity have r = 0.95 and are of infinitesimal thickness. We also stipulate that a single

pulse is incident on the cavity, i.e., equally spaced pulse train is not involved, which is

reasonable as our pulses are spaced in time by ∼1 µs and no two pulses can noticeably

interact due to the damping present in our devices. Later we will examine the performance

of the prescribed DBR FP cavirty. For the output signal, in subsequent calculations, we

present the following:

(a) Amplitude spectrum |E2|

(b) Waveform Ẽ2

(c) Short-time windowed amplitude spectrum or spectrogram

Fig. 7.27: Incident Pulse

We can see from eq. (7.15), that Q ∝ 1
νfsr

= tr, therefore we expect to reach higher Q
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by increasing cavity length or round trip time. But as can be seen in fig. 7.28 having

tr > tp, the cavity will only have echoing pulses spaced-out in time which do not get to

overlap and thus interfere. As a result, field enhancement at the anti-nodes inside the

cavity would not be possible. One may be mislead looking at |E2| alone. To show that

in time and frequency domains there is actually no local resonance mode present, we

performed spectrogram using a window of width 3.5 ps, where the window is moved along

the waveform and only the region within the window is used to calculate spectrum. One

possible disadvantage of small νfsr is that the output spectrum can get too populated

with cavity modes that makes resolving spectral details challenging.
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Fig. 7.28: Cavity length, d = 1000 µm, corresponding to tr ≈ 6.7 ps. Cavity modes are present
in output spectrum (a), but that does not imply we have multiple constructively interfering
frequencies (b),(c).

In fig. 7.29 we have tr < tp and νfsr is within the bandwidth of input pulse. We can clearly

observe the cavity ring-down at the resonant frequency. The spectrogram further bolsters

this fact. But since to observe this effect we had to reduce tr, we ended up with a low Q
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resonator for the input pulse. On a positive technical note, due to the lower Q, one does

not have to record long time trace to approach the theoretical Q value. Also, having a

single tunable cavity mode, it would be easier to resolve spectral features that are spaced

further than the mode linewidth.

(c)
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Fig. 7.29: Cavity length, d = 100 µm, corresponding to tr ≈ 0.67 ps

Finally, in fig. 7.30 although we satisfy tr < tp, νfsr falls beyond the bandwidth of the

incident pulse. Thus, there is no cavity mode that can be detected with our pulse even

though they exist due to the physical construction of the cavity. Consequently, we only

have a rapidly decaying output pulse. In this case, almost all of the signal is reflected

toward the source.
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(c)
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Fig. 7.30: Cavity length, d = 50 µm, corresponding to tr ≈ 0.33 ps

This section would be useful for qualitative understanding of the behavior a single pulse

in FP cavity. Based on this we can analyze or explore more complex setups.

7.7 Response of DBR FP Cavity

Inserting a defect layer in a periodic array of dielectrics, say a DBR, one can achieve a 1D

photonic crystal cavity, where instead of a stop-band there appears a sharp transmission

peak in the frequency domain and spatially light is confined in the defect layer. This is

an equivalent description of an FP cavity made with identical DBRs. For the following

sections, the length of the defect layer will be denoted by L. Given a pair of DBR, we can

calculate the frequency and time-domain behavior of the resonator using [3, 73]. A similar

calculation was employed in chapter 5.
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7.7.1 Transmission Transfer Function

We assume there is no misalignment in the optics and light as plane wave is normally

incident on the photonic structure. For 280 µm thick HRFZ-Si wafers, using α ≈ 0.05

1/cm, we calculated F for cavities made of identical DBRs on both end, when each consists:

(a) two Si wafers

(b) three Si wafers

The corresponding Finesse, F ≈ 100, 920 for (a), (b). The cavity transmission transfer

functions due to two different DBRs are shown in fig. 7.31. Ignoring the effect of input

spectrum on the Q value of the output, we find that for L = 525 µm, the theoretical quality

factor for Q ≈ 240, 2795 for (a), (b). A similar scanning interferometer was reported using

various thicknesses and resistivities of Si wafer in [119], a photonic crystal cavity was

reported in [99, 120].

(a) (b)

Fig. 7.31: Tuning cavity modes by varying L. (a) Each DBR consisting two Si wafers, (b) each
DBR consisting three Si wafers.

From a technical point of view, as discussed in section 7.4.3, it may be advantageous to

construct a fixed cavity and tune the modes by changing the angle of incidence. Here

we calculate the theoretical response of angle tuning of a cavity made with a pair of two

Si wafer DBR. For this case we set L = 280 µm, which slightly lowers the Q value but

confines light in a shorter space, a condition that increases the Rabi splitting in observing

cavity-polaritons, since ΩR ∝
√

1/V . It can be seen that the response is polarization
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dependent. Since, for angles below Brewster’s angle Fresnel reflectance increases for s-

polarized light and decreases for p-polarized, we can see F of the cavity change accordingly.

Here we have not considered the effect of finite DBR diameter, which will allow light to

leak out after many round trips.

(a) (b)

Fig. 7.32: Air gap, L = 280 µm. (a) s-polarizaiton, (b) p-polarization

Assuming that the input spectrum is flat across the stop-band, we can determine the

theoretical Q value of the calculated output signal. At normal incidence Q ≈ 188. At

θ = 30◦, Q ≈ 240, 110 for s, p polarizations respectively.

7.7.2 Time-domain Response

Given an input THz pulse, we can calculate the frequency and time-domain response of

the DBR based cavity to the pulse. In subsequent calculations for the cavity, we will use

two identical DBRs each constructed with two Si wafers of 280 µm thickness spaced by 5

Mil (127 µm). We assume normal incidence and L= 550 µm, which allows a cavity mode

∼0.55 THz, close to room temperature BFO magnon. The reference and output signal is

shown in fig. 7.33. The reference signal is taken from experiment and rest is calculated.
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(a)

(b)

Fig. 7.33: L = 550 µm, Ref is from experiment and Out is calculated. (a) time domain, (b)
frequency domain

Due to the cavity’s smaller bandwidth of operation, indicated by the dips in above output

spectrum, compared to the input pulse, it becomes difficult to identify the cavity’s time-

domain performance. Hence, we illustrate in the following calculations, how the resonator

would respond to a narrow-band signal. In both following cases the time-duration of the

input waveform is significantly larger than the round-trip time of the cavity.

In fig. 7.34 we can observe how the transmitted signal grows due to the resonator that allows

one output mode. The spectrogram in fig. 7.35 further illustrates the long photon-lifetime

at large time scales.
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(a)

(b)

Fig. 7.34: Calculation with L = 550 µm. (a) spectra, (b) waveform.

Fig. 7.35: Spectrogram performed on fig. 7.34 (b) with 50 ps moving window. Top and bottom
panels correspond to input and output signals respectively.
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By increasing the length of the cavity, the resonator would allow multiple modes. For

a broader input bandwidth that would allow two modes to persist, we can see closely

spaced frequencies beating in time-domain, figs. 7.36 and 7.37. Such phenomenon is also

observed if one detects cavity-polaritons, but in that case the beating would be between

two frequencies that are higher and lower than the cavity mode, see eq. (7.3).

(a)

(b)

Fig. 7.36: Calculation with L = 2800 µm. (a) spectra, (b) waveform.
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Fig. 7.37: Spectrogram performed on fig. 7.36 (b) with 50 ps moving window. Top and bottom
panels correspond to input and output signals respectively.

One must note that a high Q cavity mode would correspond to a long damped oscillation,

which implies that we require a long time trace to make sense of the Q value. Thus using

THz-TDS, it is crucial to scan for a long time in measurements involving high Q resonators.

But standard TDS setups are usually not employed for such long scan times. Therefore,

one may incline to design a cavity with reasonable Q that can be measured and tested

with available apparatus.

To illustrate this effect, we can consider the above DBR cavity with spacing L = 2.8 mm,

a distance that is easy to incorporate in experimental scanning cavity. Since our data

is recorded in time-domain prior to Fourier transformation (FT), we can calculate the

output spectrum by considering certain initial segment of the waveform and windowing

out the rest that follows, see section 3.4. Fig. 7.38 shows the effect of time-duration on the

measured mode linewidth. Time in legend correspond to the time length after the 1st peak

in output waveform (not shown). Calculations suggest, given there are no misalignments,

a time trace of the order of nanoseconds would be required to satisfactorily extract the

theoretical Q value. We would like to comment that the Q of the cavity is independent

of our length of time-trace. The time-trace is only used to determine the Q value, which

may be limited by apparatus.
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Fig. 7.38: Calculated transmission spectra with L = 2.8 mm, varying output waveform length
that is used for FT.

7.8 Result from Cavity Measurement

Based on the calculations presented, a prototype of the planar Fabry-Pérot cavity was

constructed. To make each DBR, 3D printed mounts were used to hold Si wafers of

thickness 280 µm which were spaced by a 5 Mil shim. When the DBRs are in contact

we have Lmin ∼550 µm. One DBR was fixed on the optical table, while the other was

connected to a linear stage to vary L. Results are presented below. Following plots are

offset along y-axis for clarity.

Fig. 7.39: Cavity made of DBRs consisting three Si wafers each. Due to very low transmission,
we could not detect any resonance modes as distance between DBRs are increased.
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Fig. 7.40: Cavity made with pair of DBRs each consisting two Si wafers. As cavity length is
increased, the number of weak cavity modes can be seen to increase in the reflecion region. Due
to alignment issues, the modes are not prominent.

The prototype scanning FP cavity did not perform satisfactorily and is being improved

upon in a future project by another student employing more stable machined metal mounts.

7.9 Discussion

Motivated by the prospective discovery of room temperature strong THz cavity photon

and BFO electromagnon coupling, we examined the relevant experimental aspects. For

the spectral investigation on BFO sample we exploited anti-reflection (AR) coating on

GaP detector crystal for resolving the closely spaced magnon modes. From the condition

for CMP formation, we realize the need for a mechanism to tune the resonance of either

the magnon or the cavity. Since we could not efficiently control BFO resonances without

optically heating the sample, which increases loss, we resorted to the construction of a

scanning FP cavity built with multilayered dielectrics, DBR. To increase the chance for

CMP detection, we require light to be spatially confined but temporally long lived. This

implies building a high Q cavity with small spacing between the mirrors. We performed

both time and frequency domain analysis on the interaction of a THz pulse with an empty

cavity for better understanding the physics and its implication for recording waveform

using THz-TDS. A prototype cavity was built; but due to its inefficiency, an improved

version for the study of CMP will be pursued in a future research project.
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7.10 Conclusion

Room temperature magnetoelectric multiferroics are of great interest for their wide range

of possible applications. BFO falls in this category and possesses magnon modes that

can be excited by the electric field of THz light. Due to its sub-THz resonances, BFO

can be studied for strong light-matter coupling, which can play a vital role in quantum

information technology and spintronics. To explore this untrodden territory, we investigated

the requirements for observing CMP in BFO. We performed time-domain spectroscopy

on polycrystalline BFO sample and located the dominant electromagnon modes that

fall in the range 0.5–0.75 THz, in room temperature. The AR coating developed in

chapter 5 were utilized in our endeavor to high spectral resolution. We could not tune

BFO magnons with external electric field, hence poling of the sample and examination of

its ferroelectric behavior is required. We could tune the resonances via optical heating

but that involves unwanted increase of absorption. We explored the design aspects of a

high Q tunable cavity so that we may observe the dispersion relation of CMP by tuning

the cavity modes. We calculated the performance of the proposed DBR and FP cavity

and mentioned the possibility of angle tuning the cavity modes. The prototype cavity did

not meet required standard, so an improvement in cavity construction is demanded. The

calculations performed in this chapter would guide in the right direction for building a

tunable cavity optimized for discovering CMP in BFO using THz-TDS.

The constructed spectrometer, analysis techniques, spectroscopy of low loss materials, AR

coatings, DBR—have all been exploited to some capacity for the study of light-matter

coupling in BFO. With an upgraded experimental setup, further investigation will be

pursued in another project.



Chapter 8

Conclusions

Time domain spectroscopy is a powerful technique in characterizing materials and complex

systems. It allows one to directly observe the temporal dynamics of the system under

study. We have constructed a terahertz time domain spectrometer (THz-TDS) exploiting

optical nonlinearity in electro-optic crystals. We generate short single-cycle THz pulses

that have a broad bandwidth, which is utilized in spectral investigations of dielectrics and

multilayered polymer film based optics. As a developing technological field, commercial

THz optics seldom provides cost effective solutions. In this project, we make use of thin

low loss polymer films and adhesives in the construction of economic, easy to apply THz

optics. Equipped with the tools developed in this project, we investigate the strong light-

matter coupling between THz cavity photons and electromagnons in room temperature

magnetoelectric multiferroic BiFeO3 (BFO). The cross coupling between electric and

magnetic lattice in BFO offers tremendous versatility in device applications.

Chapter 2 highlights the theory of generation and phase resolved detection of THz pulses.

Due to high optical non-linearity (deff) and band gap, we chose LiNbO3 (LNB) as our

generation crystal. For efficient THz output via optical rectification (OR), we require that

the THz phase velocity match the IR group velocity in the electro optic (EO) crystal. Due

to the huge mismatch between refractive indices for IR and THz in LNB, vg(ω0)/v(Ω) ∼ 2.2,

we accomplished phase matching by pulse-front-tilt (PFT) of IR pulses in LNB [27]. Using

the inverse process of OR, we exploit Pockels effect and EO sampling in a GaP crystal

in a collinear geometry to coherently detect the THz waveform. Appendices A and B

would serve as resources for a step-by-step procedure in reconstruction of the apparatus

from the ground up. The fully functional apparatus incorporates micro-controller operated
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translation stages for multi-sample characterization and a planned scanning Fabry-Pérot

(FP) cavity in a N2 purged environment.

Built on the foundation of Fourier transformation, in chapter 3, we illustrate the basic

mathematical techniques employed in extracting optical parameters from thick samples,

i.e., samples where internally reflected pulses can be clearly distinguished from main

transmitted pulse. Harnessing the connection between time and frequency domains, we

develop analysis tools which are applied in later chapters to simulate time-domain signals

from complex multilayered structures. Applying our THz-TDS in the characterization of

low loss dielectrics that possess no resonances in the bandwidth 0.3–2.5 THz, in chapter 4

we extract optical parameters of commercially supplied HRFZ-Si, ceramic alumina, quartz

glass. These materials have found various uses in the THz range and our purpose was to

identify the material properties of these samples for future device fabrication. Moreover,

this allowed us to test the performance of our spectrometer. From careful observation of

the absorption spectra, α(ν), we can identify negative value of α(ν) in the lower frequency

end. We attribute this unrealistic effect to insufficient sample thickness compared to the

wavelength of light.

Using the optical parameters of examined dielectrics, we develop very low-cost multilayered

antireflection coatings (ARCs) for them in chapter 5. We explored the possibility of

utilizing commercially available pressure sensitive adhesive tapes (PSATs) and films in

creating the ARCs centered around a specific frequency. Although a similar technique was

employed in [66, 67] by gluing Polyimide film on substrate, we extend its applicability by

exploring the effectiveness of various polymer films and their combinations in configurations

up to four layers. Moreover, we demonstrate that our approach can create practical wide-

band ARCs. Based on [73], we develop code to analyze and model the behavior of the

dielectric layers both in frequency and time domains. The mathematical tools developed

in chapter 3 were applied in comparing experiment to calculation for both the transmitted

and internally reflected pulses from AR coated substrates. With our analysis tools we

can propose polymer layer assemblies tailored for certain frequency region for a given

substrate. Since our coatings are removable, one can apply a different ARC designed for

another frequency of interest on the same substrate. This gives flexibility in reducing

Fresnel loss and FP effect in transmission and can significantly enhance the performance

of THz optical components. Our findings can positively impact the advancements in THz

technology.

By appropriate application of ARCs, we show the possible enhancement of non-collinearly
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generated THz pulse power from LiNbO3. Such a detailed treatment for improvement

exploiting commercial polymers has not yet been reported. Empirical validation of the

proposed generation setup must still be undertaken to confirm this. In addition, we have

applied an ARC on both faces of a GaP EO crystal to significantly reduce FP effect in free

space EO sampling. This facilitates performing high resolution spectroscopy at certain

spectral regions with EO crystal of finite thickness. The ARC on GaP was chosen to

operate around the region 0.75 THz, close to which we have resonance modes of BiFeO3.

Employing multilayered polymers, we propose the construction of economic, relatively

narrowband linear polarizers with high extinction ratio and low insertion loss, in chapter 6.

We made a prototype low performance polarizer with polyethylene (PE) shrink wraps for

qualitative testing of the Brewster’s angle pile-of-plates design. The technique is similar

to the more expensive, broader band and bulky one reported in [86], where the spacing

between Si wafers are large enough to prevent inter-wafer reflections to transmit forward.

On the contrary, in our upgraded design, we exploit polarization based interference effect

arising from closely spaced polymer layered structure. As a result, when operated at the

Brewster’s angle, the p-polarized light transmits through the layers without any reflection,

while the s-polarized light is strongly reflected at certain frequency bands. By varying the

thickness of PE films, inter-film spacing, and number of layers, we can control the location

and bandwidth of operation alongside the extinction ratio. With appropriate calculation,

this design can be adapted to a cheap THz beam splitter with a specific splitting ratio.

We have constructed a prototype of the latest design that is awaiting further performance

testing.

The apparatus and optical components described in this work were primarily developed in

order to investigate the coupling of THz light to magnetic materials. Cavity enhanced

light-matter coupling is of great interest in fundamental science and for various future

technologies. Strong coupling has been reported to alter the properties of material under

study, which gave birth to an emerging field, polariton chemistry [16, 121, 122]. When the

energy transfer rate between cavity photons and material excitations is greater than their

dissipation rates, strong coupling regime can be reached when the constituent sub-systems

hybridize to form a polariton quasi particle. Cavity techniques in the THz regime are still

not so well established compared to microwave and optical frequencies. Only in recent

years, we have seen an upswing in publications on the coupling between THz cavity photons

and material excitations [17, 99, 100]. In chapter 7 we briefly describe the formation

of cavity magnon polariton (CMP) using coupled harmonic oscillators based on [103].
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The signature of the coupling is manifested by the Rabi splitting or anti-crossing of the

polariton branches, which occurs when the resonance frequencies of the sub-systems match.

We noted the importance of lowering the losses in both THz cavity and material excitation

for the observation of polariton modes. Moreover, to enhance coupling strength one should

increase the filling factor of the sample-loaded cavity. This suggests employment of a high

Q cavity with low mode volume.

In this project, we concentrate on the sub-THz excitation in a polycrystalline BFO sample.

Electric field of THz pulse can couple to the collective spin cycloid resonance (SCR) modes

in BFO, which is why these modes are also called electromagnons. In order to perform

high resolution spectroscopy of BFO magnons, we made use of ARC on GaP EO crystal.

Owing to the magnetoelectric coupling, it has been reported that the electromagnon

resonances could be tuned via external electric field in BFO thin film [108]. Unfortunately,

our attempt with electric field tuning of a slab of the sample did not come to fruition.

Nonetheless, as reported by [13, 109, 111], we could tune BFO magnons by varying its

temperature via optical heating. In room temperature the BFO sample showed noticeable

loss, which only increased with temperature. Therefore, we investigated on the design of a

tunable high Q Fabry-Pérot (FP) THz cavity for the discovery of room temperature CMP

in BFO.

We explored the design of distributed Bragg reflectors (DBRs) using carefully layered low

loss dielectrics. Applying our analysis techniques, we simulated the time and frequency

domain responses of FP cavities built with a pair of identical DBRs. We outlined

the possible implications of various cavity systems for our THz-TDS apparatus. We

highlighted the feasibility of angle tuning cavity modes of a fixed FP cavity. This technique

can be advantageous because in a fixed cavity construction, there is little room for

misalignment and the spacing between the DBRs can be made reasonably small which

reduces mode volume and consequently enhances coupling strength. Using HRFZ-Si wafers,

we constructed two DBRs that are incorporated in a prototype scanning FP cavity. Due to

the subpar performance of the prototype, the design and construction of a revised version

of this apparatus with a more stable mounting structure has formed the basis of another

project with the objective to detect room temperature THz CMP in BFO.

We hope that the work done in this project will pave the way to future discoveries of THz

cavity polaritons and the developed tools and techniques will facilitate numerous future

research projects. The low-cost and easy-to-apply optics innovated during this thesis may

find various applications in days to come.



Appendix A

Alignment Procedure

We describe step by step procedure for THz generation and detection using respectively

pulse front tilt in LiNbO3 and electro-optic sampling using GaP. For a schematic ray

diagram see fig. 2.8 in chapter 2.

A.1 Pre-generation Considerations

One has to bear in mind that the same pulse pair produced after the 1st beam splitter (BS)

is used for both generation and detection. Therefore, the pump and probe lengths have to

be of equal optical path length. Hence, when laying out optics on optical table, one has to

have a foresight concerning this. Since a delay stage is used to finely match/change path

length differences, one does not need to be very precise in measuring lengths. We used a

combination of ruler and thin adhesive tape to measure distances between optics. It is also

worth noting that placing irises along the beam path would help in future alignment work.

A.2 Generation

Once the lens combination for 4f telescope and angles for diffraction grating are determined,

we can start working on alignment. We remind that α, β are respectively the incidence and

diffraction angle measured from grating normal. The most challenging part is to optimally

align pump IR on the LNB prism, for this purpose we used a 3D printed alignment tool,
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see fig. A.1 (a), such technique was implemented using cardboard by [123]. For ease of

alignment we use a 5 axis prism holder shown in fig. A.1 (b). Following order of operation

will guide one to easy and optimal alignment.

2α
α− β

pitch

yaw
Y

(a) (b)

pump

Incident
beam

grating

m=0

m=1

Fig. A.1: (a) 3D printed alignment tool, m denotes the order of diffraction, m = 1 is used to
pump LNB. (b) 5 axis translation stage PY005 from Thorlabs is used to mount LNB prism. 3
vital axes are labeled according manufacturer specification.

• Verify the polarization of beam incident on diffraction grating. Make sure the

polarization is parallel to the plane containing incident and diffracted beams, for

maximal energy reflection. Use a λ/2 wave plate to that end, if required.

• align the diffracted beam with the alignment tool shown in fig. A.1 (a). Use both

m = 0, 1 order reflections for alignment. Make sure the beams are also horizontally

parallel to the table. Make use of the kinematic mount of the diffraction grating for

adjustments. If the m = 0 beam is not utilized, it is best to block it with a beam

block.

• Determine the optic axis of LNB crystal. In fig. A.1 (b) , it is along the vertical axis.

We have to align the diffracted IR polarization along the LNB optic axis. This may

require placing a λ/2 wave plate inside the 4f telescope where the beam intensity is

not so high.

• We used a cage system to assemble the 2 lenses used in 4f telescope. The focused

beam after the last lens should be closer to the output face of LNB prism. Upto this
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point laser alignment can be performed with low power.

• Put a big beam block to block the IR after LNB. Increase the laser power to ∼10 W.

Manually adjust the location of the prism mount so that maximal green generation

is observed by eye. Usually for the shape of our prism, one should notice 2 green

dots shining from within LNB.

• Prepare thermopile power detector for operation and connect its output to lock-in

amplifier. Use chopper at 23 Hz.

• Place thermopile detector right next to the output face of THz light, and scan the

region to find THz signal. One should notice a jump in detector signal when THz

power is incident on it.

• To make sure the detected power is indeed coming from THz and not via optical

heating of some sort, rotate the IR polarization by rotating λ/2 waveplate. If THz

is indeed responsible for the signal, then rotating IR polarization parallel to LNB

optic axis will not produce any THz, thus no signal will be recorded. We note that

THz polarization would be parallel to LNB optic axis.

• After crude detection of THz light. We have to optimize output power and beam

direction. With the same power detector check if THz is coming out of LNB

perpendicular to output face. Since the THz beam would be diverging, we have to

roughly determine the central axis of transmission. Now to keep the beam horizontal

to table use the pitch adjustment on prism mount.

• In order to keep THz exiting perpendicular to LNB face, we have to use the yaw

adjustment in the mount. At the same time we have to slightly tweak the kinematic

mount of grating. Adjusting both of them, one can optimize generated THz power

exiting normal to prism.

• One may also make use of the y-axis marked in fig. A.1 (b), to get a higher generation.

The other 2 axes, X, Z (not shown above), only have a little effect once coarse

alignment is done.
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A.3 Detection

After generating THz, one has to guide the beam and finally focus on GaP for EO sampling.

We use unprotected gold coated off-axis parabolic mirrors (OAPM) for collimating and

focusing THz. Before using these mirrors, one has to pay attention to the orientation of

each OAPM, since orientation for receiving collimated light is not the same as receiving

diverging light, see fig. 2.8.

• Using a visible laser pointer adjust the kinematic mounts of each OAPM. Careful

alignment with visible light is necessary to prepare the OAPMs for THz alignment.

• It should be noted that using a small effective focal length OAPM, one can focus

beam tighter and have higher electric field but as a drawback attain a lower Rayleigh

range. The location of both THz focus at the sample and GaP should be identified.

To mark the sample location, one can use a set-screw affixed to a post and mount

the post such that the tip of the set-screw defines the THz focus. To locate the GaP

focus, one can leave the power detector at the point of maximum THz power, at the

focus. This would mark the location where IR should go through GaP. Do not yet

place the GaP.

• After THz alignment is done with the help of above mentioned power detector, we

need to concentrate on the probe beam. Block THz beam with a piece of metal. We

pay attention to the operational power of the balanced-detector, for our Nirvana

photo-detector (Model 2007), each photo-diode can accept power < 1 mW. Keeping

this in mind we use a combination of beam-splitters and neutral density filters to

reduce the probe power.

• Use a Glan-Taylor prism to allow only the probe polarization parallel to THz (vertical)

to transmit. This is useful since EO sampling is polarization sensitive.

• With the help of a telescope, collimate probe beam to a spot size comparable to

THz spot and align the probe onto the thermopile detector aperture, which was

left at the THz focus where GaP should go. This makes sure both THz and IR are

overlapped on the same spot. Now remove the detector and place the GaP crystal

at the THz focus.

• Use Wollaston prism to check the polarization of IR exiting from GaP. It sould

be same as right after Glan-Taylor polarizer. Now introduce a λ/4 waveplate and
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rotate it appropriately so that the Wollaston prism equally splits the probe into

2 components. This process makes sure that IR now is circularly polarized. Now

remove the Wollaston and further align probe beam toward balanced detector.

• It should be noted that only at low IR intensity, GaP would be optically isotropic.

So one should try to keep probe power low for EO sampling. It helps to place a long

focal length convex lens before the balanced detector, we use f = 200 mm, to focus

the 2 components of IR through the narrow apertures of balanced detector.

• The IR power before the wollaston prism should be ∼ 1.5 mW, i.e., after splitting

the 2 components each would be ∼0.75 mW, lower than the damage threshold of

the photo detectors. With the help of 2 mirrors the decomposed beams should be

sent to Ref and Signal apertures of Nirvana. The 2 mirrors play a key role in the

optimization process. Placing big irises before each aperture helps to further block

stray reflections from the pump beam, this may help reduce background offset signal

from the Nirvana.

• Attach the balanced output of Nirvana to an oscilloscope and operate the device in

balanced mode. One does not have to worry about Loop Bandwidth settings since

that is primarily for Auto-balanced mode.

• Block one aperture of Nirvana and with the help of oscilloscope and respective

adjustment mirror optimize the signal in oscilloscope. THz should be kept blocked

until instructed. Once both of the beams are adjusted, they should each read the

same value in oscilloscope. Now keeping both apertures open, one should get nearly

zero reading from oscilloscope.

• Unblock THz beam and increase chopper frequency to a high value, we use 1

KHz. Connect the output from balanced detector to lock-in and run the script

Find THz Peak Quick.m given in appendix B. This will move the delay stage and

measure THz waveform. Once a peak is found, the code moves the stage to the point

that correspond to peak THz signal.

• At this point, one may adjust the last OAPM before GaP to maximize peak signal.

Slightly moving the GaP back or forth using a translation stage would help further

maximize signal. Finally one can very finely, with caution, tweak the grating angles

for more signal. At this stage, each optic can be optimized and the above mentioned

script should be run frequently to locate the new point in time where THz peak is.



Appendix B

Matlab Codes

Codes for THz-TDS apparatus control used in this project are listed below.

Listing B.1: Quickly find THz peak signal from waveform

%% Script file: Find_THz_Peak_Quick.m

% This code is used to detect the peak of THz waveform in a

crude fashion

% For actual measurements use codes: setup_1.m ,

THz_TDS_for_kids_v2.m

clc

clear all

close all

%% MUST PROVIDE THE FOLLOWING VARIABLE VALUES

=================

step_size = 2; %

start_step = 500;

end_step = 1500;

%% GLOBAL variables

global shift_delay device_name dq callibration_factor

shift_delay = 50 / 1000; % 5 times the time -constant of lock

-in;

callibration_factor = 1; % since we want signal VS step (not

sig vs time -delay) graph
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%% Start DAQ

daq.getDevices;

daq_rate = 250000; % change it if needed; 250 000 --->

default

daq_sample = 3000; % change it if needed; 5000 ---> default

daq_channel = 'ai2';

duration_daq = (daq_sample/daq_rate);

%set daq parameters

dq = daq.createSession('ni');

addAnalogInputChannel(dq,'Dev1', daq_channel , 'Voltage ');

dq.Rate = daq_rate;

dq.DurationInSeconds = duration_daq;

%% Start/detect Stage

device_name = detect_stage (); % provided by linear stage

manufacturer

%% Show Current Position

device_id = open_stage(device_name); % Modified by Akif

[current_step_pos , current_ustep_pos] = current_position(

device_id); % shows current position before move

fprintf('\n current position of stage:\t step_pos: %d, \t

ustep_pos: %d \n',current_step_pos , current_ustep_pos);

close_stage(device_id);

%% Sweep to find peak

% following line is for microstepping

%[data_mat] = microstep_stage_and_measure(total_sweeps ,

start_step , end_step , u_step_size);

% following line is for stepping

[data_mat] = step_stage_and_measure (1 , start_step , end_step

, step_size);

%% find the max signal

[~,ind] = max(abs(data_mat (:,2))) ;

fprintf (['\n\nthe peak may be at step position :\t %d \n'...

'the signal is %.2f \n' ], data_mat(ind ,1),
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data_mat(ind ,2));

%% Move stage to peak position

device_id = open_stage(device_name);

move_stage( device_id , data_mat(ind ,1), 0);

disp('Stage has moved to the Peak');

close_stage(device_id);

Listing B.2: Function for stepping stage and measuring

function [ data_matrix , raw_data_sweeps ] =

step_stage_and_measure( total_sweeps , start_step , end_step

, step_size )

% Only stepping. NO microstepping here

% streamlined by Akif

% Funciton outputs:

% data_matrix: time and signal respectively in 1st and 2nd

col

% raw_data_sweeps: signal for each sweeps in coloumns

global shift_delay callibration_factor device_name dq

step_count = ceil(abs(end_step -start_step) / step_size);

array_size = step_count + 1;

array_step_pos = NaN(total_sweeps , array_size);

array_signal = NaN(total_sweeps , array_size);

device_id = open_stage(device_name);

for j = 1: total_sweeps % total number of forward sweeps by

delay stage

fprintf('\n\n starting forward -sweep :%d \n\n',j)

% device_id = open_stage(device_name);

move_stage( device_id , start_step , 0);

[current_step , ~] = current_position(device_id);

array_step_pos(j,1) = current_step;

% close_stage(device_id)

pause(shift_delay);
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% measure

data_daq = dq.startForeground;

array_signal(j,1) = mean(data_daq);

% open a figure handle and do not number it

figure

for i = 1: step_count

% device_id = open_stage(device_name);

move_to_step = current_step + step_size;

move_stage( device_id , move_to_step , 0);

[current_step , ~] = current_position(device_id);

array_step_pos(j, i+1) = current_step;

% close_stage(device_id)

pause(shift_delay);

% measure

data_daq = dq.startForeground;

array_signal(j,i+1) = mean(data_daq);

plot(array_step_pos(j,:), array_signal(j, :),'.');

%line(final_array_position ,final_array_signal);

% put the line in if necessary

title('THz Waveform ')

% ['Signal at ', num2str(par.

ps_after_peak_for_noise),'ps after peak ']

xlim([ start_step , end_step ]);

ylim ([-10 10]);

ylabel('Au')

xlabel('Steps ')

legend (['sweep #', num2str(j)])

grid on;

end

end
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close_stage(device_id);

time_ps = callibration_factor * array_step_pos (1, :);

raw_data_sweeps = [time_ps; array_signal ]';

mean_array_signal = mean(array_signal ,1) ; % this is a row

array

data_matrix = [time_ps ; mean_array_signal ]';

end

Listing B.3: Function for microstepping stage and measuring

function [data_matrix] = microstep_stage_and_measure(

total_sweeps , start_step , end_step , u_step_size)

%% Description

% coded by Akif. Still some room for improvement.

% Output:

% data_matrix: 1st col --> time; 2nd col --> mean signal from

all sweeps

global shift_delay callibration_factor device_name dq

step_count = abs(end_step -start_step); % not measuring on the

last step. Step_size is 1 by default

% total physical steps travelled (1 less than

total_step_positions)

%u_steps_in_single_step = fix (256 / u_step_size); % total

physical usteps in one step

u_steps_in_microstepping_loop = fix (255 / u_step_size); %

disregarding ustep ==0. this will be less than total

physical usteps as ustep ==256 is not allowed

uuu_in_step = u_steps_in_microstepping_loop + 1; %

ustep_positions_in_single_step. including ustep ==0.

% total ustep positions in a single step.

% arrays (row vectors or matrix built of concatenated rows)
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final_array_size = (uuu_in_step * step_count ) + 1; %

adjust arrays accordingly

final_array_step_pos = NaN(total_sweeps , final_array_size);

% FINAL STEP positions go here

final_array_signal = NaN(total_sweeps , final_array_size);

% FINAL SIGNALS GO HERE

%% Forward Sweeps

device_id = open_stage(device_name);

for j = 1: total_sweeps

array_signals_in_single_step = NaN(1, uuu_in_step); %

signals in a given step

fprintf('\n\n starting forward -sweep :%d \n\n',j)

% device_id = open_stage(device_name);

move_stage( device_id , start_step , 0);

% close_stage(device_id)

pause(shift_delay);

% open a figure handle and do not number it

figure

for i = 1: step_count

% take data at this (step ,0 u_step)

data_daq = dq.startForeground;

array_signals_in_single_step (1, 1) = mean(data_daq);

array_ustep_pos_within_step = zeros(1, uuu_in_step);

array_ustep_pos_within_step (1,1) = 0;

% move to the next step after micro -stepping (i.e.,

after next loop)

% do microstepping now

for u = 1: u_steps_in_microstepping_loop

% device_id = open_stage(device_name);

% first microstep then take voltage
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[current_step , current_u_step] =

current_position(device_id);

move_to_u_step = current_u_step + u_step_size;

move_stage(device_id , current_step ,

move_to_u_step);

[current_step , current_u_step] =

current_position(device_id);

array_ustep_pos_within_step (1, u+1) =

current_u_step;

% close_stage(device_id)

pause(shift_delay)

% this will be a function input -parameter

% take voltage measurement now

data_daq = dq.startForeground;

array_signals_in_single_step (1, u+1) = mean(

data_daq);

% deal with arrays and calculation

end

array_current_step = current_step * ones(1 ,

uuu_in_step); % initialized as ones

array_steps_usteps = array_current_step +

array_ustep_pos_within_step /256;

final_array_step_pos(j , uuu_in_step * (i - 1) + 1 :

uuu_in_step * i ) = array_steps_usteps;

final_array_signal(j , uuu_in_step * (i - 1) + 1 :

uuu_in_step * i ) = array_signals_in_single_step;

% Plot a figure of the above data
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plot(final_array_step_pos(j,:), final_array_signal(j,

:),'.');

%line(final_array_position ,final_array_signal);

% put the line in if necessary

title('THz Waveform ')

xlim([ start_step , end_step ]);

ylim([-5 10]);

ylabel('Au')

xlabel('Steps ')

grid on;

% now move to the next step

% device_id = open_stage(device_name);

[current_step , ~] = current_position(device_id);

move_to_step = current_step + 1;

move_stage( device_id , move_to_step , 0);

% close_stage(device_id)

pause(shift_delay);

% this will be a function input -parameter

end

% this is the last step pos.

data_daq = dq.startForeground;

% device_id = open_stage(device_name);

[current_step , ~] = current_position(device_id);

% close_stage(device_id)

final_array_step_pos(j ,end) = current_step;

final_array_signal(j , end) = mean(data_daq);

% take voltage measurement now for the (last step , 0
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ustep) position

end % for total_sweeps

close_stage(device_id)

% plot all the data together

fig_all_sweeps = figure ;

hold on

for jj = 1: total_sweeps

sweep_str = strcat('sweep# ', num2str(jj));

plot(final_array_step_pos(jj, :), final_array_signal(jj,

:), '-', 'DisplayName ', sweep_str)

end

hold off

title('THz Waveform ')

xlim([ start_step , end_step ]);

ylim([-5 10]);

ylabel('Au')

xlabel('Steps ')

legend('show')

grid on;

mean_array_signal = mean(final_array_signal ,1);

data_matrix = [ callibration_factor * final_array_step_pos (1,

:); mean_array_signal ]';

end

Listing B.4: Script for sample stage control

% Script file: setup_4sample_mount

% Used for 4 sample characterization without opening purge

box.

% requires function 'sm_4sample_mm ' that controls stepper

motor

clearvars -except ard shield sm_4sample

global sm_4sample
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%% Initialize Arduino

if ~exist('ard','var')

ard = arduino('COM4','Uno','Libraries ','Adafruit/

MotorShieldV2 ');

shield = addon(ard ,'Adafruit/MotorShieldV2 ');

sm_4sample = stepper(shield , 1, 200,'StepType ', 'Double ',

'RPM' ,2);

end

%% Move stages

target = 117; % Find other 4 heights where samples go.

% Default sample locations are given in smp_pos

% go to 117 for ref

sm_4sample_mm(target); % sample will be at THz focus

%% Some guidlines

smp_pos = [32.5:20:92.5] ; % measured in mm from the table to

the bottom of the aluminum plate that has 2 slots

smp_no = [1:4];

mat = [smp_no ; smp_pos ];

fprintf('\n Your target position for sample %d is: %d\n',mat)

fprintf('\n for ref go to %d\n', smp_pos(end)+23)

%release(sm_4sample);

% uncomment the above if you want to re-adjust the stage by

hand the comment it back again

Listing B.5: Function for stepper motor control

function final_pos = sm_4sample_mm(new_position)

%% know the current position

% you have to define a position by some number , say 100mm.

you

% have to store that position somewhere so that you can

always refer back to

% that position as your current position before moving. We

will store positions in a text file called
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% sm_4sample_mount.txt in motion_control folder

% The physical position is measured from the table to the

bottom of the

% plate that moves

%% Linear stage info

% steps to lengths

% Amazon stage has pitch 20 microns/step

% following is lengthss in terms of steps

% sub_mm = 5;

% one_mm = 50;

% one_cm = 500;

%% global var

global sm_4sample

%% address for text file for storing current position

file_dir = 'F:\Delay Stage Matlab\motion_control ';

file_name = 'sm_4sample_mount.txt';

file_info = fullfile(file_dir , file_name);

%% Limit Switches

if new_position < 25

disp('Linear Stage will go LOW: LIMIT SWITCH ACTIVATED ');

return

end

if new_position > 118

disp('Linear Stage will go HIGH: LIMIT SWITCH ACTIVATED ')

;

return

end

%% Read Current Position from Text file

fileID = fopen(file_info ,'r');

current_position = fscanf(fileID ,'%f');

fclose(fileID);

%% Calculate Steps for height in mm
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height = new_position -current_position;

rounded_height = round(height , 1); % 0.1mm precision

step = round(rounded_height * 50,0);

%% Move Stage

move(sm_4sample ,step);

%% Save New Current Position to Text File

current_position = round(new_position ,1);

fileID = fopen(file_info ,'w+');

fprintf(fileID ,'%.2f',current_position);

fclose(fileID);

%% Output Current Position from Function

final_pos = current_position;

end

Listing B.6: Script for controlling cavity length

% Script file: cavity_motor_10um.m

% Used to control stepper motor for tuning cavity length

% Requires the function: sm_cavity_um

clearvars -except ard sheild sm_cavity

global sm_cavity

%% Initialize Arduino

% use StepType --> Interleave to give you twice resolution.

The amazon

% stepper motor has the following spec:

% 1 step = 20 microns IN REGULAR OPERATION

% 1 step = 10 microns ,IN INTERLEAVE SEETING , IN THEORY

if ~exist('ard','var')

ard = arduino('COM4','Uno','Libraries ','Adafruit/

MotorShieldV2 ');

shield = addon(ard ,'Adafruit/MotorShieldV2 ');

sm_cavity = stepper(shield , 1, 200,'StepType ', 'Interleave ',

'RPM' ,2);

end
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%% Move stages

test_pos = 3000;

% following function moves the stepper motor in micrometer

cavity_length = sm_cavity_um(test_pos - 50); % argument has

to be a multiple of 10 microns

Listing B.7: Function for controlling cavity stepper motor

function final_length = sm_cavity_um(new_length)

%% know the current position

% you have to define a position by some number , call it 100um

. you

% have to store that position somewhere so that you can alway

refer back to

% that position as your current position before moving. We

will store positions in a text file called

% sm_cavity.txt in motion_control folder

%% Linear stage info

% steps to lengths

% Amazon stage has pitch 20 microns/step in REGULAR OPERATION

% In INTERLEAVE mode: 1 step = 10 microns , in theory

%% Important for experiment

% For the first measurement , you need to calibrate your

initial seperation

% between mirrors with a calipers so that you know the cavity

length

% in multiple of 10 microns.

% save this initial calibrated value in sm_cavity.txt in

motion_control folder

%% Restriction on lengths

if mod(new_length , 10) ~= 0

fprintf('length has to be multiple of 10, in microns\n\n')

return;

end

%% global var
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global sm_cavity

%% address for text file for storing current position

file_dir = 'F:\Delay Stage Matlab\motion_control ';

file_name = 'sm_cavity.txt';

file_info = fullfile(file_dir , file_name);

%% Limit Switches

if new_length < 5000 %

disp('Linear Stage will go LOW: LIMIT SWITCH ACTIVATED ');

return

end

if new_length > 31250 %

disp('Linear Stage will go HIGH: LIMIT SWITCH ACTIVATED ')

;

return

end

%% Read Current Position from Text file

fileID = fopen(file_info ,'r');

current_length = fscanf(fileID ,'%f');

fclose(fileID);

%% Calculate Steps for height in mm

length = new_length - current_length;

step = length / 10;

%% Move Stage

move(sm_cavity ,step);

%% Save New Current Position to Text File

current_length = new_length;

fileID = fopen(file_info ,'w+');

fprintf(fileID ,'%.2f',current_length);

fclose(fileID);

%% Output Current Position from Function

final_length = current_length;

end
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Listing B.8: Parameters for initializing THz-TDS measurement

function par = setup_1 ()

%% Used for assigning parameter values for measurement

% Laser Settings

par.laser_amp_percentage = '97 %';

par.laser_power = '~14 Watts';

par.laser_steps = '100 Steps';

par.laser_rep_rate = '3 MHz';

% Lock -in Settings

par.ref_freq = '1000 Hz';

par.time_constant = '100 ms';

par.roll_off = '24 dB';

par.sensitivity = '2 mV';

% Delay stage IMP settings

par.peak_step = -8376;

par.sample_material = 'BFO' ;

par.purge_start_time = '1500'; % 24 hours

par.voltage = '17.5 kV'; %

par.step_size = 4; % ref: 2 steps & BFO: 4 steps

par.sweeps = 1; % Number of sweeps , Natural numbers only.

% How many picoseconds?

start_scan_for_waveform = 8 ; % ps before peak.

%start_scan_for_waveform_after_peak = 4;

end_scan_for_waveform = 300; % ps after peak.

%DEFAULT: 22ps for longer scan.Reflection comes at 23ps

par.comments = 'Put any other comments here. All parameters

get printed to a text file';

%% Stage movement

par.shift_delay = 500 / 1000;

% set shift -delay ~5 times the time -constant of lock -in

par.u_step_size = 128; % do not change it

par.cal = 0.033356409519815; % multiply step positions to

convert to time delay in pico sec.
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%% DAQ info

par.daq_rate = 250000; % change it if needed DEFAULT: 250000

par.daq_rate_noise = 500;

par.daq_sample = 5000; % change it if needed ; Default: 20000

par.daq_sig_channel = 'ai2'; % see NI DAQ

par.daq_pwr_channel = 'ai7'; % see NI DAQ

par.duration_daq = (par.daq_sample/par.daq_rate);

%% detecting background 'DC ' signal /' 0Hz offset

scan_for = 4; % scan for 5ps [default value 5]

start_scan = 16; % ps before peak [default value 12]

par.start_step_scan_background = time_delay_to_step_pos(

start_scan , par.peak_step);

[~, par.end_step_scan_background ]= time_delay_to_step_pos(

scan_for , par.start_step_scan_background);

%% parameters for measuring actual waveform

par.step_start = time_delay_to_step_pos(

start_scan_for_waveform , par.peak_step); % start_step

before peak

[~, par.step_end] = time_delay_to_step_pos(

end_scan_for_waveform , par.peak_step); % end_step after

peak

%% Data folder

par.data_folder = fullfile('F:\Delay Stage Matlab ', 'Data_THz

');

end

Listing B.9: Script for THz-TDS measurement

%% Script file: THz_TDS_for_kids_v2.m

% Main code for THz TDS

% Streamlined by AKIF

%% Clean up

clc

clear all

close all

%% Global variables
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global shift_delay callibration_factor device_name dq ;

%% Import parameters for the measurement

par = setup_1 ();

shift_delay = par.shift_delay;

callibration_factor = par.cal;

%% Move Magnet to Position

% magnet_step_motor(par.magnet_position);

% fprintf('Magnet Moving Now ... ...\n\n');

% fprintf('MAGNET MOVED TO: %d \n', par.magnet_position);

%% Start DAQ

daq.getDevices;

%set daq parameters

dq = daq.createSession('ni');

addAnalogInputChannel(dq,'Dev1', par.daq_sig_channel , '

Voltage ');

dq.Rate = par.daq_rate;

dq.DurationInSeconds = par.duration_daq;

%% Start/detect Stage

device_name = detect_stage ();

%% create data folder if not created already

if ~exist(par.data_folder , 'dir')

mkdir(par.data_folder)

end

%% create data and plot folder for todays date (not time)

dt_folder = datestr(now , 'yyyy_mm_dd ');

folder_info = fullfile(par.data_folder ,dt_folder);

if ~exist(folder_info , 'dir')

mkdir(folder_info)

end

%% Show Current Position

device_id = open_stage(device_name);

[current_step_pos , current_ustep_pos] = current_position(

device_id); % shows current position before move

fprintf('\n current position of stage:\t step_pos: %d, \t

ustep_pos: %d \n\n\n',current_step_pos , current_ustep_pos)
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;

close_stage(device_id)

%% Step or micro -step?

% s_or_m = step_or_microstep (); % uncomment for completeness

s_or_m =0; % Forcing to stepping

%% Detect background offset by stepping

tic;

data_mat_background = step_stage_and_measure (1 , par.

start_step_scan_background , par.end_step_scan_background ,

par.step_size);

background = mean( data_mat_background (:,2));

%% Step OR Microstep --- and measure THz waveform

if s_or_m == 1

data_matrix_uncorrected = microstep_stage_and_measure(par.

sweeps , par.step_start , par.step_end , par.u_step_size);

elseif s_or_m == 0

[data_matrix_uncorrected , raw_data_sweeps ]=

step_stage_and_measure( par.sweeps , par.step_start , par.

step_end , par.step_size );

end

time_taken_for_measurement_mins = toc / 60; % measurement

time

%% close daq

release(dq);

%% Post -measurement calculations

time_delay = data_matrix_uncorrected (:,1);

signal_uncorrected = data_matrix_uncorrected (:,2);

no_of_data_points = length(signal_uncorrected);

% find current time after measurement

time_now = datestr(now , 'HH_MM ');

% raw data

file_name_uncorrected = strcat(time_now ,'_',par.

sample_material ,'_raw.txt');

file_info_uncorrected = fullfile(folder_info ,
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file_name_uncorrected);

file_name_uncorrected_sweeps = strcat(time_now ,'_',par.

sample_material ,'_raw_sweeps.txt');

file_info_uncorrected_sweeps = fullfile(folder_info ,

file_name_uncorrected_sweeps);

% print raw data

dlmwrite(file_info_uncorrected ,data_matrix_uncorrected ,'

delimiter ', '\t', 'precision ', 10)

% print raw data from all the sweeps

dlmwrite(file_info_uncorrected_sweeps ,raw_data_sweeps ,'

delimiter ', '\t', 'precision ', 10)

raw_fig = figure;

plot(time_delay ,signal_uncorrected , '.')

title('THz Waveform - uncorrected ')

%xlim ([]);

xlim([ time_delay (1) -0.1, time_delay(end)+0.1]);

ylim([-5 10]);

ylabel('Au')

xlabel('Pico sec')

grid on;

%% correct the offset in the signal

% corrected data

file_name_corrected = strcat(time_now ,'_corrected.txt');

file_info_corrected = fullfile(folder_info ,

file_name_corrected);

signal_corrected = signal_uncorrected - background;

data_matrix_corrected = [time_delay , signal_corrected ];

% print corrected data

dlmwrite(file_info_corrected ,data_matrix_corrected ,'

delimiter ', '\t', 'precision ', 10)

fig_file_name = strcat(time_now ,'_',par.sample_material ,'

_waveform ');

fig_file_info = fullfile(folder_info ,fig_file_name);
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corrected_fig = figure;

plot(time_delay ,signal_corrected , 'k')

title('THz Waveform - corrected ')

xlim([ time_delay (1) -0.1, time_delay(end)+0.1]);

ylim ([-10 10]);

ylabel('AU')

xlabel('ps')

grid on;

legend(par.sample_material);

print(corrected_fig , fig_file_info ,'-djpeg ', '-r400')

%% Quick FFT

n = 4*(2^ nextpow2(no_of_data_points)) ;

[freq_amp , ~, fig_fft ] = fun_fft(time_delay ,

signal_corrected , n);

fig_fft_file_name = strcat(time_now ,'_',par.sample_material ,'

_fft');

fig_fft_file_info = fullfile(folder_info ,fig_fft_file_name);

print(fig_fft , fig_fft_file_info ,'-djpeg ', '-r400')

%% print parameters file that has the experiment info

print_parameters(time_now , folder_info ,par.sample_material ,

par.laser_amp_percentage ,par.laser_power ,par.laser_steps ,

par.laser_rep_rate ,par.ref_freq ,par.time_constant ,par.

roll_off ,par.sensitivity ,par.purge_start_time ,par.voltage ,

par.sweeps , no_of_data_points ,

time_taken_for_measurement_mins , par.comments )

Listing B.10: Basic function for plotting FFT

function [freq_amp , Fs, fig_fft ] = fun_fft(time , signal , n)

% This function will calculate FFT of the supplied arrays

time and signal.

% We will do custom zero padding with 'n'

% The output will be an 'N X 2' matrix with 1st col being

freq and 2nd

% amplitude

%% FFT Calculations
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% # of samples/ pico -sec (sampling freq)

Fs = 1 / (time (2) - time (1) );

% frequency array

freq = ((0:(n/2)) * (Fs/n)) ';

% spectrum amplitudes

Y = fft(signal ,n);

P = abs(Y/n); % power spectrum (2 sided)

amp = P(1: n/2 +1); % single sided

freq_amp = [freq , amp];

fig_fft = figure;

plot(freq , amp , 'DisplayName ', 'FFT');

xlabel('THz')

ylabel('A.U.')

xlim ([0 4])

legend('show');

grid on

end
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generation by optical rectification using tilted pulse fronts,” Optics Express, vol. 22,

no. 17, p. 20239, 2014.

[34] C. A. Palmer and E. G. Loewen, Diffraction grating handbook, 5th ed. Thermo RGL,

2002.
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