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ABSTRACT 

This study hvdws conyuhg tbe foTCCILStnig ad trading tiadargom ofan ARIMA 

maddudanaaJnetworkmodd. Tbto~ARJMAmaddisseicacdbychoosingthe 

combuiabon ofsample Sac and fbnad ahad paiod tbat pduœ the mimnami forecast emor. 

Weekiy data fir two contracts traded on thc GbMS admges me used. Resuhr aiggest that 

a mid range sample size togeber with the miiimm fomcwt Jwd period p d u c e s  the lowest 

forecast amr. Sreondly, a neuraî ~ictworlc ushg the opthai sampIe size and forrca~t aheaâ 

period chosni âom above is oompared to the ARMA modd. It tumo out thst the neurai 

netwwork is able to lower the focecast m r .  This study also checks for the a b g i  of both the 

ARIMA and neural network modds to detect hniing points in the market. It tums out that 

both modds for boboth commodities are able to predia tuming points with about the same 

degree of accuracy. 

Lastiy, the optimal A R M A  modd togethe with the neural network mode1 are used to 

trade fttures contracts ushg a &en trading sûategy. The models aU produce negative profits 

but the mural network sliffers d e r  losses per tracle and t d e s  slightiy more o h  Neittier 

the neural network or the ARMA d e l s  were able to di # a significantty higher prie than 

the overail average seiiing price. Ovaag the negatbe p r o b  pmduced by the modds together 

with the low of pr06taôIe mda may indicate tht the trading regime is not 

appropriate. It may dm suggest that the namû network is ove  fitting the data or that the 

ARIMA modd k mt wdl qec%ed 
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INTRODUCTION 

R- 

Ova the kst mnl y e ~  tbat brs beai an ongoing dbrt to modd and forecast 

fimes prices. Traditiody linat ARIMA t h e  serii modds have been utilucd to paf01111 

this ta& They may be inappropriate <hic to such things as the aodmau bebavior of pice 

variables. For example K o M  ciad Boyd (1995) showcd that thae was nonlincar dynanncs in 

cattle prices. In addition two other studia Blank (1991) and Chavas and Hok (1991) 

demonstxated noniincarity in futures M y  though there has been an uicreasing 

interest in the application of neurd na~orks for forecashg nmires prices. They have 

demonstrated in a number of studies to be able to outpedonn ARIMA models. For ample, 

Kohzadi (1994) found that nemi netwotks d d  outperform A R M A  rnodels in t e m  of 

forecashg acawcy for U.S. cattk fritures prices. In motha study, Kohzadi and Boyd (1995) 

found n a d  networks produced Iowa forecat m r  than ARIMA models for corn fritures 

prices when using a sliding window procedure. 

The objeaive of tbis study is to M g a t e  t h  difarat aspects of a oommodity price 

series. F i  the study wiB look aciu§ivcly aî ARIMA time saies modeIsIs A set of models 

derived from a preset comaniaion of Vanous smiple siza and hrecast paiods wiii be 

estunated and used fbr f-. Each cacombwition WB yidd a forecast anw value which 

wÜl be used for fiirtha -S. The stdy wüi attanpt to demonstrate ifeither changing the 



sample size or the f0reast period i&ds the site of the forecast anx. A iàctotiaf design wiU 

be used to andyze these resufts. Secondly the '%est" ARXMA modd fiom each of the two 

commodities wiii k md to compare its fimast m r  masure against the perfiomce of a 

neural netwotlc F i  both the ARMA modd and the neurai tlctwork wül be used to trade 

Amires over a given t h e  paiod to see whether positive p 6 t s  can be gicnented for the two 

chosen cornmodities- 

Hmtheses 

It is acpeaed hwi the meanh, that in gened, larges simple sizes and shorter forecast 

penods will produce the lowest dues for the fonca~t error- This is a new am ofshidy which 

should be helpful in choosing the most appropriate A l  modd. Clearty a researcher is 

interesteci in the best w m b i o n  of sample size and forecast paiod to pmduce a minimum 

emor. In addition, it is o<pected th* the neurai network wu0 have lower forecast arar than the 

chosen ARIMA mode1 due to the non-lineat. behavior of most commodity pcice series. The 

third hypothesis is that the navel network diould produce higher profits for both of the 

contracts. 

ûutline of Thesis 

Followhg the introduction is two chapters, a relaaw section md an appendk 

Chqter 2 b s e s  on dr torecasting oftsne suies models ushg a vMety of o~lple sizes and 

forecast pcriods to detamine an "optid" ARIMA m o d d  The subjcct of chapte 3 will be to 

dewlop a stlling strategy f01 conmioday him. This rtntegy wül be incorporated with the 

"optimal" ARIMA modd and the quhdcrd napiI networlc modd to ampare th& trading 



performances. Chapter 4 Y a sunmisry and conclusion of the anire reseatch. The thesis ends 

with a derence section and an appadiK 



CHAVfER2 

FORECASTING TIME SERIES MODELS USING VARIOUS SAMPLE SIZES 

AND FORECAST PEIUODS 

introduction 

I t i s ~ ~ l l f l l ~ n ~ ~ R s e P E b a s ~ t k f o r e C a s t i n g p a f o ~ o f a  

time series d e l  begins to deteriorate the fintha into the fùture it attanpu to forecast. in 

addition, t is M i d  that inaeasuig the sample Me s h d d  cirhance the ability of a mode1 to 

forecast amuately. It is in the interest of researchers to determine the optimal combination of 

simple size anci forecast paiod which wül yidd the minimum forecast m r .  What exactiy is 

this optinuil set? It niay be tanpoing ta conctude that obviously the kgest sample sLe possible 

together with the minimum forecast period will produce minimum mot. It is only through 

conducting an a<paimept with ml data involving d o u s  comb'ions of sample ske and 

forecast pnod that WC can ôegin to undastMd the retationship bawcen thes =*ables and 

the forecast error. 

The objective of thU chapter is to forecsst tirne series rnodels ushg a wiety of 

diffefent sample sizes and forecast paiod* The prime foaio wiU k to see if Qtha of these 

variables aff'ect the vahie of the fbnast am. Although the genad Wieâ regadhg these 

reiationships may be tnie it wiü be intereshg to pedom a mon d d e d  examimion. The 

results an expccted to k in apunent with the hypothesis h t  laqpr mplc &es and shorter 

forecast periods yidd dafôrecast amrs. 



An o p W  modd barcd on the minimum fbrecast errer wiN then k sdected. This 

mode1 wiii k a neural nehvork modd ut&& the fllllt saxnple SiEe and forecast 

ahead period. The d d s  win k comppred by innstigating the changes in the forecast enor 

aiongwith th&&-to forccastûmbgpoints inthe&* 

Data 

W&kS data on Cattle (19761995) and Whcat (19761995) ntrrby h r e s  prices 

obtaincd h m  the vendor Tchnical Tools Data S d a  are used The data are initiaiiy 

provided in daily fom but U convcrted to wcddy to -th the Stries and to duce the 

amount of cornputhg t h e  nccasiiry. Zn addition, a roiIovu technique is used in the formation 

of the data smes. For a m p l e  if the data npnsnits the Decanber fttuBs price it is converteci 

to the next available contract month as soon as the 20th of November is rcached. This is 

implernented to runovc the oftm vokbile moment of pria suies during the contract month 

and also because most traders get out of fiiturrs obligations at lest one month More the 

expiration date. The cc)nversion of the dDta mateci 1036 observations over a twcnty year thne 

pend. 

Proeedurt 

nie procedure involves the ddopnmt of an automgmk (AR) modd The (AR) 

mode1 is a good estimate ofthe ARIMA d e i  as long as the moving average (MA) proces is 

invertibfe. Since (AR) modds are simple to estimate, have ~U-àeveloped mode1 selecti-on 

aiteria and muire limitecl pntesting, they are the t9mi of AlUMA uscd hcre for estimation 

(Kohzadi and Boy4 1995). 



The optllnallag le@ is chosen ushg the Aluiü<e idbrmation criteria (MC) (Akaike, 

1981). nie AIC is usai to detcniline tbe Lg 1- kauJt it has the desirable féahue of 

weighbg die msi~n of &mate io rdation to pinimony ia parametentation of a stuisticai 

d e i  (Jucige, et ai., 1988). 'Ibe AIC & foreacb ofthe two series nrdicate that the 

minimumAICfkattkmdwhePtoccrinatlag1. Inddition,tbisrrserrchwüldsoemploya 

6IagmoddfOfadiwimaoditywhichisirkiariiydiosen. Thisisiniplcmcntedsinceitisfelt 

there is a poasiitity that a one hg modd wiü not adequateiy aptun tbe kbMor of the time 

series. Therefiore the rerailts presentd here will be derMd fiom both a 6 lag anci 1 kg model. 

The data senies for both commodities are niitiaily checkcd for stationwity using the 

Dickey-Fuller unit mot test @ickey and Fuller, 1981)- The rrsuhs for both of the original 

series indicated n ~ n - ~ o M n t y  in the data. Thc saig is then diff iced and the unit mot test 

is perfonned again. The Werenced series for both mmmodities accordhg to the uriit root test 

is stationary. Thdore  the ARMA modek an estimateci using the diffkrenced data. 

Slidiia window ~rocedure 

The price series for both commodities L forecasted with a siiding window procedure. 

This procas involves decting a gMn sample size and dmatbg an ARMA model. The 

modd is then forec~sted a certain nmiba ofpaiods a b d  c011~10ni.y retimd to as the step 

ahead i n t d .  The data set is then diateci by tbe vahie of the stcp cihead interval. The model 

is then redmated using the same g h m  sample s k  and a ncw set offofccasts is gcnerated. 

This procedute is contimdy npeated mtd the ad of the data set is nached. 



For example, suppose thc nniple sizc chosen is 500 Md the decision is to forecast 10 

pai& ahead. Obsewatons 1...500 will fbrecast Ml -.. 510. nie data set is slrifted by 10 

periods and thm Obsavaoiolts ll..JlO wiU fotcc~st 511 3 2 0 .  This p d u r c  is then 

co&uauynpatduntütheddthedrra&tis~-  

The sliding window pmcdure is pasOrmed on the bg 1 and hg 6 ARlMA modds for 

cattie and wheat. The sample s b s  chosen are 200,350, rad 500. The step ahead forccast 

periods are chosen a r h h i l y  as 5, 10, 20, Pd 50. These paiods cnnbined with the thne 

dinerat sample sizes produces 12 di&rrrit models Cor tach oflag 1 d e ,  kg 6 cattle, lag 1 

wheat, and lag 6 wheat ARIMA modds. 



Where Piis the predicted due, & W the achial d u e  and N is the totai numkr of forecasts. 

The second criterion used is the wan abs01ute paantage emif (MAPE). It is a 

rneasure of the average aôsohite pmmtage aroi made by the forrcasis. The formula is given 

b y: 

CI(P~ - Ar) + ~4 



Factorial 

In many instances a memk io interesteci in detenninjng the miables or &ors 

which infiuenœ a parti& response variable. in putiadar the imresa'gator would üke to 

examine the efFécts and miemdons ofmany variables t h u k m d y  on a dependent wiable. 

(Andetson and McLcan, 1974). In a B e t d  design ln pomble I d s  of the Wors are 

investi*gated. The d y s i s  of the fàctorial design is to detanmie if -CS in the leveis of a 

certain factor influence the rrsponse variable. Using the above ARlMA d d s  the sample size 

and the forec~st paiod are the &tors and the fofeca~t enor is the tzsponse van%bIee In moa 

cases a fàctoriai design is rcplicated severai tmicJ to aUow fbr measur;anent of the mdom 

This particuiar research docs not nquin replication due to tbe fkct that replidon 

of the fuU fktorial design w d d  not produce new obmtions for any step ahead f o r a  

period. In uiis cese thae are two fhtors and only one obdon per ceii (ie- no repnplication) 

so the linear staîisticel mode1 is givm by (Montgomery, 1991): 

Y i = ~ + ~ + ~ j + ( ~ p ) s + € i j  (2-3) 

where Y, is the response variable, is the ovedl man &kt, si is the e&a of the ith level of 

the row âictor 4 pi is the &kt of die jtb I d  of C O I U ~ ~  B, (tes is the &kt of the 

interaction bnweai ti and pj, azui Q is a d o m  mot component. 

For the p i r p o ~  of tliiS study Yü is the MSE, t i  k tk of the  ample b, pi is the 

&ka of the hre~zlsf paiod, (tP3 is the i n t d o n  t m  and Q D the d o m  aror tam. 



îhe interaction tam ifpcsan, can not k dkectiy sepamcd fiom the nror t a n  for 

estimation. A test for thc pa#nce d h t d o n  ddoped by Tuky (1949a) is possible. The 

test uses the rrgrrasion equation: 

( 9 l i j  ri& (2-4) 

where y is an unknown canstant, If the amputai F-Jtatjstic U p a t e r  than the tabled F-value 

then the hypothesi*~ of no interaction must ba qeded 

An analysis of variance table is thai cmtd *ch dunoiis~ates the importance of the 

tacton on the value of the ftsporrse Miiabk as well as the poasie presence of interaction. 

Large values of the F-statistics mdicate tba there is an c&a on the d u e  o f  the MSE with a 

change in the ievel of the plriicular factor. The detds of these caldations arc provideci in the 

appendix at the end of Chapter 4. 

In addition to a model k ing  able to fbrecast accurate& over a ginn tim period, a 

model should ai= be able to fo- prie direction A modd can be vuy ricwate in temis of 

forecasting error but msy @onn p d y  when aaempting to prsdict the up and down 

movements of a h r e s  price A common m e a m  to detamine f a  modd is ptedicting 

market dir&tion is the ratio of accurate forecasts 0. It Q simply the proportion of 

foreasts that arc made which correctly pedict the dinction of the price change. C l d y  the 

higher the ratio the betta the modd is pdbrmhg. 

A much more rigofous appfoi j l  to test du rbüity of a mokt to fOrecsst market 

direction is  provideci by Cumby and Modest (1993). This app& uses a regressi0on equation 



with the forecast d u e  beiiig the dcpcndcnt variable and the actwi d u e  behg the independent 

variable. It is ouiliaed by K o M  n al (1996) ad (Namgo, 19%). Both variables are 

converteci to dues of 1 and O brsrd cm the t0iîOwing des: 

4-1 a u p o d & = o a a < o  (2.9 

Ft=1 if&> O d  kt= O i f A P t ~ O  (2.6) 

where & is the mount of change in the actuaf vari* ktw&n tirne t-1 and t and AP, is the 

amount of Jwge  Ei the fbrwm variable fbr the same period 

The regression &on is t&n given by: 

Ft=ao+aA+~ (2- 7) 

where Ft is the fofec(isted price direction b ' i  vMabk and & is the actual pnce b i m y  

vm*able. The ngnssion coefncient al k the dope of the fineci 6ne. Values of the coefficient 

that are greater than zero indicate tbat the mode1 is f o d g  the market diredon conectiy- 

If the coenicient is si@camiy diffaait fiom zero then the modd is forecasting correaiy with 

a high de- of pmbabdity (Ntungo, 1996). 

An alternative approach to test the abiiity of a mode1 to foreast hlnnng points is 

provided by Cumby and Modest (1993). Their methad involves the d o n  of a two-by-two 

contingency table: 



and let R(t) denote the retum on a second investment. In addition, let Nt be the number of 

outcornes with R* 2 Nz be the nwnber of outcornes with R* < R, nl be the number of 

comct forecasts when R* 2 R, and rn be the n w n k  ofcumct tbrecasts of R* < R Clearly a 

mode1 is fo-g market direction comcily w b  ni is a high proportion of Ni and nt is a 

hi& proportion of N2. 

The contingency table can be anaiyzed ushg an approach thaî is outlined in McCiave 

and Dihch (1988). The detaiis of the calculations to derive the x2 statistic are provided in 

appendm 2 at the end of the thesis. The test is to determine whether there is a dependent 

relationship h e e n  two variabîes. A high d u e  of the k test statjstic indiates evidence that 

there is a dependent nelationship bawan the variables. This rrsearcb demonsûates whetha 

the d u e s  of the rchia) rnd forecast mrhb1es are movbg Yi unison. In essaica tbU implies that 

for- which pItdict upwud movemaits pIOdCtce a "hi&" pacairige of comsponding 

upward mvemenf~ in the iehul price raies. C l d y  thae is a sinYLr argument for the 

downwud fbrecasts. It muit aiso k notai ths this test an be midcading A si@cant k 
variable could just as easiîy dg* that the forecast and a c t d  direction are moving in an 



opposite fàshion. A clirettl cxamkïon of the data sbould k sufiicient to verify the 

interprebtion of  the 9 test statistic. Etby are acting indepadently thai a set of forecasts 

which p d c t  either an upward or downmd movunent m the prie s h d d  conespond to a 

m u g Y r ~ ~ o f u p w P d m d d o m i w s i d m ~ m s n t s i n h d p i c e ~ a .  This 

m e M s ~ w e f 2 ~ a p r i c e & c s t o ~ s i y m o v e ~ 3 ~ t n K s t h a i t h a c w ü l b e  

approxhately 150 upward movements rnd 150 doaniwsrd movenwnts in the correspondiig 

a d  pr ia  h. A Iow d u e  f9r the test staiaic demonsbates that t h  is not a strong 

relatiomhip bnweai the forecast ckction and the cotfesponding Pctual pria dindior 

Testkg RAF Merences 

A suitabk approadi to test whether proportions are signiiidy Mirent is provided 

by McClave and Dieaich (1988). This d y s i s  wodd W<e to daamine ifthere are diierences 

among the RAF dues. In pamicuîar we wül compare the W values for the d network 

against iu conesponding AR models. In this case t k e  wül k fw separate tests perfomed 

which will compare each narrai network @rut the two otha ARlMA modds. 

The assurnption w i l  k that the sampling distniution of the diffiercnces in the RAF 

dues is approxhately normai since the mple size used hae Y huge (iu30). Therefore we 

can use the 2 - M c  to daive confiderice intentals and to test the h y p o ~  diiit the RAF 

values are *. 

In genemi we can conclde thcn Y evidence to iadiatc a düF' mong 

proportions ifwe can rqcd the d hypotkds: 

IIo: @1-P2H 



where pl and are the proportions of correct dcciSi011~ and ql=l-p, and qfl-p. The m p l e  

siseJ are ni and n2. The demminatoc is simpiy the standad deviation of tbe différence in 

proportions. Absolute vaiueo of the test M c  wbieh are pater than 1.645 Bdicete there is 

a significant ciifference Ui the pmportions at d.05. 



Price forecast performance 

Table 2.1 shows RsUhp for the mean square aror of the ARIMA hg 1 mode1 for 

wheat fùtures. It is aident h m  the &a that an incrclse in the fomast period increases the 

mean q y r e  error. Each sample Sin of SW, 350, d 200 showcd signficmt dargernent in 

the mean square m r  as the f9recast ahad pcriod was inaeased. Tliis supports the hypothesis 

that the forecast m r  of a mode! increases the Mer lhead it atternpts to forecast. The 

minimum MSE of 291.1 was achieved using a swiple size of 350 and a forecast @od of 5.. 

Table 2.1 aiso provides ev*detlce that inmiashg the sample size may not be an 

important criterion when attempting to duce the mean squsn =or. Notice specifically that 

as the sample ske wss k e a d  b m  350 to 500 that thae was actually an inaease in the 

MSE. Interestingiy there was a rcduction in the MSE as the sampIe size was increased fiom 

200 to 350. This inditates that a caiam sample size may be necessary for accurate forecasting 

but increasing an alnady iarge sample size provides no kneets in reducing the forecast error. 

Table 2.2 shows d t s  for the MSE of the ANMA lag 6 mode1 for whtxt fritures. 

The results are extremely Juiiibr to those found in table 2.1. This idicates that a Iag 6 rnodel 

d a s  not perfiorm any b a e r  thn the bg 1 modeL In addition, the results indicate on average 

thiuhaecuingthcfbrrciutpaidiwarntheMSEMdthstmincnssebthes~iplesiZe 

does not guaranta a dccnue in the MSE. The minimum MSE of 276.8 was obtained using a 

sample size of 350 and a fonart paid of5 *ch is the same wmbiion as the lag 1 rnodel. 



Tables 2.3 and 2.4 sâow the a p h h t  resuits for d e  futures. The vaiues of the 

MSE show11 in ulese tables is s@cantly l e s  tban the resuhs cornputeci for the wheat fùtures- 

This is due to the fàct tbat what fiituns data an much Lrga in m g d u d e  and also more 

volatile. It is clear h m  these rasuhs tbt tbcrr is virhully m di&mce in tbe parformance of a 

6lagmodel~lsusa 1 lagmodd. Siioi lsi fyi tabeMthatmgdmincrrareinthe 

forecast paiod inaeiws the d u e  of the ME. It is dso mident that inCtCBSjng the sample 

sizeproducesniixednsulufbrtbeMSE. I n s o m c a s a ~ t h e s a m p k s i z e n d u c e d t h e  

MSE wide in other cases it i n d  the MSE. Note b a t  the minimum MSE was again 

obtained for both the 6 and 1 iag mmod J g  a sample ske of 350 and a forecast @od of 5. 

Table 2.5 shows wheat nmirtJ &ts of the MAPE fOr the ARMA hg 1 model. The 

results here are very W a r  to taôle 2.1. The MAPE incrrases as the forecast period inmeases. 

The value of the MAPE remajns somewhaî constant across various sample &es. Note in 

parti& forecast period 5 which produced values of 3.61%, 3.73% and 3.88% for sample 

sizes of 200,350, and 500 rrspectiveiy- The minimum MAPE of3.61% /6 for a sarnple 

size of 200 with a foncast period of S. 

Tabie 2.6 shows the MAPE redts for the wheat fiitures ARMA lag 6 model. It 

appears again that the 6 lag pediom squiiny as weU as the 1 lag rnodd. In addition, there is an 

apparent u p w d  trend in the nsults as the torecast puid iaatcseS. The sunple siIe again 

proâuces mixed rrsults with up and dom movements of the MAPE OCCWMlg as the sample 

size inmeases. The minimum MAPE of 3.62% ocainsd using a sample PUe of 350 and a 

fofecast @Od oof. 



Tables 2-7 and 2.8 show the MAPE resutts for the cattle îùtms àata. In o d  terms 

the MAPE for d e  is lass than tbat of- which a@ is due to the hieh degrre of wlatility 

inthewheatnminsdata Thegaiadandis~d&reuingthefbreastperidddenease 

the MAPE. The nwJts h m  this table giva some &dence tbat hcmsing the sample size 

reSUltSinadecmsemthet0te~11~tmor. Noticemtable2.7Ei>rthc50t0r~~a~trheadpaiod 

that the MAPE decracl*r as yw movt fimm sampfe sik 200 to MO. In addition taHe 2.8 

which outünes the hg 6 modd Sidicates a somewhat gaiaal downward tnnd in the MAPE as 

the m p f e  size incnws. 

Table 2.9 Provides the forecast emr resdts for the two a- modds and the neural 

network mode1 for both the cattle and wheat commodities. Notice that the models chosen 

employ a m p l e  sïze of 350 and a step ahead intaval of five. niis was the optimal 

combination that was chosen due to the fact that it had the aiiamwn forecast m r  among al1 

the developed ARMA models. 

It is readdy ippamt h m  tbese d t s  that the nansl nttwork outpdomis the 

ARIMA modds. When cornparhg it agabut the ARIMA hg 6 modd it duces the MSE 

fiom 276.8 to 120.3 for the whest fimirrs data niU is in apemmt with Kohzd and Boyd, 

(1995)whofamddareriseshtheMSE~wcddyan,GhirrsdiEa Thestnsihsmalso 

nmilar to Daartos (1996) who fbund 10- M E  dues Uwg a n a a d  network an 

ARMA d e l  using monthly lapanese yai fimms priccs. In addition, it lowered the MAPE 

fiom 3.62% to 2.43%- Thac wae aiso luge gains in the fbrcczlst aror for the d e  fttures 



data The MSE is Iowaed to 2.773 cornpprrd to 6.897 and 6.915 fbr the ARMA kg 1 md 

hg 6 modds qmtively. It is ah able to lower the MAPE to 1.92% h m  2.94% that is 

oomputedfbmboththebg1 andiag6ARIMArnodels. 

Factorial Dtsim Rcsuhs 

nie~ofdietiMes@ttbgscefionoiinkfamdmqpeadOtA3. Theappendix 

includes tables 2.10 to 2-13 inclusive. 

This section outona the Mayais ofv;iricuios tabia for the test on the e&çts of forecast 

periods and sample size on MSE which are sbown in tables 2- 10.2-13. A signifiant F-Statistic 

(i-e. a value that is larger dian the value in the F-staistic tables at a 5% hl), indicates that the 

fàctor is making an important contnion in determinkg the MSE. This means for example 

that an iricrease in the value of the variable wül produce a sigriihcant change in the value of the 

MSE. This is not to say that the MSE wül dso inncase. It d d  very wdl hpiy  that the 

MSE is mmbg downward with changes in the predictor miable. The essence is that the 

change in the MSE WU be signifiant- S d  dues ofthe F - M c  indicate that the variable 

is not signiscant in detanigiing the Mhie of the MSE. This implies t h  changes in the 

pndictor variable whether uKy are inaerses or decmases wül mt significantly alter the value 

of the MSE. 

Table 2.10 is the a d y s i s  ofvuimœ table of the 4 1 whast fbtum modd. This table 

dernomhates the relative importance of srch tactor on the mpnse variabie ME. The 

forecast intenal is a vay signScant variable as it has a cornputcd F-statistic of U7.2. This is 

much pater than the tablai d u e  of F3,110r = 3.59. The sampe site variable with a compited 



F-statistic of 3.17 is les than the tabled vrhe of FaIros = 3.98. Thcrefore the e&a of the 

smple size on the MSE is not si@au& TlDs is mCdcnt h m  tables 2.1 to 2.4 data which 

indiCates a M y  constrnt MSE acmss the vafiOus chosa siaple sim 

Table 2.11 b the rnilyos ofvriirncc M e  of the iag 6 w h t  fritures modd. The 

nailtsharrrvaySmilrirtolibk2.9uthefo~mtavilir~si@cantathe5% 

levd whüethe sample Sac miable is mt sigdcant. 

Tab1e2.12showst&andysisofvlrimcet9rthciag 1 moddoftbecattlefùtures data. 

The cornputeci F-iotatiStic of I l .  17 is sign%cmt a the 5% 1 4 .  The computed F of 1-36 for 

the sample sizc variable is not sigdicmt at the 5% kvel. 

Tabk 2.13 is the Malyss of wuiance for the lag modd ofthe d e  fUtuns data Once 

again the forecast interval is shown to be a si@cant wfüle the sample size is not 

si@cant at the 5% Ievel- 

Tables 2.14 and 2.15 aUmnante the results of the Maton's Test to indicate the ability 

of a model to forecsst market direction Note that ody the Arima Lag 1 modd for wheat has a 

positive value for the Coetlscient of ai but it was not a Jignificant variable. This implies that it 

correctiy forraisteci market direction but wiih low pmbabiiity. The other intaesting results are 

derived ban the Canle Lag 1 modd. It has a negative coefiician for ai and it is signifiant at 

the 5% 1 4 .  This amans that it significady fotcc~sted market dinction UIcody. 

Table 2.14 aiso indudes the RAF vaiucs for the wheat âmirrs amng the dint modds. 

niencuni~ork~pei f9rmrthewwztamo~thet t irrc~rr i tmsMilyoMeto  



forecast the marltet M o n  consctly 48.82% of the tirne. The hg I and hg 6 d e l s  with 

dues of 5 1.09% d 492% pafonnad slightly Ma. 

T a b ~ e 2 . 1 4 ~ p i o v i d e s t h e m u i t s f O t c a t t i e ~ .  I n d i U ~ t b c ~  

network with m RAF of 49-78!!! pdÔmed dightly &ta tbm dw bg 1 rad hg 6 models 

*ch produces RAF dues of47.15% ad 47.59% mpdwiy. 

Tbe RAF values coqutcd hn a s i d u  to Nbnigo (1996). t6s shidy utüUcd corn, 

Silva, and Deutsche Mi& wcddy nmocS priees rnd compand 10 ad 25 step akad for- 

periods dng ARIMA modds md a neural network. 

Table 2.16 is a swnmery of the ie9uhs for the test of independence between the 

forecast and a c t d  pria variables. nie iag 1 modd for c d e  hPd a sigriificant x2 velue of 

4.845. This was rnainly due to the foa that this modd was able to comaly fomast 66% of 

the upward rnovemnts in the pice #ries. The nmriaUig test sutistic values were not 

signifiant at the 5% levei. This is not surprishg due to the h that the models are in g e n d  

only forecasting the market âkection conectly about SV?% of the time as is e v i d d  by the 

RAF values 

The last set of results are given in table 2.17 wtiich autlirie the test for the differences of 

the ratio of auamte forecasts. The foiir sets of tests are amputeci &ch compare the neural 

network d e l  fa d coummcky against its comsponding bg 1 and hg 6 A R M A  models. 

The values ofthe test s&tistics for JI fan combihations are wt signifiant wbich indicates that 

the naual network does aot signüicatiy outpsrfonn the ARlMA madds. This is mt a 





Coadusions 

The purpose ofthis diipsal to mvcsb'gate the rdltive importance of the sample Sue 

and the fôrccast ahead intavai in ddaamimg the ~tccast  a m  of timt series models. In 

addition, the optimal AR modd wir dioaai and cornparcd with r neutad ndw~rk model. 

Nearby d y  fitures doshg p r i a  for d e  and what in useci. The ARMA d d s  are 

deveioped by using the M e  idionnation uîtaia w k h  dctcnnÎnes the optimal Isg kngth in 

this case the minimum AK value ocans with i lag length ofone. The study also incorporates a 

lag length of six which is arbrhdy  chosen to allow for the k t  that a one lag model may be 

idequate for f o d g  purposes as it ody conadas prias that are one period badc and 

thus may be missing important nifoxmation, ARIMA rnodds arc estimated cmploying five, 

ten, twenty and fiffy forecast ahead paiods togeiha with sample 9m of 200,350, and 500. 

rtiÛ praduces twdve di&ma values fbt the foceca~t aior fir each of the leg 1 cattle, lag 6 

cattie, lag 1 wheat, and hg 6 wheat modds. 

The g d  raaiit appMDtly indicates that the forecast emn M m  as the for- 

ahead paiod inamses. This agme with the hypothesis that foeuui aowacy is compromiseci 

the fiirther Phead the fbrecast is. Tbe swiple sire appears to aot k an important fàctor in 

deteminhg the focecast amr. bm&g the sample Sac d o a  not 10- the fbrecast aror as 

expected. h some crses ii actuaUy inacws the f o m  ctfor. The Iag 1 and lag 6 cattle 

models demonstrate a decrcasc in the forecas amr as samplt sizc incrrssa but oniy when 

using a fbrecmt a h d  paiod of 50. This indicates that hcmshg the sample siIe may be 

helpfùl for longer range krecasts. 



nie n d  network modd showcd a vast impro- over the comparabIe ARIMA 

models as it was able ta feduce the forecast emr. Both the cattie and wheat models 

demonamte a large dudon  in bath the MSE and the MAPE This strongiy supports the 

hypothesis th the d network shouid be able to pro<hia bwa forecast enors than the 

ARlMA models. 

The ARMA modds and the nami network moddr appear to Pafonn egUany weü 

when atternpting to forecast the market direction, The RAF masure tums out to k roughly 

the swn for both the neml network ad the ARIMA models. The nami netwodc is slightly 

better at testing market direction for the d e  h u e s  but does not @onn as weli as the 

ARIMA models for the wheat iùtures data 

The Merton's test seerns to uidicate that neither the ARIMA model or the neural 

network are able to fonast market d i i d o n  corredy. In faa the cattk Iag 1 moâd predicts 

incorrectly with high probabiiity. 

The test ofindepadénce shows that ody the d e  hg 1 model was doing an a d a p t e  

job of predicting market dinaion. This ihbough was hugely due to the fact that it p r d a s  a 

very hi& percentage of the upwd moMmems in the data Owall though this mode1 

@ormes ody di@@ ûeüer then tbe other modds. F i  the test to &amine ifthere was a 

sipifiun drfferetlce in the RAF nhia for tbe ARXMA modds against the nawl i~~twork 

came out incunclusk. The n a d  network d a s  not perfbrm sigdicantiy bettcr than the 

ARIMA modds. This does not support the hypothesis thit a nami network should be able to 

forecast market direction more accuratdy. 



Table 2.1 Mean square aror rrsults ofARlMA mode1 lag 1 with vPrying sample &es 
and Forecast Pariods, Wakly Wheit Futures Closing Prias, Chicago Mercantile 



Tabk 2.2 Mean square aror d t s  0fARI'M.A Mode1 lag 6 with v-g Sample SUes 
and Forrcsst Paiods, Woddy Wheat Funins Closing Priccs, Chicago Mercantile 
Exchange, 1 976-1 995 

Sample Size 



Table 2.3 Mean square enor results of ARMA mode1 Iag 1 with varying Sample Sias  
and Forecast Periods, Wcckiy C d  Futum Closing Priccs, Chicago Board offrade, 
1976-1 995 

Sample S b  

Forecast Ahead 500 350 200 
Period (Weeks) 
50 14.550 17.507 25,222 
20 15.81 1 21.834 18.126 
10 13.057 12.146 12.5 1 1 
5 7.268 6.897 8.117 



Table 2.4 Mean square error results of ARlMA Mode1 Lag 6 with wyuig Sample Sues 
and Forrcast Periodq Weekiy Cmk Futures Closuig Priceg Chicago Board of Trade, 
1976-1995 

Sample Size 

Forecast Atiead 500 350 200 
Period (W&) 



Table 2.5 Mean absolute pacaitylc aror results of ARIMA Mode1 Lag 1 with vaqing 
Sample Sizcs and Forecast Paiods, Weddy Wheat Futures Closhg Prices, Cbicago 
Mercantile Exchange, 19764995 

Sample Size 

Period (Weeks) 
96 96 96 



TiMe 2.6 Mean absolute percentage aor reoults of ARMA Mode1 Lag 6 with varying 
Sample S h  and Forecast Peiiod~, Wœkly Whcat Fuhuies Closing Rias, Chicago 
Mercantile Exchange, 1976-1995 

Forccast Mead 500 330 200 
Period (Wœks) 

96 % % 
50 12.08 11.81 12-85 
20 8.76 6.77 7-94 
10 5-27 4.90 4.98 
5 3 -86 3 -62 3-97 



Tibk 2.7 Mean absolute paceniage aror renilts of ARIMA Mode1 Lag 1 with varying 
Sampk Sizes and Forecast Periods, Woekly Cattle Futures Closing Prices, Chicago Board 
of Trsde, 1976-1 995 

Sample Size 

Forecast Ahead 500 350 200 
Period (Weeks) 

% 36 96 
50 4-4 1 4.86 5.87 
20 4.40 5.42 4.88 
10 4.0 1 3.93 4-06 
5 2.93 2.94 3.19 



Table 2.8 Mean absolute p~cc~ltage mor d t s  of ARTMA Mode1 h g  6 with varying 
Sample Sizes and Forecast Periods, Weekly Cattle Futures Closing Prices, Chicago Board 
of Trade, 1976-1995 

Sample Size 

Forecast Ahead 500 350 200 
Petiod (Weeks) 

% % % 
50 4.37 4-8 1 5.72 
20 4.40 5- 19 4.93 
10 4.03 4-00 4.12 
5 2.9 1 2.94 3.17 



Tabk 2.9 F o r w  Enor Results for the ARIMA Models and a Neural Network Model, 
Weekly Futures Closhg Rices, 1976-1995 

Mode1 MSE MAPE(%) Sample Size Steps Ahead 

Arima Lag 1 291-1 3 -73 350 5 
h a  Lag 6 276.8 3 -62 350 5 
Neural Network 120-3 2.43 350 5 

Mode1 MSE MAPE(%) Sample Size Steps Ahead 

Arima Lag 1 6.897 2.94 350 5 
Arima Lag 6 6.915 2-94 350 5 
Neural Netwark 2.773 1.92 350 5 



CaAPTER3 

COMPARING TRADING PERFORMANCES OF AN ARMA MODEL AND A 

NEURAL NETWORK MODEL 

labipduction 

n#ehaskenanirMoSnsanhdoneowdwbtsmnl+whidiancmpt to 

compare the fôreasinig acniracy of various fincasting tcchniqucs ~ u â ,  1984). For 

example (Brandt and Bessler, 1984) demonstrated that ANMA models are bette at predicting 

pr ia  changes as opposed to Vaor auto RgrrssM models. Anatha study by @ornMn and 

Mchtosh, 1990) w@ a variety of ARMA modds ad vcctor autongnssivc models and 

found that no method dominated the otha in tamr offorecashg acamcy. 

R e c a i l i y t h a t h m b a n m ~ i n t ~ f ~ ~ t m ~ m u r a l l l ~ t ~ ~ r k s f o r t o f e c a S t i n g .  

They uolize a non-iinear approach to f o d g  and are particdariy weii swted to modehg 

fritures data whkh offai displays cbaotic behavio~t~ For asmple Dematos et al (1996) shows 

nairai networks outpe&omi ARIMA modds whzi forecasting Japanese Yen hm. A shidy 

by (Gnrdnitslci and Osbum, 1993) detcrmined tb murai networks are partiCulady well suited 

to finhg acavate solutions in an emrimnmait characteid by cornpl- noisy, irrelevant or 

partiai mtormati~n. In addition, @ o h d i  d al, 19%) fkmd thrit nanal ~lctwotk out pafom 

ARMA a fôfCCBSting market tuming points. 

Sincencunlll~t~~rkshivekcn&letoaispafomiARIMAddsmtennsof 

forcasting it w d d  be ntaating to see how dwy Pafonn @rut tradiional fortC8StUig 



techniques usine a simple t d h g  modd. Ciariy a mode1 dedoped fbr âmins price 

prediction is  only us& if iî tm tra& suoardii0y in the market. A of studies ova the 

yean have utaued wiw eccmometric a d  tüne saie mod& to tRde on the nmcnS markets. 

One such study by (Kastars and Sdrroader, 1995) utinns a rimpk Nk and a basic 

regressi*onmoddtopoduapo~pro~wbüe~ontheattlefidirrs&e~ 

A of mdies mrr perfbrmed to detamine the abilicy of a neurPl ~chuork to 

trade commodity futures. ûne such shidy by (HMmi et at, 1993) shows that 3 ofthe 5 trad'mg 

mdels pmduced statisticaüy signifiant retums using a nainl nehuoik Anotba study by 

(Mendeldm and Stein, 1991) trains a nninl network on 3 yeuii of daily DMuk fritures 

p r k s  to gaierate signüimt profits net oftransaction costs. 

The purpose of this study is to compare the trading resuits of an ARIMA model against 

a neural network d e l .  Specincaily the study wül explore whether either model can produce 

sipifiant profm pa trade. The study wül dm check to sk if& network models trade 

more o f b  than ARIMA modd using a gins traâing strategy. in addition the study will try to 

determine if Qther the ARIMA rnodd a the neurai network mode1 cm seü at a sigdicantly 

higher p r i e  than the o d  pria utikhg the given traâing rrSpm. The m e r  begins with a 

brief introduction into the pocas of ac&g a d network modd. Foiiowing this is an 

explanation of the trachg sbategy empIoyed foiiomd by a conchision which inmarizes the 

reailts. It is expected that the nninl network wül perfonn more trades ova the given the 

interval due to the fid that it shouid be able to reuct to muka direction changes in a quicker 

M o n .  In addition, it is hyposhaized tba nami oetworks should produce higher profits tban 



the ARMA madel due to its abüity to capture the behaviour of non-linear data which is 

typicai of fûtures @ce series. Thirdly it ir dcipated b a t  munl nch~orks will sdl at 

siflcantiy higher prices than tbc ovcnll seRing price- 



Repamtion of tbe N m d  Network 

A papa done by Kustn anci Boyd (1996) adans a design proadwe to d d o p  a 

commodity hibms neural network ~ ~ m o d d .  

input Schdion 

Each comMdity in thïs study bu a separate nauai nttwork devdoped for its s p d c  

forecasting purposes The inputs to each nainl network are the n u m k  of lrgp which are 

determined fiom the AkUke Information Criteion (AIC). A six hg modd for d e  and wheat 

was ahntrsrüy chosen as a suitable kg due. The AIC daion indicated a one lag model that 

severely iimits the devdopment ofthe naical network d e l .  

Data Collection and Preparation 

Weekly data on cank in cents per pound (19761995) and wheat in cents per bushel 

(1976-1995) for nearby nihirrs dosing prices are! obtained fiom the vendor Technical Tools 

Data. The fint 350 observations or about 7 yean of data are used to estimate the model. The 

data spm 1036 o b d o n s  which laves 686 to be used for forecasting p>rposes. The 

model is contindy nwitimted evay 5 w a b  to generate 5 forecasts iit a time until the end 

of the âata set is reachcd- 

The Aata was convcrted to ducs bctwcen O and 1 bascd on a i;m'maximum 

d e .  nicIagcst~ewasgnaibKMheoflwliilethe~estvsluewarsciil#ltotcro. 

TherestoftbeQtapimSUiktw#owenpopitio~mippcdkrmaiOd 1. This 

formatting is donc to bctta dow the naworL to mcmoria the puttcms ofthe data. 



Contmct months are mUed over appximately a month before expiration to avoid 

noisy data which is somewbî mcal of fimrrJ pias that are l es  than a month fmm 

expiration. The optunal lag length mis determïtred using the h i e  Infimnation Criterion 

(MC)- A one lag mode1 was detamined fa both bu Cattle and Wheat data For the 

purposes of this stdy a six iag model wiil à used. This is a p l y  arbribary cboice but 

shouid be adequate for modebg pirposes as it coasidcn prices that are six @cuis back. A 

one lag model rnay be inappropriate due to the f a  thst it das not consider @ces that are 

more than one back The unit root test which is irxd to test for stationannanty indicated 

that the fim dïf5erem;ed series was stati~nary- Thenfore the differenced series will be used 

for the analysis. 

Training and Testinn Sets 

The neural netwoik mode1 is estimated ushg 350 obsetvations of weekiy data in 

simple. This is rougiy equivalent to men yean of data. The neural network training uses 

90 percent ofthe 350 observations and the remaùung 10 percent are used for neural network 

testingg 

Neural Network Desi= 

The most cornmon murai network is the three layered back-propagation neural 

networïc and it is the fom used here for each cammodity. The Thee attleural uetwork has six 

input neimnis representing the six lagr. It bas one bidden layer with six neiuom and one 

output layer with one nemn. The wheat neural necwork bas six input muons, one hidden 

layer with six beurons and one output Iaya with one neiuai. 



Neural Network Evaiuation Criteria 

Several neural netwarl<s are created for esch Commodity. The nieerence in each 

neurai nehivoik architecime is the number of nei~ons witha each bidden laya. Thexe are six 

possible murai aetworlrs for each cOmmOdity since t h e  are six input nemm for each 

cocnmdty. 'îbe -don is that the nimber of nemm w i t k  the bidden layer an not 

exceed the amber of input nemns. Evalueting the d i n i t  neural networks involves 

looking at tbe mean square enw. The n e d  network that is chosen is the one with 

the minimimi mean square erm. Tbe mean square enor values are obtained by passing the 

data set k u g h  the neural wtwodc for a total of 500 nms &ch is a defauit setting in the 

program. The theory is that as the murai network continues to rnake passes t h u g h  the &ta 

set it begins to tecogniae patterns in the data and thus enables it to continually lower the 

mean square error. 

Neural Network Training 

The training is automated ushg the built in faituies of N-Tmh Version 1.0. An 

automated sliding window hainllig technique is employed (Kohzadi, et al. 1996; Kaastni and 

Boyd, 1995) for each neural nmivorlc. This sliding window technique is discussed in more 

detail in the pmcedure section of cheper 2. 

Im~lementation of the Trained Neural Network 

Using the neural netwotk involves wmparing its fofeca~tlhg results wi(h OUI of 

sample &ta The fomcasting is &ne using a five step ahead inserval. The f o m  and the 

corresponding actual values are used later for analysis of the trading system. 



ARIMAM- Devekpcat ud Foreerstiag Prodimi! 

The derails of the developaent of the ARIMA mode1 are mded ùi the procedure 

-on of chapm 2. Red1 thst the sample size of 350 with a step shed inrmal of five 

were coasidered to be the opmial moQls based ai thnr minimum mean square enors. This 

mode1 coupled with the neural aehiuodc mode1 using the spme sample size and step ahead 

iutewd w i i  be used to pafm a compaatïve d y s i s  of  the t d h g  fesults- 

TnaîngModd 

Constnictina a Valid Tndinn Simulation 

A text by (Schwager, 19W) outlines several important issues that need to be 

considereû when comtmcting a t d h g  model. 

1. The longer the time of the nading signais the longer the data set needs to be. 

2. A traduig d e  shouid be as simple as possible. Tbe more d e s  a system bas, or the more 

conditions that have to be met for a supposeâ traQ to mur, the les lïkely it is that an 

identid situation will occur in the f h re .  

3. The profits generated h m  the trading need to be d c i e n t  to cover the costs of 

transcations, system design etc- 

The trading system in bis msearch will bopefully meet the! 3 different mhteri The 

data set of 686 abservations should be leige enough to grniate meny Uedùig signals. The 

trading d e  is saaishtforward and will be d i s c d  fkther in the œxt section The system 

wi l lbopdulykrblctogenastepmfi~~cmcovcrdlofthe~costs .  



niae are two rrsmiptions thit are m egCa for tbis tnduig system. F i ,  the system 

wül~dybiyorsdlawcontndatatime~ mtheaarby&turrscuntractisahuaysthe 

one king traded. 

Trading Stratenvand Rub 

There are a numbcr of stniegiCcs that cin be employcd to tnde on the fimms market- 

The approrch used here is a süaight finaad appoach &di uscs the f'ôrecasted prices, Pt+c as 

a signal to buy and seIl fttures contracts. The d e  for trading is aittind as fbUows: 

ifPt+& then sel). 

where Pni is the hrecasted weekiy âiancs dosing pnce fbr tirne t+l and Pt is the foncasted 

weekiy futures closing price for time t This position is mamenuKd . . in the market until P,+pPt. 

At this point the nmires contract is h g h t  brdc and the tra&r exîts the market. The profit or 

los is calailateci and the trader weits for the next oveilable di a@. The aada then sells the 

contract and waits ci$riin until the pnce fofccs~st is for it to rise. The market is then acited by 

buying beck the conûact. This pmass is Consmuany rcpeated d the end of the data set is 

reached- 

The fetunis on each trade are calailnted h m  net contract values which are detennined 

b y s u b o l d i n g ~ n c o d s ~ m m d e u p o f  twopws. Anftydoiktnnsrctionfêe 

for each buy and sdl is subtracted fbm ach prof3 amount. Seconsly bah w k t  and cattle 

have seven trading months durhg the p. A one hundnd d o k  îmsaction k is also 



mcluded to dow fOr the fBa that the amtract needs to be tolled ova into the next available 

trading month approrrimately one month kCac the contna acpiration date. 

Tradirin StatiSb.cs and Sinnifjc~1ice Tests 

T b e t n d i n g ~ ~ ~ m ~ 0 U 6 C t C d o w r a 6 8 6 m d t p a i o d f 9 r b o t h t h e c a n k ~ d  

wheaî fùtures data Tbe statbtics mchidc the mtai number of tndeq the nmikr of prohbie 

trades, the nniber of loshg truies, the Miiba of pmtbbie tradeq the average profit per 

de, the average profit per profitable mde. tbe average los per losing tracle. Ia addition the 

pefcentage ofprofitabIe and losing traies are rlso mduded. 

There are two tests &ch involve employing the two-taiied t-test- The first is checking 

whether the average proM per aide is si@cantiy different h m  zero. The t-test should be 

suitable since the sample s k  wd here is sufnc#ith/ large. The f o d  test hoives declaring 

a nul) hypothesis vasus an altemative hypothesis. The test outiines as foiiows and is similar to 

(Ntungo, 19%): 

HO: APPT* 

Hl: APPT* 

where APPT represaiu the average pro& p u  trade fbr a gîven commoâity. This hypothesis 

can be tested ushg the shidat's t-Staitistic- The g d  fami of the t - M c  is giwn by: 

to be ÿa, under HO, s is the samp1e siudiird dm-ation, ad n is the sample size. Large 



values of the t-shtistk which are gnatu than the wmsponding tatrled t-value mdicate that the 

profits generated are si@cantiy gmia than zero- SiniilPty me negative d u e s  of the t- 

statisu'c which are l e s  tbp, the comqmdhg n@w t-nhie h m  the aMe Odicate that 

profits are sienficwtiy las than mo. 

The second test is to check ifthe diikem in the selluig obtabd h m  the trades 

is different fkom the 4 sdlïng pria ovaths partidar W. This caa be fowmpoY tested 

ôy using the d hypothesis: 

K: ASPTM-ASPO =O 

HI: ASPTM-ASPO 

whae ASPTM is the average traded d h g  price owr the wcular time paiod using the 

trading model, and ASPO is the average actuai adong price owrell ova the particular time 

period. The t-statistic is calCufatcd in a similm mam# os above whae large d u e s  of the t- 

statistic indicate that the trading model is sellin8 at priccs that are si@cantly hi* than the 

average sehg price. Similady a signiijcant n q p h  due for the t-statistics indicates the 

trading mdel is sdling at prices which are les than the average price. 



Rcrults 

Trading Rcsults 

Table 3.1 amniama the mQUig sWst i~  h r  the ank nmueS data- The neural 

network did uiitiate more trading si@ u it tnded 177 tmeo as opposed to the ARIMA 

m d d  w k h  traded 160 tima. Both d d s  mn uniblc to gawnte pwitive profits as 

hdicated by the average tZ09.45 average loss pa tnde t9r the ARIMA modd and an average 

$150.62 loss fbr the nausl network, The noinl network did at l a s i  improvc the average 

profit but was unable to gaicrate positive profits. The ARIMA modd was slighiy bctter at 

producing proMeMe tnrdes tban the warl uetwork but its success rate of 41.88% was quite 

low. 1s k dm Ulleresting to note tbat the naüil i~ctwork aithwgh &le to produce as high a 

fiequency of profitable d e s ,  it was able to perfi>m SlieWy ktta on average when 

perfionning a profitable trade. This is mdiated by its average profit pcr profitable trade of 

$572.59 as opposed to the ARIMA mode1 of SS06.7O. These mdts are fhther aihancexi by 

the fàct that the neural network's average loss on losing tndes was $623.75 which was les 

than the ARMA model which had an average los ofS725.38. 

Table 3.2 shows the trading sutistica fbr the wheat fiiturss data nie neural network 

traded only dightly more ofhn than the AMMA d e l .  The average profits for both the 

ARlMAmoddMdthenninlnetworkwarc~ncgatke. Althoughagajntheneurai 

network's loss was l es  indiated by atn average $168.89 bas per trede as oppod to the 

ARIMA mode1 with an average los of $238.70 per trade. Onca again the naoJ ner~ork 

perfonned pooriy comparai to the ARMA modd as it produccd or@ positive profits 36.6% 



of the time compareci to the ARIMA moW with a d u e  of 42.61%. The redts were dm 

simiiar to the cPnk fimm rrsults. 'Zbe d network pduad hi* profits per trade for the 

profitable hada d d a  losses on average for the loskg tndes. 

Tests of S i d c a n a  Resuhs 

TaMe3.3isa~oftberrsultswti idist io~~whabauiea~profitpatrpde 

for a given model is SignScMtiy di&nn hm m. The d e  fimira results have both the 

ARIMA modd and the netual network modd showhg siflcant 10sses~ This is evidence by 

the t-statistics which are Iess than 4-96 &ch is the critical value, 

Table 3.4 shows the results for the wheat futures. It is evident again that both the 

neural network modd and the AIUMA modd have aegstM profis which are signifiant. Both 

values of  the t-statistics are les tfran -1 .%. 

Table 3.5 shows the sigdicance test to see whether the average sebg price using the 

trading model is signiScansS, di8érrnt than the avaage seüing price overaüvecaU It is evident h m  

this taMe that the trading mode1 was unable to sdl a a si@antiy higher price than the o v d  

average sdüng price. nie ARIiKA model did dl at a higher pice but was not significantly 

higher since the tdatistic was 0.819 whkh is less than the critical vaiue of 1-96. The neurai 

network mode1 a d y  traded at a Iowa average pice than the ovaall price but it was not 

siflcMuy less as Mdenced by the t-statistic d u e  of 4.071. 

Table 3.6 summarizes the rcsuhs fbr the wheat fùtures- Both the ARIMA model and 

the neural network d d  mded on average at a lower m g  price than the ovmll sdling 

price. Both t-statistics wen again not si@c8nt at the 5% I d .  



s-muy 

The objectives dtbis rady arc to canplire the tnding pdbrnianccs of an 

model and a nural llctwork modeL nie second objective is to detmnine if the neural 

network d e l  trades more often thui than the ARIMA modd. Tbirdly this study f h s e s  on 

whether un ARIMA modd or a n a i d  network modd can sdl a a s i f l d y  higher p r i e  

using a given trading d e l .  In esseme, m want to sœ if the modds can pi& out the high 

points in the market. 

This rtudy shows three important nnfoigs. The neurai nenv~rk p d u c e s  higha profits 

per trade than the ARIMA modd. This igrces with Nnuigo (19%) who found higher profits 

for dver &hues when trading uaiig a neurai network as opposed to an A R M A  madel. His 

study also investigated corn and Deuuche Miik fritures and he found the neud network was 

unable to outpaform a similtu ARlMA model. His findings may be diffbent than the results 

here due to the fàct that he useû dinimit step ahead fOreCIISt intervals and a diffèrent trading 

strategy. 

It is interesting to note that in spite of the h t  that ARIMA models produce les 

profits per trade in this study they do predict a higher pencmge of profitable d e s .  This 

may indicate that the neuraî network b abk to pndict large and more important h g  points 

and thus avoid kgc  losses in trades. 

Secody, the neural network üadcs more oftcn diM the A .  modd using anle 

andwkatnminsbuttli isdiff~isvuyminimai.  ?tDsdoanotcontradictthehypothesis 

that a nainil network shouid tnde more ofken due to its ability to m c t  to tuniiiig points. 





Table 3.1 Trading Rrsuits of CiWe Futures For an ARIMA modd and a Neural 
Network Modd Ushg a Fie Stepr Ahmd Intend For Forecasting, Weekly Priees, 
(19761995). 

Total number of tracles 
Avaige profit per aide (S) 
Toul numba of profitable mdes 
Percentage of profitable tndes 
Average profit p a  profitable trade(S) 
Total number of losing tndes 
Percentage of losing tndcs 
Average los pet losing mde (f) 



Table 3.2 Trading Raults of Whut Futures For an ARIMA modd and a Neural 
Network Modd Using a FM Steps Merd htemal For Forecasting, WeWy Priccr, 
(1 976-1995). 

- --  

Statistic ARIMA5 NEURAL NET 5 

Total number of trades 176 180 
Average profit per tnde (S) (23 8.75) 
Totai nwaber of profitabk tndes 75 
Percentage of profitabk traâes 42.61 
Average profit per profitabk tradc(S) 339.97 
Totai number of losing trades 101 
Percentage of losing trades 57.39 
Average loss per losing tnde (S) (668.49) 



Table 3.3 Tests of Sigaifiunce Cor Average Profit Per Tride of Catde Futures for 

Neural Net 5 
&:APPT4 
HI:APPTd 

APPT- Average Profit Pa Tde 
* Signifiant 2 the 5% level 
Numbers in brackets indiaite negative vdues 



Table 3.4 Tests of SigiiTirrace for Average P d t  Pet Tride d Wbeat Futures Cor 

Model 

Neural Net 5 
&:APPT4 

APPT- Average Profit Per Tmde 
* Signifiant at the 5% levd 
Numbers in bnckets indicate negative values 



Tabk 3.5 Tests of Signifiemace For The Diffiereace Bttwctn A v e r y  Sdliag Price 
of  the Trading Modd vmus Average Sdüng Pria Ovarl  for Qttk Futrm using 
an ARlMA M d d  and a N e u d  Network Modd. Wcckiy Prices, (19764995) 

Mode1 

Neural Net 5 
&: ASPTM-ASP050 
0.071 Hl: ASPTM-ASPW 

ASPTM- Average Selhg Pnce Using the Trading Mode1 
ASPO- Average ScUing Pnce Overd1 
AU t-statistics are not signincant at the 5% fevel- 



Table 3.6 Tests of S i g a i f i i u ~ e  For The Diirerace Betwccn Average SeWng Price of 
the Trading Modd versus Average Sdaig Rice O v e d  for Wbeat Futures using 
ARIMA and Neural Nchrork Modds, WeeW Rices, (1976199s) 

Model 

Arima 5 Mean Diffetcnce t-statistic 
a: ASPTM-AsPo4 4.75 - 
O. 170 
Hi : ASPTM-ASPW 

Neural Net 5 
&: ASPTM-ASPO4 
1.33 5 HI: ASPTM-ASPW 

ASPTM- Average Selhg Price Using the Trading Model 
ASPO- Average S e b g  ~ n c e  0 v d  
AI1 t-statistics are not signiacant at the 5% level. 



CHAPTERJ 

SUMMARY 

The ~ e c t i v e s  oftlgs saidy are to (1) to detemine ifthe sample size anâ the stcp ahead 

fOrecastpMdmsi@~m~thtfa&lutaior;(2)2)daanrineifanairal 

~ ~ r k m o d d c a p o d u c c b w e r ~ a ~ ~ ~ ~ t o  an ARIMAmodJ; and(3) to 

c o m p a r e 1 & r r l r t i v e ~ ~ ~ ~ t n A R I M A m o d d r a d a n a i n l n e t w o r k m o d e l .  

Weddy data for cade in ads pcr pound (1976-1995) and wiiat in œnts pa bushel 

(19761995) of nearby fiinms closing prices are obtlWKd h m  the d o r  Technical Tools 

Data. The price series is mateci by roUng over the ficanes pria into the next avaüable 

contract approxirnately one month Wore expiration, TZie weekly saies was generated by 

using the Tuesday price ofeach week- The first seven years of âata are used to esthate the 

rnodels and leaving out of sample d s  for d e  and wheat (1983-1995). 

Fie, ten, twenty, and fifty steps ahead dong widi simple Szcs of 200, 350, and 500 

are utilized to choose an optimal ARIMA d e l -  The five sep aheaâ interval in combination 

with the sample size of 350 produces the Iowest forecast -or and is used to compare against 

theneaualnetwork BoththcARlMAddtnddienninlnch~orkmodd~aIrglen~of 

Sa which Y chosen a r b h d y .  Thcse modds are both useù to gaierate the trading 

pen.ormatlccfCSUhS. 



Cornparhg Trading P d o ~ ~ ~ l l l l c e s  of  iii ARlMA wdd u d  a Neural Network Modd 

Chapter 3 provides a bsiefdesaiption of the dmlopment of a neural network mode1 

This is fonoweâ by an explmation of the tradùrg modd. ù hirns out that the ARMA and 

neural network m a s  pmduce negatk average profits pa trade for both d e  and wheat 

fùtures. The n d  ne0ivork though Ju&n les lossa on average and thus indicates that a 

neural network CM improve aiidgig @mance in this regard. The nniral network mode1 

trades süghtly more often than the ARMA d e l  but the di&rrnoe is vay minimal. 

Both the ARMA anâ nnnsl network models are unable to seii a significantly higher 

prices dw the overill sdüng @a. This indicata that the trading modd devdoped Y poasibly 

not appropriate. 



Suggestiom fw Furtber RaeicrL 

The developnart of the ARIMA modd cuuid be improwd by utliMg srnalier steps 

ahead intervais accompanied ôy d e r  -le Sms. It ir poss~'ble that reducing the seps 

ahead wd down to vafues kss thn nVe wouid continue to poduce lowa foream errors. 

The rue of d l e r  sample rUa miy posddy show tbat -le Bze is important in detennining 

for- m r t  A sîudy uthkg sample rizes bdween say 20 and 200 rnay produce very 

different results. 

The aading d in tliis shdy U c i d y  not dequate- The devdopment ofa possbly 

more mphisticateù trading d e  m y  g a i a t e  pgtm rstba dirn mgative profits per trade. 

Tliis -ch cwld al= be expancicd ôy usîng more commodities. In addition, there 

are now lots of Mixent d network programs available and these may produce more 

conclusive results. 
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Tk Tw01Facht Facbriai k i g n  WitL OmObsrrvatian Per Cd 

The method outiined by Montgomery (1991) detaii the oanwons involveci in 

perfonnkg an analysis of wuiance with huo &tors and d y  one observasicm pet cell. Recall 

the linear statistiical mode1 is givm by 

Yij~+s+Bj+os+Eij+j+(+ {i=1,2,3 ,..., a) &=1,2,3 ,... b) 

where Y, is the response variable, p is the o v d  mean efféct, q is the e f f i  of the ith level 

of the ~ O W  factor A, pj is the &kt of the jth level of c o l m  f9*or B. (~6)~~ is the imrraction 

temi and Eij is the tandom ~KCK component 

W e  assume for simplicity sake tbat the interadon term is zero which allows us to 

have a residuai mean square Waich is an unbiased estunator of a2. The residual sum of 

square is pertitioned into a single&gme-of-fkedom compweat due to nonadditivity 

(interaction) and a component for enor with (a-1Xb-lbl degree of nradom. 

Computationally we have 

with one degree of fieedom, and SS- = S h i  - SSN 

with(agl)(bl~1 dc$neoffkûom 

The analysk of vaiance table is then fmed  and is oidliacd below as follows: 



Source of Variation S m  ofSqiiarrs De- of Freeâorn MeaaSquare 

Rows (A) 

Residual or AB 

Total 

The F-statistics are &ply evoluated by dividing each of the mean square errors by the 

residual emx For example the F-statinic for the row fàctor A is MSA divided by MS-. 

Ifthis value is greater than the tabled value of F with (a-1) degrees of M m  in the 

numerator and ( h l )  degrees of h d o m  in the numerator then m can conclude there is 

evidence to indicate thM the Factor A is signifiant, 



Thegcaarlfim t o n i l y r c a ~ t a b l e t o  testfbridepcadenceisoutoaedin 

a text by (McClave anci Did&, 1988). The n9 hypothais k 

Er,,: The two classifim-ans afe hdcpadent 

Hi: The two cîmsiiications are depadcnt 

The value of the test x2 L compited wiqg the fonnuix 

r, is the total of the ith row and ci is the totai of the jtb coiumn. 

The rejection region is: r2 > , where x: has (r-1Xc-1) degrees of fiadom 



APPENDIX C 

Tabk 2.10 Aiulysis of Van*ance for the mcln s q m  aror rrailtr of A W  Modd Lag 
1, Weekly Wheat Futuns Closing Rices, Chicago Mercantile Excham 19764995 

Source of Sum of lhgrecsof Mean 
Variation Squares Fradom Square F-Value 

Forecast Interval 182547û4 3 608490 1.3 227.2 
Sarnple Ske  169576 2 84788.0 3.17 
Nonadditivity 43 136 1 43 136 1-41 
Error 133929 5 26785.8 
Total 18601345 11 



Table 2.11 Aaalysis of Variance for the mean square a o r  r d t s  of ARIMA Model Lag 
6, Weekiy Wheat Future Closb Prias, Chicago Mercantile Ex~hanjgt~ 1976-1995 

Source of Swn of Delpasof Mean 
Variation Squarts Fr#dom Square F-Value 

Forecast Interval 18909851 3 6303283.7 205.0 
Sample Size 214033 2 10701 6.5 3.48 
Nonadditivity 82624 1 82624 2.69 
Error 153759 5 3075 1.8 
Total 19360267 11 



Table 2.12 Anatysb of Variance for the mean square -or mfts  of ARIMA Mode1 Lag 

Source of Sum of Degrtesof Mean 
Variation Squares Fradom Square F-Value 

Forecast Intaval 274.63 1 3 91.544 31-17 
Sarnple Size 22.263 2 11.132 1.36 
Nonadditivity 17.152 t 17.152 2.09 
Error 40.969 5 8.194 
Total 355,015 11 



Table 2.13 Anaiysis of Variance for the mean square enor rrailts of A '  Mode1 Lag 
6, Weekly Cattle Futures Closing Prices, Chicago Board of Trade, 1976-1995 

Source of Sum of Degresof Mean 
Variation Squares F d o m  Square F-Value 

Forecast I n t d  253.520 3 84.507 17.275 
Sample Sire 19.438 2 9.719 1.987 
Nonadditivity 13.568 1 13.568 2,774 
Error 24,458 5 4,892 
Total 3 10.984 11 



Tabk 2.14 Wheat Fu- Resuits of M m ' s  Test of Tumbg Point Forecasting Power - - 
For Anma Models, and a Neural Network Model, 1976-1995 

Mode1 al R~ RAF' (%) 

1 RAF stands for the ratio of accutate forecasts. 



Table 2-15 Conle Futina R d t s  of Merton's Test of Tuming Point Forecasting Power 
For ARIMA Models and a Neural Network Mode& 1976-1995 

ArimaLag1 0.738 -0.077(*) ,0071 47- 15 
Arima Lag 6 0.563 4,052 -0027 47.59 
Neural Network 0.532 4,007 ~00005 49.78 

1 RAF stands for the ratio of accurate forecasts, 
* Significant at the 5 percent leveI with the critical t- value of 1.645 



Table 2.16 X' Test of Independence of Actud Value venus Fomcast Value Results for 
ARMA Models, and a Neud Nctwotk Mid& W W y  Futures Prices 1976-1995 

CATTLE 1975-1995 

Model Nul1 hvpot hesis Test statistic Critical value 5% 

Anma Lag 1 

Airna Lag 6 

Neural Network 

WHEAT 1 975- 1995 

Arima Lag 1 

Anma Lag 6 

Neural Network 

Forecast value and actuaî 4,845 3 -84 1 
vaiue m indepcndent 

Forecast d u e  and actual 1-856 3 -84 1 
vaiue are independent 

Forecast value and actuai 0-03 7 3.841 
value are independent 

Forecast value and actual 0.327 3 -84 1 
vdue are independent 

Forecast value and actual O. 187 3.841 
vdue an indepcndent 

Forecast value and actual 0.3 93 3.841 
value are independent 

. - 

* Significant at the 5% lewl 



Table 2.17 Test of  the Diffkrence of d o  of  recairtc foncwtt  for ARMA Models 
venus r Neural Nctwork Modd, Wetkly Futures Priees, 19761995. 

Null hypothesis Test statistic Critical value 5% 

All test statistics are insignifiant at the 5% level 
RAF.1- The ratio of accÜrate forecasts value for the cattle Iag L model 
RAFc6 - The ratio of accurate forecasts d u e  for the cattle lag 6 model 
NI- The ratio of accurate forecasts value for the wheat hg 1 model 
RAT&- The ratio of accurate forecasts value for the wheat Iag 6 model 
RAF,,,, - The ratio of accurate forecasts for the neurai network model 




