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Abstract

Abstract

Jet impingement heat transfer for a stationary plate is investigated to provide a
better understanding of the cooling process that occurs in a hot steel mill. Various effects
on heat transfer are presented, some of which are jet velocity, water temperature, nozzle-
to-surface spacing, wall superheat, nozzle diameter, planar versus circular jets, nozzle
configuration, and surface oxidation. Correlations presented by other researchers, which
are used to determine the heat flux within the single-phase forced convection, nucleate
boiling, and critical heat flux (CHF) regimes, were compared with experimental data
obtained from the University of British Columbia (UBC) facility for a circular jet. Only
one single-phase forced convection correlation was found to match well with the data.
All of the nucleate boiling correlations reviewed highly overestimated the heat flux data.
A few CHF correlations can be used to accurately represent the experimental data. A
new heat transfer correlation was developed, which can be used to ascertain the heat flux

within the single-phase forced convection and nucleate boiling regimes.
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Introduction

1. Introduction

Crude steel production of the world exceeded 900 million tonnes in 2002 and
continues to grow [1]. Roughly 25-30% of this incorporates the hot rolling process [2].
Hot rolled sheets can be used for piping and tubing, automotive parts, rail cars, and
various equipment for construction and agriculture.

Despite the long-term usage of water jet cooling in hot rolling steel mills, little is
fully understood about the actual heat transfer process that occurs. It is important to better
understand jet impingemeﬁt cooling during the hot rolling process because properties
such as the final chemical composition, hardness, and malleability of the steel depend on
the cooling rates and temperatures involved. This process needs to be better understood
so the properties desired can be better accomplished and controlled.

Many researchers have reported data on jet impingement for stationary surfaces
for different jet configurations. However, more data needs to be accumulated to better
predict the heat transfer process. Thus, an ongoing experimental program is working on
characterizing this process at the University of British Columbia using the run out table
cooling (ROTC) facility, also of which researchers at the University of Manitoba
collaborate with.

One or more correaltions are needed in ordey to calculate the heat being removed
from the plate, which could then be used to estimate the cooling rates that occur in a steel
mill. Once this is known, the properties of the steel desired can be better controlled.
Many equations have been provided by other researchers. However, there is an
uncertainty as to their acceptable use under conditions that would occur in a steel mill.

Therefore, this thesis provides correlations presented by other researchers for single-
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phase forced convection, two-phase forced convéction, nucleate boiling, and critical heat
flux and compares them with data gathered by A. Hauksson [3] and Q. Meng [2] on
stationary plate circular free-surface jet experiments performed at the ROTC facility. A
new correlation has also been developed to represent the single-phase forced convection
and nucleate boiling regimes.

There are many variables that influence the heat transfer characteristics in jet
impingement cooling. Understanding their effects will help comprehend how the heat
transfer process would be altered if one or more of these variables are changed in a hot
steel mill. Therefore, the effects of nozzle configuration, wall superheat, jet velocity,
nozzle diameter, subcooling, nozzle-to-surface spacing, surface variations, jet angle,
intermittent jets, and adding air bubbles to the jet on jet impingement heat transfer will be

discussed. Heat transfer for a moving plate will also be presented.
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2. Literature Review
2.1 The Hot Rolling Process

Hot rolling usually follows the continuous casting process at a finishing
temperature of 800°C to 950°C. ‘Water jets at room temperature (18°C to 50°C) cool the
sheet to 500°C to 750°C before it enters the coil. Multiple top and bottom headers at
distances less than 1200 mm and 100 mm above and below the table, respectively, are
distributed such that the strip cools as evenly as possible (Figure 2.1). The steel surface
travels at an average speed of 10 m/s on motorized rollers approximately 18” apart on a

table that can be up to 150 m long [2 and 3].

Top
Last Jat
Work
RO"G!S\8———‘ ) v@

Bottom Jet Transport Roller Cail

Figure 2.1: Basic layout of a hot rolling table [4]

When the water strikes the surface beneath the strip, the water falls away
immediately due to gravity, resulting in a lower residence time compared to the water
emitting from the top jets. Therefore, more flow (about 1.5 times) is needed on the
bottom surface compared to the top surface in order to maintain symmetric cooling above
and below the strip [5].

The three main types of cooling configurations used in the hot rolling process are
circular jets (or laminar jets), planar jets (or water curtain) and spray cooling as shown in

Figure 2.2.
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Laminar- Water curtain Spray cooling

Figure 2.2: Cooling configurations used in a hot rolling mill [2]

It is important that the cooling process is understood so the metallurgical
properties of the steel can be readily controlled. However, lit_tle is understood about the
cooling that takes place in the hot rolling process. Research is on-going in this area to
characterize the heat transfer that occurs.

2.2 Hydrodynamics of Jet Impingement
2.2.1 Jet Configurations

There are five different hydrodynamic jet configurations that can be used as
shown in Figure 2.3. Depending upon the layout, free surface and plunging jets are
commonly used on the runout table. With a free surface jet, the water jet travels through
air and hits the surface unconstrained, allowing the water to freely flow off the surface

edge. This prevents pooling on the surface and helps provide maximum heat transfer.
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Figure 2.3: Jet configurations [6]

The moving strip on a steel runout table is cooled by an array of water jets as
shown in Figure 2.1. In this situation, the first row resembles free surface jets but further
downstream the water impinges as plunging jets because a thicker water layer flows on
the surface resulting from the motion. Usage of plunging jets is less desirable than free

surface jets because the thicker water layer limits the cooling process.
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Jets can strike obliquely or normally to the plate on the top and bottom surfaces.
The plate can be flat, convex, or concave and can be moving or stationary. The main
focus of the experiments is on a free surface circular jet impinging normal to a flat
surface. Runout table mills apply both upward and downward facing jets. However, the
experiments performed at the ROTC facility only employed a downward facing jet to
simplify the analysis. Later research should incorporate jet impingement on both the
upside and downside of the plate.

2.2.2 Hydrodynamic Regions

The three hydrodynamic regions for a planar free surface jet are the stagnation,
acceleration and parallel flow regions as depicted in Figure 2.4 for a stationary plate. For
a stationary plate, the stagnation region is at least the size of the jet diameter (1/d;;<0.5)
and is where the maximum pressure occurs. The streamwise velocity is zero at the
stagnation point and increases radially outwards.

The acceleration region ranges from 0.5<r/d;;<2 [2]. As the acceleration region
expands outwards, the pressure decreases and the streamwise velocity increases. The
impingement region or impingement zone refers to the stagnation and acceleration
regions. In the parallel flow region (1/d;i>2), the pressure approaches zero and the

streamwise velocity approaches the impingement jet velocity [2 and 3].
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Nozzle \

Free surface

Stagnation Point

A. Stagnation Region A B C
B. Acceleration Region

C. Parallel-Flow Region

Figure 2.4: Hydrodynamic regions [6]

2.2.3 Jet Impingement Velocity

The jet impingement velocity is different for downward (plus sign) and upward
jets (negative sign) due to gravitational acceleration and can be deduced from Bernoulli’s
equation [2, 3, and 7]. The relationship between the velocity at nozzle exit and jet
impingement is provided in Equation 2.1. All variables presented in this report are

defined in the nomenclature section.

v, :1/v_fi2-g-Z 2.1)

2.2.4 Diameter at Jet Impingement
The diameter of the jet at impingement is related to the diameter from the nozzle

exit, and the velocity at nozzle exit and impingement by:

YV,
d,=d,;- |— (2.2)
vA/l'
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2.2.5 Water Pressure at Jet Impingement

The water pressure at jet impingement depends upon the atmospheric pressure

and density of water and nozzle jet velocity by:

1
ps:palm-{_g'pf'vjz‘ . (23)

2.3 Jet Impingement Heat Transfer for a Stationary Plate

Considerable research has been performed on jet impingement heat transfer,
especially when the plate is stationary. The heat transfer process that occurs will be
discussed and some correlations developed from other researchers will be presented.

Most researchers have examined the effects of planar and circular jets cooling a
plate. The use of planar and circular jets incorporates almost half the heat removed in the
run out table operation [8]. Zumbrunnen et al. [9] and Chen and Tseng [5] reported that
planar jets have an advantage over circular jets because they provide more uniform
cooling in the transverse direction of the strip, while nonuniform cooling of circular jets
occurs on the runout table in between the jet arrays because of the radial symmetry of the
jet.

Blazevic [10] performed a comparison of aspirated sprays, sprays, and planar and
circular jets by using the same volume of water per unit of strip width. They determined
that using 4 rows in a circular jet array was more effective in cooling than planar jets. On
the contrary, planar jets were more effective if only 1 row of circular jets was used.
However, they compared the jets using different conditions, such as areas of cooling,
depth of cooling, impact time, and surface temperature, and each provided conflicting

results.
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In summary, not enough research has been completed on the heat transfer results
of planar and circular jets to conclude which is more effective. However, the heat transfer
that occurs for each of these is different. Since this report compares results to data for a
circular jet, only correlations provided by other researchers for a circular jet or those that
can be adapted to represent a circular jet will be presented.

It is important to understand pool boiling heat transfer before an analysis can be
performed for a cooling jet, especially when observing the heat flux deviations during the
impingement process. Figure 2.5 shows the different modes of pool boiling heat transfer
that occur during jet impingement. These are single phase forced convection, nucleate
boiling, transition boiling, and film boiling. Each of these concepts will be explained.
Applicable correlations from other researchers for single-phase forced convection,
two-phase forced convection, nucleate boiling, and the critical heat flux will also be

presented.
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Figure 2.5: Boiling curve for a saturated liquid [6]

2.3.1 Single-phase Forced Convection

Single-phase forced convection involves the exchange of heat in a single-phase.
This is when the wall surface temperature is less than or equal to the liquid saturation
temperature at a given pressure. No phase change occurs until the wall superheat 1s
positive. Figure 2.5 shows single-phase forced convection up to point A. This occurs
when ATsa (ATsa=Tsurt—Tsary 1S less than zero (i.e. when the plate temperature is less than
the saturation temperature).
2.3.1.1 Single-phase Forced Convection Correlations

Some researchers have studied single-phase forced convection for jet
impingement heat transfer. They provided correlations for the Nusselt number which can

in turn be translated into the heat transfer coefficient. Usually they are in the form of

10
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Nu =C-Re”-Pr". Thus they depend upon the water properties which in turn are related
to the surface temperature of the plate.

The Nusselt and Reynold’s numbers at nozzle exit are calculated as:

Nu, =— 2.4
s (2.4)
v -d.
Rej:M (2.5)
Ky

The Nusselt and Reynold’s numbers at jet impingement are defined as:

h-d,
Ny, =—2= 2.6
k k‘/ ( )
vod.
Rej,. = ML 2.7
Hy

Martin (1977) [11] recommended the follow equation for a circular gas jet. It

should be noted that this is calculated at the nozzle exit:

Nu,=C,-C,-Re,-Pr*® (2.82)
where:
d,
J 1-1.1--~
C, = r (2.8b)
r o 140.1-(z/d, -6)-d, I
C, =2-Re"(1+0.005-Re®* |'* (2.8¢)

This applies for 2,000 <Re;j<400,000, 2.5<1/d;<7.5, and 2<Z/d;< 12.
Barsanti et. al (1989) [12] examined the stagnation Nusselt number for a circular
jet whose diameter extends from 4d; up to 8d;. They developed the following correlation

for a stainless steel plate:

11
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Nu, =0.0136-Re’*- Pr’# (2.9)
This is applicable for 3.26<Pr<6.04 and 53,025<Re;i<210,709, jet diameters ranging from

10 to 20 mm, and water temperatures of 13°C to 40°C.

Faggiani and Grassi (1990) [13], presented the following correlation for the the
stagnation Nusselt number for a circular jét up to two jet diameters:
Nu,, =0.025-Re’}-Pr* (2.10)
This is applies to Z/d;=5, Re>77,000, and 0.5 <Pr<50.
Liu et al. (1991) [14] suggested that the following expressions be used for the
stagnation zone Nusselt number for a circular jet at impingement:

Nu, =0.715-Rej; - Pr" when 0.15<Pr<3 (2.11a)
Nu, =0.797 -Re’’-Pr'” when Pr>3 (2.11b)

This is within the region of 0<1/d;;<0.787.
Stevens and Webb (1991) [15] reviewed Wang’s laminar flow solution (1989).
They provided the following correlation for the stagnation point Nusselt number for a
circular jet at impingement, which is applicable for 0.5 <Pr<50:
Nu, =0.717-ReS’-Pr*¥ (2.12)
Stevens and Webb (1991) [15] provided the following correlation for the
stagnation point Nusselt number, which depends upon the ratio between the nozzle-to-
plate spacing and jet diameter at nozzle exit:
~0.11
Nu, = 1.51-Re3‘44-Pr°'4-[;Z;J (2.13)
This was determined under the conditions when 2.2 <d;<8.9 mm and

12
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0.56< 7Z/d;<18.5.
Stevens and Webb (1991) [15] also provided the following correlation for the
stagnation point Nusselt number, which is applicable under the same conditions as

Equation 2.13:

-0.0336 ~-0.237

Nu, =2.67-Re}* - Pr. di | (2.14)

2.3.2 Nucleate Boiling

Nucleate boiling occurs between points A and B in Figure 2.5. In this regime,
isolated bubbles start to form at nucleation sites. The nucleate sites usually are where
there are tiny pits or scratches on the surface [16]. The bubbles transport the phase
change latent heat. As the liquid becomes more agitated, fluid circulation is improved,
resulting in increased heat transfer [3]. Most heat transfer occurs directly from the surface
to the moving liquid, and not through the vapour bubbles rising in the liquid [17].

Figure 2.6 shows nucleate boiling of methanol in a horizontal tube.

Figure 2.6: Nucleate boiling in a horizontal tube [17]

13
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At the onset of nucleate boiling, shown from points A to A’ in Figure 2.5, discrete
bubbles start to form and detach from the surface [6]. From points A’ to B fully
developed nucleate boiling (bulk boiling) occurs where the liquid is more agitated,
allowing the bubbles to form at a faster rate, hence increasing the heat transfer.

Nucleate boiling is a preferred region of boiling for many high heat flux cooling
applications such as jet impingement heat transfer. This is due to a large increase in heat
transfer that results from relatively small variations in surface temperature [6]. Thus its
use is desired in industrial applications [18]. Fully developed nucleate boiling is highest
at the stagnation point.
2.3.2.1 Nucleate Boiling Correlations
2.3.2.1.1 Circular Jet

Many researchers have derived heat flux correlations in the nucleate boiling
region. For impinging jets, all determined that nucleate boiling mainly depends upon wall
superheat. Heat flux relationships given by other researchers incorporating wall
superheat in the fully developed nucleate boiling regime for jet impingement cooling
usually come in the form:

Qs =CxAT,," | (2.15)
Where C and n are experimentally determined constants.
Wolf et. al [6] reviewed Monde and Katto’s paper [19] (1978) and derived the

following equation for fully developed nucleate boiling from the graphical representation

of their results. This is applicable for a circular saturated water jet:

q;'yvs =450- (ATsal )17 (2.16)

14
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Katsuta and Kurose (1981) reported that fully developed nucleate boiling depends
upon wall superheat. They derived the following equation for an R-113 saturated circular
jet as presented by Wolf et. al [6]:

Gy = 2.93%107° (AT, )™ 2.17)
2.3.2.1.2 Other Nucleate Boiling Correlations

There are also many generalized correlations for nucleate boiling. They will be
provided in this section. McAdams et. al (1949), as investigated by Tong [16], provided
the following correlation for fully developed nucleate flow boiling. This applies for
water at pressures ranging from 30 to 90 psia:

Gy = 0.074- (AT, )™ (2.18)

Jen and Lottes (1951) [20] presented the following equation for the onset of
subcooled nucleate boiling within a tube. This is pertinent for 3.63<Dyype<5.74 mm,
T<prar<172 bars, 115<Tyur<340°C and mass velocities ranging from 11 to 1.05x10*
kg/(m’s).

AT

sat

=25 (gopy)" e (2.19)

Rohsenow (1952) [20] determined the following generalized equation for fully

developed saturated nucleate pool boiling of water on a stainless steel surface:

C . -AT " 17 e ;
o A o013 s [ o j [_,_/_u,_} (2.20)

Hsu (1962) [6] provided the following incipience equation for the onset of

nucleate boiling:

h - i
i Ky (AT, ) (2.21)
16'G-Tva,-(ug—u_,.) '

Qons =

15
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Bergles and Rohsenow’s generalized equation (1963) [20] for the onset of
nucleate boiling in subcooled boiling heat transfer. This is valid for water only at

pressures ranging from 1 to 138 bars.

AT,

sat

" 0.463.[7[-,([);)234
9own
mose [@%} (2.22)

bar
Thom et. al (1965) [20] provided the following correlation for fully developed
subcooled nucleate boiling of water within a tube, which is similar to Jen and Lottes’
Equation 2.19:

AT, =22.65-(q )" -e 7=’ (2.23)

Chen (1966) [21] provided the following relation by Forster and Zuber for fully

developed nucleate pool boiling:

ko™ .o PP g0 . s
h= 0'00122'[ 035 01.229 ho:24 o2 | Al AP (2.24)
O Hy Ng P,

Davis and Anderson (1966) [20] presented the following equation for the onset of

subcooled nucleate boiling:

kf ) (ATval )2

Qovs = 1B (2.25a)

where:

_20 T Ve (2.25b)
h

V4

16
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Frost and Dzakowic’s (1967) [20] equation for the onset of subcooled nucleate

boiling. As it can be seen, this is an extension of Equation 2.25:

! PI, )2

. ka7
ONB 4'B

(2.26)

2.3.3 Two-phase Convection

There is also the two-phase convection, where water is in both the liquid and
vapour state during boiling. Rohsenow and Griffith (1955) [22] recommended that the
two-phase heat flux be determined by adding the heat fluxes within the nucleate and
single-phase forced convection regions together:

q 11 =49 j‘/brcezi +q ;;//3 (2.27)

Another particular correlation for two-phase convection was developed by Chen
(1966) [21]. It is applicable for stable two-phase axial flow within a vertical tube for
water and organic fluids under saturated conditions. It is assumed that the heat flux is
less than the critical heat flux.

Chen defined two mechanisms of heat transfer within the two-phase region. The
first is the macroconvective mechanism, which pertains to heat transfer due to forced
convection. There is also the microconvective mechanism, which is due to bubble
nucleation and growth. These two mechanisms can be addéd to determine the total heat
transfer. Therefore, the two-phase heat transfer coefficient can be determined by adding

the microconvective and macroconvective heat transfer coefficients:

+h (2.28)

mic mac

yp = h
The macroconvective heat transfer coefficient is define as:

=N, - F (2.29)

mac

17



Literature Review

Where hgc is the heat transfer coefficient due to single-phase forced convection. Since
Chen analyzed flow within a tube, this was suggested to be represented by the well-

known Dittus-Boelter equation:

k.
B =0.023-Re®®. Prt. L (2.30)

tube

The function F in Equation 2.29 was introduced as the enhancement factor, which
is always greater than unity. This enhancement is due to the flow of the liquid which
causes the bubbles to grow and depart faster from the surface which in turn enhances the
amount of heat being extracted from the surface. This takes into account the enhanced
heat transfer that occurs due to increased velocities in two-phase flow. It is defined as the
ratio of the two-phase Reynold’s number to the liquid Reynold’s number:

F= LRe—“J 2.31)
Re_,

The exponent n is determined depending upon the exponent for the Reynold’s number for
the forced convection equation. For the Dittus Boelter equation, this is equal to 0.8.

Combining Equation 2.29 through to 2.31 the macroconvective heat transfer coefficient

becomes:
08 0.4 kf
Ppee =0.023-Re”-Pr"-——- F (2.32)
' Dlube
Where Rey is the liquid Reynold’s number defined as:
: Dlll ¢ ' l - x
Re, = Py Dupe 1= 0) (2.33)
. i,
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The microconvective component of Equation 2.28 is due to nucleate boiling.
Chen defined this as:

=hy,-S (2.34)

mic NB
Where hyg is defined as the heat transfer coefficient due to nucleate boiling. Chen

suggested that the Forster and Zuber correlation be used to represent this value:

0 7’ O 45 0.49 0.25

Py &

0 79 hO 24 0.24

/J "Pe

AT AT (2.35)

By, = 0.00122-

The function S in Equation 2.34 is a suppression factor due to the reduction in
thermal boundary layer thickness, hence reduced heat transfer, from the contribution of
forced convective boiling. There is a suppression in heat transfer for the nucleate boiling
component because the heat is removed so fast due to the forced convective flow that

bubble formation is inhibited, which thereby reduces heat transfer. It is defined as:

AT 024 A 0.75
g 2L | 2P (2.36)
AT\'uI Ap.YH/

The suppression factor S is always less than unity. It approaches unity at zero flow rate

and approaches zero at infinite flow rate. Combining Equations 2.34 through to 2.36 the

microconvective heat transfer coefficient becomes:

k079 043 p(/)49 gOZJ o 075
hmlc 0.00122- 0.25 o 79 ho 24 0.24 AT\az \D st .S (237)
oy Py

Chen empirically determined the functions F and S. Chen tested approximately
600 data points under the conditions of 0.5 bars <paps<34.8 bars, 0.06 m/s<vype<4.5
m/s, and quality x of 1% to 71%. The specific heat fluxes ranged from 6.3 kJ/m’s to

2394 kJ/m”s. Under these conditions F was estimated by plotting the ratio of the
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experimental two-phase heat transfer coefficient as a function of the reciprocal of the

Martinelli parameter, X;;, which is defined as:

X,,=(l_x) (&] (ﬂj (2.38)
) e) \n

Figure 2.7 shows the graphical results of the enhancement factor F. In the x-axis the

variable z signifies 1-x.
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Figure 2.7: Enhancement factor F [21]

The suppression factor S was also determined graphically. Using the estimate of
F, the results were plotted versus the two-phase Reynold’s number, which is a function of
the liquid Reynold’s number and the enhancement factor, to get the graph in Figure 2.8.
In the x-axis of the graph, Re represents the two-phase Reynold’s number and Re;.

represents the liquid Reynold’s number.
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Figure 2.8: Suppression factor S [21]

Chen tested the correlation against the gathered 600 data points. From this the
average deviation between the calculated and measured boiling heat transfer coefficients
was +12%.

Once the two-phase heat transfer coefficient is determined, the corresponding

two-phase heat flux for saturated boiling can be determined as:
G = hyp Loy = Toat) (2.39)
Collier and Thome [20] reviewed Chen’s work and added that the two-phase heat
flux for subcooled boiling could be determined by:

q;UB = hmic ’ ATS’G! + h : (Ts‘my’ - Twaler) (240)

mac

Collier and Thome suggested that that the enhancement factor F in the macroconvective

term (see Equation 2.29) in Equation 2.40 be taken as unity.

21



Literature Review

2.3.4 Critical Heat Flux

The critical or maximum heat flux (CHF) occurs at point B in Figure 2.5. This is
where the heat flux is the highest just after nucleate boiling.
2.3.4.1 Critical Heat Flux Correlations
2.3.4.1.1 Circular Jet

As it will be seen, the CHF for a circular jet mainly depends upon the different
properties of water, which in turn depend upon the water temperature. They also depend
upon the heater diameter (D), jet velocity (in most instances), and jet diameter. The three
types of correlations presented here are in the V-, I-, and L-regimes. Each regime is
determined by the dependence of the CHF on parameters such as jet velocity and density
ratio (ps/pg) and mass flow rate.

Equations in the V-regime are the most widely investigated of all the regimes.

They depend upon jet velocity at atmospheric pressure at large mass flow rates. They are

1/3

;- Equations in the I-regimes generally do not depend upon

usually in the form g, ~v
Jet velocity and occur at moderate pressures. Equations in the L-regime take place at

atmospheric pressure and low mass flow rates. They are usually is in the form g, ~v Iz

There is also the HP-regime which occurs at pressures greater than atmospheric
and has little or no dependence upon jet velocity [6] [23]. There is little research
pertaining to this regime. Unless otherwise noted, all equations provided in this section
refer to the V-regime for a downward facing circular jet. All equations also apply to ‘

steady state conditions only.
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Ishigai and Mizuno’s research (1974) [2] expressed the following equation for the
CHF for a circular jet. This is applicable for jet velocities between 1.3 m/s and 9.0 m/s

and subcooling between 45°C and 80°C:

0.34
v vV,
Gorr =1.42x10* [d—JJ AT (2.41)

sub
J

Monde and Katto (1978) [19] performed experiments of a water jet impinging on
an electrically heated copper plate. The heater could provide a maximum heat flux of
2x10” W/m®. Water temperatures ranging from 30°C < Tyater <80°C and heater diameters
from 11 to 21 mm were used. Nozzle diameters of 2 mm and 2.5 mm were used with jet
velocities ranging from 3.9 m/s to 26 m/s. From their results, they empirically derived

the following generalized expression for CHF in the saturated condition:

" 0.725 1/3
_ bem _.0745.] PL . L'?—__ (2.42)
Pehy v, Pe pyv; D

Monde and Katto (1978) [19] took Equation 2.42 and added a correction factor to

incorporate the water subcooling:

i 0.725 ) 1/3
—-—qCHF = 00745 . [&‘J : l:""—o-—b—:l : (1 + gsuh ) (2433)

pg'hfg'vj P pf'vjz.-
Where:
Y (C AT
g.vuh = 27 ' (&J ) ( 2 sl J (243b)
pg h/g
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Lienhard and Eichhorn (1979) [24] used dimensional analysis to derive the

following general expression for CHF for a saturated jet:

los /o)
(D/dj)3 v . L
D/d,

(2.442)

Gemr =f(pf/pg)-[ 7

Where the functions A and f depend upon the density ratio and need to be determined.

The Weber number is the ratio of inertia to surface tension forces and is defined as:

_Pr v, D

We (2.44b)

o
Lienhard and Hasan (1979) [25] gathered experimental data from Katto and
Shimizu [26], Monde and Katto [19], and Katto and Monde [27]. Using their data they
modified Lienhard and Eichhorn’s equation (Equation 2.44) to get the following

correlation. This is pertinent for a saturated jet at 11 mm<D <21 mm, v;j<60 m/s, and

6 <par<27.9 bar.
" Alpsipg) D 3A4(psIpy )1
. o
o f(p,1p,). {——} (——J (2450
Pg MgV, Pr-v; D d./
Where:
£=]0.744+0.0084. 2L (2.45b)
Pg
2 3
A=04346+0.10271n| 2L |~ 0.0474 | o] 2L || +0.00426-| 1n| 2L || (2.45¢)
pg pg pg

Monde (1980) [28] performed similar experiments as Monde and Katto [19] for a
saturated circular water jet on an electrically heated copper plate. The heater could .

provide a maximum heat flux of 2x10" W/m®. Experiments were performed at water
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velocities ranging from 0.3 <vj<15 m/s, and a heater diameter versus jet diameter ratio
between 5 <D/dj<36.4. They modified Equation 2.42 derived earlier by Monde and

Katto [19] and added on a factor to incorporate the D/d; ratio at nozzle exit:

0.725 1/3
" 0.0601- [ﬁ] : {_zg_J
qcnr _ Pe prov, D (2.46)

P,y v, 1+0.00113-(D/d,)?

Monde et. al (1982) [6], determined the CHF at water pressures ranging from 1 to

6 bars in the V-regime at jet velocities varying from 0.7 to 20 m/s. They modified

Equation 2.42 to get:
. 0.725 1/3 -
Ao _gpeg.| P |29 | iig ﬂ-) (2.47)
pg'hfg'vj Pe prv;-D Pe

Under the same conditions Monde et. al (1982) [6] also presented the following

correlation for the CHF in the I-regime:

" 1/3 1/2
_ o _ 2_02.[&} [——GZ—J (2.48)
Pehg v, Pe prv;-D

Monde (1985) [23] collected experimental data from other researchers such as
Katto aﬁd Monde [27], Monde and Katto [19], and Monde [28]. They used dimensional
analysis and least squares fit of the data to determine the constant 0.221 and the
exponents in the following correlation. This is applicable for a broad range of conditions

such as 292 <py/py <1603, 0.36<v;<60 m/s, and 5 <D/d;;<57.1 for a saturated water jet.

) 0.645 -0.343 -0.364
_ e _ 991 (&J { 22 o :I .[1 n _D_J (2.49)
Pq 'h,/g vy Pe PV '(D_dji d./"
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Sharan and Lienhard (1985) [29] used experimental data from Monde and Katto
[19], Katto and Monde [27], Katto and Shimizu [26], and Monde [28] to reformulate the
circular jet CHF Equation 2.44 of Lienhard and Eichhorn (1979) [24]. This is applicable
for a saturated jet at 11 mm<D<21 mm, 0.3<v;<60 m/s, 5<D/d;<36.4, and

6 <ppar<27.9 bar.

i Alpslpy) D -1/3
Iew _ rip, 1 p.y.| 2000 |2 (2.50a)
h e 2 d

pg‘ fg.vj pf'Vj'D j

Where the functions f and A were determined as:

f=1021+0.00171. 2L (2.50b)
Peg
2 3
Py Py Py
A=0.486+0.06052-In| 2L |-0.0378-| In| £L || +0.00362-| In] 2L || (2.50¢)
pg pg &

Later, Katto and Yokoya (1988) [30] formulated the following equation from
experimental data from a variety of sources such as Monde [28], Katto and Monde [27],
Monde and Katto [19], and Katto and Shimizu [26]. This applies to a saturated jet within
the ranges of 5.3 <pi/p, <1603, 0.7<d;<4.1 mm, 0.3<v;<60 m/s, 10<D<60.1 mm, and

3.9<D/d;<53.9:

" -1.12 m —m
wq“L:[fi} 0.0166+7-(£ij { 2 } -[1+£J (2.51a)
'Dg'hfg'vj Pg Pq pf'vj'(D_dj) d,/‘

Where,

-0.0794
m = 0.532-[-’3—»&] for 22 <248 2.51b)
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-0.0155
m=0374. (ﬂf—} for 2 > 248 2.51¢)
Pqg

All the CHF correlations provided above pertain to a saturated downward jet.
Katto and Shimizu (1979) [26] analyzed the CHF for an upward facing jet impinging
upon a copper block to get the following relation. This is applicable for within the ranges

of 6 <ppar<27.9 bar, dj=2 mm, v;<20 m/s, and D=10 mm.

" 0.614 1/3
e _qge.| P . _fz_ (2.52)
pg'h,/g'v./ Pqg pf'vj'D

Monde and Okuma (1985) [31] experimentally determined the CHF for a
saturated upward jet in the L-regime. Experiments were performed at jet velocities (v;)
ranging from 0.33 to 13.7 m/s and D/d; ratio of 9.6 to 57.1, D of 40 mm and 60 mm, and

d;i of 0.7 to 4.13 mm. They determined the CHF as:

" 2
Gom _ _ ( Pr ] . [d_f} (2.53a)
Pe hg v, Pg D

Where « is the ratio of the liquid consumed from evaporation on the surface to the liquid

supplied by the jet.

~0.674 -0.62
p, - p.)d?
K:25.7~(ﬂJ .{g b, =) -’J (2.53b)
(0]

2.3.4.1.2 Other CHF Correlations

There are other correlations derived by various researchers for a flat surface or
flow within a tube. These will be presented here. Collier and Thome (1994) [20]
provided the following generalized equation for the CHF in pool boiling of water on a

flat surface:
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Qe =0.149 1, - p* o g (o, - p, JF* (2.54)
A modified form of Equation 2.54, see Collier and Thome [20], which

incorporates the water subcooling is:

075
: . P Cy
9o = 0.149 -1, 'p(g)‘s '[O'-g-<pf ~Pg )]025 | 1+0.1-AT,, [_f‘J [%J (2.55)

4 /4

Collier and Thome [20] gives the following relation for flow within a tube:

G-D,, -h C_-AT,
qCHF _ tube 1z J1+ o sub (256)
4-1 I
Where:
G= PV, (2.57)

The Bowring correlation (1972) [20] expresses the CHF for flow within a tube as:

_ A + D/ube i G ’ (Ahsub )in[el /4

= , 2.582
9t C 11 ( )
Where,
2.317-D,,, -G h, - F
- e 7 e (2.58b)
4-(1+0.0143- F, - D** .G)
. 0077-F,-D,, -G
C = 18y Do G (2.58¢)
140347 F, [ -2
1356
n=2-0.00725-p,, (2.584)

Fi, F2, F3, and F4 are functions of the system pressure and are defined in the following

table depending upon the water pressure.
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Table 2.1: Fy, F2, F3, and F, functions for the Bowring correlation [20]

Pressure

in bar Fi F; Fs Fy
1 0.478 1.782 04 0.0004
5 0.478 1.019 0.4 0.0053

2.3.5 Transition Boiling

Transition boiling occurs between points B and C in Figure 2.5. Otherwise
known as partial film boiling, a vapour film or blanket forms on the surface due to rapid
bubble formation (see Figure 2.9) [16]. The thermal conductivity of the vapor is less than
that of the liquid and because of this the heat flux decreases with increasing excess

temperature [17]. Transition boiling is the least understood of all the boiling regimes [2].

Figure 2.9: Transition boiling [17]

2.3.6 Film Boiling
Film boiling arises when the saturation temperature is at a minimum at point C in
Figure 2.5. This is known as the Leidenfrost point. Here the surface is covered by a

vapour blanket where heat conduction occurs as can be seen in Figure 2.10.
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Figure 2.10: Film boiling [17]

The gas pressure from this vapour blanket prevents the rest of the water droplets
from touching the plate. This layer thus protects the droplets from heat, which allows
them to sit on top of the vapour layer for a while before it actually evaporates [32]. Heat
transfer in this mode is dominated by conduction and convection through this vapour
layer [20]. As the surface temperature increases radiation becomes the important form of
heat transfer and the heat flux increases.

2.3.7 Modes of Heat Transfer During Impingement

Figure 2.11 shows the different modes of heat transfer as they would occur with a
planar jet on a stationary heated plate. Single-phase forced convection occurs in the
stagnation region (Region I). As the liquid expands outwards symmetrically about the
center of the jet, nucleate and transition boiling occur (Regions II). In Region III, film
boiling occurs. In Region IV, due to surface tension effects, water agglomerates into
pools, where convection and radiation occur. Some areas remain unwetted in this region
and here radiation prevails. On the unwetted surface (region V in Figure 2.11),

convection and radiation take heat away from the dry portion of the plate.
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Figure 2.11: Heat transfer regimes for a stationary plate [2, 3, 7, 33, and 34]

2.3.8 Heat Transfer Within and Outside the Stagnation Region

Heat transfer in the stagnation region is the most widely researched topic in jet
impingement heat transfer. The heat flux is highest at the stagnation po}nt and the heat
transfer downstream decreases radially from the stagnation point [35] [36].

Hauksson [3] studied heat transfer starting at the stagnation region out to a radial
distance of 4 3/8 inches. Figure 2.12 shows his results of surface temperature varying
with time. As it can be seen, the surface temperature dropped dramatically at the

stagnation region. This cooling rate gradually decreased with increased radial distance

from the center.
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Figure 2.12: Surface temperature curves for SS316 steel at a water temperature of
30°C and 30L/min flow rate [3]

Wolf et. al [37] experimentally examined heat transfer in the stagnation region
with a planar jet. They found that the heat transfer coefficient is constant in the
stagnation region. Liu et. al [38] experimentally measured the heat transfer coefficient
for a circular jet at the ROTC facility. They found a maximum heat transfer coefficient
of 34 kW/(m? °C) in the stagnation region for an initial plate temperature of 900°C, 18.52
mm jet diameter, cooling water temperature of 28°C, and jet diameter of 30 mm, jet
velocity of 6.52 m/s, and nozzle to plate distance of 15 cm.

2.3.9 Visual Representation of Heat Transfer

Liu et. al [39] studied jet impingement heat transfer at the ROTC facility for a
circular jet. They video recorded the cooling process and saw that that the red hot steel
surface at a temperature of around 900°C began to darken immediately in the stagnation
region when the jet first hit the surface. Beyond the darkened region, the steel surface

was still bright red even though water flowed over these areas. They could clearly see
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vapour on the surface outside the darkened zone. They deduced that within the darkened
area that a continuous or discontinuous vapour film should have formed on the surface
initially for a very short time frame.

2.3.10 Wetting Zone

Kokado et. al [40] defines the wetting zone as the effective forced water cooling
region. In the non-wetting zone, the plate surface is exposed to a vapour film, which can
be assumed to correspond to the film boiling area. Wetting occurs immediately within
the stagnation region.

The rewetting temperature is otherwise known as the minimum film boiling
temperature. This is where the transition occurs from a film boiling regime to when the
liquid is in direct contact with a large portion of the surface [41]. Kokado et. al [40]
defined the rewetting temperature as:

T

wel

=1150-8*T

water (2.59)
This applies only to a water temperature beyond 68°C; other conditions this applies to are
not clearly stated.
2.4 Variables Affecting Jet Impingement Heat Transfer

Jet impingement heat transfer is difficult to predict because it depends on many
variables such as the effects of nozzle configuration, wall superheat, jet velocity, nozzle
diameter, subcooling, nozzle-to-surface spacing, surface variations, and jet angle. Other
research on intermittent jets, adding air bubbles to the jet, and moving plates and their
effects on jet impingement heat transfer will also be summarized. It should be noted that

since only trends are being examined, results pertaining to planar and circular jets will be

discussed interchangeably.
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2.4.1 Effect of Nozzle Configuration

Lee et. al [42] compared 3 different nozzle configurations and their effect on the
Nusselt number in the cooling of an axisymmetric jet. These are square-edged, standard-
édged, and sharp-edged orifices. They determined that sharp-edged nozzles provided the
most effective heat transfer at the stagnation point than the other configurations at a
Reynolds number of 30 000 as shown in Figure 2.13. The x-axis definition r/d stands for

the radial distance divided by the jet diameter. The stagnation point is at r/d=0.

280
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Figure 2.13: The effects of nozzle configuration at different locations [42]

Standard-edged was the second contender and square-edged was the least
effective. However, in the wall jet region, which is at r/d>2, standard-edged nozzles were

most prominent, then square-edged, and sharp-edged.
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2.4.2 Effect of Wall Superheat

As shown in Figure 2.5, the different modes of boiling heat transfer depend upon
wall superheat. In the stagnation region, as the wall superheat is increased, the nucleate
boiling heat flux increases. Many researchers [3, 6, 37, 43, and 44] support that heat
transfer in the fully developed nucleate boiling region is affected by wall superheat only
as discussed in Section 2.3.2.1.
2.4.3 Effect of Jet Velocity

Considerable research has been completed on the effects of jet velocity. Liu et. al
[39] examined the effects of jet velocity at the ROTC facility. Figure 2.14 shows their
graphical results for two different jet velocities. Test 10 in the figure had a jet
impingement velocity of 6.52 m/s and test 13 had a velocity of 4.63 m/s. Outside the
stagnation region, at a radial distance of 127 mm away from the center of the plate, they

found that the cooling rate increased as the jet velocity increased.

1000
{b) 127 mm away from centerof plate
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o
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Figure 2.14: Plate temperature cooling for jet velocities of 6.52 m/s (test 10) and 4.63
m/s (test 13) [39]

Filipovic et. al [41] examined the outcome of varying the flow velocities on the

spread of the rewetting front. As can be seen in Figure 2.15, increasing the flow velocity
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increased the advancement of the rewetting front. In the figure, the wetting front speed is

in mm/s. Jet velocities of 4, 3, and, 2 m/s were evaluated. Other researchers

[2, 36, 39, and 45] reported similar results.

Figure 2.15: The effects of jet velocity on the rewetting front [41]

Liu and Wang [46] examined heat transfer of a circular jet in the stagnation
region. The impinging velocity ranged from 1 to 3 m/s and liquid subcooling ranged
from 5°C to 80°C. At a subcooling of 25°C and jet diameter of 10 mm, Figure 2.16

shows the effects of jet velocity on heat flux. It is shown that with increasing velocity,

1 LB 1 | 4
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—— VT
g i I 1

ol 02 03 04 0s

x [m]

the critical heat flux and minimum heat flux increases along with increased heat transfer

in the transition and film boiling regimes.
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Figure 2.16: The effect of jet velocity on heat flux [46]

Ishigai et. al [47] studied the heat flux for a planar jet at an initial plate
temperature of 1000°C. Figure 2.17 shows the heat flux as a function of wall superheat
and jet velocity. For subcoolings of 15°C, the critical and minimum heat flux increased
as well as increased heat ﬂux with jet velocity in the transition and film boiling regimes.
At higher subcoolings, the heat transfer curve was shifted to the left and therefore, film
boiling did not occur. At higher subcoolings and jet velocity, a shoulder appeared in the

transition regime where the heat flux remained constant.
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Figure 2.17: The influence of jet velocity on heat flux [47]

Kumagai et. al [35] performed planar jet impingement experiments to measure the
transient heat flux as far as 56 jet widths from the stagnation region. As can be observed
in Figure 2.18, they determined that increasing the jet velocity increased the critical heat
flux. This was most pronounced in the stagnation region at L = 0 mm and the level of
influence of varying jet velocity decreased radially outwards. Monde et. al [48]
experimentally determined the effects of jet velocity for an upward facing circular jet.

They also determined that increasing the jet velocity increases the critical heat flux.
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Figure 2.18: The effect of jet velocity on the CHF [35]

Robidou et. al [44] experimentally ascertained the effects of jet velocity for a
planar jet on a copper plate. Heat flux was measured for jet velocities between 1.8 m/s
and 4.5 m/s and subcoolings from 40°C to 70°C. Like Kumagai et. al [35], they
discovered that the critical heat flux increased proportionally with jet velocity within the
stagnation region. They also found that in the transition boiling regime, the heat fluxes
shifted upwards with increasing jet velocity.

Figure 2.17 also shows that at lower subcoolings, that the film boiling heat flux
increased with jet velocity. Filipovic et. al [8] completed experiments for a planar jet in
the film boiling regime. They determined that within the stagnation region, the
convection heat transfer coefficient increased with proportionally with jet velocity. Wolf
et. al [37] studied single-phase convection heat transfer coefficient in the same region for
a planar jet . Like Filipovic et. al [8], they found that the heat transfer coefficient

increased proportionally with jet velocity within the stagnation region.
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2.4.4 Effect of Nozzle Diameter

Many experiments on jet impingement heat transfer were performed at the ROTC
facility [2, 3, and 38]. Their investigations concluded that in the stagnation region the
heat transfer coefficient, hence the heat flux, increases with increasing nozzle diameter.
This is because the size of the stagnation region depends upon the size of the jet. The
larger the jet, the larger the stagnation region is, which increases heat transfer. Womac
et. al. support these results [49].

Stevens and Webb [15] examined the effects of nozzle diameter on single-phase
convection heat transfer within the stagnation region. With nozzle diameters ranging
from 2.2 mm to 8.9 mm, they found that the stagnation region Nusselt number increased
with increasing nozzle diameter. An increase in Nusselt number indicates an increase in
heat transfer coefficient, which hence increases the heat flux.

2.4.5 Effect of Subcooling

Like jet velocity, the effects of subcooling on jet impingement heat transfer has
been studied substantially. Subcooling is defined as the liquid saturation temperature
minus the actual liquid temperature. Therefore, the lower the liquid temperature, the
higher the subcooling is.

Liu et. al [39] performed circular jet experiments at the ROTC facility. As shown
in Figure 2.19, the level of subcooling did not seem to affect heat transfer in the
stagnation region. Test 10 was at a water temperature of 13°C and test 11 was at a lower
subcooling, with a water temperature of 30°C. This applies to an initial steel plate

temperature of 900°C, jet diameter of 18.92 mm, nozzle to plate distance of 1500 mm,
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and jet velocity of 6.52 m/s. Earlier experiments performed by Liu et. al [38] at the same

facility found similar results.
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Figure 2.19: Surface temperature graphs at water temperatures of 13°C (test 10)
and 30°C (test 11) [39]

However, outside the impingement region, Liu et. al [39] (see Figure 2.19), and
Liu et. al [38] found that increasing the subcooling increases the heat flux. Other
researchers support these results [35, 40, and 47]. Kumagai et. al [35] and Robidou et. al
[44] added that the effects of subcooling on the heat flux was most pronounced within the
stagnation region and was less influenced as the jet expanded radially outwards. Like jet
velocity, varying the subcooling does not affect heat transfer in the fully developed
nucleate boiling regime.

Figure 2.20 shows the heat flux for a planar jet at subcoolings evaluated between
5°C to 55°C at a jet velocity of 2.1 m/s, which shows the proportional relationship

between subcooling and heat flux. As occurred in Figure 2.17, a shoulder appeared in the
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transition boiling regime in Figure 2.20 when the subcooling was 25°C and higher. As
the subcooling increased, the width of the shoulder expanded. It can also be seen that
with higher subcoolings, the boiling curve shifted to higher superheats. Additionally, at

subcoolings greater than 25°C, film boiling did not occur.
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Figure 2.20: The effect of subcooling on heat flux [47]

Ochi et. al [36] performed similar experiments as Ishigai et. al [47] with a circular
jét in the stagnation region. Their trends with subcooling closely resembled those in
Figure 2.20. Figure 2.20 also shows that the critical heat flux increased with increased

subcoolings. Other researchers [35, 36, 43, 44, and 48] also determined that the CHF

increases with increasing subcooling temperatures.
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Figure 2.20 also demonstrates that the minimum heat flux increases with
subcooling (at lower subcoolings). Ishigai et. al [47] provided the following correlation
for a planar jet, which reveals the influence of subcooling and jet velocity on the
minimum heat flux. As it can be seen, as the subcooling and jet velocity increases, the
minimum heat flux increases.

Goin = 5-4X10* 0997 - (1+0.527 - AT,,,,) (2.60)

2.4.6 Effect of Nozzle-to-Surface Spacing

Wolf et. al [6] reviewed papers on jet impingement and all the ones examined
reported that nozzle-to-plate spacings had little effect on the heat transfer within the
stagnation region. Only spacings less than 5 mm were examined.

However, Stevens and Webb [15] found contradictory results. At a Z/d;; range of
1.7 to 6.7, they found that there was a slight decrease in the Nusselt number for single-
phase forced convection within the stagnation region.

Robidou et. al [44], on the other hand, determined that the effect of increasing the
spacing increases the jet velocity due to gravitational acceleration. Hence as the distance
is increased, the velocity increases, and heat transfer increases correspondingly.
However, they interchangeably talked about free surface and immersed jets and did not
make it clear which conditions, such as type of jet, nozzle to plate spacings, subcoolings,
jet velocities, temperatures, etc. this applies to.

All the research above examined heat transfer at relatively small spacings and low
height to diameter ratios. Therefore, more research needs to be performed by at a larger
range of spacings, say up to 1.5 m, with higher Z/d;; ratios, say over 100, to determine

which is most accurate.
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2.4.7 Effect of Surface Variations

Variations in surface roughness and oxidation can alter the heat transfer in jet

impingement. Figure 2.21 provided by Chowdhury and Winterton [50], shows the heat

flux versus surface roughnesses ranging from 0.25 to 4.75 um. They found that

increasing the surface roughness provides better heat transfer in the stagnation region for

nucleate boiling at a given wall superheat [50]. Gabour and Lienhard [51] also support

these results. It can also be seen that surface roughness has little influence on heat

transfer in the transition boiling region.
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Figure 2.21: The effect of surface roughness on heat flux in the stagnation region

[50]

Like surface roughness, Pan et. al [52] reported that surface oxidation increases

the transition boiling heat flux. Therefore, while performing experiments, it is important

to ensure that the test surface is smooth and free from oxidation so results will not be

deviated. To do so, the plate needs to be cleaned before testing.
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2.4.8 Effect of Jet Angle

Recently, Tong [53] experimentally studied heat transfer of an oblique planar jet.

They evaluated the Nusselt number at inclination angles of 45°, 60°, 75°, and 90°, as

displayed in Figure 2.22.
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Figure 2.22: Inclination angles tested by Tong [53]

Figure 2.23 shows their results. X/W stands for the distance from the jet center
divided by the jet width. They discovered that the Nusselt number increased as the angle
decreased, where it was greatest at 45 degrees. It can also be seen in the figure that the
peak Nusselt number shifted further upstream from the stagnation point compared to the
perpendicular jet, where the Nusselt number was greatest at the center of the jet. These

results apply to a Reynolds number of 10,000 and a uniform jet.
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Figure 2.23: The effect of jet inclination angle on Nusselt number [53]

2.4.9 Effect of an Intermittent Jet

Zumbrunnen and Aziz [54] determined the convective heat transfer of a planar
intermittent jet, which can be regarded as a pulsating flow. They evaluated the Nusselt
number at intermittent frequencies ranging from 30 hz to 130 hz, a Reynolds number of
9,450, and Prandtl number of 5.6.

At these conditions, they found that at intermittent frequencies below 94 hz, local
Nusselt numbers were lower than that for a steady jet. However, at sufficiently high
frequencies above 94 hz resulted in Nusselt numbers greater than that for a steady jet. At
the highest frequency of 130 hz, Nusselt numbers exceeded values for a steady jet by two
times.

On the contrary at higher velocities, with a Reynolds number of 16,000 and
Prandtl number of 5.8, the Nusselt number in the stagnation region was lower with

respect to a steady jet. They did not provide a clear explanation as to why this occurred.
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Clearly, more research in this area needs to be performed to determine in which
conditions using an intermittent jet could increase heat transfer.
2.4.10 Effect of Adding Air Bubbles to the Jet

Hall et. al [55] observed the heat transfer of a two-phase (water-air) jet.
Compressed air is supplied to the nozzle. They evaluated the stagnation heat flux at void
fractions ranging from 0 (single-phase liquid jet) to 0.3, constant jet velocity of 3 m/s,

and subcooling of 75°C. The void fraction o is defined as the ratio of the volumetric flow

rates of the air and water:

a= ————Q"”' (2.61)
Qair + Qwater

Where Q standards for the volumetric flow rate. They provided Figure 2.24 to
demonstrate the change in heat flux with respect to the void fraction a. In the single
phase convection boiling regime, the heat flux increased with increasing void fraction.
However, varying the void fraction had no effects on critical heat flux and the heat flux in

the nucleate boiling regime.
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Figure 2.24: The effect of adding air bubbles to a water jet on heat flux [55]

One downfall of adding air bubbles to the jet is the water pumping power has to
be increased to maintain the same liquid flow rate. However, alternate methods of bubble
injection, such as extending capillary tubes into the jet at the nozzle jet, could be used.
2.5 Water Jet Irﬂpingement on a Moving Plate

The hydrodynamics and heat transfer are different for jet impingement if the plate
were moving. In Figure 2.11, if the plate moves to the right, viscous forces close to the
plate’s surface increase the jet velocity to the right of the stagnation point (downstream).
The opposite occurs upstream to the left of the stagnation point and the flow is decreased
due to the plate motion [56]. Compared to a stationary plate, on the downstream side to
the right of the stagnation zone, the vapour layer in regions III and IV would be stretched

by the plate motion and the thickness would decrease. On the contrary, to the left of the
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stagnation region on the upstream side, the vapour layer (in III and IV) would thicken
because it is pulled toward the stagnation region by the movement of the plate [34].

Therefore, compared to stationary plates, in general, various researchers
[4,5, 34, 56,57, 58, 59, 60, 61, and 62] speculate that increasing the plate motion
promotes heat transfer on the downstream side due to the decreased vapour layer. This is
especially so when the plate motion exceeds the jet velocity [5 and 34]. On the
upstream side, heat transfer is reduced as a result of the thickened vapour layer.

All research so far has focused on the right side of the stagnation point if the plate
is moving to the right (downstream side) in Figure 2.11. This is so because it is easier to
study in detail. In the upstream direction, the fluid is entrained by the plate motion,
making it much more difficult to perform an analysis. The experimental research
reviewed had relatively slow plate speeds ranging from 0.008-0.83 m/s at values lower
than the jet velocity [7, 60, and 63]. In an actual steel mill, the average plate speed is 10
m/s. Thus the speeds analyzed do not accurately represent what would actually happen in
steel mill conditions. Consequently, their results would not correctly predict heat transfer

with a moving plate in a mill.
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3. Experimental Apparatus and Procedure

Hauksson (2001) [3] and Meng (2002) [2] performed experiments on jet
impingement heat transfer at the ROTC (run out table cooling) facility of the Advanced
Materials Process Engineering Laboratories (AMPEL) in the Brimacombe building at the
University of British Columbia. The boiling heat transfer of cooling a hot stationary steel
plate with one downward facing circular water jet was analyzed. Various water
temperatures ranging from 30°C to 95°C and flow rates ranging from 15 1/min to 45 1/min
were used to determine the variation in their effects.

This thesis takes their experimental heat flux results and compares them with
correlations provided by other researchers within the single-phase forced convection,
nucleate boiling, two-phase forced convection, and CHF regimes. Here the apparatus and
experimental procedure used will be discussed.

3.1 ROTC Facility Apparatus

The apparatus consists of an industrial scale run out cooling table that simulates
cooling conditions which occur in an actual steel mill. A basic layout of the facility is
depicted in Figure 3.1. An electric heating 22” wide by 50.5” long by 28” deep furnace
(20 kW, 208 V, 3 phase, 92 amps) is used to heat up the steel plate. It is equipped with a
nitrogen gas-filled pocket which was 19” x 48” x 5”. This pocket allows the specimen to

be heated in an inert nitrogen environment to help prevent oxidation.

50



Experimental Apparatus and Procedure

.Upper tank
e
_‘2:::: .
\Heater
/On'ﬁce
( ot
é %- é deeoCanera

Pressure gage Nozzve

éirmoccuple wives : ) )

e
' Lower tank

Figure 3.1: ROTC facility apparatus
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A containment water tank (1.5 x 1.5 x 1 m) on the floor beneath the plate, which
has an 8 kW heater, collects and heats the water used during each test. A float switch
operated pump pushes the water up a 6.5 m high tower to the overhead primary water
tank (1.5 x 1.5 x 1 m) that can hold up to 1350 litres of water. The water in the overhead
tank contains a 30 kW heater to heat the water up to 95°C.

A header below the upper tank holds three circular water jets with spacings
adjustable between 50 to 90 mm. This header can be placed 0.6 to 2 m above the plate. A

valve below the header controls the water flow rate. An S-shaped tube connected (not
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shown in the diagram) to the piping diverts the cooling water away from the plate until
fully developed uniform flow develops, where it is then removed and the test begins.
3.2 Test Sample

Experiments performed at water temperatures up to and including 50°C used a
steel plate with dimensions of 280 x 280 x 10 mm. For water temperatures ranging from
60°C to 95°C, a 280 x 280 x 7.6 mm plate was used.
3.2.1 Chemical Composition

Experiments performed at water temperatures up to 50°C used SS316 and DQSK
(Drawing Quality Special Killed) carbon steel plates in the as-rolled condition.
Experiments ranging from 60°C to 95°C used DQSK plates. The chemical compositions

of these materials are shown in Table 3.1.
Table 3.1: Chemical composition of the steel alloys used in weight %

Alloy C Mh P S Si Al Cr Ni Mo N
DQSK 0.06 0.24 0.005 0.011 0.006 0.041 0.0035
68316 0.06 1.86 192 113 267

For the analyses for this thesis, only data from DQSK steel plates was examined
3.2.2 Thermo-physical Properties

The properties of AISI 1008 steel were used to represent the DQSK steel. Linear
regression was used to get the following correlation for the thermal conductivity of AISI
1008 steel:

k, =60.571-0.03849-T,

surf

W / (m °C)
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Other properties for AISI 1008 steel are:
Density: ps = 7,800 kg / m’
Specific heat: Cps =470 J / (kg °C)
The properties for SS316 used in the data processing are:

k, =10.717+0.014955-T,, for Teus < 780 °C
k, =12.076 +0.013273-T,,, for 780 < Tyur < 1,672 °C

ps = 7,865 kg / m’
Cps =460/ (kg °C)
3.3 Thermocouples

Type K chromel-alumel thermocouples (Omega 304-K-Mo-1.5 mm) were used to
measure the temperature of the inside and surface of the steel plate during the tests. They
can tolerate temperatures up to 1250°C, which is within the range of the temperatures
occurring during the analysis.

Due to their faster response, intrinsic thermocouples were used for all of the
experiments. This is where t_he leads are welded to the plate surface very close together,
but not touching. However, the thermocouple leads protrude out of the plate. They can
in turn act as fins that conduct heat. This reduces the temperature at the base of the
thermocouple where it is connected to the plate. Some researchers have examined the
effects of this thermocouple conduction error. A literature review describing their

findings is available in Appendix A.
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3.3.1 Thermocouple Installation

8 thermocouple pairs were attached to the plate. Each pair consisted of a surface
thermocouple and an internal thermocouple attached within the plate. Figure 3.2 shows
the setup of the paired thermocouples. They were placed 1/8” apart. If the wires come
into contact with each other or the plate, a premature connection occurs and gives an
inaccurate measurement. To prevent this, alumina insulation encompassed the wires.
Having thermocouples placed at varying depths allows the temperature gradient through

the plate to be calculated which in turn was used to calculate the heat flux.

Insulator Plate

Thermocouples )

3

Figure 3.2: Thermocouple pair installation

Each of the pairs were distributed at locations starting at the center of the plate to
radial distances distributed 5/8” increments apart. They were staggered to compensate for
small flow disturbances that could occur if they are not installed precisely or if they move
during the test. Figure 3.3 shows the thermocouple layout used for water temperatures up

to 50°C. The’r’ variable signifies the radial distance from the center in inches.
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Figure 3.3: Thermocouple layout at water temperatures up to S0°C

For experiments consisting of water temperatures of 60°C to 95°C, the same
radial increments were used with a slightly different layout, as shown in Figure 3.4. The

‘r’ values represent the radial distances in mm.

55



Experimental Apparatus and Procedure
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Figure 3.4: Thermocouple layout at water temperatures of 60°C to 95°C

The locations of the thermocouples in radial distance from the center of the plate are

listed in Table 3.2.

Table 3.2: Thermocouple Locations

Location| r r
1 0 0
2 5/8" | 159 mm
3 11/4"| 31.8 mm
4 17/8"| 47.6 mm
5 21/2"} 63.5mm
6 31/8"| 79.4 mm
7 33/4"| 95.3 mm
8 43/8" 111.1 mm

The thermocouples were connected to a data acquisition system via a steel pipe

attached to the bottom of the plate, converting the resistance between the wires to a
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voltage that represents the temperature read. The pipe is also used as a handle allowing
greater ease in moving the specimen to and from the furnace. Figure 3.5 shows a

schematic view of the plate with the thermocouples.

Plate

Insulation

| sielpipe h J J J J =
x = =
/ Angle sté/el/

Thermocouple wires

b

Figure 3.5: Schematic view of test plate setup

3.4 Experimental Procedure

One 19 mm diameter nozzle was used for cooling. After the apparatus and
thermocouples were set up, the test was performed. It took approximately 3 hours to heat
the steel plate up to 900°C in a nitrogen gas environment to prevent oxidation. The plate
was heated to a temperature above the preferred test temperature because it cooled down
while it was being positioned directly under the nozzle.

It took approximately 10-15 seconds to take the specimen out of the surface and
position it correctly beneath the jet. Radiation and convection occurred during this
process, cooling the plate slightly. However, this cooling was relatively slow when
compared to the conductive heat transfer that would occur during the actual test. For that
reason, it was unnecessary to consider heat losses before jet impingement.

Just before the water was turned on, the plate was cleaned with methanol to
minimize the effects of surface impurities. Then the water flow valve was opened. At
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first, the S shaped pipe diverted the water away from the plate until fully developed flow
was initiated, where it was then removed. Data recordings, which began when the plate
was removed from the furnace, were stopped when the plate cooled to the initial water

temperature. A video camera was used to record the entire test.
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4. Test Conditions, Selection, and Observations

This section presents the experimental conditions of the experiments. As well,
there is always the possibility of experimental error. All data from the tests was analyzed
and it was determined which tests should be excluded from all the analyses due to
experimental error. Additionally observations made of the experimental data will be
presented. Other observations presented by Hauksson [3] and Meng [2], who performed
the experiments, are contained in Appendix B.
4.1 Experimental Conditions

Experiments were performed at the ROTC facility at water temperatures of 30°C,
40°C, 50°C, 60°C, 70°C, 80°C and 95°C. Flow rates of 15 l/min, 30 I/min, and 45 l/min,
were tested at each of the water temperatures. This paper compares various correlations
with this data within the stagnation region. Only those experiments for a DQSK steel
plate will be considered. All tests were performed at an initial plate temperature of
900°C. Jet velocities, jet diameters, saturation temperature, and pressure depend upon the
flow rate used.

Table 4.1 summarizes the tests performed and their corresponding conditions.
Each test name is coded in a manner that indicates the researcher that performed the
experiment, and the water temperature and flow rate used. The first letter signifies the
researcher. An ‘M’ signifies Meng and an ‘H’ signifies Hauksson. The next two
numbers signify the water temperature. The last two numbers signify the flow rate. For
instance test ‘H3015” indicates Hausson performed this experiment at a water

temperature of 30°C and flow rate of 15 I/min. Or ‘M6045” indicates that Meng
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performed the test at a water temperature of 60°C and a flow rate of 45 I/min and so
forth.
4.2 Calculating the Heat Flux

Temperature readings from each thermocouples pair (surface and internal), as
desrcribed in Section 3.3.1, were used to calculate the temperature gradient through the
plate. By knowing the temperatures at the surface and within the plate, Taylor’s second
order expansion was used to determine the temperature gradient (dT/dx) as:

dT - 3.7—;144 _4.T2 +T‘3
dx 2 Ax

@.1)

Where T, and T3 denote the calculated depths inside the plate at Ax and 2Ax respectively.

T, and T3 were calculated using the Crank-Nicolson finite difference method:

)+ LA (s o aT) (@2)

n+l n-1

S+ s a- Al s s s
T = (rs, -2-17 + 12,

Where s and s+1 signify the successive timesteps, t is the time increment and n is the

space index and:

o =—0 (4.3)

Once the gradient was known, then the heat flux was evaluated by:

ar

lI:k
q s e

(4.4)

The thermal conductivity, ks is a function of the plate surface temperature, as provided in
Section 3.2.2. The data was then filtered to reduce the effects of temperature fluctuations

that occurred during the experiments most likely due to water splashing on the plate.
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4.3 Selecting the Tests to use for the Analyses

The heat flux data was graphed in different ways to help determine which tests
should be excluded from the analyses due to experimental error. One cause of
experimental error can be due to slight variations in the way the different tests were
performed. This can be variation due to thermocouple setup, for instance. There could
have been slight variations as to where the thermocouples were placed for each test. This
can in turn affect the temperatures read and hence cause a variation in heat flux.

There could also have been variations between tests of the initial plate
temperature. An initial plate temperature of 900°C was the goal. In reality, this
temperature may not have been exactly the same between the tests. The plate cools when
it leaves the furnace. It was purposely heated above 900°C to allow for the cooling that
resulted until the plate was set into place and the experiment was started. However, this
time frame may have been slightly different between the tests and therefore the initial
plate temperature may have varied.

There could also have been fluctuations of the flow rates. Ideally, constant flow
rates were desired. However, in a real world, precisely steady state conditions are hard to
achieve and there can be fluctuations with time. This would in turn affect the jet velocity
and jet diameter, which affects the heat flux (see Sections 2.4.3 and 2.4.4).

There was also the possibility of oxidation of the plate. The plate was heated in a
nitrogen environment to help reduce this. However, there is still the possibility of oxides
forming, which affect the heat transfer (see Section 2.4.7 and Appendix B.2.4). Some

tests may have contained oxides on the plate while others did not. Furthermore, the
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oxidation could occur on different parts of the plate. This can easily result in variations
of heat flux across the tests.

There could also have been errors due to thermocouple failure. Thermocouples
are sensitive devices and small diameters of around 1.5 mm were used. The forces from
the flow of the water can damage thermocouples of this small size. The flow disturbance
of the thermocouple can also cause heat transfer due to convection, which can lower the
temperature of the thermocouple at the location it is to be read. This can result in lower
temperature readings than what actually occurred, which directly affect the heat flux.

There is also the possibility of thermocouple conduction error. Intrinsic
thermocouples were used in all test series, which protrude out of the plate (see Section
3.3). These wires can act as fins where conductive heat transfer can occur. Heat can
conduct from the plate into the thermocouple wires. This can reduce the temperature of
the thermcouple at its base, where the plate temperature is being read. Therefore, lower
thermocouple readings can result, which in turn vary the heat flux. More information on
thermocouples and this conduction error is contained in Appendix A.

To find the tests that resulted in experimental error, the data for all the tests within
the stagnation region was graphed. Any tests that contained results which deviated from
the general trend of the data were excluded from the analyses. Figure 4.1 shows the
stagnation region heat flux at 15 1/min at water temperatures of 40°C, 50°C, 60°C, and
80°C. It can be seen that the heat flux for test H4015 contained experimental errors at
wall superheats ranging from 50°C to 110°C. The heat flux for test M6015 rose

drastically at wall superheats greater then 400°C, which does not follow the generalized
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trend of the other experiments. Therefore, tests H4015 and M6015 were excluded from

the analyses.
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Figure 4.1: Experimental heat flux at 15 I/min

Figure 4.2 shows the stagnation region heat flux at 30 I/min at water temperatures
of 30°C, 50°C, 60°C, and 95°C. Looking at the figure, it can be seen that the heat flux for
test H3030 contained experimental error. At wall superheats below 100°C, there was a
large spike in the heat flux. Additionally, the heat flux for test M6030 at a wall superheat
of around 100°C was lower than those for the other water temperatures, most likely due
to experimental error. Also for test M6030, the heat flux rose drastically just above a
wall superheat of 520°C. Therefore, it was ascertained that test H3030 and M6030 be

excluded from the analyses.
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Figure 4.2: Experimental heat flux at 30 I/min

The heat flux was also graphed within the single-phase regime at 30 1/min to look

for more experimental errors. Figure 4.3 shows the results. Looking at the graph, it can

be seen that the heat flux for tests M7030 and M8030 did not follow the same trend as the

other data did due to experimental error. Therefore, these tests were excluded from the

analyses.
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Figure 4.3: Single-phase forced convection heat flux at 30 /min
Figure 4.4 shows the heat flux at different water temperatures at 45 I/min. For
test M8045, the heat flux did not follow the same trend as the other experiments. It can
be seen that at a wall superheat of 100°C, that the heat flux was lower than the other tests

due to experimental error. Therefore, this particular test was excluded from the analyses.
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Figure 4.4: Experimental heat flux at 45 I/min

Figure 4.5 shows the single-phase forced convection heat flux at 45 1/min.
Looking at the graph, the heat flux for tests H5045 and M6045 did not follow the same

trend as the other tests and thus were excluded from the analyses.
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Figure 4.5: Single-phase forced convection heat flux at 45 I/min

Table 4.2 summarizes the tests selected to compare with all the correlations,

which are indicated with a ‘yes’.

Table 4.2: Summary of tests chosen to compare with the correlations

Water Temperature

Flow Rate| 30°C | 40°C| 50°C | 60°C | 70°C | 80°C | 95°C
15 Vmin | yes yes yes | yes | yes
30 I/min yes | yes yes
45 Vmin | yes | yes yes yes

4.4 Experimental Data Observations
This section defines where the regimes are located. Observations made on the
experimental data while performing the analyses within the single-phase forced

convection and CHF regimes are also provided. Additionally, the duration of time that
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each regime occurred for will be estimated. All observations apply to the stagnation
region only.
4.4.1 Boiling Regimes Defined

Figure 4.6 defines the boiling regimes for test H5030. Single-phase forced
convection occurs when the wall superheat is less than zero. Nucleate boiling occurs
between a wall superheat greater than zero up to the CHF. After this, transition boiling
occurs. For all tests it was found that film boiling did not occur due to high enough
cooling rates which would instantaneously cool the plate to surface temperatures below
which film boiling would occur. These regimes were defined in a similar manner for all
the other tests when performing the analyses.
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Figure 4.6: Boiling regimes for test H5030
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4.4.2 Single-phase Forced Convection Region

While comparing the experimental data with the correlations, there were
observations made in the single-phase forced convection regime. Looking at Figure 4.7,
it can be seen that the heat flux decreased with increasing water temperature in the

stagnation region at a flow rate of 15 1/min.
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Figure 4.7: Single-phase forced convection heat flux at 15 I/'min

Similar trends were observed at the other flow rates. This makes sense, considering
higher water temperatures permit less heat to be extracted from the plate during cooling.
4.4.3 CHF Region

The CHF for the experimental data was determined by taking the maximum heat
flux just after the nucleate boiling regime. Figure 4.8 shows the stagnation region heat

flux for test H4030. The circled area shows the region where the CHF was taken as,
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which is 1.69x10” W/m?. Matlab was used to determining the maximum heat flux within

this region. A similar method was used in determining the CHF for all the other tests.
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Figure 4.8: Determining the CHF for test H4030

Table 4.3 shows the experimental CHF determined. It can be seen that the CHF
ranged from 3.66x10° to 2.14x10” W/m?>. F igure 4.9 shows the graphical results across
the different water temperatures. It can be seen that the CHF decreases with increasing
water temperature at all the flow rates evaluated. It can also be observed that the CHF
did not vary significantly across the different flow rates. This most likely occurred
because the variation in jet impingement velocity was 5 m/s to 6 m/s, which is not a

significant difference.
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Table 4.3: Experimental data CHF

Water Temperature (°C)

Figure 4.9: Experimental data CHF

CHF (W/m”"2) (at indicated water temperature)

Flow Rate] 30°C 40°C 50°C 60°C 70°C 80°C 95°C
15 Vmin | 2.14E+07 : 2.04E+07 : 1.11E+07 | 1.11E+07 | 3.66E+06
30 /min : 1.69E+07 | 1.81E+07 : : 8.87E+06
45 Vmin | 2.04E+07 | 2.00E+07 : 1.10E+07 5.12E+06

7
x 10
22( I T T ) T i
1= —&— 15 lfmin
2 TR - ©- 301min []
18l #A} -—+- 45 |/min
& N
16}
. 14r
i=
= 12+
=S
w 1r
T
© o8}
06+F
04r
02r g
O I i 1 1 1 L
30 40 50 60 70 80 g0

Table 4.4 shows the wall superheat that the CHF occurred at for all the tests, with

Figure 4.10 showing the graphical results. It can be seen that the wall superheat the CHF

occurred at shifted to lower values as the water temperature increased.
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Table 4.4: Wall superheat CHF occurred at

Wall Superheat CHF Occurred at (°C) (at indicated water temperature)
Flow Rate] 30°C 40°C 50°C 60°C 70°C 80°C 95°C
15 Vmin 296 : 229 : 149 108 71
30 V/min : 202 381 : : : 197
45 Vmin 428 451 : 282 : 116
500 T T T T T I
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Figure 4.10: Wall superheat CHF occurred at
4.4.4 Time Interval for the Boiling Regimes
The time interval for each boiling regime of the experimental data was calculated.
Data was analyzed for tests H3015, H3045, M9515, and M9545. To do so, first each
regime was defined by the wall superheats. Then the time plotted against the wall

superheat allowed for the time interval of each regime to be calculated.
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4.4.4.1 Defining the Boiling Regimes

Each regime was defined by determining the wall superheat where each regime
commenced and finished at. Figure 4.11 shows the different regimes defined for test
H3045. Single-phase forced convection occurred at wall superheats less than 0°C.
Nucleate boiling occurred between a wall superheat of 0°C up to 428°C. Transition
boiling occurred at wall superheats greater than 428°C, where the CHF occurred (see
Table 4.4). Film boiling did not occur. The regimes for test H3015 were determined
using the same method as that for this test.
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Figure 4.11: Regimes defined for test H3045

The boiling curve looked different at a water temperature of 95°C. The heat flux
for test M9545 is shown in Figure 4.12. Single-phase forced convection occurred at wall

superheats less than 0°C. From 0°C up to the CHF at a wall superheat of 116°C (see
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Table 4.4), nucleate boiling occurred. Transition boiling occurred at wall superheats
above which the CHF occurred. Like all the other tests, film boiling did not occur. The

regimes for test M9515 were determined in the same manner as used this test.
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Figure 4.12: Regimes defined for test M9545

The wall superheat ranges for each boiling regime for the tests evaluated are

summarized in Table 4.5.
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Table 4.5: Wall superheat ranges for the regimes

Wall Superheat Range
Single-Phase Nucleate . Film
Forced - Transition -
Test . Boiling - . Boiling
Convection . Boiling Regime .
. Regime Regime
Regime
H3015 <0°C 0°C to 296°C >296°C N/a
H3045 <0°C 0°C to 428°C >428°C N/a
M9I515 <0°C 0°Cto 71°C >71°C N/a
M9545 <0°C 0°Cto 116°C >116°C N/a

4.4.4.2 Calculating the Regime Time Interval

In order to calculate the time interval of each boiling regime, the wall superheat
was plotted against the time frame of the test. By knowing the range of wall superheats
defined for each regime shown in Table 4.5, the time occurring for each boiling regime
can be calculated. Looking at Figure 4.11 for test H3045, transition boiling occurs at the
highest wall superheats. Therefore, thinking in terms of time, at the beginning of the test,
transition boiling would occur first because it occurs at higher wall superheats or higher
surface temperatures. Since the plate is being cooled, it would begin at higher surface
temperatures.

Figure 4.13 shows the transition boiling regime time interval for test H3045.
Looking at the figure and Table 4.5, transition boiling occurred at wall superheats greater
than 428°C. Drawing a line across this wall superheat to the data, this occurred at a time

of 0.08 seconds after the test began, shown in Figure 4.13.
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Figure 4.13: Time interval for transition boiling regime for test H3045

After transition boiling, nucleate boiling occurred between a wall superheat range
of 0°C to 428°C (see Table 4.5). In Figure 4.14, nucleate boiling ends when the wall
superheat equals 0°C. Drawing a line across to the data, this occurred 3.93 seconds after
the test began. The time interval for nucleate boiling was calculated by subtracting the
time where transition boiling ended from the time nucleate boiling ended (3.93 — 0.08) to
give 3.85 seconds.

Single-phase forced convection occurred last, beginning when the wall superheat
is less than 0°C, or 3.93 seconds after the test began. It ended after 57 seconds from
when the test began. The time interval was calculated by subtracting the time when
single-phase forced convection began to the end of the test (57-3.03) to give 53.07

seconds (see Figure 4.15).
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Figure 4.14: Time interval for nucleate boiling regime for test H3045
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Figure 4.15: Time interval for single-phase forced convection regime for test H3045
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The time intervals for the boiling regimes was calculated using the same technique for
tests H3015, M9515, and M9545.
4.4.4.3 Summary of Results

Table 4.6 summarizes the boiling regime time intervals and their percent of the
total time for tests H3015, H3045, M9515, and M9545. At a water temperature of 30°C,
the single-phase forced convection regime dominated for over 90% of the total time for
the test, followed by approximately 7% for nucleate boiling and less than 1% for
transition boiling.

At a water temperature of 95°C, the percent of the total time for the test for
transition boiling increased considerably compared to those tests at a water temperature
of 30°C. Single-phase forced convection occurred for the second longest, then transiation
boiling, and then nucleate boiling. At both water temperatures, the percent of the total
time for nucleate boiling remained relatively consistent between 5-11%. This makes
sense, considering earlier it was determined that nucleate boiling depends upon wall

superheat and not the water temperature (see Section 2.4.2).

Table 4.6: Time intervals for each boiling regime and percent of total cooling time

Single-phase

Nucleate Transition Film
forced boilin boilin boilin
convection g & &
0 0 0 [1)
T(.)tal Time % of Time % of Time 7o of Time % of
Test Time ©) total © total © total © total
(s) time time time time

H3015 | 57 }52.31]91.77%) 4.27 | 7.49% | 0.42 | 0.74% | N/a | N/a
H3045 | 57 }53.07193.11%] 3.85 | 6.75% ] 0.08 | 0.14% | N/a | N/a
M9515 | 92.73]17.04 | 18.38%] 9.85 |10.62%]65.84| 71% | N/a | N/a
M9545 | 183 |93.85]|51.28%] 10.17| 5.56% | 78.9843.16%] N/a | N/a
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From Table 4.6, there was a considerable increase in percent duration from a
water temperature of 30°C to 95°C for the transition boiling regime. At lower water
temperatures the plate cools more quickly, which minimizes the amount of time the plate
remains at higher temperatures, which is where transition boiling occurs at. On the
contrary, at a higher water temperature of 95°C, the plate cools at a slower rate, which
increases the amount of time the plate temperature can be in the transition boiling regime
(at higher plate temperatures) when compared to a water temperature of 30°C.

This report thesis not examine correlations within the transition and film boiling
regimes. After these observations, it can be concluded that film boiling does not occur
for jet impingement boiling under all the test conditions. Therefore, it is not a high
priority to evaluate heat transfer in this regime. However, after observing the percent
duration increase for the transition boiling regime from lower to higher water
temperatures, it is recommended that further research is required to investigate heat

transfer within this regime.
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5. Single-phase Forced Convection Analysis and Results

This section presents the analysis and results for the single-phase forced
convection equations. The single-phase forced convection regime occurs when wall
superheats are less than or equal to 0°C. There are three goals for the single-phase forced
convection analysis. The first two are to determine the effects of water temperature (or
subcooling) and flow rate (or jet velocity) on the single-phase forced convection
correlations. The effects of water temperature and jet velocity for the equations will be
also be analyzed.

In addition, correlations provided by other researchers will be compared with the
experimental data at the particular tests chosen, which were summarized in Table 4.2.
The correlations provided earlier in Section 2.3.1 were inputted into Matlab and graphed
against the experimental data to see how well they matched. The correlations used and
descriptions on how well they fit with the data will be presented for the single-phase
forced convection region. Their relationships with the variation in jet flow rate and water
temperature will also be discussed.

5.1 Summary of Correlations Used

The seven single-phase forced equations presented in Section 2.3.1.1 are
summarized in Table 5.1. Each equation was calculated at varying jet flow rates and
water temperatures selected as shown in Table 4.2 and compared with the experimental

data.
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Table 5.1: Single-phase forced convection equations presented by other researchers

Presented by

Correlation(s)

Applicable Conditions

Martin
(1977) [11]

Nu,=C,-C,-Re,-Pr** (2.82)

d,
1-1.1.—~
df

(2.8b)

p
1

r 140.1(Z/d, -6)-d, /r
C, =2-Re®-(1+0.005-Re"* )" (2.8¢)

2,000< Rej< 400,000
2.5<1/d;< 7.5
2< Z/di< 12

Barsanti et. al
(1989) [12]

Nu, =0.0136-Re’™ . Pr*? (29)

326 <Pr<6.04
53,025 <Re; < 210,709
10< d;i< 20 mm
13°C< Tyaer < 40°C

(1991) [14]

Nu, =0.797-Re%’-Pr'"” (2.11b)

Faggiani and _ 08 o4 Zid; =5
Grassi Nu, =0.025-Re ;- Pr™* (2.10) Re > 77,000
(1990) [13] 0.5< Pr< 50
_ 05 04 - use (2.11a) when
Liu et al. Nuj; =0.715-Re 7 Pr™* (2.11a) 0.15< Pr< 3

- use (2.11b) when
Pr>3

Wang
(1989) [15]

Nu, =0.717-Re}’-Pr* (2.12)

0.5< Pr< 50

Stevens and
Webb
(1991) [15]

-0.11

Nu, = 1.51-Re?‘44-Pr°'4-£;{Z;~ (2.13)

J

22<d< 8.9 mm
0.56< 7/d;< 18.5

Stevens and
Webb
(1991) [15]

—0.0336 -0.237
vV,
Nu, =2.67-Re™-prot| 2| @
d d

J

22<d;< 8.9 mm
0.56< 7/d;< 18.5

5.2 Determining the Single-phase Forced Convection Heat Flux

The heat flux for each equation was determined by calculating the Nusselt number

from the equations in Table 5.1. For correlations 2.9, 2.10, 2.11, and 2.12, the Reynold’s

number was calculated using Equation 2.7 at jet impingement. The heat transfer

coefficient was then determined by rearranging Equation 2.6 at jet impingement:

(5.1)

However, correlations 2.8, 2.13 and 2.14 were specified to be calculated at nozzle

exit. It can be seen in Table 5.1 that each of these equations had specified nozzle height
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to nozzle diameter ratios (Z/d;). On the contrary, the experiments were performed at a
7/d; of 78.9, which is considerably higher than the ratios specified for each of these
correlations. Therefore, a corrected nozzle height, nozzle jet velocity, and nozzle
diameter had to be determined for these equations to allow the parameters to be within
the specified conditions.

Martin [11] for Equation 2.8 specified a range for the nozzle height to diameter
ratio of 2<Z/dj<12. For the analysis, a corrected nozzle height, jet diameter at nozzle
exit, and nozzle diameter had to be determined in order for the ratio would be within the
specified range. Martin also provided a specified a range of 2.5< r/dj< 7.5. Therefore the
ratio of the radial distance from the center to the corrected nozzle diameter also had to be
within these values.

For convention, a Zy/djcr ratio of 4.31 was chosen. The corresponding corrected
parameters were determined by trial and error by arbitrarily selecting a nozzle height and
until the desired Zo/djcor ratio of 4.31 and range of 2.5 < r/djcor< 7.5 was accomplished.
After selecting a nozzle height, the corrected jet velocity at the nozzle was calculated by

rearranging Equation 2.1:

vjcor = \/ij'i - 2 : g ' Zcor (52)
The corresponding nozzle diameter was calculated by rearranging Equation 2.2:

Vj,-

d

= df,- . (5.3)

Jcor
vjcor
Table 5.2 shows the corresponding corrected nozzle height, nozzle diameter, and
nozzle jet velocity at this ratio for each of the different flow rates. The r/djc, ratio was

also determined to ensure it was within the specified range. The radial distance at
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thermocouple location 3 was chosen to achieve the desired 1/d;c ratio. This means that

Equation 2.8 was calculated at thermocouple 3 (31.8 mm from the center). As it can be

seen, the differences between the corrected nozzle diameter and jet velocities and those at

jet impingement are very small.

Table 5.2: Corrected Parameters for Equation 2.8

Flow Zcor Vii Vjcor B djcor . '
rate (m) (m/s) | (m/s) d;; (m) (m) Zeoldior | R(m) | r/djc,
l/rlnsin 0.0329 5.5 5.44 | 0.0076 | 0.0076 431 0.03175 | 4.16
l/fnoin 0.0460 5.7 5.62 | 0.0106 | 0.0107 431 0.03175 | 2.97

45. 0.0547 6.0 591 | 0.0126 | 0.0127 431 0.03175 1 2.50
1/min

Equations 2.13 and 2.14 specified a range of 2.2 <d;<8.9 mm and

0.56< Z/d;<18.5 be used. For convection, a Zco/djcor value of 18 was chosen. Table 5.3

shows the corresponding parameters at the corrected nozzle height for Equations 2.13 and

2.14. These values were determined using the same technique as that used for

Equation 2.8.

Table 5.3: Corrected Parameters for Equations 2.13 and 2.14

Flow Zor Viji Vijcor dji (m) djcor Zcor/djcor
rate (m) (m/s) | (m/s) (m)
15 I/min 0.14 5.5 5.24 | 0.0076 | 0.0078 18
30 /min | 0.197 5.7 5.35 1 0.0106 | 0.0109 18
45 1/min | 0.235 6 5.60 | 0.0126 | 0.0130 18

The heat transfer coefficients for Equations 2.8, 2.13, and 2.14 were calculated by:

Nu. -k

h=—

i

Jeor

(5.4)
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And the Reynold’s numbers were calculated by:

v, .d.
Rej — pf Jeor Jeor (55)
Hy

For all of the correlations, all water properties used were at the film temperature where:

];lll‘ + TWH er
T = o + L) (5.6)
2
The heat flux was then determined by:
q" = il— : (Tsurf - Twater ) (57)

However, by looking at the equations in Table 5.1, Equations 2.9 and 2.10 were in
terms of the average Nusselt number. The other equations were for the local Nusselt
number. The heat flux calculation requires the average heat transfer coefficient be used.

From Incropera and DeWitt [17], the average heat transfer coefficient can be calculated

by:
Rl [n-a4 (5.8)
A A
Where:
A=m-r? (5.9)
And:
dA=2-w-r-dr (5.10)

Therefore the average heat transfer coefficient becomes:

1

h=—y
T-r

fn-2emor-dr (5.11)

However, it can be seen by looking at the equations involving the local Nusselt

number in Table 5.1, that none of them depend upon the radial distance, r. Therefore, it
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can be assumed that the local and average heat transfer coefficients for those equations
are equivalent and Equation 5.7 can be used for all of the correlations as they are.
5.3 Effect of Water Flow rate

The equations were evaluated at a water temperature of 50°C at flow rates of 15
1/min, 30 I/min, and 45 I/min. The results for each equation will be discussed.

Figure 5.1 shows Equation 2.8 (see Table 5.1) at the different flow rates. The
heat flux increased with increasing flow rate. However, different results were obtained

for the other equations analyzed.
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Figure 5.1: Effect of flow rate for Equation 2.8

Figure 5.2 shows Equation 2.12 at each of the different flow rates at a water
temperature of 50°C. It can be seen that as the flow rate increased, the heat flux
decreased. This can be explained by looking at the equation in Table 5.1. Since the
water temperature is constant, the heat transfer coefficient varies by the change of jet
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velocity and jet diameter, which vary with the flow rate. Essentially, as the flow rate

increases, the jet velocity and jet diameter increase.
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Figure 5.2: Effect of flow rate for Equation 2.12

Combining Equations 2.12, 5.1 (for the heat transfer coefficient), and 2.7 (for the

Reynold’s number), the heat transfer coefficient for Equation 2.12 becomes:

0. 0. 0. 0.3
_O0NT-py vy dy P kg - (5.10)

2.12 0.5 d

H, ji

When the water temperature is constant and the flow rate varies, the only
variables that change are vj;; and dji. Isolating these variables and simplifying, the heat

transfer coefficient becomes proportional to:

Ry 1y o - (5.11)
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Incorporating the jet velocity and diameter into this proportional factor yields
26.9,23.2, and 21.8 at 15 I/min, 30 I/min, and 45 1/min respectively. This factor
decreases with increasing flow rate, which helps explain the results in F igure 5.2. This
occurs because the heat transfer coefficient is inversely proportional to the jet diameter.
Even though the jet velocity increases with increasing flow rate, the jet diameter
parameter must increase at a greater rate than the velocity parameter did. Thus, this
would reduce the heat transfer coefficient with increasing flow rate.

The proportional factors to the heat transfer coefficient for the other équations
(excluding Equation 2.8) were determined and calculated at the different flow rates using
the same method as that fdr Equation 2.12, as shown in Table 5.4. The graphical results
are presented in Figure 5.3. The change in this factor is directly proportional to the
change in heat flux. Therefore, if the factor decreases, then the heat flux for that equation
decreases. It would be the other way around if it increased.

For Equations 2.11, 2.12, 2.13, and 2.14 from Figure 5.3, it can be ascertained
that, the heat flux decreased with increasing flow rate. Equations 2.9, and 2.10 decrease

slightly from 15 1/min to 30 l/min and increase slightly from 30 I/min to 45 I/min.
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Table 5.4: Proportional factors to h at each of the flow rates

. Proportional factor | Factor @ | Factor @ | Factor @
Equation to h 15 Vmin | 30 Umin | 45 Vmin
v_(;i.84
2.9 df-),-'m 9.1 8.9 9.1
i
2.10 02 10.4 10 10.1
d;
v%s
2.11 = 26.9 23.2 21.8
d;
vo?
2.12 -~ 26.9 23.2 21.8
d;
v
2.13 T 22.9 19.1 17.7
d jcl'or ’ L‘(;I'
033
vjcor
2.14 W 4.1 3.82 3.75

89



Single-phase Forced Convection Analysis and Results
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5.4 Effect of Water Temperature

As discussed in Section 4.2, the effect of water temperature on the heat transfer
coefficient was examined at a flow rate of 45 /min (vj; = 6 m/s). To observe the trends of
the water temperature, the heat flux for each correlation was calculated at water
temperatures of 30°C, 50°C, 70°C, and 95°C. Figure 5.4 shows the heat flux for
Equation 2.14 (see Table 5.1) at these different water temperatures. As it can be seen, the
heat flux decreased at a consistent rate with increasing water temperature. Similar results

were obtained for all the other equations analyzed.
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Figure 5.4: Heat flux for Equation 2.14 at different water temperatures

5.5 Comparison with the Experimental Data

Each correlation was compared graphically with the experimental data within the
single-phase region at the tests summarized in Table 4.2. A graph was made for each of
the water temperatures showing the correlation heat flux,.= 30% of the correlation heat
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flux, and then the experimental heat flux. Then the percent of the experimental data that
fell within the +30% region was determined graphically. All correlations (except
Equation 2.8) were compared with the experimental data within the stagnation region at
thermocouple 1 (center of the plate), which was located at the center of the plate.
5.5.1 Results for Equation 2.8

Equation 2.8 (see Table 5.1) is applicable outside the stagnation region. As
mentioned earlier, it was evaluated at thermocouple location 3, or a radial distance of
31.75 mm from the center. Figure 5.5 shows the results when compared to the data of
test H5045. As it can be seen, the equation highly overestimated the heat flux, with none
of the experimental data coming even close to the equation. The lowest value from the
equation was 1.8x10'® W/m?K while the critical heat flux for the data was 2x10’ W/m?K.

The most probable explanation for this difference is the equation was derived
from data for a gas jet and is not applicable for a water jet. Similar results were obtained

for the other tests, where the equation highly overestimated the heat flux.
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Figure 5.5: Equation 2.8 compared with the data of test H5045
5.5.2 Results for Equation 2.9
Figure 5.6 and Table 5.5 summarize the percent of the experimental data that fell
within the +30% region of Equation 2.9 (see Table 5.1). In the table and figure, a
positive sign indicates that the correlation was above the experimental heat flux and a

negative sign means the correlation was below the heat flux.
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Figure 5.6: Percent of the experimental data that fell within £30% of Equation 2.9

Table 5.5: Percent of the experimental data that fell within £30% of Equation 2.9

Water Temperature

Flow Rate| 30°C 40°C 50°C | 60°C 70°C 80°C 95°C
15 I/min -5% : -0.1% : -25% -95% -50%
30 I/min : -0.2% -3% : : : 0%
45 I/min 0% -7% : -48% : 15%

5.5.2.1 Results at 15 /min
In all instances at 15 1/min, Equation 2.9 underestimated the heat flux. In

Figure 5.7, compared with the data of test M7015, the percent of data matching was 25%
(see Table 5.5). In Figure 5.8, compared with the data of M8015, the percent of the
experimental data matching rose significantly to 95%. The experimental heat flux

decreased at a greater rate than Equation 2.9 did from Figure 5.7 at a water temperature
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of 70°C to Figure 5.8 at a water temperature of 80°C. This allowed the correlation to rise

to match the data considerably better.
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Figure 5.7: Equation 2.9 compared with the data of test M7015
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Figure 5.8: Equation 2.9 compared with the data of test M8015

5.5.2.2 Results at 30 I/min

Equation 2.9 (see Table 5.1) underestimated the data at 30 I/min with a poor
match. The best match occurred at a water temperature of 50°C, shown in Figure 5.9.

Here, only 3% of the experimental data fell within the +30% range for the correlation

(see Table 5.5), which is very little.

-10
ATsat (°C)
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Figure 5.9: Equation 2.9 compared with the data of test H5030

5.5.2.3 Results at 45 I/min

In Table 5.5, the correlation underestimated the heat flux up to a water

temperature of 70°C. Then the percent matching increased significantly from 48%
compared with the data of test M7045 (Figure 5.10 and Table 5.5) to overestimating the

heat flux of test M9545 (Figure 5.11 and Table 5.5), where 15% of the data matched.

Once again, the data decreased at a higher rate with temperature than the correlation did.

This allowed for the correlation to rise above the heat flux from a water temperature of

70°C to 95°C.
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Figure 5.10: Equation 2.9 compared with the data of test M7045
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Figure 5.11: Equation 2.9 compared with the data of test M9545
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5.5.2.4 Summary

As it can be seen in Table 5.5, only 1 out of the 12 tests analyzed consisted of
results with greater than a 70% match. Therefore, it is concluded that Equation 2.9 is not
suitable for the experimental conditions of the tests.

These results are surprising, because Barsanti et. al [12] specified the ranges this
equation is applicable for. These ranges are for 0.26< Pr< 6.04, 53,025< Re;<210,709,
10< dji<20 mm, and 13°C < Tyaer <40°C. At 15 I/min, the dji was 7.6 mm, which is
slightly below the lower limit of 10 mm. However, the d;; for 30 I/min and 45 I/min,
were within the range at 10.6 mm and 12.6 mm, respectively. For all the tests, the
Prandtl and Reynold’s numbers were in the specified range.

For the tests performed at lower water temperatures of 30°C and 40°C, the
correlation highly underestimated the heat flux (see Table 5.5), even though they were
within the specified temperature range. Since these temperatures are within the water
temperature range, then Equation 2.9 must be applicable for experimental conditions that
result in Jower heat fluxes. Since the Reynold’s numbers used are within the specified
range, this rules out the possibility of a different flow rate.

However, the initial plate temperature was not specified. Lower plate
temperatures result in lower heat fluxes. Consequently, Equation 2.9 must be applicable
for initial plate temperatures lower than 900°C. More experimental tests need to be
performed under the same flow rates at lower initial plate temperatures to see if this

equation matches more accurately with the data.
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5.5.3 Results for Equation 2.10

Figure 5.12 and Table 5.6 summarize the percent of the experimental data that

matched within the £30% region of Equation 2.10 (see Table 5.1). In the table and

figure, a positive sign indicates that the correlation was above the experimental heat flux

and a negative sign means the correlation was below the heat flux.
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Figure 5.12: Percent of the experimental data that fell within £30% of Equation 2.10

Table 5.6: Percent of the experimental data that fell within £30% of Equation 2.10

Water Temperature
Flow Rate| 30°C 40°C 50°C 60°C 70°C 80°C 95°C
15 /min -3% : -0.2% : -50% 95% -99%
30 /min : -24% -65% : : 0%
45 I/min 0% -73% : -82% 0.1%
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5.5.3.1 Results for 15 I/min
Looking at Table 5.6, the Equation 2.10 matched well with the data at 15 1/min at
water temperatures above 70°C. Figure 5.13, shows the correlation compared with the

experimental heat flux of test M9515, with a which 99% match (see Table 5.6).
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Figure 5.13: Equation 2.10 compared with the data of test M9515
5.5.3.2 Results for 30 I/min
Referring to Table 5.6, the experimental data was underestimated by
Equation 2.10 at all the temperatures at 30 I/min. The best matched occurred at a water
temperature of 50°C (Figure 5.14), with 65% matching. In Figure 5.15, at a water

temperature of 95°C, no data matched within the +30% region.
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Figure 5.14: Equation 2.10 compared with the data of test H5030
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Figure 5.15: Equation 2.10 compared with the data of test M9530
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5.5.3.3 Results for 45 I/min

At a water temperature of 30°C, the data was underestimated by the equation at
45 1/min, as shown in Figure 5.16. However with increasing water temperature, the
correlation gradually rose higher to match with the heat flux well at a water temperature
of 40°C with a 73% match (see Figure 5.17 and Table 5.6). Equation 2.10 continued to
rise above the heat flux until was overestimated at 95°C with only 0.1% of the data

matching within the +30% region of the correlation (see Figure 5.18 and Table 5.6).
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Figure 5.16: Equation 2.10 compared with the data of test H3045
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Figure 5.17: Equation 2.10 compared with the data of test H4045
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Figure 5.18: Equation 2.10 compared with the data of test M9545
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5.5.3.4 Summary

The ranges specified by Faggiani and Grassi [13] were Z/d;=5, Re>77,000, and
0.5< Pr<50. For the analysis, the Reynold’s numbers and Prandtl numbers were used
were within the range. However, the Z/d;; used for the experimental data ranged from
119 to 197 at 15 1/min to 45 1/min, respectively, which was considerably higher than the
specified parameter of Z/d;=5. However, as determined earlier in Section 2.4.6, there are
contradictory results as to the effects of nozzle-to-surface spacing on the heat flux.
Therefore, it is difficult to say what the trend is for heat transfer at the high ratios used for
the experiments. Therefore, Equation 2.10 may not be applicable to high nozzle height to
jet diameter ratios. Furthermore, the applicable water temperature range and initial plate
temperature was not specified.

Looking at Table 5.6, only 3 out of the 12 tests examined consisted of results
where at least 70% of the experimental data fell within the region of £30% of
Equation 2.10. At 15 I/min, this occurred at water temperatures of 80°C and 95°C. It is
assumed that if the experimental results were sound, that it most likely would have
matched as well with the data as at water temperatures of 80°C and 95°C. At 45 /min,
this occurred at a water temperature of 70°C. This suggests that this equation is
applicable at conditions which result in lower heat fluxes. This can be due to higher
water temperatures and/or lower jet velocities, and/or lower initial plate temperatures. As
to which is the correct answer, more experiments need to be performed at lower initial
plate temperatures (<900°C), lower jet velocities (<5 m/s) and higher water temperatures

(>70°C) to see whether the correlation provides a better fit of the data.
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5.5.4 Results for Equation 2.11

Figure 5.19 and Table 5.7 summarize the percent of the experimental data that fell

within the £30% region of Equation 2.11 (see Table 5.1). In the table and figure, a

positive sign indicates that the correlation was above the experimental heat flux and a

negative sign means the correlation was below the heat flux.
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Figure 5.19: Percent of the experimental data that fell within £30% of Equation 2.11

Table 5.7: Percent of the experimental data that fell within £30% of Equation 2.11

Water Temperature
Flow Rate| 30°C 40°C 50°C 60°C 70°C 80°C 95°C
15 I/min -7% : -1.0% : -25% -95% -40%
30 I/min : 0% -3% : : 0%
45 I/min 0% 0% : -13% 50%
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5.5.4.1 Results at 15 V/min

In all instances, Equation 2.11 underestimated the heat flux at 15 1/min. In
Figure 5.19, it can be seen that there was no particular trend for how the equation
matched with the data. Compared with the data of test H3015 in Figure 5.20, Equation
2.11 underestimated the heat flux. It also underestimated the heat flux of test H5015 (see
Table 5.7). Compared with test M7015, in Figure 5.21, the correlation underestimated
the heat flux to a lesser degree. Looking at the graph shows this occurred because the
experimental heat flux decreased at a greater rate than the correlation did, resulting in a
poorer match.

However at a water temperature of 80°C, (Figure 5.22) the equation matched the
best at this flow rate with 95% of the experimental data matching (see Table 5.7). Th_en it
dropped further below the data at a water temperature of 95°C, as shown in Figure 5.23.
It is difficult to say why there was no pattern. It is most likely due to experimental
variations between the different water temperatures because it was determined earlier that

Equation 2.11 dropped at a constant rate as the water temperature increased.
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Figure 5.20: Equation 2.11 compared with the data of test H3015
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Figure 5.21: Equation 2.11 compared with the data of test M7015
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Figure 5.22: Equation 2.11 compared with the data of test M8015
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Figure 5.23: Equation 2.11 compared with the data of test M9515
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5.5.4.2 Results at 30 I/min

The data did not match well at 30 I/min. As can be seen compared with test
H4030 in Figure 5.24, Equation 2.11 underestimated the heat flux. It also underestimated

the heat flux at all the other water temperatures (see Table 5.7).
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Figure 5.24: Equation 2.11 compared with the data of test H4030

5.5.4.3 Results at 45 I/min

Compared with test M7045, Equation 2.11 underestimated the heat flux, as shown
in Table 5.7. It can be seen that the percent matching made a jump from 13% matching
at a water temperature of 70°C to 50% matching at a water temperature of 95°C (see
Figure 5.25, Figure 5.26, and Table 5.7). As occurred at the same temperature at 15 1/min,
the experimental heat flux increased at a greater rate than the correlation did. This
explains why the heat flux of test M7045 was underestimated shown in Figure 5.25, and
rose to overestimate the heat flux of test M9545 in Figure 5.26.
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Figure 5.25: Equation 2.11 compared with the data of test M7045
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Figure 5.26: Equation 2.11 compared with the data of test M9545
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5.5.4.4 Summary

Looking at Table 5.7, only 1 out of the 12 tests analyzed contained results where
at least 70% of the data fell within the £30% region of Equation 2.11. Therefore, it is
concluded that Equation 2.11 should not be used to represent the data.

In Table 5.1, only the Prandtl number range was specified. Since the heat flux
was underestimated for 11 out of 12 of the tests, then this equation is applicable for
experimental conditions that produce lower heat flux. Two parameters that can be
changed to cause this is at reduced the flow rates and/or reduced initial plate temperature.
More experiments at flow rates below 15 I/min and initial plate temperatures below
900°C to test this hypothesis.

5.5.5 Results for Equation 2.12

Figure 5.27 and Table 5.8 summarize the percent of the experimental data that fell
within the £30% region of Equation 2.12 (see Table 5.1). In the table and figure, a
positive sign indicates that the correlation was above the experimental heat flux and a

negative sign means the correlation was below the heat flux.
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Figure 5.27: Percent of the experimental data that fell within £30% of Equation 2.12

Table 5.8: Percent of the experimental data that fell within £30% of Equation 2.12

Water Temperature

Flow Rate| 30°C 40°C 50°C 60°C 70°C 80°C 95°C
15 Vmin -7% : -0.1% : -25% -95% -25%
30 I/min : 0% -2% : : : 0%
45 I/min 0% 0% : -8% : 45%

Figure 5.28 compares Equation 2.11 with Equation 2.12 at 15 1/min and a water
temperature of 30°C. As it can be seen, their heat flux is almost exactly the same. The
same trend occurred for all the other tests. This explains why Equation 2.12 had very
similar results as Equation 2.11, when comparing the results in Table 5.8 for Equation
2.12 and Table 5.7 for Equation 2.11. Therefore, Equation 2.12 had the same trends as

Equation 2.11 did.
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Figure 5.28: Equation 2.11 compared with 2.12 at 15 I/min and T, = 30°C

5.5.5.1 Summary

Looking at Table 5.8, only 1 out of the 12 tests evaluated consisted of results
where greater than 70% of the experimental data matched within £30% of Equation 2.12.
Furthermore, there was no particular pattern in how the percent matching varied between
the different water temperatures. Therefore, it can be concluded this equation is not a
good representation of the data.

Looking at the equation in Table 5.1, only a Prandtl number range was provided.
Since the data matched poorly, then it can be hypothesized that the experimental
conditions Equation 2.12 best apply to is not within the range of those experiments
performed.

The majority the time this equation underestimated the heat flux (see Table 5.8).

Therefore, it must be applicable for lower heat fluxes. Lower heat fluxes occur at higher
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water temperatures. However, high water temperatures were evaluated. Lower heat
fluxes can also occur at lower flow rates. Therefore, it is possible that this equation is
applicable for flow rates less than 15 I/min (or jet impingement velocity of 5.5 m/s).
Also, a lower initial plate temperature would also yield lower heat fluxes. In addition,
perhaps this equation is meant to be used for jet impingement experiments performed at
plate temperatures lower than 900°C. To test these theories, experiments should be
performed at lower flow rates and lower initial plate temperatures to see how well
Equation 2.12 matches with the data.
5.5.6 Results for Equation 2.13

Figure 5.29 and Table 5.9 present the percent of the experimental data that
matched within +£30% of Equation 2.13. In the table and figure, a positive sign indicates
that the correlation was above the experimental heat flux and a negative sign means the
correlation was below the heat flux. Equation 2.13 poorly matched with the

experimental data and underestimated the heat flux in all instances.
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Figure 5.29: Percent of the experimental data that fell within £30% of Equation 2.13

Table 5.9: Percent of the experimental data that fell within £30% of Equation 2.13

Water Temperature

Flow Rate| 30°C 40°C 50°C | 60°C 70°C 80°C 95°C
15 V/min -5% : -0.2% : -10% -10% 0%
30 I/min : 0% -1% : : : 0%
45 I/min 0% 0% : -15% : -73%

In Table 5.9, at 45 I/min, at a water temperature of 80°C to 95°C, the percent of
matching data jumped from 12% to 73%. At this flow rate, as the water temperature
increased, the correlation seemed to “rise” upwards to match closer with the heat flux,
when comparing results between tests H3045 (see Figure 5.30), M7045 (see Figure 5.31),
and M9545 (see Figure 5.32).

From earlier, it was determined that as the water temperature increased, the heat
flux decreased for Equation 2.13. It was also determined that the experimental heat flux

decreased with increasing water temperature. Therefore, the experimental heat flux must
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have decreased at a greater rate than Equation 2.13 did, which explains why it matched

closer and closer with the heat flux at higher water temperatures at 45 1/min.
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Figure 5.30: Equation 2.13 compared with the data of test H3045
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Figure 5.31: Equation 2.13 compared with the data of test M7045
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Figure 5.32: Equation 2.13 compared with the data of test M9545

118



Single-phase Forced Convection Analysis and Results

In summary, Equation 2.13 underestimated the heat flux at all the flow rates.
Looking at Table 5.9, only 1 test out of 12 contained results where at least 70% of the
experimental data fell with the £30% range of Equation 2.13. Therefore, it is concluded
that this equation is not a good match for the experimental. Stevens and Webb [15]
determined Equation 2.13 and Equation 2.14 under the same experimental conditions.
Therefore, the results for Equation 2.14 will be discussed next.

5.5.7 Results for Equation 2.14

Figure 5.33 and Table 5.10 summarize the percent of the experimental data that
fell within £30% of Equation 2.14 (see Table 5.1). In the table and figure, a positive sign
indicates that the correlation was above the experimental heat flux and a negative sign
means the correlation was below the heat flux. Results at each of the different flow rates
will be provided. Then a generai conclusion will be drawn out from this as to the
experimental conditions this equation applies to. Since this equation was performed

under the same conditions as Equation 2.13, these two equations will be compared.
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Figure 5.33: Percent of the experimental data that fell within £30% of Equation 2.14

Table 5.10: Percent of the experimental data that fell within £30% of Equation 2.14

Water Temperature
40°C 50°C 60°C 70°C 80°C 95°C
: -90.0% : 75% 70% 99%

Flow Rate| 30°C

15 Vmin | -85% :
30 I/min : 97% 97% : : 0%
45 V/min | -83% 96% : 75% : 0%

5.5.7.1 Results at 15 /min

At all of the different water temperatures, at least 70% of the data matched within
+30% of Equation 2.14 at a flow rate of 15 /min (Table 5.10). Compared with tests
H3015 and H5015, Equation 2.14 slightly underestimated the heat flux. For test M8015
in Figure 5.34, the correlation slightly overestimated the heat flux. The same pattern

occurred at water temperatures of 70°C and 95°C (see Table 5.10), where the correlation

slightly overestimated the heat flux.
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Both the correlation and experimental heat flux decreased with increasing water
temperature. Therefore, at this instance, the experimental heat flux must have decreased

at a greater rate than Equation 2.14 did, allowing correlation to be above the heat flux.
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Figure 5.34: Equation 2.14 compared with the data of test M8015

5.5.7.2 Results at 30 I/min

At water temperatures of 40°C and 50°C, the data was correlated well at 97%
falling within the £30%, where the correlation was slightly above the heat flux (see
Table 5.10). Figure 5.35 shows Equation 2.14 compared with the data of test H4030.
The pattern took a twist for test M9530, where the correlation highly underestimated the
experimental heat flux, as can be seen in Figure 5.36. It is difficult to determine why this
occurred considering there was no comparison made at water temperatures of 60°C,

70°C, and 80°C due to experimental error.
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Figure 5.35: Equation 2.14 compared with the data of test H4030
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Figure 5.36: Equation 2.14 compared with the data of test M9530
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5.5.7.3 Results at 45 I/min

Figure 5.37 shows Equation 2.14 compared with the experimental data of test
H3045. It is revealed that approximately 83% of the experimental heat flux fell within
the range of £30% of the correlation, as shown in Table 5.10. Also, the correlation

underestimated the heat flux.
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Figure 5.37: Equation 2.14 compared with the data of test H3045
However, for test H4045, the correlation rose above the heat flux, as can be seen
in Figure 5.38. The correlation continue to rise above the experimental heat flux with
increasing water temperature until it was no longer within the +£30% range at a water
temperature of 95°C, in Figure 5.39. From earlier, it was determined that Equation 2.14
decreased with increasing water temperature. The experimental heat flux also decreased
with increasing water temperature. Therefore, at 45 1/min, the experimental heat flux

must have decreased at a greater rate than the correlation did.
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Figure 5.38: Equation 2.14 compared with the data of test H4045
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Figure 5.39: Equation 2.14 compared with the data of test M9545
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5.5.7.4 Summary

The patterns for the way which the correlation matched with the data varied
between the different flow rates. At 15 1/min, the correlation matched well consistently
through all the water temperatures. At 30 /min, the correlation matched well at water
temperatures of 40°C and 50°C. However at a water temperature of 95°C, the correlation
underestimated the experimental heat flux with a 0% match (see Table 5.10).

At 45 1/min, the correlation gradually rose above the experimental heat flux with
increasing water temperature. The variation in trends between each of the flow rates is
most likely due to experimental error between the flow rates at the different water
temperatures.

However, what can be determined from the results is that Equation 2.14 provides
a good representation of the experimental data. Of the 12 tests reviewed, 10 of the tests
contained results of at least 70% of the experimental data falling with the region of £30%
of Equation 2.14 (see Table 5.10). This occurred at all the water temperatures tested at 15
1/min, and water temperatures up to 80°C at 30 /min and 45 1/min. Therefore, it is
concluded that Equation 2.14 can be used to represent the data from 15 1/min to 45 1/min
at water temperatures up to 80°C. It can also be said that is applicable for an initial plate
temperature of 900°C.

5.5.8 Comparison Between Equations 2.13 and 2.14 |

It was determined earlier that Equation 2.13 poorly represented the experimental

data. Yet Equation 2.14 coincided with the data well. Both equations were presented by

Stevens and Webb [15] under the same experimental conditions.
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In their paper, Stevens and Webb [15], reported that Equation 2.14 matched with
their data better than Equation 2.13 did. The same trend occurred when comparing these
two equations with the data. Therefore, it is recommended that Equation 2.14 be used
instead of 2.13 to predict the experimental data.

The main difference between the two equations is Equation 2.14 incorporates a
vj/d; parameter, as seen in Table 5.1. This helps provide a better relation that takes into
account the change in velocity and jet diameter (and hence the flow rate which these two
variables depend upon).

5.5.9 Summary of Results

Table 5.11 shows the number and percentage of tests where at least 70% of the
experimental data matched with +30% of each correlation analyzed. It can be seen that
Equation 2.14 proved to best represent the data with 83.3% of the tests e‘valuated
containing results with at least a 70% of the experimental data falling with the +£30%
region.

Table 5.11: Number and percentage of tests with >70% of the experimental data
falling with £30% of the correlation

Equation Number of test(s) with | Percentage of tests with at

at least a 70% match least a 70% match
2.14 10 out of 12 83.3%
2.10 Joutof 12 25%
2.9 1 out of 12 8.3%
2.11 1 out of 12 8.3%
2.12 1 out of 12 8.3%
2.13 1 outof 12 8.3%
2.8 0 outof 12 0%

However, for all of the correlations excluding Equation 2.8 (which was for a gas
Jet), the researchers did not provide enough adequate conditions they are best applicable
to. Therefore, it is difficult to ascertain the applicability of these correlations.
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In order to determine this, all the experimental conditions such as the water temperature,
initial plate temperature, plate material, jet diameter, nozzle to plate distance, jet velocity
need to be presented.

Looking at Table 5.1, Wang [15] for Equation 2.12 only provided an applicable
Prandtl number range. Stevens and Webb [15] for Equations 2.13 and 2.14 provided the
nozzle diameter and nozzle height to diameter ratio. Faggiani and Grassi [13] for
Equation 2.10 provided the range for nozzle height to jet diameter ratio, Reynold’s
number, and Prandtl number. Liu et. al [14] for Equation 2.11 only provided the
acceptable Prandtl range. Barsanti et. al for Equation 2.9 [12] provided the most amount
of experimental conditions, however, they did not provide the initial plate temperature.

Therefore, one can only speculate under what conditions these equations can best
be used to represent jet impingement cooling data in the single-phase forced convection
region. Table 5.12 summarizes the conditions specified by the researchers. It also
provides additional suspected applicable conditions determined from analyzing the data
earlier. Equations 2.9, 2.11, and 2.12 are theorized to be applicable for initial plate
temperatures less than 900°C. As to a specific temperature, this needs to be determined
experimentally. Equations 2.10, 2.11, and 2.12 may also be applicable for flow rates
below 15 I/min. Like the initial plate temperatures, this needs to be determined through

further experiments.
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Table 5.12: Given and Theorized Applicable Conditions for Each Correlation

Equation

Given Applicable Conditions

Theorized Additional Conditions

2.8 Martin (1977)

2,000 < Re;j<400,000
2.5<r/d;<7.5
2< Z2/4i<12
gas jet

N/a

2.9 Barsanti et. al (1989)

3.26<Pr<6.04
53,025<Re;<210,709
10 dei <20 mm

Initial plate temperature <900°C

13°C <Tyater £40°C
L . Z/di =5 Initial plate temperature <900°C and/or
2.10 Fag%agngl(f)“d Grassi Re>77,000 flow rates <15 Vnin and/or
0.5<Pr<50 higher water temperatures (>70°C)
: <15 I/min and/or
2.11 Liu etal. (1991) Prs3 initial plate temperature <900°C
2.12 Wang (1989) 0.5<Pr<s0 <15 Jmin and/or

initial plate temperature <900°C

2.13 Stevens and Webb

2.2<dj< 8.9 mm

(1991) 0.56<7/d<18.5 N/a
2.14 Stevens and Webb 2.2<d;<8.9 mm 15-45 l/min flow raote at water.
(1991) 0.56<7/d < 18.5 temperatures up to 80°C and initial

plate temperature of 900°C

In conclusion, Equation 2.14 seems to best represent the data at water

temperatures up to 80°C at flow rates from 15 /min to 45 1/min. It is also recommended

that Equations 2.8 and 2.13 not be used at all to predict experimental data. Further

experiments need to be performed to determine which conditions Equations 2.9, 2.10,

2.11, and 2.12 can best be used at or whether they should be used at all to represent the

data.
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6. Nucleate Boiling Analysis and Results

This section compares impinging jet nucleate boiling correlations presented in
Section 2.3.2.1 with the experimental data. All correlations were compared with the data
within the stagnation region at thermocouple 1, which was located at the center of the
plate. The nucleate boiling regime is taken from a wall superheat of 0°C to the CHF.

The following table summarizes these correlations and the conditions they are
applicable for. As it can be seen, the nucleate boiling heat flux depends upon the wall
superheat (ATsy).

Table 6.1: Summary of nucleate boiling correlations analyzed

Presented by Correlation Applicable Conditions
11 mm<D<21 mm
Monde and d of 2 and 2.5 mm
Katto’s results G = 450- (ATM )2'7 (2.16) 3.9 m/s<v;<26 m/s
(1978) [6 and 19] Circular saturated water
jet on a copper plate
Katsuta and " - 74 R-113 saturated circular
Kurose (1981 [6] | mws =2:93x107° (a7, )" @17 et

6.1 Results

Figure 6.1 shows the nucleate boiling heat flux correlations compared with test
M9545. It can be seen that both correlations highly overestimated the heat flux at the
majority of the superheats within the nucleate boiling region. The correlations seemed to
match better with the heat flux at wall superheats below 40°C. However, this is only a
small region of the nucleate boiling region and does not fully represent the whole
nucleate boilihg region.

Similar results were obtained when the heat flux was calculated and compared
with test H3045, shown in Figure 6.2, where the heat flux was highly overestimated by

the correlations. Comparable results were also obtained for all the other tests. Therefore,
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the correlations are a poor representation of the data. Perhaps these equations are only

applicable for the researchers’ particular experimental conditions. Consequently, a new

correlation needs to be developed to better represent this regime.
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Figure 6.1: Nucleate boiling correlations compared with the data of test M9545

130



Nucleate Boiling Analysis and Results

-~

400

45X 10 T T T T T T T
—o— Eqn 216

4 + -+- Eqn. 217 1

! s Data
35} ; A
3 ! 1
€ 25 - -

<
g 2 setet et et 0t e ' |
15 ......oo'o . |
'] .
05 .
0 50 100 150 200 250 300 350
ATsat (°C)

Figure 6.2: Nucleate boiling correlations compared with the data of test H3045
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7. Two-phase Analysis and Results

The nucleate boiling analysis presented earlier concluded that the nucleate boiling
correlations were a poor representation of the data. Therefore, another correlation needs
to be developed for this region. This is where two-phase forced convection comes in
where the subcoéled Chen correlation can be used to correlate the data.
7.1 Modification of the Chen Correlation

As presented in Section 2.3.3, the Chen correlation was originally developed for
flow within a vertical tube. The equation needs to be modified to represent boiling of a
circular jet. Collier and Thome [20] suggested the following modification of the Chen

Correlation for subcooled flow boiling within a vertical tube:

q;UB = hmic ' AT + hmac ’ (T urf - Twaler) (240)

sat s
7.1.1 Macroconvective Heat Transfer Coefficient

Mentioned earlier in Section 2.3.3, Chen suggested the macroconvective heat
transfer coefficient be represented by the Dittus-Boelter equation multiplied by an
enhancement factor [21]. However, this is applicable for flow within a tube and thus can
not be used to represent a circular jet.

Since this is the single-phase forced convective component, a circular jet
correlation for this region can be used. It was determined in Section 5 that the single-
phase forced convection Equation 2.14 recommended by Stevens and Webb (1991)
correlated well with the experimental data. Therefore, this equation was used for this
component. For subcooled boiling, Collier and Thome suggested the enhancement factor

be set to unity [20]. Therefore, this component for a circular jet becomes:
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~0.0336 -0.237 k
V.
h,. =2.67- Rej’.-“’.PrO-“.(ij [—JJ L (7.1)
d, d, d,

J J

All water variables were calculated at the film temperature. The Reynold’s
number and diameter and velocity were calculated at the corrected variables provided in
Table 5.3.

7.1.2 Microconvective Heat Transfer Coefficient

As mentioned in Section 2.3.3, Chen suggested the microconvective heat transfer
coefficient be represented by the Forster and Zuber correlation for nucleate pool boiling,
which is then multiplied by a suppression factor to account for the reduction in heat

transfer due to flow boiling:

01.S (2.37)

sat

. AT 02 -Ap

sat

h

mic

0.79 0.45 0.49 0.25 ]

=0.00122-[kf Cy Py 08

025 029 1024 024
G Hy ’hfg

- pe
For a circular jet, it was decided to also use the Forster and Zuber correlation.

However, Chen empirically derived the suppression factor from data for flow within a

tube. A new suppression factor needed to be developed to represent that for a circular jet.
For all the tests chosen for the analysis at various wall superheats, a suppression

factor was calculated in a manner for g, in Equation 2.40 to be equal to the average

value of the experimental data. S was calculated at each wall superheat by substituting
Equations 7.1 (macroconvective component) and 2.37 (microconvective component) into

Equation 2.40 (subcooled two-phase correlation) and solving for this value to get:

Qdala - hmae : (Tsurf - T water )

S = (7.2)

k0.79 'COAS . 0.49 . 0.25
0.00122-[ St B & | AT Apt AT,
G Hy 'hfg "Pe
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Where the difference in saturation pressure was determined by taking the value of
pressure corresponding the surface temperature subtracted by the saturation pressure:
AP = Psuy = P (7.3)
All other water properties were taken at the film temperature. To get the
suppression factor, for each test, the subcooled Chen correlation (Equation 2.40) was
calculated with the suggested macroconvective component (Equation 7.1) and
microconvective components (Equation 2.37 with the suppression factor set to unity).
Figure 7.1 shows this modified subcooled chen correlation compared with the results of
test H4030. As it can be seen, the heat flux is highly overestimated at higher superheats.

This is where the suppression factor comes in.
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Figure 7.1: Subcooled correlation with S=1 compared with the data of test H4030
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Using Equation 7.2, a suppression factor was calculated in order to allow for the

correlation to match with the experimental data. Figure 7.2 shows the correlation with

the calculated suppression factor compared with the data of test H4030. Having a
suppression factor allows the correlation to match with the data. Table 7.1 shows the

calculated suppression factors required for the correlation to match with the data at

various wall superheats at a water temperature of 40°C and 30 I/min. The associated plot

is shown in Figure 7.3, which resembles an exponential curve.
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Figure 7.2: Subcooled correlation with calculated S compared with the data of test

H4030
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Table 7.1: Calculated suppression factor at Tygeer = 40°C and 30 /min

Suppression Factor

ATsat (°C) S

0 0.000
10 0.000
20 0.000
30 0.167
40 0.207
50 0.198
56 0.221
60 0.239
70 0.198
80 0.185
90 0.154
110 0.120
130 0.084
150 0.068
170 0.047
190 0.030
210 0.018
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Figure 7.3: Calculated suppression factor for test H4030
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All the calculated values for the suppression factors for each test were plotted
against the wall superheat, as shown in Figure 7.4. An exponential least squares fit was
performed at a water temperature of 50°C and 30 I/min to get a curve which
approximates an average representation of all the data.

When the wall superheat is greater than zero the suppression factor resulting from
this is correlated by the following equation as determined from the exponential least
squares fit. It should be noted that when the wall superheat is zero the suppression factor
should be set to unity. When the wall superheat is less than zero, the suppression factor

should be equal to zero, as nucleate boiling does not occur here.
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Figure 7.4: Calculated suppression factors for all the tests

7.1.3 The New Correlation
The new correlation derived to represent the experimental data is summarized in

the following table. This correlation can be used to represent both the single-phase
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forced convection and nucleate boiling regimes for an impinging circular jet on a hot

steel plate.

Table 7.2: New two-phase forced convection correlation

9sus

where:

mac

mic

= 0.00122~[

=h

-0.0336 -0.237
b =267-Re®.prt.| £ |2 A
’ d, d, d.

AT, + e Ty =T ) (2:40)

mic sat

(7.1)

J

§=1218.¢ 040

079 ~045 p0.49 ) go425
/ 174 S 0.24 0.75
0'0'25;1_(;‘29 'hggﬂ 'pg.z4 }.ATSHI “Apg” S (2.37)

when AT, >0 (7.4)
S=1 when ATs=0
S=0 when ATx<0

7.2 Comparison with Experimental Data

The new two-phase forced convection correlation shown in Table 7.2 was

compared with the experimental data. All correlations were compared with the

experimental data within the stagnation region at thermocouple 1, which was located at

the center of the plate.

The percent of the experimental data that fell within £30% of the correlation was

determined graphically through the single-phase and nucleate boiling regions up to the

CHF. Table 7.3 and Figure 7.5 summarize the results. As it can be seen, all of the 12

tests were represented well by the correlation, where all tests contained greater than or

70% of the experimental data fell within the £30% region of the correlation.
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Table 7.3: Percent of the experimental data that fell within £30% of the correlation

Water Temperature

Flow Rate| 30°C 40°C 50°C | 60°C 70°C 80°C 95°C
15 l/min 94% : 98% : 75% 91% 86%
30 I/min : 99% 99% : : : 75%
45 I/min 96% 98% : 71% : 76%
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Figure 7.5: Percent of the experimental data that fell within £30% of the correlation
Figure 7.6 shows the two-phase forced convection correlation compared with the

results of test H5015. As summarized in Table 7.3, approximately 98% of the data fell

within £30% of the correlation. Similar graphs were obtained at all the flow rates at

water temperatures below and including 50°C, and at 80°C at 15 1/min.
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Figure 7.6: Two-phase correlation compared with the results of test H5015

However, at a water temperature of 70°C and 15 1/min, the percent of data fell
within 75% range (Table 7.3). Figure 7.7 shows the two-phase correlation compared with
the data of test M7015. In the figure at wall superheats ranging from 20°C to 50°C, it can
be seen that the correlation slightly underestimated the experimental data. Looking at
Figure 7.8, the suppression factor required for the data to best match was around unity
within this wall superheat range. It can be seen that the average suppression factor curve

09238y consisted of factors less than

used for the correlation calculation (S =1.218-¢
unity at this wall superheat range. Therefore, when the two-phase correlation is

calculated with the average suppression curve, it will underestimate the data in this region

for this test because the factor used is less than the one required.
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Figure 7.7: Two-phase correlation compared with the data of test M7015
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The opposite occurred for test M7045, shown in Figure 7.9. At wall superheats
greater than 60°C, the correlation overestimated the data. Looking at Figure 7.10, the
suppression factors required for the correlation to best match with the data at this wall
superheat range was lower than the factor provided by the average suppression curve
used for the calculation. Higher suppression factors increase the heat flux for the
correlation, allowing it to overestimate the data. The same trend occurred for test
M9545, where the heat flux was overestimated the data at wall superheats greater than

50°C (see Figure 7.11 and Figure 7.12).
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Figure 7.9: Two-phase correlation compared with the data of test M7045
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Figure 7.10: Suppression factor comparison at Tyaeer = 70°C and 45 I/min
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Figure 7.11: Two-phase correlation compared with the data of test M9545
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Figure 7.12: Suppression factor comparison at Tya¢er = 95°C and 45 /min

At a water temperature of 95°C and 30 I/min in Figure 7.13, the correlation
underestimated the heat flux at lower wall superheats ranging from 20°C to 50°C.
However, higher superheats above 50°C, the heat flux was overestimated. This can be
explained by looking at Figure 7.14. At the lower superheats, a higher suppression factor
was required to match the correlation with the data that that provided by the exponential
curve used for the calculations. At higher superheats, smaller factors were required than
the curve used. Therefore, at lower superheats where higher suppression factors are
required, the correlation will be below the heat flux. At higher superheats, the correlation

would overestimate the flux because lower suppression factors are required.
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In the instances described earlier where the percent matching was below 80%, this
occurred because the suppression curve derived earlier provides an average factor. This
may be above or below the required factor for the data to match perfectly, which explains
why not all the tests matched greater than 95%. However, since greater than 70% of the
data fell within £30% of the correlation (refer to Table 7.3) can be concluded that the
new two-phase correlation can be used to represent all of the data.

7.3 Comparison with Other Researcher’s Data

The derived two-phase correlation was compared with experimental data gathered
by Hall et. al [64]. It should be noted that other papers contained heat flux results.
However, not all the parameters required to use the correlation were provided, such as the
nozzle-to-plate distance. Therefore, the these data were not used.

The parameters used for the tests and by Hall et. al [64] are shown in Table 7.4.
The actual values from Hall et. al are provided. However, this provides and nozzle-to-
plate distance over jet diameter ratio of 19.6, which is outside the specified range of the
equation of 18. Therefore, the nozzle-to-plate distance was corrected to 18 in the same
manner as was done for Equation 2.14 described in Section 5.2 (see Table 5.3). These
corrected values were used to calculate the correlation when comparing to Hall et. al’s
data. Take note that the corrected parameters versus the actual values are almost exactly
the same and thus would not make a significant difference in the calculation if the actual

values were used.
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Table 7.4: Parameters for the two-phase equation

Actual Corrected
Parameters Experimental Values from | Values from
Data Hall et. al Hall et. al
[64] [64]
Initial plate temperature 900°C 650°C 650°C
Water temperature 30°C - 95°C 25°C 25°C
Jet velocity, v; 524 m/s - 5.6 m/s 3 m/s 3.03 m/s
Jet diameter d; 7.8 mm — 13 mm 5.1 mm 5.08 mm
Nozzle-to-plate distance, Z | 0.14m—0.235m 0.1 mm 0.0915 m
Z/d; 18 19.6 18

Figure 7.15 shows the correlation compared with Hall et. al’s data. It can be seen

that the correlation overestimated the heat flux at wall superheats below 50°C and

underestimated the heat flux at higher wall superheats. Shown in Table 7.4, Hall et. al

used a lower initial plate temperature than was used for the tests. The jet velocities were

also lower. A lower jet velocity and lower plate temperature will provide lower heat

fluxes. This explains why the heat flux was overestimated at lower wall superheats

because the equation was design for a plate temperature of 900°C and higher jet

velocities.
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Figure 7.15: The two-phase correlation compared with data from Hall et. al [64]

However, at higher wall superheats, the correlation overestimated the heat flux. It
is difficult to ascertain why this occurred. Either way, this proves that the new two-phase
correlation developed has its limitations and most likely is best applicable within the
parameters used for the experiments. This correlation should be compared with

experimental data from other researchers to ascertain its limitations of use.
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8. CHF Analysis and Results

This section compares the CHF correlations presented in Section 2.3.4 with the
experimental data. Only those for an upward circular jet were used. These correlations
are summarized in Table 8.1. All refer to a circular jet within the V-regime unless
otherwise noted.

In the table, it can be seen that the CHF depends upon vérious water properties,
the heater diameter (D), jet velocity (v;) and jet diameter (d;). Along with comparison
with the experimental data, the variation of CHF with heater diameter, and flow rate,
hence the jet velocity (which the jet diameter depends upon), and water temperature will

be presented.

149



0S1

Table 8.1: CHF equations presented by other researchers

. Applicable
Presented by Correlation(s) Conditions
0.34
" v i
Ishigai and Mizuno (1974) [2] Qe =1.42x 10* - (’j] ) ATS'lu.lls (241) 45°C< AT, <80°C

J

Monde and Katto (1978) [19]

. 0725 1/3
_ Yewr =0.0745- [EL . [_ZLD_jl (2.42)

I11mm<D<2] mm
dof2 and 2.5 mm
3.9 m/s<v;<26 m/s

Pghy v, Pg Py 'VJZ' : saturated jet on a
copper plate
0.725 q1/3
. 75 .
—ewr _0745.| PL . __2‘27__ (l+e,,) @432
pg-hfg-vj o p,v;-D 30°C < Tyaer < 80°C
Monde and Katto (1978) [19] os - 1T mm<D<2] mm
£, = 2.7 (.p_f] : [___Cpf Al (2.43b) copper plate
Py hfg
A(pf /pg)
Genr = 1Py 1 p,)- M — )
Lienhard and Eichhorn We D/d, Generalized equation
J
(1979) [24] 2y for a saturated jet
IRV
We = L (2.44b)
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Table 8.1: CHF equations presented by other researchers (cont.)

Presented by Correlation(s) ég,f‘l;ict?f,:z
. Alps/pg) D 3A(p,/py)-1
- o
——— f(p, | pg)‘{_‘ 7 D} '(d_] 245
Pg hg-V; Prv, J 11 mm<D<2] mm

Lienhard and Hasan
(1979) [25]

f= [0.744 +0.0084- ﬂf—} (2.45b)

v; <60 m/s
6 < Ppar <27.9 bar
saturated jet

Monde (1980) [28]

Pe
2 3
A=04346+0.1027-1n 2L |- 0.0474.| 1 ﬂf-] +0.00426| 1n 22 || 2450y
,)g ,)g I)g
0.725 1/3
" 0.0601 - (p_f] [_2_27_1)}
) pe.
Denr __ _ Ps Ps - (2.46)
Py hy v, 1+0.00113-(D/d,)

0.3 m/s<v; <15 m/s
5<D/dj<36.4
saturated jet on a
copper plate

Monde et. al (1982) [6]

\ 0.725 5 1/3 -1
__Yenr =0.068- (&_] . l:__.(;-__.:l J1+7- [&] (2.47)
Py hy v, P prv;D Pg

1 < Ppar < 6 bars
0.7 m/s<v;<20 m/s
saturated jet

Monde et. al (1982) [6]

f 1/3 1/2
_ Yeur =202. (E.f_\] . l:__*o-z—_} (2.48)
Pyl v, Pe) P D

1 £ Ppar < 6 bars
0.7 m/s<v;<20 m/s
I-regime, saturated jet
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Table 8.1: CHF equations presented by other researchers (cont.)

Presented by

Correlation(s)

Applicable
Conditions

Monde (1985) [23]

N 0.645 5 -0.343 D -0.364
_bar _ _g001. (ﬁf—J [ il } -[1 ; ———] (2.49)
Py hy v, Py p; v, \D-d,) d

292 <pdp, <1603
0.36<v;<60 m/s
5<D/d;<57.1
saturated jet

; 1000-0 | (pY"”
» .O.
qcm.v :.f(pf/pg)'l:———-:l (;{—-] (2.50a)

2
P hy v, prvyD J 11 mm<D<21 mm
. 03<v;<60m/s
Sharan and Lienhard f=[021+0.00171 -p—f] (2.50b) 5<D/d;<36.4
(1985) [29] P, 6 < Ppar <27.9 bar
2 3 saturated jet
A =0.486+0.06052- 1n[£f-] —0.0378 (m LOLJ] +0.00362- [h{ﬂ)] (2.500)
pg pg g

Katto and Yokoya
(1988) [30]

. 112 ] m —m
_bewr =[_”_f_]. 0.016&7-(—&] | } ~(1+2j (251a)
Pyl v, Py -\ |lesviD-d) 4,

-0.0794
m=0532. [ﬂf—] for £L <248 2510
Pe

-0.0155
m=0374.] P for 225248 2510
Pg

5.3<pdp, <1603
0.7<dj<4.1 mm
0.3<v; <60 m/s
10<D<60.1 mm
3.9<D/d;<53.9
saturated jet
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8.1 Determining the Correlation CHF

It can be seen in Table 8.1 that the researchers specify the jet velocity and
diameter at the nozzle exit be used. For the analysis, however, it was decided to evaluate
the equations at the jet impingement velocity and diameter. The reason being ié the
velocity and diameter at the nozzle exit are different than at impingement. Since the
analysis is looking within the impingement region, it makes better sense to use the jet
impingement diameter and velocity.

The researchers also specify a heater diameter parameter, D. It was decided to
take the heater diameter as the size of the impingement zone, which is the size of the jet
diameter. However, looking at Table 8.1, Equations 2.49 and 2.51 have a “D-d;;” term.
Therefore, if a heater diameter equivalent to d;; were used, the CHF calculated would be
zero. To prevent this from occurring, it was decided to calculate the CHF at a heater
diameter slightly larger than the jet impingement diameter. For convention, a value of
1.1*d;; was used.

The CHF was calculated at d;;and 1.1*d;; for the other correlations not containing
the “D-d;;” term to verify that using a heater diameter slightly larger than the jet diameter
would not greatly effect the CHF calculated. Figure 8.1 shows the results at a water
temperature of 30°C, flow rate of 15 1/min, and wall superheat of 200°C. As it can be
seen, the CHF decreased minutely with the increased heater diameter. Due to this small
variation, it can be ascertained that using a slightly larger heater diameter has little effect

on the CHF calculated and thus a heater diameter of 1.1*d;; can be used.
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Figure 8.1: CHF calculated at D=d;; and D=1.1*d;; at Tyatr = 30°C, flow rate of 15
I/min, and wall superheat of 200°C

The heater diameters used for each of the flow rates are presented in Table 8.2.

The CHF for each equation was evaluated at the same wall superheat that the CHF for the

experimental data occurred at, as described in Table 4.4. All water properties were

evaluated at the film temperature. The tests the CHF was evaluated at are summarized in

Table 4.2.

Table 8.2: Heater diameters used for the analysis

Flow Rate dji (mm) D (mm)
15 I/min 7.6 8.36
30 I/min 10.6 11.66
45 1/min 12.6 13.86
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8.2 Effect of Heater Diameter

As mentioned earlier, all the correlations, except for Equation 2.41, depend upon

a heater diameter, D. The effect of heater diameter was determined by calculating the

CHEF at five different heater diameters at a constant water temperature, flow rate, and wall

superheat. The heater diameters the CHF was evaluated at were at 1.1*d;;, thermocouple

location 2, thermocouple location S, and thermocouple location 8. The last diameter

evaluated was at the equivalent diameter of the plate surface. A plate of 280 mm X 280

mm was used. Therefore, an equivalent diameter required to achieve the same area is at

316 mm. Table 8.3 summarizes the five different heater diameters used at each of the

flow rates.

Table 8.3: D used to examine effect of heater diameter

Flow Rate | dji (mm) D (mm)
15 /min 7.6 8.36,15.9,63.5,111.1, 316
30 Vmin 10.6 11.66, 15.9,63.5,111.1,316
45 /min 12.6 13.86,15.9,63.5,111.1, 316

Figure 8.2 shows the CHF evaluated at a water temperature of 30°C, flow rate of

15 I/min, and a wall superheat of 200°C was used. As it can be seen, for all the

equations, the CHF decreased with increasing heater diameter. This excludes

Equation 2.41, which does not incorporate the heater diameter.
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Figure 8.2: CHF at T,a¢r = 30°C, 15 Vmin, and AT, of 200°C

8.3 Effect of Water Flow Rate

The effect of varying the water flow rate was also evaluated. The jet velocity and
jet diameter increase with increasing flow rate. Figure 8.3 shows Equations 2.41 and
2.48 at flow rates ranging from 15 1/min to 45 l/min, a water temperature of 30°C, and a
wall superheat of 200°C. At a constant water temperature and wall superheat, it was
observed that the CHF decreased with increasing flow rate for Equation 2.41.
Equation 2.48, however, does not vary with jet flow rate. The reason being is this
equation is for the I-regime (see Table 8.1), which does not normally depend upon jet

velocity.
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Figure 8.3: CHF for Equations 2.41 and 2.48 at T\ - = 30°C and AT, of 200°C at
different flow rates

Figure 8.4 shows all the other equations at flow rates ranging from 15 1/min to
45 1/min, a water temperature of 30°C, and a wall superheat of 200°C. Unlike

Equation 2.41, the CHF increased with increasing flow rate for all the equations

evaluated.

157



CHF Analysis and Results

x10
6 T T T T T
557 —o— Eqn.242 | |
51 — Egn. 243 | |
-~+- Eqn. 245
45} —— Egn. 246 | |
—=- Eqn. 247
G 4r —— Eqgn. 249 | 4
£ -6- Eqn. 250
S 35} —< Eqn.251 | A
T
O 3¢ & 4
i3 =) :
25¢

115 20 25 30 35 40 45
Flow rate (fmin)

Figure 8.4: CHF for all other equations at T\, = 30°C and ATy of 200°C at
different flow rates

8.4 Effect of Water Temperature

The CHF was evaluated at all the tests described in Table 4.2. From these results,
the effects of varying the water temperature can be determined. Figure 8.5 and Figure 8.6
show the CHF evaluated for all the equations at 15 I/min. In general, it can be seen that
the CHF decreased with increasing water temperature. This excludes Equation 2.45 as
shown in Figure 8.6, where the CHF increased with increasing water temperature. Similar

trends were observed at the other flow rates.
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Figure 8.5: CHF for Equations 2.41, 2.43, 2.49, 2.50, and 2.51 at 15 I/min at different
water temperatures
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Figure 8.6: CHF for Equations 2.42, 2.45, 2.46, 2.47,and 2.48 at 15 1/min at different
water temperatures
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8.5 Comparison with the Experimental Data

The CHF calculated for all the equations were compared with the experimental
data. The data CHF was determined as the highest heat flux directly after nucleate
boiling, which is summarized in Table 4.3. The results for each equation will be
presented with the equations calculated at a heater diameter of 1.1*d;;, as mentioned in
Section 8.1. The percent error was calculated by calculating the difference between the
CHF calculated and the experimental CHF and dividing this by the CHF determined from
the experimental data:

- CHF,

CH F data | . ( 8 1 )

equation

CH F data

percent error =

It can be seen in Equation 8.1 that a negative percent error signifies that the CHF
calculated from the correlation is lower than that obtained from the experimental data. A
positive percent error indicates that the calculated CHF was greater than the experimental
CHF.

8.5.1 Results for Equation 2.41

Figure 8.7 and Table 8.4 summarize the percent error for Equation 2.41. In all
instances, the equation underestimated the CHF. The percent error also increased with
increasing water temperature. Also, the equation best represented the data at water

temperatures below 40°C.
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Figure 8.7: Percent error for Equation 2.41
Table 8.4: Percent error for Equation 2.41
Water Temperature
Flow Rate{ 30°C 40°C 50°C 60°C 70°C 80°C 95°C
15 Vmin | -12.7% : -36.3% : -31.5% | -54.5% | -56.8%
30 Vmin : -14.9% | -34.8% : : : -83.2%
45 Vmin | -19.5% | -30.6% : -38.5% : -70.3%

Figure 8.8, Figure 8.9, and Figure 8.10 show Equation 2.41 compared with the
experimental data at 15 I/min, 30 I/min, and 45 /min, respectively. In Figure 8.8 at 15
I/min, it can be seen that the difference between the correlation and data is relatively the
same at water temperatures of 30°C and 95°C. However, the percent error in Table 8.4 is
higher at a water temperature of 95°C. The reason being is the percent error in
Equation 8.1 is determined by dividing the difference by the experimental CHF. Since
the experimental CHF at 95°C is lower, the percent error will be higher. The same

explanation can be provided for the other flow rates.
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Figure 8.9: Equation 2.41 compared with the experimental data at 30 /min
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Figure 8.10: Equation 2.41 compared with the experimental data at 45 /min

It can also be seen in Figure 8.8, Figure 8.9, and Figure 8.10 that at all of the flow
rates, Equation 2.41 and the data CHF seemed to both decrease at the same rate with

increasing water temperature.

In general, it can be summarized that Equation 2.41 adequately represents the data
at water temperatures below and including 40°C. Looking at Table 8.1, the applicable
conditions for the equation are at subcoolings ranging from 45°C to 80°C, or water
temperatures ranging from 20°C to 55°C. Therefore, the equation seems to adequately
represent the majority of its water temperature range. Considering only the tests within

this range up to a water temperature of 55°C, 66.7% (4 out of 6) of the tests contained

percent error less than 30%, which is a reasonably good fit.
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8.5.2 Results for Equation 2.42

Figure 8.11 and Table 8.5 summarize the percent error for Equation 2.42. It can
be seen that at water temperatures below and including 50°C, the equation matched
poorly with the data. However, at water temperatures of 70°C and 80°C, the percent
error was less than 20%. Then at a water temperature of 95°C at 15 and 45 1/min, the
equation highly overestimated the heat flux. However, at 30 [/min, the equation matched
well.

This can be explained by looking at the CHF compared with the data in Figure
8.12, Figure 8.13, and Figure 8.14 at 15 I/min, 30 /min, and 45 1/min, respectively. At all
the flow rates, Equation 2.42 seemed to remain relatively consistent across the different
water temperatures. However, the experimental CHF decreased with increasing water
temperature. Therefore, this led to a point where the correlation matched the CHF well at
a particular water temperature. At 15 1/min, 30 I/min, and 45 1/min, the best match was at
water temperatures of 84°C, 92°C, and 79°C, respectively (see Figure 8.12, Figure 8.13,

and Figure 8.14).
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Figure 8.11: Percent error for Equation 2.42

Table 8.5: Percent error for Equation 2.42

Water Temperature

Flow Rate| 30°C 40°C 50°C 60°C 70°C 80°C 95°C
15 Vmin | -50.6% : -49.0% : -12.4% | -17.0% | 139.9%
30 I/min : -46.3% | -50.9% : : : 6.8%
45 /min | -60.3% | -63.3% : -16.5% : 62.8%
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Figure 8.13: Equation 2.42 compared with the experimental data at 30 /min
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Figure 8.14: Equation 2.42 compared with the experimental data at 45 I/min

In general, however, Equation 2.42 poorly represented the data. Referring to
Table 8.1, this equation is applicable for a saturated water jet. At a water temperature of
95°C in Table 8.5, the equation highly overestimated the CHF at 15 I/min and 45 1/min.
However, it matched well at 30 I/min. Since it didn’t match well at 15 I/min and 45
1/min, this shows that it can not be used to represent data at a water temperature of 95°C.

Furthermore, looking at Table 8.5, only 33.3% of the tests contained results with a
percent error of less than 30%. Three out of these four tests occurred at water
temperatures below 95°C. Since this occurred at water temperatures reasonably below
the saturation temperature, this supports that Equation 2.42 should not be used to

represent the data.
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8.5.3 Results for Equation 2.43

Equation 2.43 is a modified version of Equation 2.42 provided by Monde and
Katto (1978) [19] that incorporates the water subcooling. Figure 8.15 and Table 8.6
summarize the percent error. It can be seen that Equation 2.43 better represents the data
than 2.42 did. Figure 8.16, Figure 8.17, and Figure 8.18 show the CHF compared with

the data at 15 1/min, 30 1/min, and 45 I/min, respectively.
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Figure 8.15: Percent error for Equation 2.43

Table 8.6: Percent error for Equation 2.43

Water Temperature
Flow Rate| 30°C 40°C 50°C 60°C 70°C 80°C 95°C

15 Vmin | -11.9% : -25.7% : 6.8% -6.8% | 144.3%
30 /min : -7.1% -30.5% : : : 8.1%
45 I/min | -26.9% | -36.8% : -2.7% : 65.7%

168



CHF Analysis and Results

o~ - —e— Eqn. 243
2r N - o- Data -

E

=S |

L

€I

S i
08r N i
06 N\ i
04+ \<} i

O. i 1 1 |
230 40 50 60 70 80 90 100
Water Temperature (°C)
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Figure 8.18: Equation 2.43 compared with the expérimental data at 45 I/min

In Table 8.1, Equation 2.43 is applicable for water temperatures ranging from
30°C to 80°C. In Table 8.6, at water temperatures up to 80°C, 77.7% (7 out of 9) of these
tests contained results with the percent error less than 30%. The best matches occurred at
water temperatures of 70°C and 80°C. Therefore, it can be concluded that Equation 2.43
can be used to represent the data at all flow rates for water temperatures up to 80°C.
8.5.4 Results for Equation 2.45

Figure 8.19 and Table 8.7 summarize the percent error for Equation 2.45. Figure
8.20, Figure 8.21, and Figure 8.22 show the equation compared with the experimental
CHF at 15 1/min, 30 /min, and 45 1/min, respectively. As determined in Section 8.4,
Equation 2.45 increased with increasing water temperature. The experimental CHF
decreased with increasing water temperature. Therefore, there should be a point where

the CHF would be the closest. Looking at Figure 8.20, Figure 8.21, and Figure 8.22, this
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occurred at water temperatures of 70°C, 95°C, and 81°C, for 15 I/min, 30 I/min, and 45

/min, respectively.
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Figure 8.19: Percent error for Equation 2.45

Table 8.7: Percent error for Equation 2.45

Water Temperature
Flow Rate| 30°C 40°C 50°C 60°C 70°C 80°C 95°C
15 Vmin | -60.4% : -52.0% : 1.7% 4.0% | 207.8%
30 I/min : -41.0% | -70.9% : : : -3.0%
45 Vmin | -78.1% | -80.7% : -39.3% 101.8%

171



CHF Analysis and Results

22 .

2k
18}
16
14

T

1.2

CHF (Wim?)

1 L
0.8%

06
04

T

—— Eqn. 245
N -¢- Data

0'230 4‘0

Figure 8.20: Equation 2.45 compared with the experimental data at 15 I/min

50 60 70 80 90
Water Temperature (°C)

—&— Eqgn. 245
- ¢- Data

7
x 10
2 T
LA
}_,—"‘
15¢F
E
=S
L
T
O
14
05

40 50

Figure 8.21: Equation 2.45 compared with the experimental data at 30 /min

60 70 80 90
Water Temperature (°C)

100

172



CHF Analysis and Results

22)(10 ' ' , . |
X —&— Egn. 245
24 S ' -&- Data N
~
’]'8_ ~ .
\
16+ ~ .

0'23;0 40 50 60 70 80 90 100
Water Temperature (°C)

Figure 8.22: Equation 2.45 compared with the experimental data at 45 I/min

Looking at Table 8.1, this equation is applicable for a saturated jet. However, at
95°C, only 33.3% of the three tests at this temperature closest to saturation contained
good results (see Table 8.7). Therefore, it can be concluded that Equation 2.45 is not a
good representation of the data.
8.5.5 Results for Equation 2.46

Figure 8.23 and Table 8.8 show the percent error for Equation 2.46. It can be
seen in Figure 8.6 that Equations 2.42 and 2.46 contained almost exactly the same results.
Looking at Table 8.1 and Section 2.3.4.1, Equation 2.46 was a modification of Equation
2.42. Therefore, Equation 2.46 will contain the same trends as Equation 2.42. Therefore,

like Equation 2.42, Equation 2.46 is a poor representation of the data.
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Figure 8.23: Percent error for Equation 2.46

Table 8.8: Percent error for Equation 2.46

Water Temperature

Flow Rate| 30°C 40°C 50°C 60°C 70°C 80°C 95°C
15 Vmin | -49.8% : -48.3% : -11.1% | -15.8% | 143.5%
30 I/min : -45.4% | -50.1% : : : 8.4%
45 V/min | -59.7% | -62.8% : -15.3% : 65.3%

8.5.6 Results for Equation 2.47

Figure 8.24 and Table 8.9 show the percent error for Equation 2.47. Figure 8.25,
Figure 8.26, and Figure 8.27 show the equation compared with the experimental CHF at
15 l/min, 30 1/min, and 45 1/min, respectively. It can be seen in Figure 8.6, that Equation
2.47 contained results close to that of Equations 2.42 and 2.46. This is because these

equations were developed by one of the same researchers (Monde in [5, 18, and 27]).
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Figure 8.24: Percent error for Equation 2.47

Table 8.9: Percent error for Equation 2.47

Water Temperature

Flow Rate| 30°C 40°C 50°C 60°C 70°C 80°C 95°C
15 Vmin | -51.0% : -51.0% : -18.0% | -22.9% | 121.8%
30 /min : -49.2% | -44.2% : : : 3.4%
45 V/min | -52.3% | -52.0% : -15.2% : 52.1%
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Figure 8.26: Equation 2.47 compared with the experimental data at 30 I/min
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Figure 8.27: Equation 2.47 compared with the experimental data at 45 I/min

Looking at Figure 8.25, Figure 8.26, and Figure 8.27, Equation 2.47 decreased
slightly with water temperature, but at a lesser rate than the experimental heat flux did.
Looking at these figures, the temperature that the correlation CHF matched the best with
the experimental CHF occurred at water temperatures of 85°C, 95°C, and 80°C, at
15 I/min, 30 1/min, and 45 1/min, respectively.

Looking at Table 8.1, Equation 2.47 is applicable for a saturated jet. However,
looking at Table 8.9, only one of the three tests evaluated at 95°C contained a percent
error of less than 30%. Furthermore, at 15 /min and 45 1/min, the heat flux was highly
overestimated at a water temperature of 95°C and the best match at these flow rates
occurred at lower water temperatures. Therefore, it can be ascertained that Equation 2.47

should not be used to adequately represent the data.
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8.5.7 Results for Equation 2.48

Figure 8.28 and Table 8.10 show the percent error for Equation 2.48. Figure 8.29,
Figure 8.30, and Figure 8.31 show the correlation compared with the experimental CHF
at 15 1/min, 30 1/min, and 45 1/min, respectively. It should be noted that Equation 2.48
was developed by the same researchers that devised Equation 2.47. However, Equation

2.48 is for the I-regime while Equation 2.47 is for the V-regime.
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Figure 8.28: Percent error for Equation 2.48

Table 8.10: Percent error for Equation 2.48

Water Temperature

Flow Rate| 30°C 40°C 50°C 60°C 70°C 80°C 95°C
15 Vmin | -44.3% : -51.6% : -35.8% | -47.4% | 35.3%
30 /min : -59.1% | -26.4% : : : -0.6%
45 Vmin | -38.7% | -37.8% : -7.5% : 3.0%
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Figure 8.29: Equation 2.48 compared with the experimental data at 15 I/min
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Figure 8.30: Equation 2.48 compared with the experimental data at 30 I/min
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Figure 8.31: Equation 2.48 compared with the experimental data at 45 I/min

It can be seen in Figure 8.29, Figure 8.30, and Figure 8.31 that the best match
occurred at water temperatures of 92°C, 95°C, and 95°C at 15 I/min, 30 I/min, and 45
I/min, respectively. In addition, at 30 I/min and 45 1/min, the percent match was only
-0.6% and 3% in Table 8.10, which is extremely close. In Table 8.1, this equation is
applicable for a saturated jet. Therefore, since the best matches occurred at water
temperatures relatively close to the saturation temperature, then it can be concluded that
Equation 2.48 can be used to represent the data at a water temperature of 95°C.
8.5.8 Results for Equation 2.49

Figure 8.32 and Table 8.11 show the percent error for Equation 2.49. As it can be
seen, in all tests, the equation highly overestimated the data. In Table 8.1, Equation 2.49

is for a saturated jet. However, at a water temperature of 95°C, the equation contained
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the greatest error with errors greater than 300% (see Table 8.11). Therefore, this

equation should not be used to represent the data.
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Figure 8.32: Percent error for Equation 2.49

Table 8.11: Percent error for Equation 2.49

Water Temperature
Flow Rate| 30°C 40°C 50°C 60°C 70°C 80°C 95°C

15 Vmin | 108.8% : 107.4% : 237.0% | 209.5% | 772.8%
30 Vmin : 110.6% | 124.1% : : : 337.4%
45 Vmin | 83.9% | 74.1% : 257.9% : 517.8%

8.5.9 Results for Equation 2.50

Figure 8.33 and Table 8.12 show the percent error for Equation 2.50. Figure 8.34,
Figure 8.35, and Figure 8.36 show Equation 2.50 compared with the experimental CHF at
15 I/min, 30 I/min, and 45 I/min, respectively. It can be seen that the bést matches
occurred at water temperatures less than 60°C, which is well below saturated conditions.

Also, in Table 8.12, the equation represented the data well at water temperatures less than
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50°C. On the contrary, in Table 8.1, this equation is applicable for a saturated jet.
However, the percent error was the highest at a water temperature of 95°C.

This equation was derived from the experimental data from Monde and Katto
[19], and Monde [28], which both provided CHF equations presented earlier (Equations
2.42,2.43, and 2.46). Equation 2.43 (Section 8.5.3) was applicable for lower water
temperatures. Yet Equations 2.42 (Section 8.5.2) and 2.46 (Section 8.5.5) did not match
well with the data. Since there was a discrepancy between these equations, it is difficult
to say why Equation 2.50 was higher at lower water temperatures. However, it can be

determined that Equation 2.50 poorly represents the data.
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Figure 8.33: Percent error for Equation 2.50
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Table 8.12: Percent error for Equation 2.50

Water Temperature

Flow Rate| 30°C 40°C 50°C 60°C 70°C 80°C 95°C
15 Vmin -6.8% : -11.5% : 45.1% 38.2% | 305.8%
30 I/min : -8.3% 22.2% : : : 90.7%
45 I/min 4.8% 7.5% : 66.5% 180.6%
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Figure 8.34: Equation 2.50 compared with the experimental data at 15 I/min
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Figure 8.36: Equation 2.50 compared with the experimental data at 45 I/min
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8.5.10 Results for Equation 2.51

Figure 8.37 and Table 8.13 show the percent error for Equation 2.51. Like
Equation 2.49, this equation highly overestimated the CHF. Furthermore, this equation is
applicable for a saturated jet. Yet at a water temperature of 95°C in Table 8.13, the
percent error was the greatest with errors greater than 270%. Therefore, it can be

concluded that Equation 2.51 is a poor representation of the experimental data.
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Figure 8.37: Percent error for Equation 2.51

Table 8.13: Percent error for Equation 2.51

Water Temperature
Flow Rate| 30°C 40°C 50°C 60°C 70°C 80°C 95°C

15 Vmin | 93.4% : 73.1% : 165.7% | 140.1% | 589.2%
30 /min : 68.2% | 189.9% : : : 270.0%
45 Vmin | 156.9% | 173.6% : 249.8% : 383.8%
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8.5.11 Summary of Results

The majority of the CHF equations presented by other researchers should not be

used to represent the data. The conditions where these equations can represent the data

are summarized in Table 8.14. The three equations that can be used to represent the data

are Equations 2.41, 2.43, and 2.48. Equations 2.41 and 2.43 incorporate the water

subcooling and thus are applicable at particular water temperatures.

Equation 2.41 can be used for water temperatures less than or equal to 40°C at all

the flow rates evaluated. Equation 2.43 is applicable for water temperatures at and below

80°C for flow rates from 15 /min to 45 I/min. Equation 2.48 is for the I-regime and can

be used at a water temperature of 95°C since it is for a saturated jet.

Table 8.14: Conditions when the CHF equations can represent the data

Equation Conditions When can
Represent the Data

5 41 Water temperatures <40°C
' Flow rate of 1545 1/min

242 N/a

243 Water temperatures <80°C
' Flow rate of 1545 1/min

2.45 N/a

2.46 N/a

2.47 N/a

548 Water temperature of 95°C
) Flow rate of 15-45 I/min

2.49 N/a

2.50 N/a

2.51 N/a
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9. Conclusion

The cooling process in a hot steel mill has a great effect on determining the
metallurgical properties of the steel. Researchers have examined jet impingement heat
transfer to better understand this cooling process. This report reviewed the effects of
various parameters on jet impingement heat transfer for a stationary jet. A summary of
these most important effects are:

* Increasing the jet velocity increases heat transfer within the CHF, transition boiling
and film boiling regimes. Doing so also increases the advancement of the rewetting
front.

» Decreasing the water temperature increases the CHF and minimum heat flux and
increases heat transfer within the single-phase forced convection regime.

» Increasing the jet diameter increases the size of the stagnation region, which thereby
enhances heat transfer.

» Increasing the wall superheat increases heat transfer within the nucleate boiling
region.

= There is conflicting evidence on the effect of nozzle-to-surface spacing.

= Surface oxidation increases the heat flux within the transition and film boiling
regions.

» The effect of a moving plate increases heat transfer downstream from the stagnation

point and decreases heat transfer upstream.
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This thesis also compared correlations presented by other researchers with the

experimental data from the ROTC facility within the single-phase forced convection,

nucleate boiling, two-phase, and CHF regimes. Only correlations within the stagnation

region for a circular stationary jet were examined. Using these equations will help

provide an estimate as to the amount of cooling that occurs in a steel mill depending upon

various conditions such as jet velocity and diameter. This can help control the

metallurgical properties of the steel desired. An outline of the results is presented below.

In the single-phase forced convection the following equation presented by Stevens
and Webb (1991) [15] best represented the data at water temperatures up to 80°C:

-0.0336 -0.237
V.
Nu =267 Re® . prod.| £ AL (2.14)
J J d ‘ d .

J J
All of the nucleate boiling correlations evaluated highly overestimated the
experimental data.
A new correlation was developed, which can be used to represent heat transfer within
the single-phase forced convection and nucleate boiling regimes at water

temperatures from 30°C to 95°C, and flow rates from 15 I/min to 45 I/min:

where:

q:S,'UB = hmic ’ ATsal + hmac : (Tsmf - Twater) (240)

P -0.0336 -0.237 i
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h, =267 -Re®.prot.| = L L (7.1)
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®* Three CHF correlations were found to well represent the data. The first two
incorporate the water temperature and the last one is applicable for a saturated jet.
These correlations apply for flow rates ranging from 15 /min to 45 I/min. The

applicable conditions for these equations when compared with the data are:

034
" v i
1. Gor =1.42x10* (-C-;—J - AT, at water temperatures < 40°C (2.41)
J
., 0.725 ) 1/3
5 dewr g o7a5.| P2 | . —=% | (+e,,) (2.43)
Pe g v, Pe pyov;-D
Where:

sub

0.5
C, AT
Egp = 2.7-[&) [u) at water temperatures < 80°C

Py hfg
" 1/3 1/2
3. e _p00| P2 . ——UT~— at a water temperature of 95°C  (2.48)
pg'hfg’vj Pe PrV;-

When calculating the heat flux, it is recommended to use the new two-phase
correlation for the single-phase forced convection and nucleate boiling regions. At water
temperatures less than or equal to 80°C, Equation 2.43 can be used to calculate the CHF.

At a water temperature of 95°C to the saturation temperature, Equation 2.48 can be used.
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10. Recommendations for Future Work

Jet impingement heat transfer has been widely researched for the past few
decades. However, further research needs to be performed in order to really understand
the cooling process that occurs in a hot steel mill. Some recommendations for future
work are:

» Jet impingement heat transfer has been widely researched for planar and circular jets
on a stationary plate. However, in a mill, the steel sheet is moving. Therefore,
considerable research needs to be performed for a moving plate. The ROTC facility
is currently being modified to incorporate this. When completed, jet impingement
tests will be performed with plate speeds ranging up to 5 m/s. Then more
experiments need to be performed. Furthermore, correlations for a moving plate need
to be developed.

* The ROTC facility only uses downward facing jets. To better simulate actual
conditions on the hot rolling table, the facility should be modified to facilitate both
upward and downward facing jets.

* The majority of the research only incorporates a single jet. In a steel mill, large
arrays of water jets are used. Therefore, more experiments need to be performed
incorporating an array of jets as the heat transfer is different. The ROTC facility has
three circular nozzles. More experiments should be performed there using three jets
and compared to the single jet experiments.

» Correlations presented by other researchers for the transition boiling regime need to
be compared with the experimental data gathered previously at the ROTC facility. As

found earlier in Section 4.4.4.3, film boiling does not occur at all the water
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temperatures evaluated. Therefore, it is not necessary to compare film boiling
correlations with the experimental data.

» The mechanism of what the suppression factor is for the microconvective heat
transfer component for two-phase forced convection is not fully understood. More
research needs to be performed to examine how the bubble formation changes with
two-phase flow when compared to nucleate pool boiling heat transfer to better
comprehend how adding a suppression factor affects the microconvective component.

= More research needs to be performed to accurately determine the effects of nozzle-to-
surface spacing. It is recommended that large spacings up to 1.5 m be examined to
simulate conditions in a steel mill.

= The difference between planar and circular jets needs to be determined. This is
especially so if one is more effective than the other when the same cooling area is
considered. Knowing this difference may help reduce the amount of water required
to cool the steel sheet.

= The thermocouple conduction error needs to be determined so when experiments are

performed, more accurate temperature readings can be achieved.
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Appendix A: Thermocouple Conduction Error Literature Review

A thermocouple is a temperature measurement device highly used in industrial
applications. They are used to measure temperatures within internal combustion engines,
space vehicles, and industrial heating and structural applications, too name a few.
A.1 The Seebeck Effect

The main theory behind thermocouples is based upon the Seebeck effect, as
discovered by Thomas Seebeck in 1821. When two dissimilar wires form a circuit and
the junctions are at different temperatures, the thermal energy is converted to electrical
energy, resulting in a current. In open circuit conditions, a net thermal emf is produced,
otherwise known as the Seebeck voltage. The thermocouple is attached to a data
acquisition system that reads the corresponding voltage, which is then converted to a

temperature value.

Tz

metal A /’\

current 1

[ Sp e
&

heat metal B

Figure A.1: The Seebeck Voltage

The following equation provided by Benedict [A1] can be used to calculate the

Seebeck voltage based on the circuit shown in Figure A.1.

eB:aAB AT (Al)
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where
e, = net open circuit voltage

a,, = a,- o, = relative Seebeck coefficient of materials A and B
AT =temperature difference between the 2 junctions

The connection between the temperature and the Seebeck voltage has a the
following polynomial relationship defined as in [A2] [A3]:

T=a,+a -x+a,-x"+a,-x’ +a, - x* +..+a, -x" (A.2)

where
T = temperature in degrees Celsius
x = thermocouple voltage in Volts
an = polynomial coefficients

Generally, the higher the order of the polynomial, the better the accuracy of the
temperature conversion. The polynomial coefficients, a,, depend on the thermocouple
type and are different for each order. The coefficients can be read off a table provided by
a thermocouple manufacturer, such as the Omega Engineering temperature measurement
book [A2].
A.2 Beaded and Intrinsic Thermocouples

There are beaded thermocouples and intrinsic thermocouples. A beaded
thermocouple is formed by joining together the two wires usually by spot welding or
brazing (see Figure A.2). The bead is usually around three times the wire diameter.
An intrinsic thermocouple is formed by attaching each wire separately, but very close
together (1 to 2 diameters apart), at the surface to be measured [A4]. The measured

output is the weighted mean of the two different junction temperatures [A1]:
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e, =e, +(a,—oay)(T,—Ty) (A.3)
where:
T,,T, = junction temperatures of metals A and B, respectively
e, = measured output voltage

e,, = output measured if both junctions were at the mean temperature

a ,,a, = Seebeck coefficients of metals A and B, respectively

Figure A.2 shows a basic beaded thermocouple. The end of the thermocouple
measures the temperature. Each wire has to be insulated to prevent them from touching.
If the wires touch, then the thermocouple voltage changes and gives an improper
temperature. To protect the wires from the surrounding environment, the thermocouples
are enclosed in a sheath. Aside from the way the wires are joined at the end, the make-up

of an intrinsic thermocouple is essentially the same as that for a beaded one.

nhsulation

~ Wire

Tenction —

Figure A.2: Basic Thermocouple [A3]

Intrinsic thermocouples are more accurate at measuring temperatures in transient
conditions than beaded ones. With a beaded thermocouple, the mass of the junction bead

causes a difference in surface temperature at the bead, which takes more time to heat up
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to surrounding conditions. To reduce this error, the bead should be as small as possible
and the leads should be attached as close to the plate as possible.

With an intrinsic thermocouple, there is essentially no mass, reducing the
response time. The response time is the time it takes for a temperature change of the
material being measured to affect the temperature of the thermocouple (which is the
temperature recorded). This is highly desirable for time-dependent measurements, as
performed in the experiments presented in this report. Also, compare to the bead
junction, the effects of heat conduction are reduced [A4].

A.3 Thermocouple Calibration

Before the thermocouple can be used, it has to be calibrated. The thermocouple
circuit is set up as shown in Figure A.3. “A” and “B” represents the two different metals.
The thermocouple tip measures the temperature of the target surface. A gage measures
the voltage and this is then converted to a temperature value.

When calibrating a thermocouple, both junctions are exposed to two different
known temperatures. The most common method is to expose the measurement junction

to boiling water, which is at 100°C. The other junction is exposed to an ice bath, which

is at 0°C [AS5].
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Thermocouple

? Lead wire Gage
+ A +
" K T
/] s j ot
A - B % -
Target =
surface M Ice bath
N {known constant
N temperature
for reference)

Reference junctions
Figure A.3: Thermocouple Circuit [A5]

The voltage between the two junctions is measured and Equation A.1 is used to
get the Seebeck voltage and Equation A.2 to calculate the temperature. If the temperature
calculated is at 100°C, then the thermocouple is working properly.

A.4 Advantages and Disadvantages

There are four main advantages thermocouples have over other temperature
measuring devices, which explains their common use. They are relatively inexpensive
and can operate in a broad temperature range of around —270°C to 2100°C. They are
small, achieving sizes down to 0.25 mm diameter. Figure A.4 demonstrates the small
size of a thermocouple compared to the end of a needle. Finally, they are relatively easy
to integrate into automated data systems which can be used to acquire large amounts of

data with time [A6].
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Figure A.4: Beaded Thermocouple Compared to the End of a Needle [A2]

However, thermocouples have disadvantages. Thermocouples operate at a low
voltage in the micro-volt range if it is required to measure temperatures differing by
about 0.1°C [A2]. This requires a sensitive voltage measurement device. Recalibration
of certain types of thermocouples can be very difficult. Some thermocouples may change
chemically and physically under high temperatures and corrosive environments, resulting .
in measurement error [A6].

A.S Thermocouple Types

To help accommodate for some of their disadvantages, it is important to choose
the type of thermocouple that best suits the conditions it will be exposed to. There are 11
main types of thermocouples to choose from as shown in Table A.1. The most common

typesused are E, J, K, R, S, and T [A3].

202



Appendix A: Thermocouple Conduction Error Literature Review

As it can be seen, the thermocouples are each composed of different metals and

are designated by a letter. Each different type of thermocouple has its own

characteristics. The type of thermocouple chosen will depend upon the operating

conditions and the characteristics required for the thermocouple to work properly.

Table A.1: Thermocouple Types [A4]

Thermcouple Optimum
Type Metal 1 Metal 2 Temperature
Operating Range
] Iron CS};’;S:_"‘IE}?EGI 0°C to 750°C
K Niclgall]-rg?ri%:llium Niclitlﬁifogriega -200°C 0 1250°C
T Copper Cg;}ﬁ:ﬁ;{iﬁel -200°C to 350°C
E Niclgll-rgr}?rf)%iium C(?};);Srtx;:ﬁel -200°C t0 900°C
N Qmega-® Omega N -270°C to 1300°C
R Lyt Platinum 0°C to 1450°C
S Lo e Platinum 0°C to 1450°C
B 2056 Rhogpam % Rbodiun 0°C to 1700°C
G Tungsten 5 63/?%?;?1-1m 0°C to 2320°C
¢ 5% Rbepiom 26% Ratriom 0°C 10 2320°C
o | e g ] pcwmn
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A.6 Choosing a Thermocouple

Three main things need to be considered when choosing the type of thermocouple
to be used. The first is the operating temperature range. If the temperature is higher or
lower than the specified range, incorrect readings will result. As it can be seen in
Table A.1, each type of thermocouple has a specific temperature range it operates best in.

The second thing to take into account is what the thermocouple is measuring the
temperature of. That is, choosing the correct thermocouple type depends upon the
chemical composition of the material and whether a liquid, solid, or gas is being
measured. Some thermocouples are more suitable for measuring gases versus solids, for
instance. Or other thermocouples negatively react with certain materials.

Finally, the third thing to be contemplated is the measurement environment the
thermocouple will be exposed to. It has to be determined whether the thermocouple
needs to be chemical resistant, abrasion resistant, and/or vibration resistant [A2].

Aside from choosing the type of thermocouple to be used, it is also important to
determine the diameter of the thermocouple required. This depends upon the response
time desired. Essentially, the smaller the diameter, the faster the response time. Having
a relatively fast response time is especially important where rapid cooling or heating
occurs and the temperature is to be measured under transient conditions. However, it
should be noted that the diameter of the thermocouple can not be so small that great strain

is imposed on the wire which can break the thermocouple.
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A.7 Thermocouple Error

There are many causes that can contribute to error of temperature measurement
with a thermocouple. This could be due to electronic noise, improper calibration and
improper conversion of recorded voltages into temperatures [A4].

Another source of error that can occur is when the wires are attached to the
surface being measured, they may represent pin fins where ileat can flow mainly due to
conduction. In the case where the wires are at a lesser temperature than the substrate,
heat flows into the wires. This reduces the temperature at the junction compared to the
actual plate temperature.

A.7.1 Thermocouple Conduction Error

Several researchers have focused on heat conduction error in thermocouples
[A2, A4, A7, A8, A9, and A10]. They have looked at heat conduction through the leads
above and/or below the substrate and how it changes the temperature of the junction
compared to the actual surface temperature. How some of them approached the problem
and their findings will be discussed.

In their thermocouple manual, the American Society for Testing and Materials

[A11] described the installation factor which can be found experimentally or calculated

by:
P T,-T,
I,-T, (Ad)
where:

Z. = installation factor

T, = actual surface temperature
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T, = thermocouple junction temperature

T, = Temperature of the surroundings
However, they did not fully explain what type of measurement error(s) nor

configuration(s) this is valid for.

Attia and Kops [A7] studied the temperature variation at the surface due to

conduction through the leads. They analyzed both the embedded and ambient segment of
the thermocouple. They modeled the leads as a cylindrical fin of radius # = V2 r,, Where
r,, 1s the radius of the thermocouple wires. The thermal conductivity is the average of

w

the conductivities of the thermocouple wires 1 and 2:

k, = (k‘%kz) (A.5)
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Figure A.S: Diagram for Analytical Model from [A7]

Figure A.5 shows the diagram they used to help set up their analytical model.

They neglected that the flow rate at the base of the fin in the embedded region at Z = L.
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1.e.:

8.
02 )es (A-6)

They calculated the heat flow rate out of the thermocouple to the ambient section, which

went through the embedded part as:
q:\/h'P'kl'A'(to—ta) (A.7)

where:

h = heat transfer coefficient
P= wire perimeter

A = area of the fin

t,= temperature of the base of the fin
t, = ambient temperature

Essentially, it was found that increasing the wire diameter increased heat
conduction through the wires. Also, heat transfer was augmented with increasing the
mean thermal conductivity of the wires.

Behrmann [AS8] studied heat conduction through the thermowell or sheath of a
thermocouple. They modeled the thermocouple as a fin. A general rule of thumb they
provided is to immerse the thermocouple to a depth of 10 sheath diameters to reduce
conduction error through the sheath. They also determined that bent thermocouples give
better readings than straight ones. Just like Attia and Kops [A7], they concluded that
reducing the diameter of the thermocouple minimizes conduction. |

Park et. al [A4] analytically determined the temperature error of a type K intrinsic

thermocouple due to conduction of a nickel piece using finite difference methods. The
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plate was initially set at 500°C. From this, they saw that the difference between the

measured and actual surface temperature error could be up to 40°C.

Keltner [A9] looked at steady state conduction error through the leads of an

intrinsic thermocouple attached to a surface. They approximated the thermocouple

temperature by:

T, o €5V

surface

TTC: \/— 1 T
1+2-K++Bi (—=+—
Z+7

(A.8)

Where x is the ratio of the thermocouple base over the wire radius. In the case where

there is no thermocouple bead, x =1

. beadthickness
r

The lateral surface Biot modulus is:

Bl-___h'rwire

The contact surface Biot Modulus is:

B __ Tcomact rwire

k

surface

The thermal conductivity ratio is:

K — k wire
k

surface

where:

T, = measured thermocouple temperature

T

surface

= surface temperature

(A.9)

(A.10)

(A.11)

(A.12)
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Bi = lateral surface Biot Modulus

B = contact surface Biot Modulus

K = thermal conductivity ratio

rwire = the radius of the thermocouple
beadthickness = thickness of the bead
kwire = thermal conductivity of the wire

h = contact heat transfer coefficient

contact

h = heat transfer coefficient

Ksurface = thermal conductivity of the surface being measured

However, they did not state whether the wire thermal conductivity, Kyir, is the

average of the two wires, or the greater of the two. Equation A.8 only applies if the wall

thickness is at least 10X the wire diameter.

Henning and Parker [A10] analytically and experimentally determined the

transient lead conduction error for an intrinsic thermocouple. To simplify their analysis,

they assumed the region between x = 0 and r = R in Figure A.6 to have no thermal

capacity. They analyzed the conduction through the wire and substrate separately using

the general heat conduction equation. Each wire was modeled as an infinitely long

cylinder attached perpendicular to the surface of a semi-infinite body as shown in the

figure.
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Figure A.6: Analytical Model Setup used by Henning and Parker [A10]

They assumed perfect contact between the thermocouple and substrate and that all

properties were temperature independent. Convection and radiation heat transfer were

neglected. By assuming a product solution and using separation of variables, they

determined the transient temperature response at the thermocouple junction as:

0(",0)=1-(1-a)-exp(a® -1')- Erfe(at’)

0(t*, 0) is the dimensionless temperature in the thermocouple junction defined as:

0.0~ _Tre =Ta
T

substrate ~ t oo
The dimensionless time is defined as:
-t/ R?

I =a

susbstrate

The constant a is defined as:

1

a=

substrate ,D substrate C psubstrate

a+1/G'J kTC'PTC'CpTC

where:

(A.13)

(A.14)

(A.15)

(A.16)
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Ttc = thermocouple temperature
Tsubstrate = Surface temperature
T = the ambient temperature
R = radius thermocouple wire

a = thermal diffusivity of the surface

substrate
Ksubstrate = thermal conductivity of the surface

krc = thermal conductivity of the thermocouple

prc = density of the thermocouple

Psubstrate = density of the surface

Cprc = specific heat of the thermocouple

Cosubstrate = Specific heat of the surface

The geometrical factor G was experimentally determined to be around 1.5. At 95%

steady state, the time can be approximated by:

3Dk
T o« k

95%

t

substrate

susbstrate (A.17)
where:
D = diameter of the thermocouple wire

Similar to Attia and Kops [A7], Henning and Parker [A10] determined that a
thermocouple wire with a small diameter and relatively low thermal conductivity reduces
conduction error and produces a faster response than that with a larger diameter and high
thermal conductivity.

Keltner and Beck [A12] analytically determined the steady state result for an

intrinsic thermocouple temperature at the junction as:
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1
1+7r-K-\/E/2 (A.18)

T.. =

<

Where they assumed a different lateral surface Biot modulus, Bi, than Keltner [A9] did in
Equation A.10:

h v wire

Bj = —contact ‘
2 kwire (A 19)

The thermal conductivity ratio, K, is defined by Equation A.12 and h¢niact is the contact
heat transfer coefficient.

Hagen [A3] provided the following relation between the true surface, fluid, and
thermocouple temperatures for a thermocouple attached to the surface. They took the
wire insulation into account. They also modeled the two wires as one wire. However,
they did not state whether it was a beaded or intrinsic thermocouple. On the contrary,
since they modeled the thermocouple wires as one wire, then it most likely would not

make a difference in calculations between an intrinsic or beaded thermocouple.

T -T, - Bi
substrate C o X - Bi ; (AzO)
warae — Lo X +1.27+1.08-Bi—0.5-Bi
where:
kwire : Awire /‘R L re
X = -tanh (A.21)
-r eff : k substrate kwire " Ayire / R
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The total radial thermal resistance is:

1 N In(r, /7,)

k= 2-wer,h, 27k,
The effective wire radius of the two wires is:
Py =N2F,
Therefore, the effective area is:
Ao =70 Ty
The Biot modulus is provided as:
Bi = Pebsirare ° 7, off

substrate
where:
I, = outside insulation radius
r; = inside insulation radius
kins = thermal conductivity of the wire insulation

Lyire = length of the thermocouple wires

(A.22)

(A.23)

(A.24)

(A.25)

Hagen [A3] concluded that installing the thermocouples in a way where they lay

flat on the surface rather than have them sticking out like a fin would reduce the

conduction error.

Boelter et. al [A13] analytically calculated the thermocouple error where the flat

plate is surrounding above and below by fluids of differing temperature to simulate an

airfoil. They considered the thermocouple leads as sources of heat where heat can flow.

They assumed steady state conditions, uniform convection coefficients, and that the
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section is at uniform temperature. There is also no temperature gradient normal to the
plate surface anywhere.

Figure A.7 depicts the setup they use to calculate the thermocouple error. Fpl
and fp2 denote the convective coefficients of the fluid above and below the plate,
respectively. They performed a heat balance on the differential annulus of radius r and

width dr, which is concentric with the source (thermocouple) center.

Figure A.7: Setup used by Boelter et. al [A13]

They determined that:

T‘ - ire 2h k “Pvire
el Tare N2 T o0 [BT5 . Y_0.577)  (A26)

surface Lo ksurface ' bplale

The equivalent wire conductance is defined as:

k, = (—‘/E : ‘/E)Z (A27)
2
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The constant B is defined as:

h, +h,

— (A.28)

B=

plate * ™ surface
where:
h; = convective conductance of the surrounding hot fluid above the plate
h, = convective conductance of the surrounding cold fluid below the plate
k; = thermal conductivity of thermocouple wire material 1
k; = thermal conductivity of thermocouple wire material 2
Ksurface = thermal conductivity of the surface
bpiae = thickness of the plate

They determined that the thermocouple conduction error would increase with
decreasing plate thickness and decreasing plate thermal conductivity. The error would
also decrease with decreasing heat transfer coefficients. Finally, the error would increase
if the conductance of the thermocouple leads increases.

To reduce the thermocouple error, they suggested the same as Attia and Kops
[A7] and Henning and Parker [A10] to reduce the diameters of the thermocouple wires
and use thermocouple metals having low conductivities. They also recommended that

the thermocouple leads be embedded in the substrate, which is similar to what Hagen

[A3] concluded.
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Appendix B: Hauksson’s and Meng’s Observations

Hauksson [3] and Meng [2] performed a considerable amount of experiments on
circular jet impingement heat transfer at the ROTC facility. Their observations will be
summarized.
B.1 Hauksson’s Results

Hauksson performed experiments at jet subcoolings of 30°C, 40°C, and 50°C. Jet
impingement velocities of 5.5 m/s, 5.7 m/s, and 6 m/s (flow rates of 15 1/min, 30 I/min,
and 45 1/min, respectively) were also tested at each of the different subcoolings. His
findings for visual observations, cooling and boiling curves, and the effects of
subcooling and jet velocity will be presented.
B.1.1 Cooling Curve

By graphing the temperature variations of the surface and internal thermocouples
during cooling, it was discovered that the temperature profile in the plate was highly
nonlinear. Figure B.1 shows the results. As it can be seen, initially the surface
temperature dropped very rapidly but the internal temperature dropped at a slower rate.

Furthermore, as the temperature difference increased, the heat flux increased.
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Figure B.1: Cooling of internal and surface thermocouples [3]

B.1.2 Boiling Curves

The heat flux with respect to time and saturation temperature was studied.

Figure B.2 shows the heat flux with respect to time for a water temperature of 30°C and

jet impingement velocity of 5.7 m/s. At locations 1 and 2, the critical heat flux (CHF)

was virtually the same. The CHF decreased with increasing distance from the stagnation

point.
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Figure B.2: Heat flux versus time at a water temperature of 30°C and jet
impingement velocity of 5.7 m/s [3]

Figure B.3 shows the heat flux versus wall superheat for a water temperature of
30°C and jet impingement velocity of 5.7 m/s. From this, it was found that the CHF
shifted to a lower value of wall superheat at locations further away from the stagnation
region. It can also be seen that the CHF was relatively constant at regions further away

from the stagnation point.
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Figure B.3: Heat flux versus wall superheat at a water temperature of 30°C and jet
impingement velocity of 5.7 m/s [3]
B.1.3 Visual Observations
Hauksson saw that when the jet hit the plate it instantaneously darkened (i.e.
turned grey) in the stagnation region. It was surmised that this colour showed the
presence of vapour bubbles on the surface. Violent boiling was observed in the grey zone.
Outside this region, the plate was red hot. A picture of the jet during cooling is shown in

Figure B.4. The points in green indicate the thermocouple locations.
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Figure B.1: Cooling of a hot steel plate [3]

Slightly after cooling commenced the grey region around the impingement zone
turned black and progressed radially outwards. Alongside, the grey zone grew at a
slower rate. When the black zone size reached the size of the grey zone, they both grew
at approximately the same rate.
B.1.4 Effect of Subcooling and Water Flow rate

At a constant jet velocity, it was determined that increasing the subcooling
increased the CHF as expected. This occurred for water temperatures varying from 30°C
to 50°C (subcoolings from 50° to 70°C).

At constant subcoolings and flow rates ranging from 15 1/min to 45 I/min (5.5 to
5.8 m/s), it was found that the CHF increased with increasing flow rate. Additionally, the

flow rate had little effect for nucleate and transition boiling.
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B.2 Meng’s Results

Meng [2] performed experiments at water temperatures of 60°C, 70°C, 80°C, and
95°C. Water flow rates of 15 1/min, 30 I/min, and 45 1/min were also tested at each of the
different subcoolings. Visual observations were provided and the effects of subcooling,
water flow rate, and surface oxidation were discussed. These results will be summarized.
B.2.1 Visual Observations

Meng had similar visual observations as Hauksson did. Meng referred to the black
zone as the rewetting front. It was added that single-phase forced convection was most
the prominent heat transfer mode in the blackened region. The CHF occurred in the grey
zone just before the black zone was formed. Nucleate boiling occurred after that.

B.2.2 Effect of Subcooling

It was found that for tests with lower subcoolings, that the grey zone was lighter
and almost white. This occurred for a while before the stagnation region was rewetted.
During this period, it was suspected that a vapour film was present, which insulated the
water film from the plate surface. Also, as the subcooling decreased or water temperature
increased, the rewetting front velocity decreased.

Meng compared her results at different subcoolings with Hauksson’s results.
Figure B.5 shows the boiling curves at the stagnation region (location 2) at different
subcoolings ranging from 5°C to 70°C and a constant flow rate of 45 I/min. It was
discovered that no film boiling occurs in the impingement zone when the subcooling was

higher than 30°C. The film boiling duration was longer for lower subcoolings.
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Figure B.5: Boiling curves at location 2 for different subcoolings at a flow rate of 45
I/min [2]
The CHF at subcoolings ranging from 5°C to 40°C was compared. Figure B.6
shows that increasing the subcooling increases the CHF. The minimum heat flux (MHF)
at different subcoolings was also compared. Figure B.7 shows that the MHF increases

with increasing subcooling temperature. Both figures represent a flow rate of 45 1/min.
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Figure B.7: MHF at different subcoolings [2]
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B.2.3 Effect of Water Flow Rate

Figure B.8 compares CHF’s at three different flow rates at a subcooling of 5°C.

For flow rates varying from 15 I/min to 30 I/min (jet impingement velocities ranging

from 5.5 m/s to 5.7 m/s), the CHF increased. However, it decreased when the flow rate

was increased to 45 1/min (impingement jet velocity of 6 m/s).

G
1350
—&~ TC1 - stagnation
12 & TC3- r=31.8 mm
- TCH - =63.5 mm
1
1DF
g -
E Ll
=1
7
O
o
8 -
5 -
4..
3 -
2 L H 1 1 L 1 1
10 15 20 25 30 35 40 45

Jet 1ow rate ldnin]

Figure B.8: CHF at different jet velocities at 5°C subcooling [2]
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On the other hand Figure B.9 shows the MHF increased with increasing jet

velocity at all the jet velocities (or flow rates) tested.
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Figure B.9: MHF at different jet velocities at S°C subcooling [2]

B.2.4 Effect of Surface Oxidation

Meng also performed experiments to test the effect of surface oxidation.
Figure B.10 shows the boiling curves at locations 1 and 7 at a subcooling temperature of
30°C and water flow rate of 15 I/min. Test 4 was performed with a smooth plate and the
plate in test 4a had an oxidized surface. As it can be seen, the effect of surface oxidation
had little effect outside the stagnation region. It also had little effect on the CHF and heat
transfer for the single-phase convection and nucleate boiling regimes. However, in the
stagnation region, having an oxidized surface increased the heat flux in the transition and
film boiling regions. These results coincide with the results from Pan et. al [52] sited in

Section 2.4.7.
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Figure B.10: Effect of surface oxidation [2]

227



