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ABSTRACT

Proton-proton bremsstrahlung (ppf) cross

sections have been measured at 42 MeV incident beam energy,
using a wire chamber spectrometer developed for the study
of three-body final states. PPJ events from a 22 cm long
gaseous target were detected simultaneously over a large
kinematic region, Polar angle ranges were from 140 to 420
and the maximum allowed event non-coplanarity could be
detected for all observed proton polar angles. Resolutions
were typically £ 0.75° for the proton polar angles and

% 25% of the maximum allowed non-coplanarity. The spec-
trometer was able to reject most random events by testing
for an event vertex in the long gas target, resulting in
significantly lower random background than for most pre-
vious pp¥ experiments,

The data have been analyzed by separating them
into 18 independent polar angle regions and extracting the
do /dQ1dN2dY¥y , 4o /d11d0l2 and do/d61d6, cross sections.
These results have been compared to Liou's predictions for
the Hamada=Johnston potential. The weighted mean ratio of
Expt/Theory for the dU /d97d0, cross sections was
0,967 ¥ 4.6%, The data in&icate that predictions of the
Hamada=Johnston potential, with Coulomb corrections included,
would be in good agreement with the measured cross sections.

The data have also been analyzed by integrating
over the observed proton polar angle ranges. The distri-
bution of events as a function of the measured non=coplanarity
is in excellent agreement with predictions of the Hamada-
Johneton potential, Distributions of events versus WYy and
the proton polar angle asymmetry are also in good agreement
with the theoretical predictions,
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CHAPTER I

INTRODUCTION

The nucleon-nucleon interaction has long been
an interesting, albeit frustrating problem. Its importance
derives from application in divers areas of nuclear physics.
Nuclear matter and nuclear structure calculations, many-body
theory and particle production processes depend on the
understanding of both elastic and inelastic nucleon-nucleon
scattering.

At low energies,a number of phenomenological and
semi-phenomenological potential models have been developed
which describe the existing elastic nucleon=nucleon scattering
data with varying degrees of success. The potential models
have taken a wide variety of forms. They include the hard
core Hamada-Johnston (HJ)l) and Yale?) potentials; the Reid
potentialB), the finite=core potential of Bressel and Kerman
(BK)A), the boundary condition model (BCM) of Feshbach and
Lomon5), the non-=local separable Tabakin potentialé); Mmo=
mentﬁm dependent potentials7) and a number of one-=boson
exchange modelsg). In most of these models there are sets
of free parameters that are adjusted to give the best pos-

cible agreement with phase shifts and coupling parameters

obtained from nucleon-nucleon scattering experiments,



Until recently, all the data available for de-
termination of the potentisl parameters consisted of p-p
and n-p elastic scattering experiments. Of necessity then,
only information on the elastic (on=-energy chell) nature of
the NN interaction has been built into the detailed speci-
fication of these models, In an effort to describe the
inelastic or off-energy shell (0OES) portions of the inter-
action and perhesps choose the potential that gives the hest
it to all pnsesible deta, interest has been aroused in in~
elastic processes, At encrgies below the 7 =production
threshold, the only possible inelastic scattering process
between two nucleons is nuclzon-nucleon bremsstrahlung
(NN¥). The nuclear potentisl and the NN¥ process are dis~
vcussed in a recent review article by P, Signellg).

A1l nuclear processes except N=N elastic
scattering depend on inelastic portions of the N-N inter~
’action to some degree, but NN¥ is by far the simplest. The
electromagnetic interaction is well understood and since it
represents @ minor perturbation to a strongly interacting
cystem, its effects only need be calculated to first order.

In a DWBA analysis, this results in & truncetion of the mul-

2

tiple-scattering series at the second order terms in the NN

scattering amplitude. The identity of the nucleons and the
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small contributions of the double scattering terms make

the pp¥ reaction the easiest to investigate theoretically.
This is also true experimentally since detection of neutrons
is more difficult than detection of protons. Nucleon-
nucleon bremsstrahlung is easier to handle theoretically
than even the simplest inelastic nucleon-nucleus scattering
(eego p+d & p +p + n)‘processes where rescattering

effects are large and the many-body problem must be solved.

%%k o Xk 3k

Historical Review

The first attempt to evaluate pp¥ cross sections
was made by Ashkin and Marshakl©) in 1949, They showed that
the pp¥ cross section was identically zero for a central
potential in Born approximation. Interest in pp¥ waned
until 1963 when Sobel and Cromer (sc)1l) obtained a finite
value for the cross section in a DWBA calculation using the
Hamada-Johnston potential. The subsequent experiments at
Harvard51”53), Manitoba57) and UCLAéO) measured cross sec-
tions significantly lower than those predicted. Shortly

12)

thereafter, Duck and Pearce presented theoretical results

for the Tabakin potential. In both of these calculations,

the approximations used were identical in nature, the most
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important being to neglect the contributions of the internal
scattering (re-scattering) terms. This was justified on the
basis of a calculation by SobellB'lh). The two independent
calculations did not agree with each other or with the ex-
perimental results. The Duck and Pearce calculations; how-
ever; showed a less violent disagreement with the measuréd
cross sections, , _

Signell and Markerl5); after a detailed exami-
nation; discovered a number of errors in both formulations
of the theory. This had the effect of bringing the sub-
sequent results of'Pearce; Gale and Duck (PGD)16) into fair
agreement with experiment. (The first predictions of the
nonfcoplanar dependence also appeared in this papér by
PGD.) The revised SC resulpsl7) were still too high; par-
ticularly at lowef energies., At 48 MeVVthere_waé a factor
of 6 disagreement between the two predictions. It appeared
that this discrepancy could not be explained by the fact
that different potential models had been used.

In 1967 the difference between the two theo-
retical calculations was explained by Signelllg). It had‘
been shown much earlier by Lowlg) that a gauge-invariant
theory requires inclusion of both pole and internal radi-
ation contributions. As it turns out; the difficult in-
ternal scattering terms are very small in the center of

mass of the two protons. In the laboratory system, this
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is not the case, especially at lower energies where the
internal and pole radiation terms tend toward complete
cancellation. PGD had performed their calculations in the
center of mass system before transforming the cross sections
to the laboratory. SC had evaluated the cross sections in
the lab and simply chosen the wrong frame in which to ignore
the difficult rescattering terms,

Since that time a number of authors have done

20) and

pp¥ calculations in one form or another, Nyman
Felsneer) have calculated model-independent predictions

which do not agree very well with the experimental results,
McGuire and Pearce?2-24) have investigated off-shell effects,
as have Signell and}Marker25), Signell and Marker26) have also
included Coulomb effects for the HJ potential, and Brown27) has
calculated the rescattering terms directly. Baier, Kuhnelt

and Urbanzs) have presented results for a one-boson exchange
model. The non-coplanar dependence for the HJ and Reid poten-
tials was predicted by Drechsel and Maximon29) by evaluation
of the scattering matrix in the center of mass, HellerBO),
Liou31) and Cromer32) have shown how to include corrections

for the internal scattering terms in the lab ppK calculations,
Liou and Cho33) and Liou and SobelBh) have also included the

relativistic spin correction (RSC) for cross sections eval-

uated in the lab system as was first suggested by McGuirezB)o
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Calculations for the HJ potential by different authors
now agree within a few percent,

In the seven years since the publicatiom of the
first experimental pp¥ results, there have been about twenty
different @xp@rimemts* at incident proton energies ranging
from 3 to 204 MeVo1=71) | Except for the first Rochester
experimentSA“sé)g all have used the so-called "Harvard
geometry® where only the two inelastic protons are detected
and the energy and direction of the gamma ray are inferred
from measurements of the proton energies and directions.

In most experim@ﬁts‘the polar angles of the detected protons
were equal and the detector heights were comparable to the
maximum non-coplanarity of the protons, the latter condition
being necessary to obtain reasonable event rates.

In all Harvard geometry experiments it has been
standard procedure to extract the coplanar d01d511d£12 Ccross
gsection, and in some cases ihe average polar angle distribu-

tion of the photon as well, Three measurements of the &,

dependence of the cross sections have been made - at 157Mev53k

6L .4 Mev®?) and 20 M@V63)@ Experiments with good azimuthal

resolution'(which have negligible error due to uncertainty

* Preliminary measurements of pp¥ cross sections using our
wire chamber spectrometer have been published (Ref. 70).
They are not discussed here as these results will be in-
cluded in this thesis,




-7 -

in the ®, dictribution) have been done at 157 MeVo ),

68) 61,1, 1ev®), 61,7 11ev®L) 62)

99 lieV and L6 }MeV but
only the 99 MeV McGill and 157 MeV Harvard results have
gnod enongh etatistice to he really useful,

The photon polar angle distributions that heve
been extracted suffer from a number of difficulties, Finite
energy and angular resolutions compound into relntively

lorze uncerteinties in the photon direction and moct re-

9]

ults 2re dintezrated over the full non-conlanar range,
Thr resvlts also suffer from poor statisticel accrracy and
thercfore are difficnlt to compare to theoretical predic-
tions. At present only the McGill and Harvard distributions
can be considered sufficiently precise to warrent detailed
comparison to theoretical predictions.

The pp¥ experiment54“56) performed by the
Rochester I group used spark chamhere to determine proton
directions and also detected the gamma roy at symmetric
angles in the leh system. In this experiment a polarized
proton heam was used, Distributions of the two-nucleon
center of mass scattering angles, the ¥-ray energy spectra
znd the &-ray and p-p asyrmetries due to the initially
polarized beam were measured. In some respects, the equip-
ment used in the Rochesﬁer experiment is most similar to

that described in this thesis.
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The results of all NN¥ experiments to date are
summarized in the excellent review article by M. L. Halbert72)
The range of measurements is now fairly extensive. The energy
dependence of the measured coplanar cross sections is in
moderately good agreement with theory; although there are
some apparent differences. In the energy range from 30 to
65 MeV there are also some discrepancies between the various
experimental results, The theoretical predictions are in
better agreement with the Oak Ridge data61362767’69). The
relatively precise data at 99 MeV66) have mixed agreement
with theory. 1In particular; the 35° point differs by 3
standard deviations from the theoretical predictions. The
shapes of the photon angular distributions; at all energies
where they have been measured; agree qualitatively with
theoretical predictions. Most of the experimental results
are limited by statistics in the number of detected pp¥
events because of the very low event rates (typically

1 - 2 per hour) and only small ranges of the available phase

space have been observed,

L

No comprehensive, quantitative theoretical
predictions on the effects of different potential models

have been made, but the limited number and type of pp§ cross

o
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section calculations that have been attemptedlo”Bg) ine
dicate that the difference between potential models is not
very large. It now appears that to select between the
various potential models; ppd measurements must either be
very precise or correspond to conditions that are further
off the energy shell than most experiments to date (i?eo
higher incident energies and/or smaller polar angles).
However, it has yet to be shown that the theoretical pre-
dictions agree with precise experimental results even in

a relatively model=-independent region. The agreement bes
tween tﬁe theoretical predictions and existing experimental
results is only moderately'good in spite of the large
experimental uncerteainties,

The concept of the experiment described here
evolved in 1966 after R, Warner had completed his first pp¥
experiment57) at the University of Manitoba. This was
during the period of large disagreement between experiment
and theory and between different theorists, While such a
situation could hardly be expected to continue to the
present (and indeed has not), it was hoped that a suffi-
ciently precise experiment might be able to distinguish
between potential models. A need for accurate experiments
with which to test theoretical predictions certainly existed,

The present experiment makes use of a wire chamber spec-
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trometer designed for the observation of reactions with
three-body final state339"5o)e The trajectories of the

two final state protons are detected in wire chambers and
the proton energies are measured in large area scintillation
counters. Data is processed on an event by event basis on-
line to a two-computer system which forms an integral part
of the spectrometer,

This work represents a major departure from the
methods of previous experiments which have been characterized
by small solid angles; low event rates and measurements over
small phase space ranges. In the experiment described in this
thesis; ppd events have been detected over a large kinematic
range, At the same time; angular and energy resolutions com=-
parable to or better than previous éxperiments have been re-~
tained. The large solid angles and long gaseous target result
in overall event rates that are as much as a factor of 100
greater than in previous experiments; and regions of phase
space that are relatively far off the energy-shell are ob-
served. The ability of the spectrometer to reject random
events because they lack an event vertex has resulted in
reduced random backgrounds.

The data collected have good statistics and
relatively accurate overall normalization, The large

volune of phase space observed makes it possible to test



w 1] =

theoretical predictions in ways that have not been attempted
before. This can be done by grouping all the data together
and looking at cross sections and distributions of specific
interesting variables. Alternatively, it is possible to
separate the data and analyzé them in a conventional manner
over an extended range with generally better statistics

than previously available.



CHAPTER II

EXPERIMENTAL METHOD

II.1  PRELIMINARY DISCUSSION

Proton-proton bremsstrahlung measurements have
proved to be very difficult because the measured cross sec-
tions are small while the competing natural processes; as
well as those introduced by the experimental apparatus,
create a sea of background., The customary procedure has
been to detect the final state protons in coincidence using
scintillation detectors* placed at symmetric polar angles
(typically ~~30°) on opposite sides of the beam. Small
solid angles have been used to define the polar angles of
each particle with reasonablevaccuracyq Generally; azi-
muthal ranges just large enough to permit observation of
events having the maximum kinematically allowed non-
coplanarity were used.

In the measurement of pp§ cross sections; backe
ground problems are unusually severe. Random coincidences
are the worst source of background and have limited data

rates in previous experiments. Prompt backgrounds have

%
Several experiments at incident energies below 30 MeV have
used solid state detectors (Ref., 63-65, 68).




- 13 =

resulted from impurities in‘the target gas; reactions in
beam and solid angle defining slits, walls of the target
container and from p=p elastic events multiple=-scattered
into the detectors, The magnitude of the difficulties (and
the patience required to perform pp¥ experiments) becomes
apparent if an estimate of the various counting rates is

made,

II.1.1 PP¥ Event Rates in Previous Experiments

The event rates calculated below are based on
the experimental arrangement used by R. Warner in the first
ppd measurement made at the University of Manitoba57). All
symbols used are defined in Appendix A.

In the éxperiment six final state parameters
were measured - the energy; polar angle and azimuthal angle
of each proton. A gas target 3 cm long was used and the
solid angle of each detector was 0.0063 sr (% 1.8° in the
polar angle and + 5,8° in the azimuthal angle at a polar
angle of 30°). The pp¥ cross section measured was
~2 pb/srz° At 1 na the following pp¥ event rate is
obtained

Nopy = 4T __ o) T 1AO AQ,

df2;doa
LY*=R 171

0.28/hr
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The p~p elastic cross section at 48 MeV is 32 mb/sr7h)

yielding & proton singles event rate in each detector of

Ney = 49) 24,I,Lg; A0 II-2

)el
= 7,28 x 10°/hr

In these two equations L = L. Thus ~3 x 106 p=-p elastic
events occurred for every pp¥ event. In the experimenf the
beam intensity was limited to 4 na because of random events,
and the ppS event rate was about 1/hr. This is typical of
almost all ppd experiments performed to date. Geometrical
factors of order unity have been neglected in these order

of magnitude calculations.

II.1.2 Background Problems

The random coincidence rates are determined by
the single particle fluxes in the counters and coincidence
resolving time.

R = 2Tnng II-3
The coincidence resolving time used in the Warner experiment
was 35 n@:* The random rate then becomes R = 165/hr at L na
or about 160 times that for ppd events, All random coinci-
dences between elastically scattered protons can, in prin-

ciple, be distinguished from pr events on the basis of the

* Determined by the separation between cyclotron beam bursts.
Resolution times smaller than the pulse width (~1 ns) were
not attainable,
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proton energies., However, not all the protons are detected
with pulse heights corresponding to their incident energy.
Some of them undergo nuclear reactions while stopping and
have abnormally small pulse heights., Coincidences between
two such protons yield random background in the pr region.
Presence of slits near the beam can also result in signif-
icant numbers of low energy protons entering the detectors.
It would not be surprising to find that the total low energy
proton flux due to slit-scattering, was 10% or more of the
p-p elastic singles flux - depending on the material from
which the slits were made and how close they were to the
beam, Some early experiments were probably very seriously
limited by random coincidences from this extra source of low
energy protons. A true to random ratio of 2 : 1 was observed
in the Warner experiment and 10 - 15% of the protons detected
had pulse heights in the scintillation counters corresponding
to the pp¥ energy range.

In order to increase the pp¥ data rate it is
not sufficient to raise the beam intensity or increase the
target size., Rejection of protons which cause random coine-
cidences must be correspondingly improved if the true to
random ratio is not to become intolerably small, A number

of techniques have been used to reduce random backgrounds



in the pp¥ region. Elastic protons have been rejected in
most of the experiments by using dE/dx counters*o This

also prevents neutron-proton coincidences from contributing
to the background (neutrons can come from the beam dump for
example), Conjugate veto counter563’66), time of
flight5l“53’66’68); veto of long range protons51"53’7l) and
"live" slit edgeség) have also been used to reduce random
background. Only the latter technique can be used to reduce
coincidences between actual low energy protons,

Most types of prompt background have been re-
duced by careful design of the experimental arrangement,
All pp¥ experiments make use of the fact that the opening
angle between the two protons is £90° to eliminate most
prompt p=-p elastic events. Events in which both elastic
protons are multiple-scattered into the detectors are elim-
inated by judicious placement of baffles; and foils are not
placed where they can be seen by the detectors. Deuterium
is a naturel contaminant of H, gas (~ 150 ppm); but the
D(p,2p)n reaction is not a very serious problem. Its low

Q=value effectively removes it from the kinematic regions

allowed for pp¥ except for polar angles near 45°. Other

* Ref. 51-53, 61, 62, 66, 67, 69, TL.
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contaminants in the target which are a problem (i.e. Hzo;

Op, COy or N2), can be reduced by using high purity hydrogen.
The impurity levels must be kept quite low since (p;2p) re-
actions may have cross sections as much as 103 times larger
than pp¥. Cross sections for the reactions 016(p;2p)Nl5

and Nlb’(p,Zp)C13 have been measured near L5 Mev78-80) ang
are ~ 100 Pb/srz. Thus impurities of a few hundred varts
per million can prove to be significant. Background from
(p,2p) and other reactions on contaminants can easily be

10% or more,



IT.2 DESCRIPTION OF THE PRESENT EXPERIMENT

I1.2.1 Experimental Apparatus

A two-arm wire chamber spectrometerh7l designed
for observation of reactions with three-body final states,
was used in the experiment (See Fig. 2 in Sec. III.l.2).

The trajectories and energies of the two final state protons
were determined in a pair of hodoscdpes; each consisting of
two wire chambers with magnetic core read-out and a large
area scintillation counter. For each event the proton tra=-
Jjectories were projected back té the beam plane in a long
gaseous H2 target and tested for an event vertex. Initial
data read-in and reduction; track reconstruction and vertex
determination were performed by a PDP=15 computer. Wire
chamber coordinates and energy information for "good vertex™
events were sent via a high speed data-link to a 360/65
computer; recorded on magnetic tape; and a more complete
kinematic and statistical analysis performed.

Use of two computers allowed the reliability
of the system to be continuously monitored and on-line
feedback from the 360/65 enabled an assessment of the
quality of fully analyzed data to be made as it was cole
lected. As a result, saving of all unprocessed data was

not necessary and the volume of information that had to be
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recorded was reduced by a factor of almost 100 during the
on-line analysis., However, the volume of data handled was
much larger than for conventional experiments and made
analysis cumbersome. The chances that there are significant

uncorrected systematics are probably reduced.

II.2.2 PP¥ Cross Section Normalization

In the experiment, the problem of cross section
normalization was not a trivial one. The spark detection
efficiency of the wire chambers is a function of their op-
erating conditions and the particle fluxes (i.e. beam in-
tensity) passing through them. Drifts in efficiency might
be as large as 5 to 10% during the course of a run. The
dead-time of the system is very large because of the time
(~ 20 msec) required to process each event. Again this
dead-time correction is dependent on beam intensity and
very uncertain. To eliminate these problems, the experi-
mental geometry was designed to observe a small fraction
of the p-p elastic events occurring at polar angles of
44.7° £ 1.0° on each side of the beam. The p-p elastic
events detected were used to calculate the beam charge
that had passed through the scattering chamber, corrected
for wire chamber detection inefficiencies and dead-time.
Equations II-1 and II-2 are used to eliminate the beam charge.

If the photon angular variable,‘ﬁg, is not integrated over,
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the measured ppg cross sections can be written

o Npp¥ o Ley - ALY II-4
Vo1 L~ AQpang AYy

An additional factor C; is added to include the effects of
geometrical and kinematic biases introduced by the spec-
trometer. The quantity dGr/dil)el has been measured in an

auxiliary experiment (See Chapter V).

I1,2.3 Comparison to Previous Experiments

The use of wire chambers in this experiment
made large solid angles available while retaining good geo-
metric and angular resolution. In addition, the length of
gas target was increased by a factor of 5 to 10 over other
experiments. Normally this would have resulted in an increase
in randoms relative to ppb’a However, use of wire chambers
allowed a large fraction of random events to be rejected
because the protons lacked a sufficiently accurate event
vertex, This "vertex criterion"” for rejection of random
events resulted in significant improvement in the prompt to
random ratio and was effective for both low energy protons
and p-p elastic protons with degraded pulse heights., Overall
data rates were as much as a factor of 100 greater than pre-

vious experiments, and ppd event rates of 100./hour were

routinely achieved.
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Unlike any other experiment to date, the
limiting factor in the data-taking rates was not determined
by the number of random events. In our case, the front
wire chambers could not operate properly when charged pare
ticle fluxes through them became greater than ~10%/sec
and the computer analysis time limited the trigger rate
to €100/sec, These considerations limited the maximum
beam intensity to about 5 na.

The fundamental differences between this ex-
periment and all others using the Harvard geometry mani-
fest themselves in the required data analysis procedures,
A completely new set of problems and systematic errors had
to be handled properly. The open geometry and long gaseous
target presented problems in the calculation of solid angles,
effective target lengths and geometrical corrections. Uncer=-
tainties in wire chamber efficiency, beam charge measurement
and correction for the large system dead-time during computer
analysis necessitated development of a completely different
method for cross section normalization. Extraction of the
pp¥ events, which amount to ~0,5% of all data recorded,
required careful procedures that are not necessary when most

background is rejected by the experimental hardware,
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II.3 cROEe SECTIONS ANMD DETWCTTON BFTICIENCTIES

The ejuations relating cross sections, detec-
tion efficicncics 2nd the number of obhserved events are
developed here for use in the generel analysis n? the ex-
periment, The reader is referred to Appendix A for defi-
nitions of all symbols nsed,

The observed cross sections must be corrected
for the detection efficiency € of the spectrometer. The
energy losses in the hodoscopes result in a finite energy
cut-off and therefore not all of the %™ distributions
can be seen in some cases. In addition, the finite size
of the wire chambers and vertical distribution of the beam
result in a dependence of detection efficiency on the polar
and azimuthal angles and on the vertex origin.

The number of po¥ events detected by the snec-
trometer in infinitesimal solid angles (depx) is first
considered,

dN = dg 2QALI A1 dLlpdYye U4 (E EL) X

Zo+L Ymax '
j‘ QF Uo(Zminszmax) F(Y)dydz IT-5
ZO Ymin

* See Appendix B for a definition of Ye .
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Where
O B ¢ Erpin or ER € Eppin

Up = 11-6
1 otherwise

» 1 Zmin(Y’glL!LZR) $zs Zmax(valL’flR)
U = I1I-7
0 otherwise

F(Y) represents the vertical beam profile such that

Ymax

%Y F(Y)dYy = 1 II-8
Y}nin

The limits Zmin and Zp .y are determined by the wire chambers
or baffles along the beam direction. Uj gives the effect of

the finite energy cut-offs in the spectrometer. When the

integrations over Y and Z are performed

dN_ o = do- 204140 ddYp Uy 82 1T
where ©OZ is the value of Z -Z . averaged over the vertical
max “min

beam distribution. Depending on the values ofcﬁlL and Qp
this may or may not be zero,

Assuming that the cross section varies slowly,



then for finite, but small solid angles

) =10

Letting ‘g\UldL}’x« =€1AW3~ and <8Z> = €OL, then

Nppx = dnLdfcizO;d% 2QA,I, Lé.o e‘lA“Q‘LAnR AWB” I7-11
The detection efficiency may be considered as
the product of two independent terms - one due only to geo-
metrical effects (E.o) and another (él) dependent on the
kinematic parameters of the particular event. The quantity
€, is essentially the probability of the particle trajec-
tories being detected in the wire chambers; while €, is
to a first approximation; the probability of the event
having the correct energies to cause a wire chamber trigger,
The latter also contains the effects of angular and energy
resolvtions. The magnitude of the correction €]_is most
significant when some of the events for a given nair of polar
angles lie below the spectrometer energy thresholds., Cor-
rections for Eq_depend on the pp¥ cross sections themselves
and for our ovurposes nust be evaluated using theoretical nre-
dictions. On the other hand; the correction for € can be

calculated to any required degree of precision from geomet-~

rical considerations only. In practice both él_and €, are
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evaluated using Monte Carlo techniques because of the great
difficulty in obtaining analytic solutions. This is dige
cussed in detail in Chapter IV,

In ppx, it is the event non-coplanarity that
has physical significance and not the azimuthal angles
themselves, Therefore; instead of the variables 4FL and
‘PR we use ¢L and Ag and express all quantities as func-
tions of the relative non-coplanarity &, = }Acb/ACbms, Re~-
arranging equation Ilel; the cross section is obtained.

aa = Nppg (01,98 W ) IT-12
dQdOpdWy  2QA I LE€ AQ Al AYy

The non-coplanarity distribution is obtained by integration

over Wy from 0 to 2T.

27
dor = 1 Vot 8 11-13
0

The integrated cross section is obtained by further inte-~

gration over the left azimuthal angle and the non-

coplanarity.
™1 27
dog = Ad¢, sindp sinép Nopgd 148, ¥y
de- dép QAL L Acos8y Acosep €€ AP L8, . LYy
0O 0 O

II-14

In performing what shall be referred to as a

%
AP = ¢¥~ ¢L- . The maximum value of Ad allowed by kin-
ematics for pp¥ events is called A¢mo
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"global® analysis; we make use of pp¥ Monte Carlo events
generated to conform to the predictions of the Hamada-
Johnston potential. All undesired variables are inte~
grated over and distributions and cross sections of certain
specific interesting variables observed. No efficiency
corrections are required when comparing the generated and
measured distributions because all experimental ineffi-
ciencies and biases are contained in the generated events
by demanding they be detected in both hodoscopes and have
the proper energies. This also is discussed in detail in

Chapter IV.



CHAPTER III

EXPERIMENTAL DETAILS

III.1 EXPERIMENTAL APPARATUS

IIT.1.1 Beam Transport System

A variable energy (21 - 45 MeV) proton beam is
obtained from the University of Manitoba sector=focused
cyclotron. The beam transport system has been carefully
designed to eliminate all beam=defining slits from inside
the experimental area. This reduces the neutron and gamma
background in the experimental environs. A diagram of the
system is shown in Fig., 1, A horizontal waist in the beam
is produced at the first beam~defining slits Sl; using
quadrupoles Ql and Q2. These alsc produce a vertical
waist inside quadrupole Q4. Using quadrupole Q4 and the
switching magnet (SW) a horizontal focus is produced at
the second pair of slits 82; which define the beam energy.
Q3 1s not used in this application. Normally each pair of
slits is 2 mm wide and 12,5 mm high. Quadrupoles Q5 and Q6
are used to produce a beam profile 4O mm high and 2 mm wide
inside the scattering chamber. Steering magnet SM3 is used
to keep the beam direction parallel to the symmetry plane
of the scattering chamber while SM4 is controlled dynam-

ically by a beam positioning device to orevent lateral beam
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drif‘tsl‘LS)o The proton beam is dumped into a heavily
shielded Faraday cup situated 3 metres downstream from
the scattering chamber. The relevant beam properties are

given in Table 1.

ITI.1l.2 Scattering Chamber and Hodoscoves

A diagram of the hodoscopes and the scattering
chamber is shown in Fig. 2, A summary of the important
dimensions and properties of the scattering chamber and
hodoscopes is contained in Table 2. A more detailed de-
scription of the spectrometer is found in J, McKeown's Ph.D.
thesisl"r])° In each hodoscope there are two wire chambers,
Each wire chamber consists of three wire planes. The two
outside planes have wires oriented in horizontal and verti-
cal directions and are pulsed to a negative high voltage.
The third central plane has wires oriented along a 459
diagonal and serves as a common ground electrode., Use of
three planes allows double tracks in each chamber to be
resolved and provides some redundancy for the detection of
single tracks., Each wire chamber has very thin entrance
and exit windows of Mylar foil and is filled with a Ne-He
gas mixture, The two chambers in each hodoscope are sep-
arated by He gas to reduce multiple=scattering and energy

losses of the detected particles. The front chamber is
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Table 1

Beam Characteristics in Scattering Chamber

(Double Focus at Center of Scattering Chamber)

Energy 2L = 45 MeV
Energy resolution ¥ 200 keV HWHM
Intensities used 0.01 - 10 na

Multiple scattering in '
entrance foils and £ 0,25° (r.m.s. projected angle)
air gap at 42 MeV

Energy loss in entrance 200 keV
foils and air gap at 42 MeV

Horizontal waist £ 1,0 mm (HWHM)
Horizontal divergence™ % 0,39 maximum (¥ 0.1° avg)
Vertical waist 2 mm (HWHM)

Vertical divergence* T 0,15° maximum

Typical beam profile

used for pp¥ data L0 mm high by 2 mm wide
Typical pp¥ beam

intensities 1.0 = 3 na

* Excludes effects of multiple scattering in the Havar
foils and air gapse.
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isolated from the scattering chamber by a partition filled

with propane gas. This prevents contamination of the target
gas by He and keeps the target gas out of the wire chambers,
Large area scintillation countershg) are placed behind the

rear wire chembers and are used to determine varticle energies,
Bach counter is made from @ rectangular piece of plastic
scintillator™ and viewed by two XP1O4LO phototubes, through
lucite light pipes at the top and bottom edges,

The scattering chamber is isolated from the
vacuum in the cyclotron and Faraday cup beam lines by 2 cm
air gaps., Havaer foil is used on the beam entrance and exit
ports because it nrovides the least multiple~scattering for
the thickness needed to sustain a one-atmosphere vpressure
differential, The scattering chamber is normally filled with
commercial grade Ho gas at atmospheric pressure,

The scattering chamber can be used with or
without the gas cell shown in Fig, 3, The gas cell has been
used with He, Np, Dy, ultra-high purity (€5 ppm impurity) H,
and commercial grade H, gases for data-teking and various
calibration purposes. The cell contains two moveable target

holders and a2 moveable screen that is used to observe the

" NE110 plastic scintillator was used for one detector, and
NE102 scintillator for the other,




e~
o

(n

~

- 3L -

SCALE
P —
o] 5 10 CM
GAS IN B2 BAFFLE
N [

ENTRANCE §/ ? //\ £ exiT
::-—-: § 150 § ZnS 150/.1.:'
~—{— BEAM § cb, %scnzm CH,
T \ N s

N1 P _
GAS ouT—7

(a) GAS CELL

%

757
TR

BEAM

77
7

7
%

f//
///

RIGHT LEFT

(b) REAR CHAMBERS AND BAFFLES

Figure 3

Diagram of the gas cell used in the ex»eriment. The
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beam profile, The Mylar walls of the gas cell have the
auxiliary purpose of preventing ¢5=rays, created by the
proton beam, from entering the front wire chambers. This
is discussed in detail in Ref. 47.

The baffles Bl in Fig. 2 do not limit the beam
and are used only to prevent protons scattered at the en-
trance port from entering the front wire chambers. These
baffles also provide mechanical support for the gas cell,
The downstream baffles B2 are specially designed to allow
detection of p-p elastic events with 44.7° angles from a
well-defined region of the gas target. The collimators
behind the rear chambers (See Fig. 3(b)) are used to reduce
the p-p elastic coincidence rates to desired levels. If
one proton from a p-p elastic event originating between the
baffles B2 passes into the open slit behind the right chamber,
then the conjugate proton will be detected in the left hodo-
scope., If a p-p elastic proton enters the major open area
behind the right chamber (6p<¥40°), then its conjugate
particle cannot be detected.

A pair of detectors which monitor the intensity
of the proton beam tails and control the position of the
beam centroidhg) are situated between baffles B2 a little

further downstream from the p-p elastic region,
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II1.1.3 Fast Electronics

A schematic of the electronics used in the
experiment is shown in Fig. 4. The modules required to
trigger the chambers are kept in the exverimental area a
few feet from the spectrometer to reduce the time delay be-
tween event occurrence and the triggering of the wire
chambers, Most of the electronics for the slow pulse height
digitization is kept in the cyclotron control room.

Information on the narticle energies required to
trigger the wire chambers is provided by the anode pulses of
the phototubes. The two nulses for each counter are added in
fast linear mixers (MIXER) and fed into differential discrim=-
inators (DIFF DISC) set to accept protons with detected
energies in the range

7 MeV £ E & 26 MeV

Logic outputs from the differential discriminators are used
as inputs to prompt and random coincidence units (COINC CP
and Cg). The right input into Cp is delayed by the time

separation between cyclotron beam bursts.. The 35 ns delay
after CP minimizes the effects of timing differences in the
wire chamber triggers on the relative detection efficiency
for prompt and random events, Outputs from the coincidence
circuits are used to trigger the wire chambers; disable the

electronics, initiate the data read-in from the wire chamber

* See footnotes on pages 61 and 63,
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memory to the computer, and assist in the slow pulse height
analysis in the control room, Outputs for the Cp coincidence
unit are also used to label random events (RANFLG).,

Analogue information for the accurate energy
determination is obtained from dynode 10 of each phototubef
The pulses from each detector are mixed and sent via 80
metres long double=shielded cable to the control room where
they are amplified and stretched. The analogue energy infor-
mation is isolated from the noise generated during the sperk-
ing of the wire chambers, using a gate (GATE GEN.2) started
by the pulse that triggers the wire chambers. Outputs from
the stretchers are digitized by Northern Scientific ADC's

and read in by the PDP-l15 computer,

I1T.1.4 Computer Hardware

The two=computer system as used on-line to the
wire chamber spectrometer419h5) is shown in Fig., 5. A
PDP-15/20 manufactured by the Digital Equipment Corporation
(DEC) with some additional peripheral equipment is dedicated
to the experiment. The PDP-15 is an 18 bit computer with
0.8 psec. cycle time. The model 20 has the following con-
figuration: 8K words of core memory; heavy duty KSR=35
console Teletype; 300 cps paper tape reader; 50 cps paper

tape punch, extended arithmetic element (EAE) and dual small

* Dynode 11 was used in the latter stages of the experiment,
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magnetic tape transports and controllers., The additional
peripheral equipment used by the PDP-1l5 are a high speed
data link to an IBM 360/65 computer; real time (60 cycle)
clock; automatic priority interrupt (API), X-Y oscillo-
scope display and control with light pen; interface to a
pair of analog to digital converters and an incremental
plotter. Two sets of equipment used with the wire chamber
spectrometer, which have been built at the Cyclotron labo=-
ratory;are a wire chamber (i.e., ferrite core read-out)
interfaceSO) and three 10 MHz scalers and power supply
control for the beam positioning deviceh8),

The second computer is an IBM System 360 Model
65 used as a general purpose batch processing facility.
Features and peripherals that are of interest to the wire
chamber spectrometer include 1M bytes of memory; 9-track
and 7=track magnetic tape drives; line printers, card
reader; 2311 and 2314 random access disc units and a
selector sub-channel attached to the data link., On-line

programs generally use about 80K - 90K bytes of 360/65

memory.
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ITTI.2 SPECTROMETER PROPERTIES

I1T.2.1 Geometrical Alignment

The scattering chamber and wire chambers rest on
a 122 cm square Al plate 2.5 cm thick, The center line and
lines making angles of 44,7° % 0,10 with it, have been scored
on the plate to serve as references. The symmetry plane of
the scattering chamber coincides with the center line of the
support plate within % 0.2 mm and the scattering chamber has
been rigidly attached to the plate., Standard optical sur-
veying instruments have been used to position the symmetry
plane of the scattering chamber parallel to the desired beam
path to an accuracy better than £ 0,059, The reproducibility
of positioning the transit over the permanent reference point
on the beam line is estimated to be 0,5 mm, After the initial
placement of the scattering chamber no systematic displace-
ment in its symmetry plane has been observed.,

The second reference point on the beam line is
at the center of the switching magnet and is accurate to
+ 0.05 mm., Using the transit, the center of the beam de=
fining slits has been made collinear with the center of the
switching magnet and the symmetry axis of the chamber to
% 0.25 mm, The error in the beam direction due to mis-

alignment of the slits is less than & 0,19,
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The front wire chambers are rigidly attached
to two of the six faces of the scattering chamber. The
angles that the normals to these faces (and thus the wire
chambers) make with the beam direction; have been measured
to be 32.25° £ 0,100,

The wire chamber positions have been calibrated
by detection of p-p elastic events at 44.7° in the labora-
tory using the reference lines on the supporting plate. A
3 mm diameter collimator was positioned above this line at
a height corresponding to the expected center of the beam,
A 2 mm by 2 mm spot beam; tuned to the desired horizontal
and vertical position to better than ¥ 0.5 mm in each
direction by visual observation on a screen; was used.

The analysis procedures for calculation of the required
coordinate constants are described in Ref., 47. The maximum
errors introduced in the polar and azimuthal angles were

estimated to be £ 0.13° and ¥ 0,19° respectively,

III.2.2 Beam Position

The effect that lateral beam displacements has
on the horizontal vertex errors is discussed in Sec. III.2.9.

In order to ensure that the beam did not wander
from its desired position in the scattering chamber; a beam

48)

positioning device was constructed. The ratios of the
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proton fluxes in the beam tails were monitored and the beam
steered to the left or right by modifying the current in a
steering magnet upstream of the scattering chamber. Lateral
drifts in the beam centroid were reduced to less than
% 0.1 mm when the beam positioning device (BPD) was usedl’g)o
For technical reasons the BPD was not always
available, In this case extra care was taken with regard
to beam handling. The beam direction and position were
checked frequently during the course of a data run, by

visual observation. The uncertainty in the beam position

under these conditions was estimated to be t 0.5 mm,

I11.2.3 Geometrical Ranges

The hodoscopes subtend large solid angles and
can see up to 22 cm of the gas target, The actual angular
ranges observed depend on the origin of the particles in
the reaction volume, }In addition, the polar (&) and
azimuthal ($) ranges are not independent. 1In Fig., 6 the
polar angle ranges are presented as a function of the par-
ticle origin for particles that lie in the horizontal plane
of symmetry of the hodoscopes (¢ = 0° and<#R = 180°), The
ﬁpper limit seen in the right hodoscope is smaller than for
the left because of the bafflés and collimators needed for
the detection of the p-p elastic events (See Fig. 2 and
Fig. 3(b)).
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The azimuthal angle ranges and the distribution
of detected events along the beam direction have been inves-
tigated using a Monte Carlo procedure. Simulated particle
trajectories; with uncorrelated directions but a common ver-
tex origin; were generated with random vertex position and
uniform density per solid angle, These trajectories were
then tested to see if they were detected in the hodoscopes,
Histograms of the azimuthal angles and vertex positions of
detected events were made, A typical ¢>distribution for
20° € 9§ 24° is shown in Fig. 7(a). The distribution is
not uniform because of the integration over the target
length. The slight enhancement at ¢ =159 and the de=
pression near = 0° occur because of the rectangular shape
of the wire chambers. The corresponding distribution of
events along the beam direction is shown in Fig. 7(b). The
nearly linear rise in the central region is due to the in-~
crease in agimuthal range as the event origin gets closer
to the wire chambers,

The non-uniform distributions make it very
difficult to calculate solid angles and target lengths.

In addition, the polar (9); azimuthal ($) end target (Z)
ranges are not independent. Thus these distributions give

only semi-quantitative information about the spectrometer



- 46 -

looj- @ | .
2 120 -
rd
D
o
O

6ol .

O 1 ] | 1l )
40 -20 0 20 40
PHI (DEG)
240 +——+—— 11—
(b)

180 - -
0
5 120 -
@]

O
60l -
0 ] i 1 { ] 1 l
-5 0 5 10 15 20 25

Z — POSITION (CM)

Figure 7

Typicel azimuthal 2ngle distribution in one of the
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i due ton the Rl haffles., The arrow indicates the
region between the R2 hoffles where the calihration
n-p elastic events originate,
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ranges, I1f the effective azimuthal angle (45eff) is
defined as the HWHM of the ¢ distributions generated by
detected trajectories; then the dependence of d>eff on

the polar angles as shown in Fig. 8 is obtained. The
points are evaluated for detected trajectories with polar
angles equal within ¥ 49 and are integrated over vertex
positions along the beam. The error bars in Fig. 8 corre-
snond only to statistical uncertainties in determining the
maximum of the distributions and the angles at half the

maximum value,

IfI.2.4 Angular Resolutions

The azimuthal and polar angle resolutions have

been measured by observing p~-p elastic scattering events at

42 and 24 MeV incident beam energies. DMeasurements of the

sum of the polar angles and the event non-coplanarity yield

the desired resolutions under the assumption that the effects

of each hodoscope are the same and add in quadrature. The
histograms obtained are shown in Fig. 9(a & b). The meas~
urements of the sum of the polar angles and the non-copla=-

narity do not include the effects of small misalignments

of the scattering chamber or beam divergence. These errors

are summarized in Table 3 along with the measured resolu-

tions.
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Distrihution of p-p elastic events as a function of
the measured non-coplenarity Ap=¢gp-Pr-T. The bar

histogram is for 42 MeV incident beam energy end the
dote for 24 LeV incident heam energy. The mersured
HYHMta were 1,759 and 1,90° respectively.

NDistrihntion of p-n» elestic events as 2 function of
the eum of the polar angles, The measur~d velues
for 1,2 MeV (bar histogram) and 24 MeV (dotted hist-
ogrem) incident beam energies were 89,500%0,640 FWHY
and £9,750%0,960 HVHM respectively,
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The angulaer resolutions are dominated by the
50 pm Mylar foils parallel to the beam. With the foils in
position, the polar angle resolution for 21 MeV protons
with polar angles of L4L5° deteriorates to £ 0,39° from
z OOBOOQ* The effect of the Mylar foils is even more dominant
for polar angles smaller than 45°, The following functional
dependences for the polar and azimﬁthal angular resolutions

have been derived in Appendix C.

( 86)2 = p(8,E) q(8,E) IIT=1
(64)% = k2q(8,E) csce III=2
p(e) = 53?. c0s?8 (1 + sin?6 tan<?e) III-3
- 02 02 | 02
q(8,E) = 0,23° + 0,19° + o,2§ i III=4
EZ EX 2 sin®

E. is the proton energy relative to 21 MeV (i.e.
E. = E(MeV)/21). The constant k is obtained from the ratio
of the observed A¢ and 8, resolutions and is equal to ~Z'
(See Table 3).

Using the functional dependence stated in
equations IIl=1 to III=4, the angular resolutions for

various ppd cases have been calculated., The kinematics of

* A1l resolutions are standard deviations unless otherwise
stated.
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pp¥ events are discussed in Appendix B, It suffices here
to note that for every pair of proton polar angles there is
a maximum value for the non-coplanarity of the protons (de-
fined by Ad = Pp = ¢y =), This maximum non-coplanarity
is labelled A¢me This limiting kinematic condition also
has a unique pair of proton energies associated with it.
The relative non-coplanarity &. is defined as the ratio of
the observed A¢ to the maximum allowed by kinematics
(1.e0 B =|OP/Ad]).

Fig. 10 shows the polar angle resolution (59)9
AP non-coplanarity resolution (8¢D) and the relative none
coplanarity resolution (6¢D/A¢m = <S§r) for ppx events
where € = 6p. The proton energies used were those for the
limiting kinematic point as this corresponds approximately

to the average case,

III.2.5 Pulse Height Calibration

The photomultiplier voltages on the scintil-
lation detectors were set with the eim of providing the
lowest possible energy thresholds consistent with reae
sonably good linearity over the energy region of interest.
The photomultiplier voltages used during ppf{ data=taking
resulted in a linear pulse=height-energy response up to

37<=38 MeV. This response was calibrated by observation of
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Angular resolutions ir the polar angles (58), azimuthal
event non=coplanarity (A<Pp) and relative non-coplas
narity (&§&,.=8Pp/Ad,) for symmetric ppf cvents at 42
MeV incident beam energy. &%, diverges as 8[=6p-»Lh.7°
(p=p elastic ecase), The points all represent standard
deviations.
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ASO p=p elastic events at a number of incident beam energies
ranging from 42 MeV down to 23 MeV,

At the time that the prompt background measure=
ments were made, the photomultiplier voltages were raised
somewhat. As a result some non-linearity of the pulse
heights appeared at about 20 MeV. The maximum deviation
from linearity at'the calibration p=p elastic energy of
21 MeV was about 2%. To investigate this non-linearity;
p=p elastic scattering over the range of polar angles from
16° to 45° has been observed at three different incident
beam energiesQBAZ; 31 and 23 MeV. Because of the dependence
of the scattered energy on polar angle, this yields a curve
of energy versus pulse height that is continuous between
detected energies of 7 MeV to 38 MeV.* One of these curves
is shown in Fig. 11.

During actual data-taking; p=p elastic events
at 45° were monitored for the purpose of cross section nor-
malization. They also provided a set of events with a well
defined pulse height value. These events were used to mon-
itor. drifts in the photomultiplier gains during data runs
and the energy calibration constants were updated about

every five minutes,

* The curve in Fig. 1l is obtained using a program written
by T. Millar. This program is also used to calibrate the
dependence of pulse heights on the position where_par=
ticles hit the large area detectors. (See Sec, III.2.6)
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III.,2.6 Energy Losses and Resolutions

The energy losses of particles in the hodoscopes
are not negligible. In fact, protons with energies less than
5.8 MeV cannot be detected. The particle energies are there-
fore corrected for these losses before any kinematic and
statistical analyses are made., Fig. 12(a) shows the energy
logs for protons, calculated using the Bethe-Bloch formula.

The additional energy loss for particles hitting
the tungsten wires in the front chambers is significant.
However, there is no completely reliable way to isolate these
events and treat them differently in the data analysis,

In the spectrometer, large area plastic scintil-
lation detectors are used. The inherent resolution of these
detectors is poor since the pulse height response is depen-
dent on the position where the particle enters the scintil=-
lator, The energy resolution obtained is improved in the
data analysis by compensating for the non-uniformity of the
pulse heights on an event by event basis. This procedure
is described in detail in references 43, 49 and 50,

The energy resolution of the hodoscopes has been
determined by observation of p-p elastic events at 42 and
24 MeV incident beam energy and by observation of the
N (p,2p)c!3 and Hek(p,2p)T3 reactions at 42 MeV. For the
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Figure 12

Energy lost by protons in the hodoscopes as a function
of the initial energy. Protons with energies less
than 5.8 MeV are stopped in the hodoscope.

Energy resolution of the detected protons as a funce
tion of the detected energy. The points were deter-
mined by observation of the missing energy for 42 MeV
elastl events (V) 21, MeV&a -p elastic event§ (o),
g) with QE«7, 4 MeV (A ) and He*(p,2p)T with’
melg 86 MeV (0O)
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(p,2p) reactions the energy carried away by the residual
nucleus is negligible compared to the protoﬁ energies, The
sum of the proton energies has a well-defined value de-
pending on the Qevalue for the reaction. Events with proton
energies equal within ¥ 3 MeV have been selected and histo-
grams of the missing energy obtained. Assuming that the

two proton resolutions add in quadrature, the single par-
ticle resolutions can be estimated from the resolution in
the missing energy and are shown in Fig. 12(b). Agreement
with the expected 1/JE (AE/E = 0.17/JE) dependence is fair,

I1I.2.7 Energy Thresholds

The discriminator thresholds used for the fast
pulse height analysis do not translate into well-defined
energy cut-offs, and care must be taken not to bias events
of interest, If we wish to detect all events with energies
between certain values, the % 10% variation due to pulse
height response must be allowed for,

The low energy thresholds were relatively high
because of the voltages chosen for the photomultipliers.,
The differential discriminators used in the trigger elec=
tronics required minimum pulse heights in the range
60 - 80 mv (depending on the adjustments of the particular

module), This corresponded to 6 = 7 MeV of energy (ED)
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deposited in the counter. When consideration of pulse
height non-uniformities and energy resolution (AR = 0@17J§B)
were taken into account, protons with scattered energies
Z#9.5 MeV were detected with full efficiency.

In later measurements of the prompt backgrounds,
the low energy thresholds were reduced. The lower levels of
the triggering discriminators passed events which deposited
&3 MeV of energy in each of the detectors, This corre-
sponded to scattered energies of about 6.6 MeV, implying
that the system detected 7.5 MeV particles with full
efficiency,

The upper energy cut-0ffs were determined by
the AE settings of the trigger discriminators, Calibration
of these cut-0ffs was done by comparing singles spectra from
the detectors takem with no upper cut=o0ffs and with the cute
offs applied. An example is given in Fig, 13. The effect
of the upper cut-o0ff is very clear. The upper energy
thresholds chosen corresponded to detected particle energies
of 24 MeV. Thus, after including the effects of PHT non=
uniformities, particle energies £ 21 MeV were detected
with 100% efficiency and energies up to 22=23 MeV with close
to 100% efficiency, The detection efficiency decreased
smoothly to O over the range from 21 MeV to 27 MeV, Occa-

sionally, due to photomultiplier drifts, some calibration
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elastic protons with 21 MeV energies were rejected. This
amounted to ~L% of these events in all ppx data runs.

The value of the upper threshold is critically
dependent on the calibration of the scintillation counters
and the proper matching of the two photomultipliers for
each detector. Only drifts in the photomultiplier gains
£ 10% were tolerated and data-taking was halted by the 360
computer if drifts greater than this occurred. While taking
data, the E and AE levels were routinely checked for drifts

at least once every 24 hours.

IIT.2.8 Coincidence Circuit Efficiency

To ensufe that all ppx events between the energy
thresholds were detected; it was necessary to obtain a delay
curve for coincidence circuits Cp and Cr in Fig. L¥ This
was done using a L2 MeV beam and a CD2 target and observing
protons separated by as much as two beam bursts. The
prompt D(p,2p)n events had én asymmetry of energieé (and
therefore transit times in the hodoscopes) that corresponded
to the worst cases for pp¥. The results of the delay curve
measurements are shown in Fig. 14,

To obtain this curve; delays were added between
the MIXER's and DIFF DISC's in Fige. 4. Negative delays on

the right corresponded to a delay added on the left, The

* The right input to Cp has an intrinsic delay of 35 ns,
Thus Cp and Cr never observe protons from the same pair
of beam pulses, ’
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Figure 14

Curve showing Cp-Cr counts as 2 function of the
relative delay (see text) between the coincidence
circuit inputs. Frompt coincidences were between
D(p,2p)n events., The error bars are smaller than
the size of the points.

40
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range of delays used resulted in the following sequence
(a) Dboth Cp and Cp observed random coincidences only
(delay 2= =70 ns)
(b) Cp observed orompt D(p;Zp)n coincidences while CP
observed random coincidences (delay & <35 ns)
(c) Cp observed prompt D(p;Zp)n coincidences while Cp
observed random coincidences (delay = O ns)
(d) both Cp and Cp observe random coincidences
(delay == 35 ns)
The peaks at =35 ns and O ns were not quite the same height
and there was a small net count at delays of =70 ns and
35 ns, indicating that there were electronic inefficiencies
in Cp which were beam intensity dependent ¥ This was approx-

imately represented by

— T ¥ 100 = (0.25%) x I(na) III-5
R
The widths of the discriminator pulses used for the inputs

to the coincidence units were set for a 5 ns flat top on

the delay curve.

III.2.9 Vertex Resolution

The trajectories of the protons are recon-~
structed by computer and projected back into the symmetry

plane of the scattering chamber for each event. Nermally,

* The cancellation of random counts for delays of =70 ns and
35 ns indicates there is no significant intensity modula-
tion between consecutive beam pulses,
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the tracks do not appear to have a common origin because

of multiple=scattering effects and the finite spacing of

the wire coordinates. Two coordinate axes are defined in
the beam plane, one parallel to the beam (Z) and one per=-
pendicular (Y) to it in the vertical direction (See

Fig. C=l in Appendix C). The differences (vertex errors)
of the positions of the two track intersections with the

beam plane are determined in these directions.

The Z=vertex error is sensitive to the lateral
position of the beam, If the beam centroid does not coe
incide with the symmetry plane of the spectrometer, an
asymmetry is introduced in the Zevertex error distribution.
For particles with polar angles €1, and Op, the position of
the Zevertex error centroid (<LAVZ) ) depends on the position
of the lateral beam centroid ( {Xg) )

{AVg) = {Zg) o (cotsy + cotdp) I1I=6

At small angles this shift can become quite serious and
cause events to be lost because of an apparent lack of vere
tex, The solution to this problem was discussed in
Sec, III.2.2, For the rest of this discussion it is
assumed that <Xp) = 0o

Let <&Y°) and (Azo‘) be stendard deviations

of the vertex errors as measured for 45° p-p elastic events



mésw

at 42 MeV incident beam energy. Simple geometric consid-
erations show that (AY> and (4Z) , the vertex errors
for sets of prompt events, are geometrically related under
ideal conditions of gzero beam width. The following approxe
imate dependence on the geometric and kinematic parameters

of the event is obtained. (See Appendix D for details,)

(AY> = (AT o (1.7-0.7Z) (0,36 p2+0.64)% I11-7
el
{AZD> = LAYY ° (2 ITI-8
(az> %LL (esc?oy, + csc?op) I11-9
where 2 2
p =2 (Ep” + Ep©) III-10
2 B 7R |

In the above discussion the effect of the wires

in the front chambers is not considered. These wires are

5 pm thick tungsten, 120 jpm apart, Twelve percent of the
particles hit these wires on each side and have different
vertex error distributions because of the larger multiple-
scattering in the tungsten, This is shown in a plot of
the adjusted Y«vertex error* for 42 MeV D(p,2p)n events,

in Fig. 15. The presence of two Gaussian distributions is

clear, A large number of the events that hit the tungsten

* The meaning of the term "ad justed vertex error® is given
in Sec., VII.l.1l




__l f i U ¥ ! ¥ V ¥ ¥ 1

. 0 =0.175 cm 4

103 —~
g 2 4.

> 107F E

e . .

© :

0 o

1 I ] 1 | 1 1 [ 1 | 1 i

-3 -2 -1 O | 2 3

Y-VERTEX ERROR (CM)

Figure 15

Log plot of the adjusted Y=-vertex error for L2 MeV
D(p,2p)n events, showing the effect of protons
passing through a tungsten wire in the front chamber,
The smooth curves represent Gaussisn distributions
with stondard deviations of 0.175 cm and 0,80 cm.
These values gave the best visual fit to the data in
the central region.
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wires are rejected because they do not make a sufficiently
accurate vertex, Further discussion of the effect this has

on the ppd data analysis is given in Sec. VII,.l.3.

IIT1.2.10 Wire Chamber Efficiency

The fraction of true events that make an
acceptable vertex is one of the most important properties
to consider when discussing the spectrometer, This number
is dependent on beam intensity because & -rays and extra
proton tracks may result in sparking inefficiencies for the
track of interest or make the event too complex for analysis.
The vertex efficiency has been measured using 42 MeV p-p
elastic events at various beam intensities between 0,1 and
5 na, The results are shown in Fig. 16. Corrections for
triggers on random events that do not make a vertex have
been made, The vertex error limits were wide enough to
accept almost 81l events that hit the tungsten wires. The
upper curve shows the highest overall efficiency obtained
to date while the lower curve represents a relatively poor
but acceptable dependence on beam intensity, Almost all ppx
data runs were taken with vertex efficiencies between these
two curves,

The range of vertex efficiency at a beam inten-

sity of 3 na indicates the size of possible uncertainties
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Figure 16

Plot of the spectrometer vertex efficiency as a function
of the incident beam intensity. The upper curve (®) shows
the best overall efficiency obtained in one test, The
lower curve (&) indicetes a relatively poor but accentable
vertex aofficiency. The error bars are statistical uncer-
tainties in the numher of undetected events and in correc-
tions for random enincidences., WNote that the vertical
scnle dnes not extend tn zero,
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during ppx'runsa The importance of having some method to
eliminate this possible systematic error is clear. By
detecting p-p elastic events at the same time as pr'
events, the effects of wire chamber inefficiencies are
cancelled (See Sec, II.2.,2). The reliability of this
procedure depends only on the detection efficiency being
uniform over the full surface of the wire chambers, This

is discussed in the next section,

III.2.11 Wire Chamber Uniformity

The wire chambers observe a wide range of polar
angles and it is necessary to determine if there are any
systematic errors introduced by dependence of the track
detection efficiency on polar angle or on the positions
where the particles pass through the wire chambers. This
has been checked in two ways. The p-p elastic distributiong
for polar angles in the range 20°€ 6 € 35° have been ob-
served and comparéd to expected distributions. The results
are shown in Fig. 17(a). The R/L asymmetry in the polar
angles has also been checked using the Heh(p,Zp)T3 reaction,
This is shown in Fig, 17(b). The variation from uniformity
for angles 237° is due to the effect of the B2 baffles (See
Fig. 2). From these results it is concluded that the sys=-
tematic errors introduced by wire chamber non-uniformity are

small and are therefore heglectede
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Figure 17

Distribution of n-p elacstic single particles as a
function of the polar angles for the LEFT (@) and
RIGHT (o) hodoscornes. The smooth curve is the ex-
pected distribution proportional to the p-p elastic
croseg section,

Ratin »f the number of Heh(p,Qp)TB events in the
IGHT hodoscome tr~ the number in the LEFT hodoscope
as a functinn of the polar angles. The average
valvue of the ratin is 1.0, The drop 2t angles %37°
ie due to the B2 baffles, _




CHAPTER IV

MONTE CARLO CALCULATIONS

In calculating pp8 cross sections; effects of
the spectrometer detection efficiencies must be considered,
Geometrical restrictions imposed by the baffles; hodoscopes
and low energy cut-offs were considered in Sec. II,B; and
the detection efficiencies €, and Gl discussed. Analytical
solutions for these quantities are very difficult to find
and they have therefore been evaluated using Monte Carlo
techniques.

In analyzing the ppd data; all events were
separated into bins depending on the variables BL; GR; @,
and 9% . The description of the subdivision is as follows:

(a) @y : the range from 16° to 40° is subdivided into
6 sub-ranges; each 4° wide.,

(b) Oy : the range from 16° to 36° is subdivided into
5 sub—ranges; each 4° wide.

(c) @. : the range from O to 2,0 is subdivided into
20 sub-ranges, each 0.1 wide. The range extends
to 2,0 because of multiple-scattering effects on
the 2. distribution.

(d) Q% : the range from 0° to 360° is subdivided into

18 sub-ranges, each 20° wide.
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The detection efficiency €9 has been evaluated
for each bin (a total of 6 x 5 x 20 x 18 = 5400 bins). eo
is independent of q% so it need only be determined for 600
individual cases., Calculations of'ei and €, were done
independently. For the former; a simulated set of ppd
events, weighted according to the theoretical predictions
of the Hamada-Johnston potential; was used, Calculations
for €, required the generation of simulated proton tra-
jectories (not necessarily corresponding to trajectories
allowed for actual ppx events) and tests to determine if

these trajectories would be detected in the hodoscopes.,



- 73 -

IV.,1 PPY¥ EVENT SIMULATION

It was necessary to have a set of data with
simulated pr events (similar to the data actually observed
in the experiment) for a number of reasons associa;ed with
the design of the experiment and the data analysis.

(a) The acceptance of the spectrometer could be in-
vestigated and quantitative information about effects of
low energy cut-offs and wire chamber positions could be
obtained.

(b) In cross section calculations; corrections due to
energy cut=offs in the spectrometer had to be made. These
corrections depended on pp¥ cross sections since the ‘Px'
distributions change rapidly and non-uniformly. Estimating
the correction required a set of data that matched as
closely as possible the measured distributions.

(c) Comparison of the experimental results to theoret-
ical predictions could oniy be accomplished by including
effects of all experimental biases in the theoretical pre-~
dictions. In only a few simple cases could this be done
analytically. When integrations over large ranges of the
polar angles were performed; no theoretical predictions
for the resulting cross sections were available., Theory

and experiment could only be compared by analyzing sets of
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real and simulated events in the same manner and comparing

the resulting distributions,

IV.1.1 The PP¥ Event Generator

| The Monte Carlo nrogram (called COMBINE) used
to generate the "fake"™ set of ppd data;_was a modified
version of the random star generator contained in the pro-
gram "OWL".* Each pp¥ event was generated by a succession
of two-body decays from a single particle with total energy
equal to the C.M. energy of the two colliding protons., For
example, the sequence could be represented by

P+p-+ Awp +Bp +tpt+¥

The principle of this particular type of event generator
is described in detail by F. Jamesgz)

COMBINE generated pp¥ events assuming that
there were no interactions between the three outgoing par-
ticles. That is; the matrix element describing the inter-
actions between the particles was unity. In this case all
spectra were given by phase space alone; that is, by sta=-
‘tistical (density of states) and kinematic factors. In

COMBINE the following sequence of calculations was made:

* The original version of the OWL program was written by
G. R. Lynch (Berkeley) and modified by J. P, Chandler
(Florlda State University).
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(a) The momentum components for the ppd event were
generated and some simple variables calculated (i.e. 81,5
Ok, PL, ¢h). A test was made to see if these variables
were within ranges that could be observed in the spec-
trometer. If they were not; the event was rejected.

(b) A vertex origin in the allbwed target volume was
chosen, the position along the beam direction being picked
at random. The vertical position was chosen so that the
full set of simulated events had a distribution similar to
that observed in the pr experiment, A test was then made
to see if the particles missed the baffles along the beam
(baffles Bl and Bé in fig. 2) éarticles hitting the
baffles were rejected,

(c) Since real pp¥ events undergo multiple-~scattering
in traversing the hodoscopes, and the detectors have finite
energy resolutions, these effects are also included in the
simulated ppx events., The expected proton angular and
energy resolutions were calculated for each event and the
generated values of E, 8 and ¢ altered. Adjustments be-
tween £ 30 in each variable were chosen at random from
Gaussian distributions. The energy and angle resolutions
had the functional dependence described earlier in Chap=-

ter II.
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(d) The proton trajectories were then tested to
determine if they were detected in the hodoscopes. Events
were rejected if both protons were not detected. Limits
on the wire chamber coordinates corresponded to regions
that were not blocked by baffles (See Fig. 3(b)).

(e) For detected events all required kinematic var-
iables were calculated from the adjusted proton energies
and angles in a similar manner as for the actual pp¥
-data. In this way effects of the resolutions were in-
cluded in the photon kinematic variables,

(f) Since phase space spectra are not a good reprew
sentation of the actual spectra measured, it was necessary
to include results of theoretical calculations. The orob-

ability for a particular event to occur is given by
dT = C Ry x |M.E.|? V-1

where R3 is the Lorentz-invariant phase space factor and
M.E., is the matrix element for the interaction. In order
to obtain spectra similar to the measured pp8 data, a
weight was assigned to each generated event proportional to
\M.E,lz, How this weight was obtained is described in

Sec, IV.1.2 and IV.1l.3.
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Iv.1.2 Event Weighting Factor'

In this thesis M. K. Liou's theoretical pre-
dictions for the Hamada-Johnston potential have been used.
A basic theoretical outline is given in Appendix F. The
cross section as calculated by Liou36) is given by

do = = htr wf'nz) F AL d0,d Wy Va2

1T§m§P1K
where J&X is the proton charge; m the proton mass; Pl the
incident proton laboratory momentum; K the photon energy;
1Q the matrix element and F_d[lldflqu@» a phase space (not
Lorentz-invariant) function. This_form is not appropriate
for use in the Monte Carlo program. Equation IV-2 must be
modified so that the Lorentz-invariant phase space factor
can be separated out and the weighting factor derived. The
cross section can be written
dT = Wt x R3 | IV=3

R3 is the invariant phase space factor and Wt is a Lorentz-
invariant function that contains all of the physics of the
problem and in this case is also the correct weighting
factor, The expression F dflld£22d‘ﬂg can also be written

' a%p) a’k TV-b

= R0 A0,V = 8'(P.-P;)d%p;
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The 3=body Lorentz-invariant phase space is given by

3
= b 12 2\ Lt
R3 = § (Pffpi) .iil é(pi ~my )d pi IV=5

Comparing IV-4 and IV-=5, the following result is easily

obtained

R, = F V-6

Ei and Eé are the proton energies in the final state.
Substituting for F' in IV~2

4o = %E{E3R3  ~1en ot IV-7

Tm Pl

The weighting function is then

Wt = do = “EiEé < her 97(*7:2) V-8
3 +éndpy

A large number of theoretical cross sections have been cal-
culated and matrix elements obtained. Since kinematic
parameters for the simulated ppx events are chosen at ran-
dom; they seldom coincide with points for which these matrix
elements were evaluated. As a result it is necessary to
interpolate between different matrix elements to obtain
proper weights for each event. The procedure used is

described in the next section.
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Iv.1l.3 Evaluation of Individual Event Weights

The weights (proportional to IM.E.| %) have
been evaluated at regular intervals in @l; 92; 3, and‘QQ'.
The points at which they were calculated are summarized
as follows, .

(a) ©7 from 14° to 42° in 4° steps.

(b) 8, from 14° to 38° in 4° steps.

(c) 4% from 0° to 360° in 10° stevs.

(d) &, at approximate values of 0505; 0,25; 0950;
0,75 and 0.95.

Using a spline fitting procedure* a two-
dimensional fit to the weighting factor as a function of
@. and ‘9@ has been made for each pair of polar angles
described above, Evaluation of the weight for a particular
event is a two=step process,

(a) The four polar angle pairs nearest the polar angles
of the protons were determined (e.g. for 8 = 25° and
8, = 19° the four pairs would be 8) - 9, "% = 22° — 180;
22° ~ 22°, 26° — 18° and 260 —~ 22°), The Yy and &, values

A package of programs for using spline functions in curve=
fitting applicetions was obtained from the University of
Maryland. Most of the modifications required for use in
COMBINE were made by Dr. K. F. Suen,

sk
The values stated for 8; = OR are the centers of
the polar angle bins (ile, 22°~ 22° means 20° § &; § 24°
and 20° € e § 24°),
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for the event (calculated using unad justed proton angles and

energies - see Sec. IV.1l.1 (c)) were used to obtain weights
corresponding to each Qf the four polar angle pairs pre-
viously mentioned, |
(b) A two-way linear 1nterpolation.using the polar

angles as variables was made from the 4 weights obtained
in (a). This final result was used as the weight for the
event,

Tests of the spline fit to the &, = 4% dis-
tributions indicate the weights obtained are accurate to

better than ¥ 2%.
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IV.2 EVALUATION OF DETECTION EFFICIENCIES

IV.2.1 G@ometrical D@t@ction Efficiency

In equation IIell, the number of detected pp¥
events is proportional to the proton solid angles and the

effective target size. Thus

Nop¥ =X €, LAN ANy IV=9

For sufficiently small solid angles; the cross section
dG‘/dIZLdﬁle‘yy may be considered as constant. Changing
the azimuthal anglg variables in gqgordance with the dis-
cussion in Sec. IIQB; and introducing a constant of pro-

portionality C, equation IV-9 becomes

Nop¥ = CE&LAL, Acoséy Ady L&, IV-10

€, 1s a function of &, ép and @ »s and is ave
eraged over the proton solid angles A,QL and‘AﬂR,m_Ii_‘ éo
were unity; this would correspon@ to.all'prgton trajectories
being detected by the hodoscopes. Evaluation of €, is
achieved by simply finding the fraction of proton trajece
tories that are detected in the spectrometer for given
values of €, ©p and &.. , -

Consider pairs of uncorrelated trajectories;_
with common vertex origins; generated uniformly along the

beam direction in the allowed target volume (L=23,0 cm,



from near the Bl baffles to the B2 baffles in Fig, 2) and
having uniform density per unit solid angle. If the number

of such pairs is N then

go’

Ngo = C' BPy L Acosey, Acosey A, A2, IV-11

go

The range of QBL chosen (£ 40°) is Just sufficiently large
that the left hodoscope does not subtend angles outside

this range. The ranges of 8y and 8y correspond to pairs of
the polar angle bins described earliére‘ The vertical dis-

- tribution of the origins of the particle trajectories was
given a shape approximating that observed in the ppz‘experiu
ment, Following an argument similar to that in Sec,NIIeB;

the number of pairs of trajectories detected (Ndo) is

Ndo = éo Ngo IV=12

Since the uncertainty in €, is statistical in nature, the
precision to which it is calculated can be improved simply
by increasing the number of randomly generated trajectories,

Letting N, = Ny, *+ N, ,» then, since the expectation value

go o
of Ndo is given by the binomial distribution, the fractional
uncertainty &€, /€, is

&e N N
do Npo€o(l=€y) = J uo IV=13
( Nao f go=o ﬁc:loﬁgco
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Replacing €, in equation II-12, the cross

section becomes

4T = Mooy o Ngo o 1 V=14
A3 d0pdYy 20h,I €, Ny, Lan;A0pAWg

where Ad, Acosey, Acosdp and AP, have the same values
as in equation IV-ll, Use of €, in equation IV-14 (in the
form Ndo/Ngo) assumes that variation in the measured cross
gsection can be neglected., In actunal fact the cross section
does change by as much as % 10%. Since €, is also depen=
dent on the polar angles, there is a small error introduced
into calculation of the cross sections, The maximum value
of this error has been estimated to be ¥ 2% and is much
smaller than this in most cases., The error is small because
the cross sections and €, vary smoothly and nearly linearly
as a function of the polar angles,

The correction factors (1/€,) for coplanar tra=
jectories range from a minimum of 1.95 for 22%=22° polar
angle pairs to a maximum of 11,06 for 38%=34°, These
factors increase with increasing @.. The values of €,
were calculated with statistical precision of about ¥ 5%
for a given &, value and about ¥ 1to 2% when integrated

over @?@



- 8L -

IV.2,.2 Energy Detection Efficiency

The quantity Nppxﬁedel gives the number of ppd
events that would be detected if all spectrometer effif
ciencies were unity. 66 has been evaluated in Sec, IV.Z2,1
and compensates for geometrical efficiencies provided that
the proton solid angles are small, Events generated ac-
cording to the procedure described in Sec. IV.l.l have been
used to evaluate Gl, which is due to proton energy losses
in the hodoscopes and the differential discriminator cut-offs,

Correction for é&_is translated directly into
the 4% distributions. An example of EEl for coplanar events
with polar angles of 22° - 22° would be similar to Fig. 18

when plotted as a function of Wy

€

] — e

\
lyp

-L'.
“a

L

-

Figure 18

as a function of Wg. The dotted curve
sh&wq how €, is affected by finite angular
and energy resolutions.
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Let Hgl and N4y be the number of generated and detected

Monte Carlo pp¥ events weighted according to theoretical
predictions. Since all generated evemts have proton trae
jectories detected in the spectrometer (See Sec. IV.l.l-{(d)),

then
Ng1(8r,:6R 2, ¥y) = e]_ Ngl(eLngsérs W) IV-15

The statistical uncertainty in 61 is given by an exprese

sion similar to IV=13,

IV.2.3 Evaluation of Measured Cross Sections

The ppd cross sections obtaimned from the actual
data are calculated from equation IVelhk after substitution
for 61

4T ”_.Pf.pﬂ.mﬁggvﬁgle._ 1 IV=16
d0pd0pdWy 208,I, Ny, Ny LAQpdap AV

To obtain the non=coplanarity distributions, an integration

(summation) over ¥ is performed,

dIday Wy A dOpd vy A Yy
A problem is immediately apparent., If éil = 0 for some
range of W4 then Nppy for that range in IV=16 will also
H =3 I OO
be zero. A computer cannot evaluate Nppg ® 51 0

fed
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and obtain a non-zero finite number (i.e., the number of
pp¥ events created)., Thus the summation in IV-l7 cannot
be performed numerically as shown if éj_is 0 anywhere in
the QQ'rangee

To overcome this problem, the non-coplanarity
distribution is written in a different form. Remembering

that Ngo/Ndo is independent of %y , then

N SN
dg = 1 e N, 1 0 1 e N IV-18
dardlp 20,1, N3 Lanpd0g 3 Ng3 2 Vo

‘wWhere the summations are over ‘H%e This yields the same
result as equation IV=17 provided that Ngl and Nj; are
derived from the same %% distributions as the experimental
results (i.e, Npp&'/ﬂdl = constant for each Y value),

The integrated cross section as a function of
the polar angles is obtained by summing over ﬁ%@ Letting
My = N /Ngo and My = 2N, /TNy, then

dg_ = 2WAd_ sinéy, sinlp IV=19

de1,deR 2,

An integration from d@L = 09 to dbL = T has been performed.,
In some cases the correction Ml becomes very

large, In these cases, the experimentally derived cross
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sections have additional error due to uncertainty in the
proton energy cut-off (due to errors in the PHT-energy
calibration). The maximum estimated error is ¥ 400 keV,
Corrections for this have not been evaluated in detail,
or included in the analysis. Estimated errors are given

later in Table 16.
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IV.3 RESULTS OF MONTE CARLO ANALYSES

IV.3.1 Spectrometer Acceptance

The spectrometer acceptance has been investigated
using unweighted (i.e. phase space distributions) Monte Carlo
ppK events, Approximately 1% of all events generated in the
allowed target region are detected by the spectrometer. An
indication of the effects of an individual hodoscope on the
polar angle acceptance is shown in Fig, 19(a). The two
6L+9R distributions correspond to (1) all generated events
and (2) all events detected in both hodoscopes. Fig. 19(b)
shows the distribution in gamma ray energies with and withe
out the energy cut-offs applied for events in curve (2) above.
The relatively high energy cut-offs result in a significant re=

duction in the number of detected events,

IV.3.2 Generated Theoretical Distributions

The distributions of pp¥ events weighted
according to the HJ potential predictions, have been checked
by observation of the Wy and @, distributions. Fig. 20(a)
shows a typical generated 4% distribution (for 22°-26° pr
events) integrated over &. § O.4. The solid curve is the
expected shape. The agreement is excellent. The statistical
errors for a particular value are about ¥ 10% as there are
only ~ 100 events per bin. Fig., 20(b) shows the &, generated

and expected distributions. Again agreement is seen to be good,
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Distribution of events as a function of the sum of
the proton polar angles for all pp¥ events (curve 1)
and for those detected in the spectrometer (curve 2).

Distribution of the photon laboratory energy with

and without the energy cut-offs of the spectrometer
applied. These cut-offs corresponded to Ep» 9.25 MeV
and Bp > 10.25 MeV,



- 90 -

O
O
Sren
o
B
"
~
o
i
o) I ] I
0 90° 180° 270° 360°
V&
1.0 l 1 1
(b) . 22° -26°
1.5 ' -
()
&
L 1.0F -
Ne)
3
0.5+ -
] ]
Cb 0.5 10 1.5
¢%
Figure 20

(a) lonte Cerlo Ysdistribution for events in the 22°-26°
polar angle bin for relative non-coplanarities
®,.<£ 0,4. The smooth solid curve is the theoreticsl
prediction as calculated by Liou for the Hamada-
Johneton potential,

(b) Monte Cerlo &, distribution for the 220-260 polar
argle bin., The smooth curve is the HJ theoretical
nrediction,
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IV.3.3 Effects of Spectrometer Resolutions

The effects of the finite energy and angular

resolutions are shown in Fig. 21(2 & b)., The bar histo-
grams for 22° = 26° pp¥ events are the same as in Fig, 20.
The dots show the same distributions with the resolutions
folded in., In this particular case the Wk resolution is
about ¥ 15° and the &, resolution is % 0,216 (standard
deviation).

The effects of the energy cut-o0ffs are shown
in Fig., 22, The bar histogram shows the events integrated
over the observed proton polar angles and over &.. The
dots indicate the same set of events with the cut«offs

applied. The effect is quite large for 220° ¢ Wy & 360°,

IV.3.4 Use of Monte Carlo Data in a Global Analysis

The set of weighted Monte Carlo pp¥ events
should, in principle, be identical to the measured pp
data., Cross sections and distributions of specifie
variables for the two sets of data can be compared and
any differences observed could be due to deviations of
the actual nuclear potential from the HJ model, provided
all experimental biases and background corrections have
been properly considered. By integrating over large phase

space ranges, particularly the proton polar angles, the
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Ws distribution of the Monte Carlo pp8 events for
220260 polar angle hin for &, € 0.4, The dotted
histogram showe the effects of the finite angular
end energy resolutions of the spectrometer,

8 distribution for the 22°9-260 polar angle bin
sgowing the effectes of the resolution in &,, For
this case &8,-0.716,
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(2) ‘deistribution for Monte Carlo pp¥ events inte-
grated over the proton polar angles and &, up to
0.2. The effects of the energy cut-offs are shown
in the dotted histogram.

(w) <Similar to (a) except the events have been inte-
rrated over all possible non-coplanarities,
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statistical accuracy in the measured distributions is
improved, allowing more reliable comparisons to theo=
retical predictions. This procedure is referred to as
a Global Analysis, and is used later to test the theo-
retical dependence of the cross sections on the sum and
difference of the proton polar angles, and on the event

non-coplanarity,.




CHAPTER V

P-P ELASTIC CROSS SECTION MEASUREMENTS

The problems inherent in proper ppﬁ cCross
section normalization and the solution adopted were out-
lined in Sec. II.2.2. The question is now treated in more
detail and a description of the actual measurements per=

formed is presented,

Vel PRINCIPLE OF THE NORMALIZATION PROCEDURE

The crux of the problem was to normalize the
charge that passed through the spectrometer for effects
due to temperature; pressure; electronic and computer dead-
time and wire chamber efficiency. The dependence of the
measured cross sections on charge is given by equations
II~-12, 13, 14. It is possible to substitute for the charge

Q in these equations by using equation II-2. Then

da
do = an‘381 Nopd €we AQ Le1 V-1
TATA0RdVs  €g€1 ey €y ALANR AWy L

N and Npp5 are the number of p-p elastic and pp5 events

el
detected in the pp¥ data runs and gg;) is the elastic
d )el
cross section measured in a separate experiment using con-

ventional techniques., éwe and was are the wire chamber
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vertex efficiencies for p-p elastic and ppf events res-
pectively. vThese were nearly equal and are discussed
later in Chapter VI. There were several systematic errors
that had to be accounted for in determining Neype These
errors are also discussed in Chapter VI. The correction
for them is given by P.

The normalization constant is given by the

expression

[oR

COn

ag) , LelA'C)' Eye V-2
Qa1 PNel €wy

)

Since the pp¥ cross sections depend on the ratio Npr/Nel’
they are determined relative to the p-p elastic cross
section. The terms in CN that are independent of the ppK

runs (dg) , L,y and ALl )are now considered.
du) g
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do )
V.2 MEASUREMENT OF aZi)el

V.2,1 Procedure
dao )

Measurement of d<1),; has been performed by
detecting p-p elastic events in coincidence, using a geo-
metrical arrangement similar to that used in pr data
runs, The geometry of baffles B2 in Fig. 2 is such that
if a proton from a p-p elastic event passes through the
slit placed at 44.7° to the beam behind the rear wire
chamber (See Fig. 3(b)), then it must also be detected in

the left hodoscope and counter, In the %ég measurement

3
the right detector was completely covered wizi brass,
sufficiently thick to stop 50 MeV protons, except for the
diagonal slit., In addition, a baffle was placed inside
the scattering chamber in such a manner as to allow only
protons passing through the slit in the B2 baffles to enter
the right detector., Thus, only neutrons and p=p elastice
protons passing through the diagonal collimator were de=
tected in the scintillation counter on the right. On the
left side, baffles were placed in front of the detector at
small angles to reduce random rates. The discriminators

were set to eliminate almost all low energy neutrons

without eliminating any p-p elastic events
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in order to keep both prompt and random backgrounds low.
Measurements were performed using three dif-
ferent collimators-=
(a) a circular 1.91 cm diameter collimator;
(b) a collimator nominally 2 mm wide and 27.4 mm long
as used during ppx data collection;
(c) a similar collimator to the one in (b).
The total measured charge (~12000 nc for (b) and (c)) re-
sulted in Z10% net p-p elastic events in each of the three
measurements. Backgrounds due to true nn; np and pn coin-
cidences were determined by blocking off the left and right
detectors in turn and finally both together; and reveating
the measurements.,
The cross section was calculated using the
following formula.

)
do) = Ney  C1 Cpr Cc V-3
d2) oy 2QhoIole1 22 Crp Crc Cms

CI is a correction for the current integrator; CDT is a
correction duec to electronic dead-time; CC is a correction
for coincidence circuit inefficiencies; CTP is a correction
to the number of hydrogen atoms per cm3 due to effects of
temperature and pressure; CFC is a correction for the charge

collection efficiency of the Faraday cup; and Cyg is a
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correction for events lost due to multiple-scattering in
the tungsten wires of the front wire chambers. A summary

of all results is contained in Table L.

V.2.,2 Electrometer and Faraday Cup Calibration

Charge measurement was made with a BIC Model
1000 electrometer.* It wes calibrated using a very accurate

voltage source and resistor to supnly a known current. The

average beam current was recorded during the a9)
dQy)el

obtained from Table 5, which

meas=

urement and the correction CI
gives the results of the calibration measurements,

The charge collection efficiency has not been
measured and only an estimate of the loss due to multiple-
scattering (in the entrance and exit foils and H, gas) and
divergence of the incident beam has been made. The beam
shape used was typically 2 mm wide by 20 mm high. The beam
properties are summarized in Table 1 in Sec. III.l.l. The
Faraday Cup used had a diameter of 10 cm; a depth of 40 cm
and its entrance was located 216 cm from the center of the
scattering chamber. The r.m.s. projected width at the
Faraday Cup entrance of an initial spot beam at the center
of the scattering chamber has been estimated as ¥ 1,50 cm

when the above effects are considered. This results in a

total charge loss of 0.65%.

* Brookhaven Instruments Corporation, Brookhaven, New York.
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Auxiliary Calculations and Measurements for the p-p elastic cross section
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Error in charge measurement due to loss of
secondary electrons also has not been measured. Some
measurements made at the University of Manitoba77) in-
dicate that this effect is small, A 2% error for this
effect is added in quadrature to the uncertainty in the

measured cross section.

V2.3 Solid Angle Calculations

The p-p elastic solid angle depends on the area
of the collimators used in the experiment, and the distance
from the beam to the collimators. Three collimator sizes
were used during the elastic cross section measurements.
Their areas were measured using a vernier caliper accurate
to 10 p. The distances from the beam to the exits of the
collimators have been measured from a scale drawing of the
spectrometer, Collimators II and III made an angle of 12,5°
to the proton directions. The effective areas are therefore
reduced by 2.4%. The measured values of all pertinent

quantities and their uncertainties are given in Table L.

Velod Reaction Length Determination

The observed length of hydrogen gas denends on
three quantities: The width (W) of the slit in the baffles

at B2 (See Fig., 2); the distance from the beam to the
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collimator behind the right wire chamber (dl); and the dis-
tance from the beam to the slit in the baffles at B2 (d,).
Distances d1 and d2 are measured along the proton paths,
From a simple geometrical argument; the observed length of

target is

Lyy = W o d1 Vel
(dy-d2]

The denominator is independent of beam position., The results

are shown in Table 4.

Velob Dead-Time Correction

Dead-time effects in the fast electronics were
dominated by the discriminators used in the measurement,
The dead~time associated with each pulse was 1,2 psec.
Corrections were made for this by counting the number of
output pulses from each of the two discriminators. Typical

corrections (Cpp) were ~5%,

V.2,6 Correction for Hp Gas Density

The 49) measurements are corrected (C..) for

the deviation of the H, gas density in the scattering chamber
from STP conditions. The temperature was measured to = 0,2°C
using a mercury thermometer mounted inside the scattering

chamber. The H, gas was at atmospheric pressure, which was
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determined three times (at intervals of 8 hours) using a
mercury barometer., The three measurements were nearly the
same (within 0.7 mm), but uncertainty im the gas pressure

is estimated as ¥ 1.5 mm because of the long time span

between measurements.

Ve2.7 Multip
Corrections due to multiple-gcattering (QMS)

le-Scattering Corrections

are small in spite of the facu:that one proton in ~24% of
the events hits a tungsten wire in the front wire chambers,
The polar angle resoclution for protons hitting wires is
2.,4°, The upper cut-off in the polar angle for the left
hodoscope was 47.5°, For COIIimator;I the polar angle
range was 44.7° £ 1,24°, As a result, 3 & 1% of the p=p
elastic events were lost because the left proton hit the
baffle behind the left wire chamber (See Fig. 3(b)). The
polar angle ranges for Collimators II and III were both
L,,7° £ 1,09°, The lost events again amount to 3 & 1%

of the p=p elastic events,

as
Vo2,8 Uncertainty in dfx)g

The uncertainties of all the quantities in
equation V=3 have besn estimated. The total uncertainty

in d9) is obtained by compounding the individual errors
di) gy
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in quadrature, A 2% error for possible losses of secondary
electrons from the Faraday Cup is also added in quadrature,
The results are summarized in Table 4.,

These uncertainties overestimate the error in
the product %% ol Le1 D) in CN (Equation V=2), If
equation V=3 is substituted into V=2, the effects of Lgy
and AL) are cancelled. In addition, the correction Cyq is
common to Ngy (from the pp¥ data runs) and is also cancelled,
The uncertainty in the product %ég o1 Loy &L for ppd cross
gection normalization purposes (Collimator II) is 2.7%.

Vole9 Results

A summary of the dg measurement is con-
tained in Table 4, The mean measured cross section was
29,39 £ 2,6% mb/sr., A value for k2 MeV, extrapolated
from the results contained in References 74 and 75, is

29,83 £ 1,0% mb/sr. The agreement is good.



CHAPTER VI

DATA COLLECTION

The ppd data were collected in the summer of
1970. During much of the next year the analysis procedures
were carefully optimized; systematic errors identified and
eliminated if possible; and improvements in the experimental
procedures investigated.k A total of 950,000 events was
recorded on magnetic tape during ppK data runs and was col=
lected under a variety of experimental conditions. Analysis
to identify the 5000 pp¥ events was a lengthy nrocess; since
each individual run was examined in detail for systematic
errors and anomalies, In addition, several other sets of
data were collected and used to make various celibrations,
to test analysis procedures, and to estimate prompt back-
grounds in the pp¥ data, A summary of all data collected is
given in Teble 6, The data~collection procedures and a

description of the on-line data anslyses are nresented in

this chapter,

* In October 1971, & sequel to this experiment was performed,
also at 42 MeV incident beam energy. Analysis of thie new
data is not completed at present.
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VI.1 ORIGIN OF WIRE CHAMBER TRIGGERS

The wire chambers were triggered whenever the
scintillation counters detected two particles within 28 ns
of each other (prompt trigger) or whem the particle in the
left counter was detected 35 ¥ 14 ns after the one in the
right (random trigger), Since the plastic scintillators
used were also good detectors of neutrons, these coinci-
dences could be between two protons, two neutrons or one
proton and one neutron,

The relative frequency of the possible types
of coincidence was investigated at various incident beam
intensities. Some results are shown in Table 7 for proton
beam intensities of 1 and 3 na., The uncertainties in come
paring to the number of pp¥ events, are due only to sta-
tistical errors in the number of counts of each type.

At 1 na beam intensity, the coincidence rate
is about 20/sec which yields ~120 pp¢ events/hour. At
3 na beam intensity, the coincidence rate is ~110/sec,
yielding ~350 ppx events/hour, The observed rates are
reduced by the computer dead-time and wire chamber inef-
ficiencies. The random trigger rate was ~4 times the
prompt rate at the average beam current (£3 na) used in
'tha experiment and ~1200 wire chamber triggers were needed

to detect 1 pr event.,
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Table 7
Classification of Coincidences in PP¥ Runs

The numbers of coincidences caused hy the various combin-
ations of triggerin§ particles are summarized and compared
to the number of pp¥ events.

Note: Particles are specified for the left and right
hodoscopes-in the order left-right.
p = proton, n = neutron

(a) 1 na Beam Intensity

Prompt Random Net:Ratio Total:Ratio
Type #/nc #/nc Net to ppd¥ to pp&
pp 5,39 2,38 3.01 ¥ 0.41 100 %14 259 = 14
pn 2.26 1.84 0,42 0,23 1, 8 137 & ¢
np 1.57 0.59 0.98 £ 0,20 33 & 4 72 £ 7
nn 2,22 0.42 1.80 ¥ 0,12 60 T 4 86 & L
gigstics 1.09 1.09 36 £ 1 36 £ 1
pp8 0.03 0.03 1 1
Total 12,56 5,23  7.33 £0.53 244 f18 593 %18
(b) 3 na Beam Intensity

Prompt Random Net :Ratio Total:Ratio
Type #/nc #/nc Net to ppd to op¥
pp 9.50 6,26 3.22 Y 0,60 107t 20 526% 20
pn 5.66 .94, 0.72 T 0,33 2, %11 353 i1
np 2.31 1.77 0.54 + 0,27 18 £ 9 136 %
nn 3.74 1.73  2.01 £ 0.17 67 £ 6 182 =
gigstics 1.09 1.09 36 T 1 36 1
ppY¥ 0,03 0.03 1 1
Total 22,33 14,72 7.61 = 0,79 253 £ 26 1234 % 26
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VI.2 DATA=-TAKING PROCEDURES

To ensure reliability of all data runs, a
standard set of data-taking procedures was followed to
provide checks for possible errors; equipment malfunctions
and changes in any of the important equipment calibrations,
In the set-up stages of the experiment; before any pp¥ data
accumulation was attempted, all equipment was checked and
calibrated. This included tuning of the fast electronics,
testing the reliability of the wire chamber readout elec-
tronics, determination of the proper sparking conditions
for the wire chambers; calibration of the beam positioning
device and setting approximate photomultiplier voltages
for the scintillation counters.

A number of programs were used on the PDP-15
to check equipment and perform ca;ibrations.__ihe reader
is referred to References 39; hl'and L7-49 for more de-
tails on their use and on the software system developed
for use on the PDP-15. The data-taking procedures before;

during and after data runs are described below,

Vi.2.1 Pre=Run Checks

(a) The pulse heights for p=-p elastic events were
set to their desired values. Special care was taken to

ensure that the pulse heights from the top and bottom
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photomultipliers of each counter were equalized; since
this affected the upper energy cut-offs, This check was
repeated about every 24 hours or when unacceptable photo-
multiplier drifts occurred,

(b) The chamber and vertex efficiencies were checked
and minor adjustments made in the sparking voltages to
maximize the vertex efficiency. The pulse height spectra
were also checked to ensure that the sparking noise was
properly gated out. P-P elastic events and low beam in-
tensity were used.,

(c) The beam profile in the chamber was observed and

beam tuning parameters were adjusted if necessary.

Vi.2.2 Mid-Run Checks

(a) Measured parameters were continuously observed
to monitor electronic drifts; the lateral position of the
beam and the vertical beam profile. Histograms »nroduced
by the on-line 360/65 program were used to check the quality
of fully processed data,

(b) During actual data-taking there was no means of
monitoring the wire chamber efficiency in detail due to
limitations in the memory and basic speed of the PDP-15,
Accordingly, only a coarse estimate of the overall vertex

efficiency was provided by printing the number of events
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processed for every n buffers of events sent to the 360
computer. Whenever this number became too large, data-
taking was halted and the causes of the observed ineffi-
ciency investigated. It was possible to interrupt a run;
load different PDP-15 programs, check chambers and resume

the run where it left off.

VI.2.3 Post-Run Checks

Wire chamber efficiencies and the overall
vertex efficiencies were routinely checked at the com-
pletion of each run, scalers recorded;bbeam tuning checked
and the PDP-15 and 360 run summaries checked for any
anomalies, Examples of these summaries are given in

Sec., VI.3.
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Vi.,3 ON=-LINE COMPUTER ANALYSIS

VIie3el Description of PDP-1l5 Analysis

The PDP=15 computer was used to start and stop

data=taking, pre«process events and provide feedback to
the experimenter, The most important on=line program used
on the PDP=l5 was the VRTX program, which is described in
Ref, 47. The function of the VRTX program was to record
the 111 words of wire chamber and ADC information for each
event, decode the sparks to obtain their track coordinates
and reject undesired events in order to condense the volume
of data., Events rejected included

(a) events where the particle tracks were uncorrelated
and did not make an acceptable vertex in the 22 cm long
reaction volume;

(b) events produced by neutral particles; and

(c) events where there was insufficient or ambiguous
information about the particle tracks.
No information for rejected events was saved for further
processing. For each event accepted at the PDP=15, only
11 words of information were required for the subsequent
360 analysis. These were the real-random flag (identi-
fying the coincidence unit, Cp or Crs causing the trigger),

two coordinates for each of the four wire chambers and the
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two ADC values for the particle energies.

| The PDP-15 made histograms of the vertical
vertex positign and the vertex error along the beam direc-
tion and-dispiéyed them on the oscilloscopeo A set of six
histograms returned from the 360 computer, after every buffer
of 45 vertex events was collected and transferred from the
PDP-15 to the 360, could be displayed on the oscilloscope
if desired. The VRTX program created a table, for each
data run, summarizing the PDP-15 analysis. This indicated
how events were rejected in each wire chamber and gave
information on the track combinations and chamber effi-

ciencies. Examples of these run summaries are given in

Sec, VI.3.3,

VI.3.2 On-Line Analysis at the 360/65

The 360/65 computer was used to perform a com-
plete statistical and kinematical analysis of each event
accepted by the PDP-15. The usual on-line program used
was the KIN program which is described in References 47
and 81.

The Kin program produced six 50-channel histo-
grams that could be displayed at the PDP-15 (in place of

the two previously mentioned histograms). These histograms

and their constraints were specified at the PDP-15 at the
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1

stert of each run and could be changed as desired. They
were very useful while debugging and running the experiment
and often identified hardware faults or setup errors.
During the pp¥ experiment; some of the histograms observed
included the X° distributions (explained later) for prompt
and random ppE events, the lateral besm position for p-p
elastic events, the distribution of events glong the beam
direction and the missing energy (EO-EL-ER) for random
events,

The KIN program also used the p~p elastic
calibration events to update the detector PHT-energy cal-
ibration constants every few minutes.

All pre-processed data was recorded on magnetic
tape for future analysis and processing. A run summary
containing the numbers and types of events collected (ppx,
D(p,2p)n, calibration elastics) was produced and sent to
the PDP-15 computer after each data run. An example is
given in Table 8. All important steps in the run were also

recorded on the 360/65 line printer--the time data-taking
éommenced, what histograms were specified; changes in the
energy calibration constants, run constants; the times at
which interruptions in the run occurred and the time that
data-taking wes stopoed. The KIN program could process

80 events/sec and record ~£0000 fully-processed events on

a 2400 ft magnetic tape.
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Table 8

Summary of a PP¥ Data Run Returned from
the 360/65 Computer to the PDP-15 Computer

Good PDP=15

Vertex Bad ADC Randoms Reals
74131 0 11341 62790
# Elastie # ppl Real # pp¥ Rand # Net pp¥
13791 507 75 L32
# Dy Real # D, Rand # Ambig # Deut Net
1588 284 0 1304
KL = 1,041 KR = 0,996

No, of times slopes adjusted = 59

Length of Run 3.5 hours
Beam intensity 1l na

KL and KR give the ratio of the p;p elastic pulse heights
to their desired values. The "D," events are D(p,2p)n
events, ’
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VI.3.3 Results of PDP-15 Analysis

In this section some operating characteristics
of the wire chambers are discussed. The rejection effi-
ciency for neutron-proton and neutron-neutron coincidences
is considered and possible systematic errors due to events
being misinterpreted by the PDP-15 computer are estimated.

In Table 9, a run summary from the VRTX program
for p-p elastic events at 3 na beam intensity is presented,
Some explanation of the table is necessary., In principle,
with three planes it is possible to resolve any number of
particle tracks. However, because of the software com-
plexity involved, events with more than two particle tracks
were rejected. In the VRTX program all combinations of
spark coordinates in the horizontal, vertical and diagonal
planes were tested to see if they intersected at a common
point (such a combination was called a set of consistent
coordinates and is abbreviated by COORD in the table), De-
pending on the number of tracks detected in a chamber (0,

1 or 2), and information lost due to wire chamber ineffi-
ciencies, there could be O, 1 or 2 consistent coordinates.
Very rarely, when two tracks passed very close to each
other, there could appear to be more than 2 coordinates.

Events of this type were labelled as "too ambiguous™ and
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rejected. When the total number of consistent coordinates
in the four wire chambers was greater than six the event
was too complex for analysis. The Y and Z vertex errors
determined from the reconstructed tracks were restricted
to be less than 2.5 cm and 5 cm respectively. In Table 9,
the chambers were not triggered on the random coincidences.
A egimilar number are presumed to have occurred in the prompt
coincidences. These (17 ¥ 4) events are sssumed not to make
a vertex when calculating vertex efficiencies. (In Tahle 10,
which follows later, the wire chambers were snarked on these
random cnincidences.) The effects of chamber inefficiencies
are determined by obszervation of the "Reject" columns, while
the presence of multiple sparks is indicated by the columns
with "2 tracks™ or "»2 tracks"., The number of complete
misses in any chamber is small, The events that do not make
a vertex have several origins. They result

(a) from random events with uncorrelated varticle
tracks;

(b) when a spark due to a §-ray or a second proton
robs the track of interest in one or more chambers;

(c) when one of the elastic protons hits a tungsten
wire in the front chambers and is badly scattered. (For

“the example shown this occurs only ~1% of the time.)
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As can be seen from Table 9, the overall ver=-
tex efficiency for this particular run at 3 na was ~86%
after correction for random triggers. About 5% of the time,
the elastic proton track has been robbed by an extra spark
in at least one of the chambers and the system was unable
to make an acceptable vertex. Events of this nature are
similar to random events so far as the vertex criteria is
concerned, except that they are probably less likely to
make a good vertex because relatively few of the S-rays
and extra protons come from the same region of the target
volume as p-p elastic events,

A typical pp¥ run summary is given in Table 10,
The complete misses were due primarily to events where one
or both of the triggering particles was a neutron., The
fraction of events with multiple tracks (ratio of events
in the "2 tracks™ columns to the events processed in each
chamber) was about 10% in the front chambers and ~5% in
the rear chambers., This also represents an estimate of
the fraction of neutral particles that are accompanied by
a charged particle, resulting in a detectable track. 1In
the total of 29204 events that pass the coarse PDP-15 ver-
tex constraints in this data run, an approximate breakdown

(similar to that in Table 8) would indicate that 14000 were
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due to calibration and other p-p elastic events, 15000
were due to (CP and Cr) random events, 150 were ppd events
and 300 were D(p;Zp)n events. At 3 na beam intensity;
typical sparking rates were 50/sec. Of these, 10 triggers
were caused by p=-p elastic events and 40 by random coin-
cidences, A data buffer of 45 events was usually filled
about every 5 - 7 seconds.

The fractions of pp, np and nn coincidences
during ppK runs were discussed earlier. Some events were
misinteroreted by the PDP-15 because of extra proton or
8§-ray tracks and passed the coarse vertex cuts. Coinci-
dences where a neutron was one of the triggering vparticles
present the greatest problem. The number of misinterpreted
events is probably comparable to the total number of pr
events. Vertex criteria reject about 90% of these events.
A conservative estimate of the resulting background in the
ppd data is ~3,5% after all background rejection criteria

have been applied. This is summarized in Table 11.




- 124 =

Table 11
Effect of Multiple Tracks
Below is a tally of net prompt events that are misinterpreted

because spurious tracks rob the track of interest or provide
a spark when a neutral particle passes through the chamber.

Ratio to pod,
Fraction after vertex

pp events affected % 0.5
np and pn events affected 5% 0,2
nn events affected 1% 0.06
calibration elastics affected 5% 0.2
Net Ratio
to ppd
Réjection of events on an energy basis .
pp events 99Y% 0,003
np + nn + pn events 90% 0,03
calibration elastics 99% 0,002
Net background in ppd regions 3.5%

* Refer to column titled "Net:Ratio to ppf" in Table 7.
Asigmei90% of affected events are rejected by vertex
criteria,




CHAPTER VII

DATA REDUCTION

The pp¥ data accumulaﬁed included ppd events,
D(p,2p)n events on the natural deuterium contaminant in
H, gas, (p,2p) and similar reactions on other imourities
in the target gas, calibration p-p elastic and other p-p
elastic events that had undergone differing amounts of
multiple-scattering and were detected in spite of the geo-
metrical obstructions intended to eliminate them. In
addition, random events from different beam bursts were
collected simultancously with the prompt events in order to
provide accurate random background estimates,

The computer analysis of this date corresponded
to imposing constraints equivalent to those provided by
hardware in previous experiments., For example; vertex
error and pogition restrictions had the same effect as
collimators, baffles or target containers that define the
reaction volume; energy constraints were like discriminator
cut-offs; and, angular binning took the place of defining
slits or counters used in other experiments. Computer
cute had & distinct advantage in that they produced no
multiple-scattering or energy degraded protons and the

energy and angle cut-offs were sharp and known orecisely,
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In this sense computer applied constraints were better

than physical constraints. The statistica (XZ) analysis*
performed to reject background and choose the ppd events
was a useful analysis tool., The rejection or acceptance

of events by a welle-defined statistical method was pref-
erable to the somewhat arbitrary procedure of only counting
~events in some region of an E;-Ep plot.

The hardware constraints imposed dn the oresent
data were necessarily loose because of the large kinemat-
ical range observed. The possibility of undetected sys~
tematic errors causing rejection of ppd events was there-
fore reduced when compared to other experiments. Further-
more, the extra information calculated for each event
allowed problems to be traced back to their origin, under-
stood and; in many cases; eliminated.

There are three basic methods by which back-
grounds were separated from the ppK events., Vertex errors
were used to eliminate 95% of all random events and most

miltiple-scattered p-p elastic events as well, Vertex

b

* In the experiment, six variables (Ej, Eg, 8y, QR:CPL and
&) were measured. Only five variables were necessary
to completely describe each event since there are four
energy-momentum conservation relations. Thig extra var-
iable allowed a goodness-of-fit parameter (X2) to be cal-
culated for each event, which was used to reject back-
ground. This is described later in this Chavter.
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positions were used to eliminate some random events since
there are concentrations of these events in regions near
the upstream and downstream baffles. Undesired p-p elastic
events could also be rejected since they came from a very
restricted region of the gas target. Finally, large
fractions of both random and prompt background events were
eliminated by using a x2 analysis which also allowed good
estimates of unrejected prompt backgrounds to be made,

The data reduction procedures are now discussed in more

detail.
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VII.1 VERTEX CONSIDERATIONS

VII.1l.1 Vertex Error Adjustments

The widths of the vertex error distributions
depended on the particle energies; polar angles and origin
in the target (See Sec, III.2.9 and Appendix D). It was
desirable to accept events according to a statistically
well-defined prescription. For examnle; events with ver=-
tex errors greater than 3 standard deviations from their
expected values could be rejected. This would require
variable limits to be applied on the allowed vertex errors.
In practice, it would have been much easier to apply con-
stant vertex cuts for all the data independent of the geo-
metric and kinematic parameters; but this would have re-
sulted in a systematic variation in the fraction of events
rejected, depending on these parameters. To eliminate
this problem; the values of the vertex errors were adjusted
(DVZ and DVY) so that all events had the same statistical
distrihution as the calibration p~p elastic events. The
correction factors used are derived in Appendix D. The
effect of the vertex error adjustment is demonstrated in
Fig. 23 where the HWHM's of the original and adjusted ver-
tex errors for D(p,2p)n events are shown as a function of

the opening angle between the protons. Similar results
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Figure 23

Distributions of the adjusted and unadjusted vertex errors
for D(p,2p)n events as a function of (8;+6R)/2. The unad-
Jjusted ﬁavertex error is dominated by geometrical effects
depending on the polar angles of the two protons.
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were obtained for the pp¥ data (but with larger uncertainties

since the number of events was smaller).

VIii.l1.z Vertex Error Limits

The choice of the vertex‘error limits repre-
sented a trade-off between maximum rejection of random
events and minimum loss of good ppx events, The Z-vertex
error limits were chosen so that the increase in lost ppx
events for a 1 mm shift in the beam was <2%. The 1 mm
beam shift corresponded to a 0,3 standard deviation shift
in the Z~vertex error., Consideration was also made for
those events where one of the protons hit a wire in a
front chamber. The limits chosen were ¥ 7.5 mm and
¥ 12 mm for the Y and Z adjusted vertex errors respectively.
These corresponded to approximately 4G for events not

hitting any wires and ~ 10 for events where one proton

passed through a tungsten wire,

VII.1l.3 Vertex Acceptance

In spite of the adjustment of vertex errors;
systematic errors due to vertex cuts were not completely
eliminated. The vertex limits used at the PDP-15 (on the
unad justed vertex errors) were sufficiently wide that all

events which would have been accepted in the subsequent
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360/65 analysis were retained, Reference to the vertex
error distribution shown in Fig. 15 shows that the only
events rejected by the vertex cuts hit tungsten wires in
the front chambers., However, some pp$ events also hit
these wires and are still accepted by all rejection cri-
teria. Since the adjustment of the vertex errors in the
KIN program only partially compensated for multiple-
scattering in the tungsten wires, there was a variation
in the fraction of pp¥ events detected depending on the
particle energies. In order to evaluate these systematic
errors, sets of He¥(p,2p)T3, Nl4(p,2p)cl3 and D(p,2p)n
data as well as the pp¥ data were analyzed and the total
fraction of events eliminated by vertex cuts estimated,
The systematic error due to variation in the
vertex error acceptance for ppﬁ events was determined
relative to 42 MeV pep elastic events at 45° to the beam,
since the pp$ cross sections were normalized to these
events, The total fraction of events lost was obtained by
compounding the effects of the Y and Z vertex errors, Cal=
culations of this error from the equations used in the
vertex error adjustments and the multiple-scattering in
tungsten wires indicate that it varied from ~7% for
18° — 18° ppY events to ~5% for 38° = 34° events., This
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was verified by observation of the ppx events except that
statistical fluctuations (typically ¥ 4%) were larger than
the variation with polar angles. For this reason an
‘avérage value of 6 ¥ 1% is used to compensate for lost ppd
events. The 1% error was based on the estimated variation

over the polar angle range observed.

VIii.l..4 Vertex Position

The two baffles along the beam were possible
sources of prompt and random backgrounds. The ppK data
has been restricted to a region which excludes the baffles
at B2 in the downstream portion of the scattering chamber.
The Bl baffles were included in the allowed reaction
volume cince analysis of vertex distributions indicated

that a tolercble increase in random backgrounds resulted.
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VII.2 STATISTICAL ANALYSIS

Vii.2.1 Definition of X2

Each pp{ event detected was once over-determined
since five physically significant variables were measured
(E;, Ep, Oy, Og, #.). This allowed a goodness-of-fit
parameter (X2) with one degree of freedom to be used to
reject background. The quantity that was chosen for com-
parison to a known value was the total energy of the sys-
tem in the final state as calculated from momentum con-
servation. The definition of X< given by

x2 = (Ep - E7)? VII-1
AEp*?

is at best a first order approximation to the rigorous X2
for one degree of freedom, and has been discussed in detail
elsewhere*”:70) | The uncertainty (AEy) in the final state
energy Ep was determined by compounding the expected errors™
of all the measured parametersh7). An error in EI of 600 keV
ﬁaé included to allow for beam energy changes and detector

calibration errors.

' VII.2.2 Systematic Errors Due to X2 Cuts

The X2 determined was only an approximation as
were the estimates of the uncertainties in the measured

parameters,. The X2 cut in the pr data was chosen to be

The error estimates used in the X2 analysis were HWHM values
"(HWHM = 1.170). This allowed for uncertainties in esti=
mating resolutions and reduced the danger of rejecting good
ppl events.
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5:412, For a rigorous & parameter, this would correspond
to rejectibn of 2% of all events, The fraction of events
rejected by the X2 cut was investigated in é@veral ways.
The X distributions for 42 and 24 MeV p=p elastic events,
D(p,2p)n events and for ppS events with random backgrounds
subtracted are shown in Fig. 24,

In parts (a) and (b), for the p-p elastic svents,
the vertex error limits were not comparable. The allowed
vertex errors in (a) were the same as in the ppS data anale
ysis, while in (b) they were somewhat smaller and a larger
fraction of events was rejected (mainly events hitting the
tungsten wires), This indicates the effect of eliminating
events that hit the wires, The X% distributions for 42 and
24 MeV p=-p elastic events, unrestricted on their vertex
errors, are very similar to each other,

The bar histogram in (d) represents all net
prompt events in the pp¥ data with X2$'5O. The surplus
of events in the tail of the X? distribution is obvious
and is mainly due to D(p,2p)n events and (p,2p) reactions
on other contaminants in the H, gas. The dots represent
the X% distribution for pr events with the estimated
background subtracted,

The procedure used to subtract this background
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Figure 24

X? distribution of events for several different reactions.

(a) P-P elastic events at 42 MeV beam energy.

(b) P-P elastic events at 24 MeV beam energy.

(c) D(p,2p)n events at L2 MeV beam energy.

(d}) PP¥ events at 42 MeV beam energy.
Random backgrounds are subtracted. In Td) the bar histo~
gram includes the effects of all prompt contaminants. The
dots show the distribution with the estimated bhackgrounds
subtracted., The smooth curve in each part is the expected
%2 distribution for one degree of freedom normalized to
the totsl number of events with X2 & 5,
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was quite straightforward. Using the set of D(p;Zp)n

data in (c) the distribution in X? when analyzed as ppd
was determined. This distribution was scaled according
to the number of D(p;Zp)n events; which are easily iden=
tified on the basis of their energies; in the po¥ data;
and subtracted from the bar histogram in (d). This left
all prompt background not due to D(p;2p)n events, It was
then assumed that no ppd events would have X232 40. All
events in the region 4O € x? § 50 were assumed to be due
to (p,2p) reactions on N %, The XR distribution for a set
of data taken with No gas in the gas cell, and analyzed as
pr, was then scaled and subtracted in a similar manner as
for the D(p,2p)n events, This yieided an estimated back-
ground of 14 ¥ 3% in the pp¥ data with X2 & 5.412, It is
estimated that 4 % 2% of the ppd events have X2 ¥ 5,412,
The error is due mainly to uncertainty in the background
subtraction., Points in (d) are not shown for X2 2 30 be-

cause of large statistical errors in the individual points.
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VII.3 PP¥ EVENT VERIFICATICN

VII.3.1 Kinematic Considerations

The kinematics of ppx events is such that for
a given non=coplanarity the events mustvlie on an ellip=-
tical closed curve in the E; = Ep plane. This "ellipse"
shrinks to a point in the limit as the maximum possible
non-coplanarity is reached. A number'of representative
ppd loci and kinematic loeci for some contaminant (p,2p)
reactions are shown in Appendix B. Because of finite
energy and angular resolutiqn; the events do not lie pre=-
cicely on the exvected loci. The X? statistical test was

ucsed to select those events that are sufficiently close

to their vrover loci.

VII.3.2 Detected Events

Ej = Ep scatter plots‘of the pr data provide
striking visual verification of the existence of pr events.,
The pp5 data have been separated into a number of polar
angle bins (described earlier in Chapter IV)., Three rep-
resentative polar angle bins are shown; 3&0-260; 220.220
and 30°-30° in Figs. 25; 26; and 27 respectively, In part
(a) of each figure; the data were constrained only on good

vertex, and random events have been subtracted. In (b) the
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Figure 25

Distribution of events in the ppd data in the 340-26°
polar angle bin limited on vertex errors,

(a) All events with random background subtracted.

(b} Random events,

(c) Events with X2 5,412 with randoms subtracted.
(d) Events wi+h X232 5,,12 with randomes subtracted.



- 139 -

30

S

o

N
Q
l
|
i
A
|

RIGHT ENERGY (MeV )
@)

Y,
'Y
av.g‘
oy O°
d
° '

F3

>
s

B
l [

ol | _
(¢) NET x°< 541 (d) NET X% > 54|

o T 1 !
0 0 20 0 0 20 20
LEFT ENERGY (MeV)

Figure 26

Distribution of events in the pp§ date in the 220.22°
polar ocngle hin limited on vertex er~ors.
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Figure 27

30

Distribution of events in the pp¥ data for the 30°=30° polar
angle bin limited on the vertex errors and 2. 0.5

(a) All events with random background subtracted,
(b) Random events
(¢) Events with X

2g 5.412 with randoms subtracted,

(d) Events with X2 5,412 with randoms subtracted.
The closed curve in (¢) is the allowed kinematic locus for
proton polar angles of 30°9-300°,
center of the cluster of points is apparent.

The lower density in the
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random contribution subtracted from (a) is shown. The
clustering of events in part (a) of each figure is near

the appropriate pp¥ locus for the polar angles considered,
The net events, after the X2 cut was applied, are shown

in (¢), while the rejected prompt events are shown in part
(d). The band due to D(p,2p)n events from the D, contam=-
ination in the H, gas is prominent. The kinematic loci

for D(p,2p)n events are nearly independent of the polar
angles and do not appear to move in the figures shown.

The increase in the number of random events at small angles
is indicated by the difference in the densities of points
in part (b) of each figure. The effect of the energy cute
offs is seen in all of the figures, For the 30%«= 30°
angular bin, the events have been restricted to have none
coplanarities < 0,5 of the maximum allowed kinematically,
The decreased density in the center of the cluster of events
is evident. These plots, coupled with the striking x? peak
in Fig. 24(d), leave little doubt as to the nature of the

events detected,
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VII.t  BACKGROUND CORRECTIONS

Vii.4.1 Random Events

While random evenis presented the largest back-
ground in the pp¥ experiment, it was the easiest one to
correct for, During data-taking, random events with par=
ticles from two successive beam bursts were recorded at
the same time as prompt events (See Fig. &4 and Sec. I11.1.3).
Thus the random data and ppd data were collected and ana=
lyzed under nearly identical experimental conditions. The
contribution due to random events in the angular bins con-

sidered is summariged in Table 13,

VIiI.k.2 Prompt Backgrounds

Possible prompt background sources includéd

(a) p=-d elastic scattering;

(b) p-p elastic events that underwent large angle
scattering in the froat wire chambers or 50 pm Mylar foil
parallel to the bheam;

(¢) (p,2p), (pypd), (p,pt) or breakup reactions on
contaminants in the hydrogen gas;

(d) prompt events due to p-p elastic, np or nn coin=-
cidences that were misinterpreted at the PDP-15 level due
to spurious tracks (See Sec., VI.3.3).

In order to investigate the origin of the
prompt background in the ppx data, events that had
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X° 2 5,412 have been examined. An example of a scatter
plot and a single histogram of the missing energy are
given in Fig. 28(a & b). Very restrictive vertex errors
(€ 1 standard deviation) have been used in these particular
plots to eliminate multiple-scattered events and make iden=
tification of gas contaminants possible, PP¥ events with
X2 values less than 2 were also eliminated. The dominant
band is due to the D(p,2p)n reaction., The structure of
the events in the missing energy plot is similar to one
obtained during investigations with N, gas or air as the
target, Some of the prompt events could be (D;Zp) re~-
actions on O16 of He’*’e

The correction for all prompt backgrounds has
been done by analyzing,as ppx events, sets of data taken
with Dy or N, gas in the scattering chamber. It was found
that consideration of only these two contaminants repre=
sented the possible backgrounds very well, Elastic p=d
scattering cannot be seen because of the energy thresholds
of the system and multiple-scattered elastic events are
similar to deuterium breakup events. The correction pro-

cedure is now explained.,
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Figure 28

Ly -Ep scatter plot of events that have very tight veriox
1¥mits (€1 standard deviation) and have X<¥ 2 for pp¥.
Random bhackgrounds have beecn subtracted.

Histogram of the missing energy for events in (a). The
contribution dve to random events it given by the chaded
portion of the histogrem. The four lines _indicate the
positions where (p,2p) reactions on (1) D%, (2) Ni&,

(3) 0= and (4) ned would vield contributions,
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VII.4.3 Correction Procedure

The ppg data was taken using commercial
grade Ho gas which contained an estimated impurity of
~ 400 - 500 ppm of air, This resulted in an average
prompt background of ~?15% in the pp¥ data. The X?
ahalysis procedure was used to estimate this background.
Sets of data with Dz; No, Alr or Hy gas targets and the
lonte Carlo ppd data were processed off-line on the 360/65
computer and a X2 value calculated for each of the fol-

lowing reaction hypotheses

(a) p+p =>p+p+8 Q= 0

(b) p+D° = p+p+n Q = =2.226 NeV

(¢c) p+mlh 5 p+p+ cl3 Q = -7.54 MeV

(d) p + 0 & p + p + 15 Q = -12.17 MeV

(e) p + cl? p + p + Bll Q = =15.94 MeV
) 2

p + He¥ p+p + 73 ~19.86 MeV

(

s

Reactions {b) - (f) span the full energy
range for ppg events, The more negative Q values corre-
spond to pp# events with smaller polar angles. The six
X? velues calculated were summarized in a table (matrix)
for each set of data mentioned above. The summaries for
the lonte Carlo "fake" pp5 data; the actual ppx data and
the data with an N, gas target are contained in Tebles

12(a), 12(b) and 12{(c) respectively.
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Table 12

Distribution of Net Real Events According to Hypothesis

Total = 22788 events

(a) lonte Carlo ppd events

(1) (2)  (3) (4) (5) ()
opd (1) 10 1 716 5364 9153 2467
D{E 2p)n 13 (2) 1 0 0 0 0 0]
(p,2p) (3) 716 0 L 3 0 0
016(p,2p)N22 (L) 536k 0 3 29 16 0
cl2(n,2p)B (5) 9153 0 0 16 36 8
Hek(p,20)T3  (6) 24,67 0 0 0 8 13
X for reactions (1,2,3) (1,3,4) (1,4,5) (1,5,6) 5.412
2 [gd" 3351 1126
(b) pp8 data Total = 1431k events
(1) (2)  (3) (4) (5) (6)
pnd (1) b L 255 1273 1548 618
D{B 2p)n 1 (2) L 5693 1742 -1 0 0
NIblp 20)cl3  (3) 255  17h2 316 78 0 0
010(p,2p)N12 (k) 1273 -1 78 639 149 0
c'2(p,2p)B -t (5) 1548 0 0 149 302 55
Hel(p,2p)T3  (6) 618 0 0 0 55 438
X2 for reesctions (1,2,3) (1,3,4) (1,4,5) (1,5,6) 5,412
8 134 775 287
(c) M, gas data Total = 15586 events
(1) (2) (3) (4) (5) (5)
np8 (1) 0 0 55 329 1241 50
Dfpy2nln. .. (2) 0 L2 1861 0 0 0
niklp,2p)cl3 (3) 55 1861 3115 434 0 0
01%(p,2p)ly9 (L) 329 0 A43h 1772 1267 0
Ct4(p,2p)B (5) 1241 0 0 1267 2593 289
He*(p,2p)T3  (h) 500 0 0 0 289 1156
X2 for reactions (1,2,3) (1,3,4) (1,4,5) ,5,6) 5,412
0 23 562 347
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The rows and columns of each table corresnond
to the reaction hypothesis indicated. The number of events
that have Xzis 5.412 for one reaction only appear along the
diagonal of the tables. Off-diagonal elements contain
tallies of events that have X2 € 5.412 for the two corres-
ponding reactions. Events that were ambiguous between
‘three reactions (three of the six X° values were £ 5,412)
were counted separately.

Table 12(a) for the Monte Carlo events shows
that almost all ppx events were ambiguous with at least
one of the other reactions. Only a few events (~0.5%)

did not have X? € 5.412 for the pr hypothesis because of
the effects of angular and energy resolutions. The ex-
pected fraction of pr events of this type in the actual
ppd data was about 4%. Table 12(b); for the distribution
of X? values for the actual ppx data; indicates that a
significant number of events were not due to the pr re-
action, but probably arose from reactions on contaminants
in the Hp gas. Table 12(c) shows the results for the N,
gas data which allowed the fraction of contaminant events
that appear similar to ppg to be estimated. (A similar
table for the Dy data was used.) The events distinguished
from pﬁ$ in Table 12(b) could then be used to estimate the

the background in the pp8 data.
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The procedure adonted for correction of
prompt backgrounds in the ppx data (which were separated
into the angular bins described in Chapter IV) was basad
on the following:

(2a) Observation of prompt events in the pp$ data
that were not ppx events showed that deuterium break-up
was the major contaminant and that the remaining events
could be reasonahly assumed to have arisen from reactions
on nitrogen contaminants in the Hp gas,

(b) The Dy and N, gas data allowed the fractions
of possible contaminant events that appeared similar to
pp8 (X2 € 5.412) to be determined. Since the events in
these data sets were very similar to the background in
the ppﬁ data; the sane fractions of the contaminant
events in the ppx data should have had X2§ 5.412 for the
pﬁx reaction hypothesis,

(c) The number of events in the three data sets
(Ny gas, D, gas and Hp gas targets) that were statis-
tically distinguished from pr (X2 > 10) orovided the
proper normalization for estimation of the background.
Very few true pp$ events had X2>>10 and therefore did
not affect the background normaligzation (See Fig. 24(d)).

Since the pp3 data provided the estimate of the total
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number of contaminant events that occurred and the other
data sets only indicated the fractions of these events
that had X°g 5.412, the corrections obtained were rela=
tively insensitive to minor (¥ 20%) differences between
the distributions of events in the three sets of data,

The number of prompt background events for
each angular bin was estimated using the following

equation,

= A o ‘
Ng pp¥ Nnonepp¥ VII=2
A
non=pp¥ .

where NnonappK and A were the numbers of events

non=-ppd
with X° > 10 in the ppd and background data (D, or N, gas
targets) respectively. Appg was the number 6f contam-
inant events that appeared similar to ppf events
(X2 < 5,412) in the D, or N, gas data. The ratio
NnonoppK/Anonmpr determines what proportion of App¥
corresponded to the actual background,
The correction due to contamination by

D(p,2p)n events was small in all angular regions, When
both polar angles were 2-30° it was typically ~2%. Backe
ground corrections not due to deuterium were about 15%,
Background corrections determined using data sets with N,

gas or air targets were very similar and no systematic
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difference could be detected. ince the N2 data had bhetter
statistics, it was used for the corrections.

The statistical uncertainties in these cor-
rections were large ( % 25%). Systematic errors due to
the procedure adopted are believed to be small compared
to the statistical uncertainty. The results of all back=-

ground corrections are summarized in Table 13.

VII b4 Determination of Npr

The cross sections to be calculated are pro-
nortional to the number of ppx events corrected for
random and prompt backgrounds.

Let P denote prompt events and R random

events., Then

Pp = Rp for D, gas data
Aan = i VII-3
f Py - Ry for N, gas data
A _ Pbnon = Epnon for D, data VII-L
non-ppd : o )
PXnon = Rnon for N, dsta
Nnon-pp8 = Fnon¥ = Rnon¥ VII-5

a ! . vents i !
Pnonx nd RnonK are prompt and random events in the ppx
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Table 13

Summary of PP¥ Data

81,-6p # Real # Random % # Contam Net
Events Events Contam Events Events
18-18 306 97 13 £ 7 28 181
22-18 298 68 30 £ 7 69 161
18-22 310 93 11 £ 6 29 194
22-22 Lidy 103 21 £ 5 71 270
26-18 161 L5 20 $ 7 23 93
18-26 118 30 19 T 6 17 71
30-18 73 12 11 £ 5 7 51,
18«30 20 1 21 £ 10 L 15
26-22 385 85 18 £ 5 53 247
22-26 298 51 15 T 4 38 209
26-26 391 60 21 ¥ 5 70 261
34-18 13 2 22 = 14 2 9
18~34 0 0 0 0
30-22 264 49 9 %3 19 196
22-30 95 7 10 £ 4 9 79
3422 81 9 21 ¥ 5 15 57
22=31L 19 1 17 8 3 15
30=26 337 22 13 £ 3 L1 274
26=30 190 8 9t 3 15 167
30-30 262 12 7t 2 18 232
34=26 213 15 13 £ 3 26 172
26=34 77 1 9 % 4 7 69
34=30 226 6 11 2 25 195
30-34 112 0 9ty 10 102
3h=34 137 0 Lt 2 5 132
38-18 0 1 ~ 0 ~1
38-22 30 0 13 & ) L 26
38=26 126 3 L £ 2 5 118
38-30 182 1 7 %3 13 168
38-3L 149 0 3 &2 5 144
Other 798 346 15 £ 2 72 380
Totals 6115 1108 14 3 705 4303

* Includes events in the ranges 140 € O € 42°, 149 € op § 38°

not counted in the other polar angle bins. About 10% of
all pp¥ events, eliminated by cuts on the wire chamber
coordinates, are not counted in the table.
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. 2 .
data with X< 2> 10, Nppx is defined by

N5 = (Pog=Rogs) = (Pp-Rp)fp - (Py-Ry)fy VII-6

ppd

The quantities fp and fy are given by

f = " /A VII-7

Nhon- -ppd / “non-np¥

for the D, and N2 data sete respectively.
The uncertainty in anx is obtained by com-
pounding in quadrature all the statistical errors in

equations VII-3 to VII-7,

2 L - 2 2
SNppg = (Pogg*Ropy) + £ (PpRp) + £y (Pytiy)

2 2 2
+ (pp-RpF &y + (P -Ry P &5, VII-g
é?f is given by the expression
2 2 N
§r = S ( non-pp¥)
( non-ppx)
é?f = (Pron¥*Rpony) + I\‘non-pnx +R_ ) VII-9
> 24- nOn non
Anon-—ppx Anon-ppd
where P o = Pphon OF PNnon depending on f = fD or fNo

Sifﬂilarly Rnon = RDnon or Rl\Tnon
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VII.5 PP¥ CROSS SECTION NORMALIZATION

VIiI.5.1 Identification of Calibration p-p Elastic Events

The extraction of the p-~p elastic events was
the easiest part of the analysis, since they came from &
well~-defined part of the reaction volume and passed through
an isolated part of the back right wire chamber. Since the
reason for detecting p-p elastic events was to provide
proper charge normalization; the computer constraints used
in their identification had to match as closely as possible
the conditiqns under which calibration runs were taken
(See Chapter V). The analysis of the ppd events also in-
volved application of X? and vertex Constraints which
eliminated a certein fraction of good events. Systematic
error in the ratio NppK/Nel due to vertex cuts was par-
tially eliminated by applying the same vertex acceptance
conditions for the calibration p-p elastic events as for
ppx events,

It was not possible to apply X2 cuts to the
p-p elastic events without introducing sizeable corrections
to Npr/Nel° The r.m.s. multiple~scattering in the tung-
sten wires was about 2,49, which was about six times worse
than for the rest of the spectrometer. Since 24% of the

events hit the tungsten wires, the X? distribution was
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cseriously affected.

The X2 distribution for p-p electic events
was more seriously affected than for ppg events. The
correlation between angle and energy is mvch weaker for
ppd events and multiple~scattering of as much as 5° in
the polar angles sometimes has almost no effect on the X<
valueh7), This is due to the extended size of the kine-
matic loci for ppx events. The X? distribution for D=p
elastic events was also more sensitive to minor errors
in the PHT-energy calibration constants which occurred
at the beginning of each run. The number of p-p elastic
events with X2 5,412 was about 15%, mainly due to events
hitting the tungsten wires., The correesponding figure for
ppd events was about 4 £2¢, In calculsating the charge
normalization; the fraction of pr events eliminated by
the X< cut was compensated for, Vertex cuts were avpplied
to the p-p elastic events since the adjusted vertex error
distributions were nearly the same for all events. The
6 ¥ 1% correction to Npr/Nel for pp¥ events that are
eliminated was discussed in Sec. VII.l.3. A summary of
the elastic events detected is given in Teble lh; in

Section VII.5,.2
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VII.5.2 Corrections for Undetected P-P Elastic Events

The spectrometer introduces a few systematic
errors that result in some p-p elastic events passing
through the system undetected. These are outlined below,

(a) During the experiment there was a dead wire in
the calibration p-p elastic region of the back right wire
chamber. This resulted in an inefficiency for one plane
(~65) that did not occur for most pp8 events, Since there
was some redundancy for track detection inefficiencies,
less than 6% of p-p elastic events were lost. The cor-
rection was determined by observation of the spark dis-
tribution on the plane where the dead wire occurred; and
was estimated es 3 * 1%. The error is due to statistical
fluctuations in the spark distribution near the dead wire,

(b) Electronic drifts and the poor energy resolution
of the counters somestimes resulted in some p-p elastic events
being rejected by the upper (AE) discriminator thresholds.
The number of lost p-p elastic events was determined for
each run from observation of the elastic pulse heights
and the discriminator cut-off's. The correction to N4 for
these lost events is 4 & 1%.

The corrections in (2) and (b) as well as the

corrections for lost pr events are combined into the
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factor @ in equation V-1. Other effects such as wire

chamber detection uniformity (GWP/wa) result in negligible

corrections and are not considered. A summary of the

charge normalization factor Cy from equation V-2 is given

in Table 14.

Table 14

Summary of Cross Section Normaligzation

# of calibration p-p elastic events

Sronpt , 189 193
Random 250
Net (Nel) 188 9L3
Corrections to N V
Effect of dead wire 1.03
Fultiple-Scattering ‘ 1.03
Effect of AE cut-offs 1.04
Vertex error accentance (relative to pr) 0.943
X¢ cut-off (relative to pp¥) 0,962
Net Correction factor (P ) 1.00
dcr; mb/sr 30.15
a1 el
Solid Angle (A£2) nsr 0.296
Target Length (Lgy) mm L, 206
Vertex efficiency correction (ewe/ewz) 1.00
C (Equation V-2) mbe-cm 1,984 x 10~3%

N

W LRI+ 1+

1+

I+

1+

1+



CHAPTER VIII

RESULTS

VIILI.1 CONVENTIONAL ANALYSIS

The ppfevents detected had polar angle ranges
from 14° to L6° on the left and 14° to 40° on the right,
In the conventional analysis; the events were separated
into a large number of bins depending on the variables 8y,
OR, 2, and_?% » These were described in Chapter IV, There
were a total of 30 polar angle bins; but since the protons
are identical particles; it was possible to combine bins
corresponding to similar polar angle pairs*(i,e, 180-.220
and 220-18°), This reduced the number of independent polar
angle combinations to 18; and the differential cross sec-
tions have been obtained for each.

‘In some cases; cross sections were averaged or
summed over certain ranges of the angular variables. For
calculation of simple averages (or sums) the following

procedure was used,

' & N N N 2
C = ¢ = 1 a: = 1 as VIiII-1
N Z: L N :E:‘5 1
i=1 =1

The calculation of weighted averages, used when similar

* By combining polar angle bins, the distinction between

left and right is lost, The subscripts used from this
point on will be (1) and (2) rather than (L) and (R).
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polar angle bins were combined, wss as follows: for

at 8a and b = &b

L8+ b S

ctéc = &a & ot &2s &% VITI-2
L + _;_) 523 + 82b
(62a égb)

dg «
VIII.1.1 dOQjdasdyy Cross Sections

The dJ° /dQ1dN,d¥Wy cross sections are defined
in equation IV-16, Nppg is given by equation VII-6, ‘Unm
certainties in the cross sections are due to Nops (eqn, VII-8),

€, and €3 (eqn, IV-1l3), The events were intégrated over
@. from 0,0 to 0.7 in order to improve statistics.’ The cross
section varies slowly as a function of @, up to this point so
the results are very similar to those for coplanar events,
This cen be seen from the example.of the theoretical cross
sections given in Avpendix F; Fig., F=1(a).

The polar angle combinations with the best
statistics are shown in Fig., 29. These are for polar angles
of 220-220, 260~260; 300-300; 220-260, 260-30° and 30°~34°,
For symmetric polar angle pairs (e.g. 229-220) the ‘Vg dis-
tributions are symmetric about %ﬁ = 180°, The data for

160° € Wy € 360° have been combined with those in the

* Strictly speaking Ay = Dcosdy, APy
and A0, = Acosép 2Ad LS,
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other half-range by calculating the weighted averages of
corresponding points. This was done to improve statistics,
The smooth curves show Liou's Hamada=Johnston theoretical
predictions as a function of W for &.= 0.4. In general,
the shapes of the distributions are reproduced well by the
theoretical results. Because of poor statistics, comparison
to theory is not very meaningful. Two other polar angle
combinations are shown in Fig, 30. For 38°-30° the reso-
lution in Yy is very poor and the structure in the cross
8ections is smoothed out. The 4% resolutions are better
for smaller polar angles because the kinematic loci are
larger and the absolute energy resolutions better. For
26°-26° the ¥ resolution is about % 15° while for 389-30°
it is about I 30°, The results for 18°-26° show what
happens when the detection efficiency €3 =» 0 for part of
the Wy range. The numerical results of all.the measured

do‘/d£11d£12d9%»cross sections are summarized in Appendix G,

aag
VIII olo? m Cross Sections

The dCF/dCIldllz cross sections are defined in
equation IV-18. The events in each polar angle bin were
integrated over ‘ﬂg and the net ppx events and cross section

uncertainties determined in a similar manner as for the
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Figure 30

The dT /df21dQ2>d Wy cross sections for polar angla pairs

of 389-30° and i8°~26 The results for 38°-30° are smoothed
out because of poor resolution in W¢ . Results for 180.269°
show the effects of the detection efficiency €47 <« 0 for
part of the Yy range. The error bars are stat%stical only.
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do /dQ,d0 ,d ¥y cross sections, The events were initially
separated into bins in %, that were 0.1l wide. To improve
statistics, the cross sections for adjacent bins were come
bined by taking the simple average of the two results. The
errors were added in quadrature.

The dT /dQ,dL, cross sections as a function
of &, are shown in Fig, 3l. Only statistical errors in the
evaluation of Npp¥ s €, and €, are included in the error
bars, The smooth curve shown for each polar angle com=
bination represents the theoretical prediction of the
Hamada=Johnston potential adjusted for the resolution in
€.o The shape of the theoretical predictions and the
experimental results are in excellent agreement,

The coplanar cross sections, obtained by
averaging the first two data points (%%aé O.4) for each
polar angle pair are summarized in Table 15, This was
permissible because the variation of the cross section with
2. is small in the range O € &,§ O.4. Liou's Hamada-
Johnston theoretical predictions for coplanar events are also
included in this table. These predictions have been core
rected for the effects of finite resolutions ( 5%&) in the
event non-=coplanarity. The measured dcr/d521d£12 cross

sections are summariged in Appendix G.
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18°-18° | 220-22°
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Figure 31

The do/dQ,dQ), cross sections for the 17 polar engle pairs
indicated s%owing the dependence of cross sections on éﬁe
The smooth curves are the theoretical predictions for the
Hamada-Johnston potential adjusted to include effects of
angular resolutions. The error bars are due to statistical
uncertainties only. There is an uncertainty in the vertical
scale of 3,9%.
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Table 1

Cross Sections

da
19025

Summary of Coplanar

8, -8,
deg,

Sz,

Theory
pb/sr2 Ratio = 1

Experiment
pb/sr2
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VIII.1.3 161d65 Cross Sections

The dJ /d6;d6, cross sections were obtained
from the cross sections described in Sec. VIII.1l.2, by
integrating over ®.., Equation IV=19 was used in the
calculation. Since these cross sections have the best
statistics they are a better test of the theoretical pre-
dictions than those described previously. In addition,
the effects of experimental biases, due to energy and 2.
angular resolutions and the energy cut-offs, are minimized
(but not eliminated). Fig. 32 shows the ratio of exper=-
iment to theory for each angular bin. The results are
summarized in Table 16,

In calculating the ratio of experiment to
theory, an uncertainty of ¥ 3% in the theoretical results
has been included. This uncertainty is due to possible
errors in interpolating between the calculated dcr/dxlldflz
cross sections because the shape of the cross section was
not accurately known in the range #,2- 0.7. The value of
the theoretical cross section, used to calcuiate the ratio
in Table 16, was obtained by averaging the theoretical re-
sults over the polar angle bin., This is probably a more
reliable procedure than simply taking the value for the
central point, Typical differences between the average of
the theoretical cross sections and that for the central

point were ~1 — 2%,
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Figure 32

Experiment/Theory for the dJ-/d61d6, cross
for polar angle combinations with |[81-82]|= 0°
The error bars contain statistical uncer-

uncertainty

in theoretical results., There is an uncertainty in
the vertical scale of 3.9%.

(b) Ssimilar to (a) for [6;-83]|= 8°, 12° and 16°,
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Table 16
Summary of __ 49 _ Cross Sections
de1dsz
6;-65 Experiment Theory™ % Error
2 2 rom Eng

deg. Fb/rad yb/rad Ratio = 1 Cut-offs#
18-18 | 0.421 £ 0.055 |0.368 0.14 £ 0.15 t 8
18-22 | 0,371 * 0,034 |0.340 0.09 £ 0,10 T 6
22-22 | 0.354 ¥ 0,033 (0,350 0.01 £ 0,10 t 5
18-26 | 0,262 £ 0,032 {0.300 -0.,13 £ 0,11 t 10
18-30 | 0.243 + 0,044 1}0.263 -0,08 £ 0,17 + 20
22-26 | 0.333 £ 0,023 {0,342 -0,03 £ 0.07 T 4
26-26 | 0,298 £ 0,026 {0,363 -0,18 £ 0,08 t 3
22-30 | 0.323 £ 0.027 |0.325 -0,01 * 0,09 t 8
22-34 | 0,213 ¥ 0,036 |0.308 -0,31 £ 0,12 t 15
26-30 | 0.332 £ 0.019 |0.370 -0,10 £ 0,06 Tt 3
30-30 | 0.415 £ 0,030 |0.401 0.03 £ 0,08 t 2
26=-34 | 0,318 £ 0,025 0,370 -0.14 £ 0,07 t 7
30-34 | 0.405 £ 0,026 {0,424 -0.04 £ 0,07 1
3434 0.588 t 0,053 0.474 0.24 £ 0.12 0
38-22 | 0.275 £ 0.072 }0.295 -0.,07 £ 0.25 * 30
38-26 | 0.428 £ 0,043 {0,372 0.15 £ 0.12 T 12
38-30 | 0.476 £ 0,039 |0.460 0.04 £ 0,0y T 1

Weighted Average Value of (Ratio-l) = 0,033 £ 0,023%*

* A 3% error has been added in quadrature to the uncer-
tainty in (RATIO - 1) for numerical errors in calcu-
lating the theoretical cross section,

** The 40" /dQl),; value, measured with Collimator II
- (Table 4), was used in the cross section normalization.
If the average of the do/dQ) o] measurements had been
used, the value of (Ratio - 1) ®#ould have been
-0, 057 0.023,

# These uncertainties are not included in the quoted
experimental errors. Most cross sections will tend to
change in the same direction if the energy thresholds
are in error,
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The weighted mean value of expt/theory is
0,967 £ 0,023, The distribution of the ratios is close
to the one expected for random statistical errors only.
When compared to theory, ten measurements differ by less
than one standard deviation, five differ by less than two
standard deviations, and the remaining three by less than
three standard deviations. The expected frequencies were
12 £ 3, 5% 2 and 1 £ 1 respectively., The points in Fig. 32
indicate that for larger opening angles (8 + 6,) between
the two protons; the experimental results are too high., The
1892189 and 189=22° points which also tend to indicate an
upward trend in the ratio, are sensitive to the choice of
the energy cut-cffs. However, some other more asymmetric
polar angle combinations are even more seriously affected
and do not show the same trend., The upward variation in
the ratioc at small nearly symmetric angles is probably a
statistical fluctuation,

One possible reason for the shape of the dise
tribution in Fig. 32(a) for nearly symmetric events is
that the choice for the theoretical prediction in the exe
treme cases is a poor one due to the effects of the baffles
at Bl and B2, For example, the B2 baffles preferentially

stop protons with smaller polar angles on the right side,

Thus detected events may have an average opening angle
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somewhat larger than that used for the theoretical value.
Since the cross sections are increasing rapidly at this
point, this would have the effect of raising the
expt/theory ratio. A similar effect could occur at smaller
polar angles due to the Bl baffles and the wire chamber
cut-off near the beam, Events with 44°£ 8 + 8, € 60° are
not seriously affected by these considerations and results

in this range are the most reliable,
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VILI.2 GLOBAL ANALYSIS

In this part of the analysis, an'attempt was
made to use all of the pp8 data collected rather than
just the part in the 30 polar angle regions vreviously
congidercd, For this reason; the set of pp¥ data was
integrated over the proton polar ahgle ranges up to 38°
on the right and 42° on the left. At nolar engles larger
then this the contamination due to multiple-scattered p-p
elastic events became large and the data unreliable. At
nolar angles as.lho the random background became very large
and =0 a lower limit at 14° was also placed on the proton
polar angle ranges. Since the only theoretical predictions
attempted to date have been for the d< /df,dQ,d¥ and
dO‘/d.[)_ld.,Q2 cross sections, there were no results to com-
pare directly with the experimental measurements, A com-
parison to the theoretical predictions of the Hamade-
Johnston potential was rmede indirectly by using the "fake"
gel of ppx events discussed in Section IV.1l. The events
in this sct of date have distributions that include the
effects of the biases introduced by the exnerimental
aovaratus (See Sec, IV.3.4).

“he corrections for prompt and random back-

srounds were made in a menner similar to that described
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previously, (See Sec, VII.4.3 and VII.4.4) Histograms of
the desired variables (&,, Wy, 61, + O and O, = OR) were
made for the Monte Carloc data and the pﬁx data and compared.,
A scaling factor for the Monte Carlo data was obtained from
the ratio of the net number of ®"fake" pp§ events (weighted)
to net measured ppg events for the polar angle ranges dise

i
cusged above,

VIII,2.,1 &, Distribution

Fig. 33(a) shows the ®. distribution of events
integrated over the proton polar angles and Wy ., The points
and error bars represent the measured data and the solid
histogram an expected distribution for the Hamada=Johnston
potential, This allows the &, shape to be examined with
good statistics. As can be seen, the shapes of the two
histograms are in excellent agreement. Events extend past
&

r
Fig. 33(b) shows the ratio of the two histograms

= ] because of the resolutions in the azimuthal angles.

(Expt/Theory) with the error bars ihdicating only statise

tical errors. This provides conclusive evidence for the

* The Monte Carlo data was checked for systematic errors by
examining the normalization factor required to yield the
theoretical d< /d81d82 cross section for each of the 30
polar angle bins, All of these factors were nearly the
same except for small statistical errors (~5%).
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Figure 33

The observed distribution of event non-coplanarity &,
integrated over the proton polar angles. Thre bar hist-
ozrom gives the distributinn for the Monte Corlo events.

The ratio of expt/theory for hictogramg in (a). The
theory corresponds to the prediction of the Hamada-
Johnston notential., The error bors nre gstotistical
uncertainties nnlyw,
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validity of obtaining coplanar cross sections from
nrevious experimental ppd results by using the theo-

retical @r distributions,

VIII.2.2 V% Distributions

The V% distributions were integrated over the
polar angles and examined as a function of @,. Fig. 34
shows Wy distributions for five values of the relative

r
0.6 € - § 0.8 and ®. % 0.8). The shape, which theoret-

non-coplanarity (&, £ 0.2, 0,2 £8,S 0.4, 0.4, 8.5 0.6,

ically has a quadrupole form is badly distorted by the
energy cut-offs of the spectrometer. The dotted histo-
grams give the Monte Carlo results for the Hamada-Johnston
potential, The theoretical distributions show qualitative
agreement with the measured results but the value of the
comparison is reduced because of the poor resolution in 9%
and the huge distortion ceused by experimental biases.

In an effort to reduce the effect of the
energy cut-offs, the polar angle ranges were changed <o
that (a) 24° & B § 420

(b) 24° € o § 38°

(c) \e-erl s ¢°
and the same ‘Vg histograms were made. These events were

not so seriously affected by the energy cut-offs. The
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Figure 34
The ‘Vx distributions integrated over ranges of %5
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The solid histograms give the Monte Carlo results for the
Hamada-Johnston potential. Only a few typical error bars
are shown for the experimental results.
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Figure 35

The W% distributions for the same ranges of &, as in
Fig. 34. The events are limited on the polar angles
to avoid the enerpgy cut-offs,
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results are shown in Fig. 35. The expected quadrupole
shape is more clearly indicated, but again the Wk resos=
lutions are poor and the statistical accuracy is limited.
Only a few typical error bars are shown on the histograms,
The shapes of the distributions can also be compared

visually to the example given in Figure F=2(a).

VIII.2.3 Polar Angle Distributions

Fig. 36(a) shows the dependence of the ppd

events on the sum of the proton polar angles. Both %, and
Y have been integrated over. The distribution of the Monte

Carlo events (solid histogram) is very similar to the meas-
ured results, The ratio of the experimental and theoret-
ical results is given in Fig. 36(b). The error bars are
statistical only. This indicates that the experimental
results are too high at large polar angles. This may be
caused by p=p elastic events that have been multiple-scat-
tered and also had their energies degraded., The ¥, angular
resolutions for p-p elastic events hitting tungsten wires
would be very similar to pr events for polar angles 2>35°
and make these events hard to identify or make accurate
corrections for,

Fig, 37 shows similar results for the dis-

tribution of events as a function of the asymmetry in the

proton polar angles, The HJ theoretical predictions are

in good agreement with the measured results,
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Figure 36
The distribution of measured pp8 events (points and

error bars) and Monte Carlo HJ. pp¥ events (solid
histogram) as a function of the opening angle,

The ratio of expt/theory for the histograms in (a).
The error bars contain statistical errors only..
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Figure 37

The distribution of measured ppf events (points and
error bars) and Monte Carlo HJ ppd events (solid
histogram) as a function of 6g-6}.

The ratio of expt/theory for the histograms in (a).
The error bars contain statistical errors only.,



CHAPTER IX

CONCLUSIONS

PPY¥ cross sections have been measured at an
incident proton energy of 42 MeV and compared to the pre=
dictions of the Hamada=Johnston potential, Comparison to
theory has been possible over a wide polar angle range and
the relatively large number of events has permitted a
stringent test to be made on the form of the non=coplanarity
(2,.) distribution. Yy distributions have been found to
agree qualitatively with the HJ predictions. The average of
all integrated cross sections does not indicate any statis-
tically significant deviation from Liou's predictions for
the Hamada=Johnston potential., The overall ratic of exper-
iment to theory for the integrated dcr/deldez cross sections
was found to be 0,967 & 4.6 %@ The normalization uncere
tainty of 3,94 is included in the error. Liou's calcula-
tions, however, do not include Coulomb effectsg which it is
believed will lower the theoretical predictions by 6 - 10%.
Thus the measured results would probably be consistent with

revised theoretical predictions as well,

* Using a slightlg different normalization procedure
value of 0,943 £ 4,6% is obtained. The normalization

error included is 3.8%.




The results of this experiment confirm that
theoretical ppx calculations can give a reasonable repre=
sentation of measured data in a relatively model indepene
dent region., The minor discrepancies observed for certain
- angular combinations are not statistically significant.
They occur in regions where experimental conditions pose
the greatest problems and the stated uncertainties are large.
Since experimental biases introduce large uncertainties in
some of the measured results, it would be desirable to re-
peat the experiment with improved experimental conditions
and better statistics in the number of events to obtain
more reliable data at small angles.

Since experiment and theory appear to agree in
a model=independent region, it would be a worthwhile en-
deavour to investigate regions where model-splitting is
expected to be larger, for example at small polar angles
in the 5 - 15% range, or at energies of 100 MeV or;above.
A small angle experiment would be a most difficult pro-
position at any energy.

If an experiment similar to the present one
at higher incident proton energies was to be attempted,

a number of improvements could be made. In this exper-
iment, charged particle fluxes in the front wire chambers,
and not the number of random events, limited the data-

taking rates. This problem could be reduced considerably
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by the use of proportional wire chambers inm place of the
present front wire chambers. Not only would this reduce

the effects of spurious sparks due to OS-rays and addi-
tional protons entering the hodoscopes, but would also pro=
vide a means to prevent triggers where a neutral particle
was detected in the counters. This would reduce the com-
puter dead-time which also is a serious problem as far as
data-taking rates are concerned., Elimination of the tunge
sten wires in the front wire chambers, or modification of
the geometry to improve vertex resolution, would probably
eliminate any remaining background in the pr regions from
prompt p-p elastic events. The reduced multiple-scattering,
improved energy resolution, lower p-p elastic cross sections
and higher ppg cross sections also make such an experiment
easier to perform, These more favorable conditions might
allow the present experimental geometry to be modified to
observe polar angles as low as 109,

The study of inelastic nuclear reactions, other
than NN§, for determining the nuclear potential is beset by
serious theoretical difficulties., Thus, the possibility of
relatively precise measurements at higher incident proton
energies practically assures continued interest in ppd as a

useful tool for investigating the nucleon=-nucleon interaction.



3.
L

Se

9.

10,
11,
12,
13,
14,
15,

16,

17.

REFERENCES

T. Hamada and I, D. Johnstons Nucl, Phys,. 2& : 352 (1962)

K. E. Lassila, M. H, Hull, Jr., H. M, Rupple,
F. A, MacDonald and G, Brelt Phys. Rev, 126 881 (1962)

R. V. Reid, Jr., Ann. Phys. 50 : 411 (1968)

C. B. Bressel and A. K. Kerman, quoted in Bhargava and
Sprung, Ann. Phys., (N Y.) 42 ¢ R22 (1967)

E. L. Lomon and H. Feshbach, Ann. Phys. (N. Y.)

F. Tabakin, Ann. Phys. (N. Y.) 30 : 51 (1964)

G. A. Baker, Jr., Phys., Rev, 128 : 1485 (1962)
R. A. Bryan and B. L, Scott Phys., Rev., 164 : 1215 (L967)

N. Hoshizaki, S. Otsuku Watari and M, Yonezawa,
Progr, Theoret Phys, (kyoto) 27 : 1199 (1962);

S. Sawada, T. Ueda, W, Watari and M. Yonezawa,
Progr. Theoret, Physe (Kyoto) 28 : 991 (1962)°

P, Signell, The Nuclear Potential Chapter 4 in Advances
in Nuclear Physics, Vol, 2. Edlted by M. Baranger and
E. Vogt, Plenem Press (1969)

Je Ashkin and R. E. Marshak Phys. Rev, 76 : 989 (1949)

M. Sobel and A, Cromer, Phys. Rev, 132 : 2698 (1963)

W. A. Pearce and I, M. Duck, Phys. Letters 21 : 669 (1966)
M. K. SobeI; Ph,D, Thesis; unpublished

M. I. Sobel; Phys. Rev., 152 : 1385 (1966)

P. Signell and D, Marker. Proc, Williamsburg Conf, on

Interm, Energy Physics, publlshed by the College of
William and Mary, Williamsburg, Va. (1966)

W, A, Pearce, W, A, Gale and I. M, Duck,
Nucl, Phys, B3 : 241 (1967)

A, H, Cromer and M. I. Sobel Phys., Rev, 152 : 1351 (1966);
Erratum : Phys, Rev. 162 : 117L (1967)



18,

19,
20,

21,
22,

23,
2L,
25,
26,
27,
28,

29
30.

31.

32.
33.
3ho
35,
36,
37,

- 183 -

P. Signell, in Proceedings of the International Conference
On Light Nuclei, Few Body Problems and Nuclear Forces,
Brela, Yugoslavia, 1967; Gordon and Breach Science
Publishers, Inc,, New York, 1969

F. E. Low, Phys. Rev. 110 : 974 (1958)

E. M. Nyman, Phys. Rev. 170 : 1628 (1968);
also Phys. ﬁetters 25B : 7135 (1967)

G. Felsner, Phys. Letters 25B : 290 (1967)

Jo. Ho McGuire and W. A. Pearce,
Nucl, Phys, A162 : 561 (1971)

Jo. He McGuire, Ph.D, Thesis, unpublished

J. He McGuire, preprint

P, Signell and D, Marker; Phys. Letters 26B : 559 (1968)
D. Marker and P, Signell; Phys. Rev., 185 : 1286 (1969)
V. R. Brown; Phys. Rev, 177 : 1498 (1969)

R, Baier, H, Kuhnelt and P, Urban,
Nucl., Physe Bll : 675 (1969)

D, Drechsel and L. C. Maximon, Ann. Phys. 49 : 403 (1968)

L. Heller, Phys. Rev, l L ¢ 1580 (1968);
also Physe Rev, 180 : 1 16 (1969)

M., K., Liou, Phys. Rev., C2 : 131 (1970);

also M. K. Llou and M, I. Sobel,

Phys. Rev, _2 1430 1971)

A. H. Cromer, preprint

M. K. Liou and K. S. Cho, Nucl Physe Al160 : 417 (1971)
M. K. Liou and M. I. Sobel, preprint

E. M, Nyman, Nucl. Phys. A160 : 517 (1971)

M. K. Liouy, Ph.D, Thesis, unpublished

L. I, Schiff, Quantum Mechanics, Third Edition,
McGraw-Hill, Incog 1968




- 184 -

38, J. H. McGuire, A. B, Cromer and M. I. Sobel,
Phys. Rev, 179 : 948 (1969)

39. J. McKeown, L. G, Greeniaus, J. V., Jovanovich,
w. F. Pricﬁett, K. F. Suen and J. C. Thompson,
to be published

40, J. McKeown, to be published

L1, D. Reimer, L. G, Greeniaus, J. V. Jovanovich,
Jo. McKeown and J, C. Thompson, to be published

42. D. G. Peterson, to be published
L3, T. W. Millar and J. V. Jovanovich, to be published

Lk, D. Reimer, J. V. Jovanovich, J, McKeown and
J. C. Thompson, Proc. DECUS Spring Symposium 1968

45, Lo W, Funk, J. V. Jovanovich, R. Kawchuk, R. King,
Jo McKeown, C. A. Miller, D. Peterson, D. Reimer,

K., G, Standing and J. C. Thompson, Proc., DECUS Fall
Symposium, 1967

46, L., G. Greeniaus, J, V. Jovanovich, J. M¢cKeown, T. Millar,
D. G. Peterson and J. C. Thompson, Proc. of the Inter-
national Sympos. on Nucl, Electronics, Versailles 1968,
Vol, III, Po 53 = 1

47, J. McKeown, Ph,D. Thesis, unpublished

L8, D. G. Peterson, M.Sc. Thesis, unpublished

49, T. W, Millar, M.Sc, Thesis, unpublished

50, Univ, of Man, Cyclotron Reports, 1970-06, 1970-07

5l. B. Gottschalk, W, Schlaer and K. Wang,
Phys. Letters 16 : 294 (1965)

52, B, Gottschalk, W, Schlaer and K. Wang,
Nucl, Phys. Zﬁ : 549 (1966)

53. B. Gottschalk, W. Schlaer and K. Wang,
Nucl. Phys. AQL4 : 491 (1967)

5he K. W, Rothe, P, F. M., Koehler and E. H, Thorndike,
Phys. Rev, Letters 16 : 1118 (1966)



55

56,

57

58,

59.

60,

61,

62,

63.

6L,

65.

66,

67,

68,

69.

- 185 -

K, W, Rothe, P, F, M., Koehler and E. H, Thorndike,
Phys, Rev. 157 : 1247 (1967)

P. F. M. Koehler, K. W. Rothe and E. H. Thorndike,
Phys. Rev, Letters 18 : 933 (1967)

R, E. Warner, Can., J, Phys. 44 : 1225 (1966);
also Phys. Letters 18 : 289 T1965)

Jo C. Thompson, S. I, H. Naqvi and R. Warner,
Phys. Rev., 156 : 1156 (1967)

D. Drechsel, L, C, Maximon and R. E. Warner,
Phys. Rev, 181 : 1720 (1969)

I, Slaus, J. W. Verba, J. R. Richardson, R. F. Carlson,
W, T. H. Van Oers and L, S, August,
Phys, Rev, Letters 18 : 536 (1966)

D. L., Mason and L. C., Northcliffe,
: 1130 (1968)

M. L. Halbert
Phys. Rev. 68

Sr—r

D, L, Mason, M, L. Halbert and L. C. Northcliffe,
Phys. Rev, 176 : 1159 (1968)

A, Bahnsen and R, L. Burman

Phys, Letters 26B : 585 (l9é8)

G. M. Crawley, D. L., Powell and B. V. Narasimha Rao,
Phys., Letters 26B : 576 (1968)

E. A, Silverstein and K. G. Kibler,
Phys. Rev. Letters 21 : 922 (1968)

F. Sannes,; J. Trischuk and D. G. Stairs,
Nucl. Phys. AlL6 : 438 (1970);

also Phys. Rev, Letters 21 : 1474 (1968)

D. L. Mason, M. L. Halbert, A, van der Woude and
L. C. Northcliffe, Phys. Rev. 179 : 940 (1969)

A, Niiler, C. Joseph, V. Valkovic, R. Spiger;, T. Canada,

S. T. Emerson, J. Sandler and G. D. Phillips,
Phys. Rev. 178 : 1621 (1969)

D. 0, Galde, M, L, Halbert, C. A. Ludemann and
A, van der Woude, Phys. Rev, Letters 25 : 1581 (1970)



- 186 -

70, Je. V. Jovanovich, L. G. Greeniaus, J. McKeown,
T, W. Millar, D. G. Peterson, W, F. Prickett, K. F. Suen
and J. C, Thompson, Phys. Rev. Letters 26 : 2777 (1971)

71, D. W, Storm and R. Heffner, preprint

72, M, L., Halbert, Gull Lake Symposium on the Two-~Body
Force in Nuclei

73. J. Sanada, M., Yamanouchi, Y, Tagishi, Y. Nojiri,
K. Kondo, S. Kobayashi, k. Nagamine, N. Ryu, H. Hasai,
M, Nishi, M. Seki and D. C. Worth
Progr, Theoret, Phys. 39 : 853 (1568)

74 U, E. Kruse, J. M. Teem and N, F. Ramsey,
Phys. Rev, 101 : 1079 (1956)

75, L. H., Johnston and D. A. Swanson,
Phys. Rev, 111 : 212 (1958)

76. W, F. Prickett, PPb Note 70~0l

77, C. A. Miller and F. Wilson, Univ. of Manitoba,
private communication

78. A, M. Hanna, R. J. Griffiths, N. M. Clarke and
G. T. A. Squier, Phys., Letters 37B : 361 (1971)
. 1 T

79, L. Welch, C. Chang, H. Forster, C, Kim, D. Devins and
P. Deutchman, Nucl, Phys. AL58 : 64l (1970)

o M. Eisberg;, D. Ingham, M. Makinoé %° C. Kim and

80,
N, Waddell, Nucl. Phys. Al75 : 58 (1971)

82, . James, CERN 68-15 (1968)

R
C

81, L. G. Greeniaus, PPB-Note 71-15
F

83, K

o Fo. Suen, Private Communication _
84. L. Wolfenstein and J.Ashkin, Phys. Rev. 85 : 947 (1952)



- 187 -

A -1

APPENDIX A - DEFINITION OF VARIABLES

The variables used in the text are defined in
alphabetical order., If a particular symbol has been used
for two different meanings, the intended use is obvious
when considered in its proper context. The section numbers
where important variables are discussed are also given.

A - Wolfenstein coefficient; abbreviated symbol
for the Vg, matrix element. (Appendix F)

o - Square of the proton charge = 1/137 in the
units used (R =¢ = 1); angular resolu-
tion in polar angle. (Appendix C)

Anon» ¥ - Number of events with X2 > 10 in ppx§backa

pp ground data, (Sec. VII.4.3)
A - Similar to Anon@ppx except events appear to

pp¥ simulate pp¥ conditions (X2€ 5,412
(SeCo VII 01&93)

Ay - Loschmidt's number = 2,687 x 1019/cm3,

B - Wolfenstein coefficient. (Appendix F)

g - Correction to number of detected p-p elastic
calibration events. (Sec. VII.5.2)

C = Wolfenstein coefficient; constant factor.

CC = Correction for coincidence circuit effi-
ciency in dU) measurement. (Sec. V.2,1)

el
o - Dead-time correction in dg) measurement.
DT I
el

Ce . = Factor including effects of spectrometer bias,

) & - Goodness of fit parameter in the statistical
analysis., (8ec, VII.2.1)

Cr - Correction for charge integrator in dg)

measurement. (Sec, V.2.2) )el
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Normalization Constant. (Rec., V.1l)
Counts in prompt coincidence circuit.

Correction for charge collection efficiency
of the Faradey Cup. (Sec. V.2.2)

Multiple-scattering correction in g%

measurement. (Sec, V.2.7) }el

Charge calibration constent ~ number of
celibration p-p elastic events/nc.
(Sec, V,2,2) ’

Counts in rendom coincidence circuit.

Correction of gas density to CTID
conditions., (Sec. V.2.6)

Distance frnm heam to the elastic collimator,

Distanece from besm to clit in R2 bafflee
in Fig. 2. :

Resolution of proton energv. (%Scc, III1.2.56)

Inecertainty in total energy of the final
state as calculated from momentum
conservation, (Sec., VII.2.1)

Energy denominator in pelativistic form as
calculated from G,(E'). (Appendix F)

Solid angle for left proton,
Solid angle for right nroton.
p~-p elastic solid angle,

Non-coplanarity in spherical polar coordi-
nates - equal to @p - Pp - 1807,

Azimuthal sangle range for left proton.
Maximum ¥inematically allowed value for AQ

Resolution in A
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dbp,Ad,

Azimuthal angle range for right proton.,

i

<5§r ~ Resolution in relative non=coplanarity.
Az, - Range of relative non=-coplanarity (see &.).
Aq)x ) dq’x - fngular range of vhoton for Harvard
coordinate system,

dey, A By - Range of polar angle of gamma ray.
{DY> -)

) Vertex errors - standard deviations.
{AZ> =) (Sec. III,2,9)
<AY0> "; .

P~P Elastic vertex errors = standard

<Az,> ~) deviations (Sec, III,2,9)
Avy, LAV =)

)Vertex errors, values and mean value,
AV,, <AV, =) (Sec. III.2.9)

Z Z

DVY -)

) Adjusted vertex errors. (Appendix D)
DVZ -)
62, <8z> - Average observed target lengths (Sec, II.3).
dg = Cross section probability for pﬁfa
dqT ) -~ p-p elastic cross section,
)y
e ~ Polarization vector of the gamma ray.
E - Wolfenstein coefficient,
E, E' - Initial and final state kinetic energies,
ED - Detected oroton energy.
EF : - Total energy of final state from momentum

conservation.,

Er, By = Kinetic energy of the left proton.
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Left erergy cutoff = §,25 MeV,

Final state total energy of left nroton.
Total energy of the initial state,
Incident proton kinetic energy.

Kinetic energy of the right proton.

Right energy cutoff = 10,25 MeV,

Total final state energy of right proton.

Total detection efficiency of the
spectrometer., (Sec, II1.3)

Detection efficiency due to geometricel
effects, (Sec, IV,2.1)

Detection efficiency due to kinematic
effects., (Sec., IV,2.2)

Wire chamber vertex efficiency for p-p
elastic events. (Sec. V.1l)

Wire chamber vertex efficiency for ppx
events., (Sec. V.1l)

Function of peclar angles used for vertex
error adjustment. (Appendix D)

Fraction of D, events appearing as contam-
inants in po¥. (Sec, VIT.h.k)

Fraction of N, events appearing as contam-
inante in pp¥. (Sec. VII.L.L)

Denotes final plane wave state,

Wolfenstein coefficient, non-relativistic
phase space factor (Sec. IV.1.2);
distribution function of bheam vrofile
(Qec., II.3).

Non-relativistic phase space factor
(Sec, IV.1l.2)
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Function of vertev position for vertex error

adjustment. (Appendix D)

Wolfenstein coefficient,
Greein's function operators for Hy and Hj
respectively. (Appendix F)

Function of energies for vertex error
edjustnert, (Appendix D)

Hamiltonian for nucleon-nucleon inter-
action. (Appendix F)

Free particle Hamiltonian. (Appendix F)

J-T

Denotes initial plane wave state.

Beam current in na,

Unit vector used in Wolfenstein expansion.
Number of protons in 1 nc of charge.

Energy, vector momentum and A-momentum
component of gamma ray.

Kinetic energy operator for protons.
Kinetic energy operator for gamma rey.
Proton momenta,

Relative proton momenta in initial and
final states.

1
Same as k, k .

Length of gas target for ppd case.

Length of gas target for p=p elastic events,

Particle masses, usually proton mass.

Center of mass scattering matrix.
(Appendix F)
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Geometrical correction factor
Ny = 1/€, = NgO/NdO, (Sec. IV.2.3)

Monte Carlo correction factor
M, = 1/ =2Ngl/szl, (Sec. IV.2.3)

Center of mass scattering matrix for a
single pole term. (Appendix F)

Evaluated center of mass scattering
matrix. (Appendix F)

Unit vector used in Wolfenstein expansion,
Proton mgenetic moment,
Unit vector used in Wolfenstein expansion,

Numher of prompt background events in
pp¥ data. (Sec, VII.h.3)

Number of elastic events,

Number of detected trajectories in evalu-
ation of €_, (Sec, IV.2.1)

Number of generated trajectories in evalu-
ation of € . (Sec. IV.2.1)

Numbher of undetected trajectories in eval-
uation of €, (Sec, IV.2.1)

Number of detected Monte Carlo events in
evaluation of El° (Sec, IV.2.2)

Number of generated Monte Carlo events in
evaluation of €. (Sec. IV.2,2)

Number of undetected Monte Carlo events in
eveluation of €;. (Sec. IV.2.2)

Cnunt rate in left counter,

Net number of events with X2 > 10 in ppx
data., (Sec., VII.L4.k)

Net number of ppx events.
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- Count rete in right counter,
- Pole indicator in the Creen's functions,

- Sixteen independent bilinear operators formed

from 95, 9.5, ?’ ’r;f, A, 1 (Aopendix F)

- Geometrical function used in angular reso-
lution calculations. (Sec. III.2.4)

- Progpt events in D, data that have
X~§ 5,412, See Sec,

- Progppt events in N, data that have
X2 € 5.112, 2 VII.h.4

- Prompt eyents in D, or N, data that for details
have X2 10,

~ Pinal stote L-momentum. (Sec. IV.1l.2)
- Initial state L-momentum., (Sec. IV.,1l.2)

; Initial and final proton momenta.

- Lab momentum of incident proton.
- Plane wave state, eigenstates of Hye

- Harvard geometry non-coplanarity angle.
(Appendix B)

- Effective azimuthal range for left
hodoscope. (Sec. III.2.3)

-~ Left hodoscope azimuthal angle.

- Right hodoscope azimuthal angle.

- Azimuthal angle of gamma ray.

- Relative non-=coplanarity and its range.

- Distorted plane wave state, eigenstates
of Hy. (Appendix F)
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Photon angle in Harvard coordinate
cystem., (Appendix B)

Function used in anguler resolution
calculations, (Appendix C)

Charge in nanocoulombs,

Proton momenta for intermediate
scattering states.

Random event rates in ppﬁ experiment.
(Sec, I1I.1.7)

Rangom eventes in D2 data that have
X“ &

5.412, , See fec,
Ra§ggg 2?2?2? in N2 data that have VIT.L.L
Random egents in D2 or N2 data that for details
have X< 2 10. ' ,

Lorentz invariant 3-body phase space
factor, (Sec. IV.1,2

Energy dependent factor used for vertex
error adjustment. (Sec. III.2.9)

Pauli epin matrices.

T-matrix and T-matrix elements,

Resolving time of coincidence circuits.
Laboratory poler angle of the gamma ray.
Laboratory polar angle of left-side proton,
Laboratory polar angle of right-gside proton.
Sum of left and right oroton polar angles.
Unit step functions. (Sec, II.3)

Operator relating scattered and plane
wave states, Appendix F)
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Operator representing the electromagnetic

interaction., (Appendix F)

Operator for the nucleon-nucleon
interaction. (Appendix F)

Width of slit in B2 baffles defining cali-
bration p-p elastic region., (Sec. V.2.4)

Weight for Monte Carlo event proportional
to the cross section. (Sec. IV.1l.2)

Lateral position of proton beam.

(Sec, III.2.9)

-) Functions of the Wolfenstein coefficient
used in cross section calculations,

)
~)

(Appendix F)

Lowest vertical extent of the bean

profile (Sec. II.3).

Maximum vertical extent of the beam

profile (Sec. II.3).

Vertex position of pﬁf event .,

Vertex position along beam direction of

p-p elastic calibration events.
Lower Z=vertex position cut-off,

Upper Z-vertex position cut-off,

(Sec, II.3)
(Sec. II.3)
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APPENDIX B - PP¥ KINEMATICS

The definition of the variables associated
with the three particles is given in Fig., B=1 for the
spherical polar coordinate system (SPCS). The Z-axis is
defined to be along the beam direction. The momenta for
the left proton, right proton and photon are labelled as
Prs ER and K respectively. The polar angles are defined
by the angles these momenta make with the beam direction.
The azimuthal angles are measured from the X-axis in a
counter-clockwise direction. The non-coplanarity of the

protons is given by the azimuthal angles as follows
A¢=¢R¢¢>Laﬂ' B-1

The variables for the Harvard coordinate sys=-
tem (HCS) are given in Fig, B-2 for the same event shown
in Fig. B-1. The vector K, is the momentum vector for
the limiting'kinematic case for the polar angles of two
protons, The Harvard polar angles ©}, and @ﬁ are defined
by the angle between the projections of P;, and Pp in the
X-Z plane and the Z-axis. The $ angles are defined by
the angles made by P; and Pp with their projections in

the X-Z plane. The orientation of the X-Z plane is chosen

so that ¢L = ¢R° The event non-coplanarity is defined
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Figure Bel

Schematic diagram of a ppx event in the Spherical Polar

Co-ordinate System (3PCS). Py and Pp are the left and
right proton momentum vectors and K“%s the S-ray momentum,
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Figure B=2

Schematic diagram of a pr event in the Harvard Coordinate
System. Py, Pp and K are the momenta for the left proton,
right proton and S-ray respectively. K  is the momentum
of the 8=-ray for the limiting kinematic case,



by = ¢ = $p.
The photon angular variable used is Yk and

is defined relative to the limiting photon momentum, A

plane x'z' is drawn parallel to the XZ plane passing

through the point of the K, vector. The photon momentum

K is multiplied by a constant % so that the vpoint of &K

meets the X'%' plane, Lijg is defined as the angle between

the beam direction and the vector g = &K ~ K,. The con-~

stant & is determined by setting q?;, = 0. Let 8, and <,

(8p = 75° and &, = 90° or 270°) be the polar and azimuthal

angles of X, in the SPCS. Then

o¢ = Koy = Ko siné, sin &, B-2
Ky K sinex sin¢x

Then Yy is defined as

- tan"L (q,/q,)
= tan~l (K sin8yp cosdy - K, sind, cos ) B3
(" oK cosBy - K, cos8 )

Substituting for © and simplifying, we get

= tan~t(Sindy cosdy ~ sinBy cot & sindy)
(cosBy - sinBy sindy cot®, csc @, )

Bl

The variables 8y and ¢K‘ are defined in SPCS,
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The geometrical construction showing the definition of“#x
also indicates that the experimental resolution for this
quantity will deteriorate as the non-coplanarity increases.
Note that for coplanar events ( Py = 0° or 180°) kae«
comes equal to 8y.

The small momentum carried away by the photon
results in three prominent features of the ppd kinematics.
The opening angle (8] + SR) between the two protons nust
always be less than 90°, Thus in principle, pp8 events
can be unambiguously separated from p-p elastic events,
Second, for all proton polar angle combinations there is
8 maximum value of the event non-coplanarity. In this ex=
periment the maximum non-coplanarity varies from
Ad, = 23,67° for 18° —~ 18° events to Ad = 5,27° for
389 - 34°, Finally; for given values of the proton polar
angles and non~coplanarity, the allowed proton energies
form an elliptical closed curve on an EL - Ep plot. Some
representative curves of interest to this exneriment, are
shown in Fig, B=3. The photon direction changes for
different points on the allowed kinematic locus. The size
of the ring is maximum for coplanar events and shrinks to
a point as the maximum non-coplanarity is reeched. The
shaded vertical lines indicate the low energy cut-offs of

the spectrometer, The photon energy does not increase
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Figure B3

Some representative kinematic loci for coplanar pp¥ events
at 42 MeV incident beam energy. The shaded areas represent
the energy cut-=offs of the spectrometer, These were

9025 MeV for the left proton and 10,25 MeV for the right
proton.
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very much beyond the lower cut-off point. Since momentum
must be conserved, even if the protons are both along the
beam direction, they must have ~ 130 MeV/c momentum., This
corresponds to a 25 MeV photon also parallel to the beam.

When the SPCS is used for theoretical cross
section calculations, kinematic singularities result in the
cross gsections for non-coplanar events because the photon
polar angle is not continuous in the range from O to T,

The HCS was defined in order to define variables that are
¢ontinuous over their allowed range for all events,

Fig. B=k shows the kinematic loci for (p,2p)
reactions on possible contaminants in the H, gas. Events
for these reactions do not have maximum limits for the non-
coplanarity. The allowed loci for the D(p,2p)n reaction show
gome spread as the polar angles change. For the other re
actions the spread in loci is so small that for our purposes
they can be assumed to lie on a straight line defined by
their respective Q-values., When the kinematics for the cone
taminants and for ppﬁ are compared, it is seen that the
D(p,2p)n reaction and Nll*(pgzp)c13 reaction (to the €13
ground state) do not seriously overlap with ppd kinematic
regions, so they do not present serious problems. Reactions
on 012B 0169 He¥ and to excited states of C13 do yield backe
ground in the ppd region and therefore must be reduced as

much as possible,



40 I ' I T
,,,,,,, D(P,2P)n
o —— N%¥(P,2P)C"
—.— Cc'2(p,2P)B"
————— 0'8(P,2P)N"®

—eem— He(P,2P)T3

EKL

Figure B=k

Kinematic loei for (p,2p) reactions on some of the possible
contaminants in the ppd experiment., For the D(p,2p)n re-
action the position of the kinematic band depends on the
proton polar angles. Two extreme cases are shown. The
kinematic loci for the other reactions are nearly inde=
pendent of the proton polar angles and depend only on the
Q=value of the reaction. The energy cut-0ffs of the spec-
trometer are shown by the shaded areas,
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APPENDIX C - ANGULAR RESOLUTTONS

In this appendix the various factors contributing
to the angular resolutions are combined and the dependence
of the angular resolutions on energy and angles is derived,

The various quentities used are defined in
Fig, C-1. The maximum azimuthal angle range seen in either
hodoscope is about * 4,0° and the average value closer to
~15°%, The range of polar angles is from 150 to 5%, Thus,
particle trajectories meke average angles with the normal
to the wire chambers of ~15°, To a first approximation the
path length of a particle, D2, can be renlaced hy R, the
csenaration between the wire chambers, Then arnnroximetely

X 22 R sind cos P c-1

Y&~ R tan@ C-2

tang = Y o, tan Cc~3
X =in® cos

If SX and 8Y are the uncertainties in X and Y duc to wire

spacing and multiple-scattering, then we have

S(tand) = {&'?‘ oy SXQ}

o=

= secQ¢ é'cb C=4

v2

-t

H

IfeX is the r.m.s. ansular uncertainty in the particle

direction, §X £ &Y &% &R




C =2
iS
_ o Z— axis
Y
.
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]
, A
\ AB =D,
\ ——
< BC =D,
\
\ g
R
(6,¢)
Pt.A = (XAYAZA) C
B =(Xg Yg Zg) |
C ""(XcYcZ) 32 250
X = Xa-Xp
Y = YA—YB
X -axis 0
Figure C-=1

Schematic diagram of a proton trajectory passing through a
hodoscope. The observer is directly over the beam plane
looking down the beam direction. @ is defined by the angle
between line AB and its projection parallel to the XZ plane.
(6,%) indicates the polar and azimuthal angles of the
trajectory in the SPCS.
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Substituting in equation C=4

(8¢) = _, cos 3:1+tan26 }é
sin 2¢>

sin26 cos

= of
3ino C=5

The origin of the uncertainty is contained
in &« , The rest of the expression C=5 is strictly a geo=
metrical factor.

Using a similar analysis for 6 we obtain

86 = o¢coso {1 + (8in?6 cos?$ + sin?e tand) tanze}% C=b
The angular uncertainty & arises from the

chamber wire spacing and multiple-scattering in the material
between the beam and the rear wire chamber. The latter can
be separated into two parts — the 50 Jam Mylar foil parallel
to the beam, and everything else. The distance of Mylar
traversed depends approximately as 1/sin® while the dis-
tance traversed through all other media is nearly inde=
pendent of the direction and vertex position. Multiple-
scattering has the following dependence on particle energy

(E) and thickness (t) of material traversed,

a%ﬁ = g%gil C=7

The contribution of wire spacing to <X is nearly constant,
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If the contributions of wire spacing, the material from

the Mylar foil to the rear chamber and the 50 pm Mylar

foil are added in quadrature, then

K = {az + b2 + c? 3 C-8
E? E2 sin®

The dependence on ¢ in equation C-6 is so small it can be
neglected. Then
S0 = = cos® il + §in%@ tanze} 2 C=Q

The ratio of OP/&E6 is then

Sb = 2 Cc-10
)
sin20 il + sin29 tanze}%

The polar and azimuthal angle resolutions for
p=-p elastic evehts at © = 45° have been measured under the
following conditions « | . 4

(a) 42 MeV incident beam with no Mylar foil present;

(b) 42 MeV incident beam with Mylar foil present;

(c) 24 MeV incident beam with Mylar foil present.
The measured polar angle resolutions were by 0.30°, ¥ 0,385°
and ¥ 0,58° respectively. The azimuthal angle resolutions
were almost‘exactly a factor of 2 larger. Evaluation of

6-10 at 8 = 45° yields an expected ratio of 1.63. The

reason for this discrepancy is only partially understood,
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Thus the observed ratio of resolutions is used when evalue
ating 8¢ as a function of angles and energies, If &4 is
the angular resolution for 42 MeV p-p elastic events at € = QT%

then evaluation of the constants in equation C-8 yields

80 = o J:? cosé {1 + sine tan?e} 3 C-11
§p = 29 C-12
sin§
3
ot = [(0.23°)% + (0,992 + _ (0,250)% c-13
Er2 Jﬁ‘ErZ s8in®
E. = E(MeV)/21 C-14

The resolutions are normalized to polar angles of 45° and
particle energies of 21 MeV., The results of equations

C=11 and C=12 yield one standard deviation resolutions.



- 209 -

D=1

APPENDIX D -~ VERTEX ERROR RESOLUTION

The vertex errors have two primary origins,

These are the finite wire spacing in the spark chambers and
multiple-scattering in the front chambers. The contributions
from other sources can be neglectedl). | A

‘ The geometric variables used are defined in
Fige C-l, The vertical vertex error is considered first,
The vertex error along the beam direction is simply related
to this provided the horizontal and vertical spatial reso-
lutions of the wire chambers are the same. If the contri-
bution <AVy) of each particle to the Y-vertex error is

considered separately, then

AvH? = (81)? { (D + D)% 4 Df} + o<2D12A  pal
D.f D2
D3 2

e
o{ is the angular resolution due to multiple-scattering in

‘the front chamber and SY is the uncertainty in the spark
position. D; is the distance from the origin to the front
chamber and D, is the distance bétween the chambers, both
along the particle path. Equation D-1 is obtained using
gimple lever arm effects. The effects of multiple~scattering
in the front wire chamber, and wire spacing in each chamber
are added in quadrature. The results for the two particles

must also be compounded together,
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APPENDIX D - VERTEX ERROR RESOLUTION

The vertex errors have two primary origins,
These are the finite wire spacing in the spark chambers and
multiple-scattering in the front chambers. The contributions
from other sources can be neglectedl)a

The geometric variables used are defined in
Fig, C-1, The vertical vertex error is considered first,
The vertex error along the beam direction is simply related
to this provided the horizontal and vertical spatial reso-
lutions of the wire chambers are the same, If the contri-
bution <Z§Vf> of each particle to the Y=vertex error is

considered separately, then

AvdR = (61)% { (Dy ‘*‘;;2)2 + Df + e«znlz D-1
D D

o{ is the angular resolution due to multiple-scattering in
the front chamber and éY is the uncertainty in the spark
position. Dy is the distance from the origin to the rear
chamber and D, is the distance between the chambers, both
along the particle path. Equation D=1 is obtained using
simple lever arm effects. The effects of multiple-scattering
in the front wire chamber, and wire spacing in each chamber
are added in quadrature, The results for the two particles

must also be compounded together,
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In principle,{AVydin equation D-1 could be
evaluated for each particle detected in the spectrometer.
In practice, it is a relatively complicated function of the
measured quantities (wire chamber coordinates) and it is a
time consuming quantity to evaluate on an event-=by=-event
basis. Since the purpose of deriving the functional de-
pendence is to obtain a means of adjusting the measured
vertex errors, a number of simplifying approximations are
made., It has been found empirically that a good approx-
imation to the dependence of<33Vf>on the vertex position
(4510% error) is obtained by evaluating the extreme values
of Del and assuming a linear change with vertex position
along the beam direction, The value of (AVy)increases by
a factor of 1,7 going from the B2 baffles (p-p elastic po-
sition) to the Bl baffles (See Fig. 2 in Chapter III).

The multiple-scattering factor &¢ also has a
1/E dependence, The effect on the vertex error of wire
spacing (independent of energy) and multiple-scattering
has been included by use of a term of the form
(a? + bz/ﬁﬁg)%g In this approximation, the dependence on
the particle direction in fa' (due to wire spacing) has
been neglected, Similarly, the multipleescattering in the
front wire chambers is assumed to be independent of direc=-

tion., The constants 'a' and 'b'! have been adjusted



= 211 =
D -3

empirically to give the desired Y-vertex error distribution.
If {AY) is the quadrature sum of the effects
of the two particles and <43Y6> the Y=vertex error for

p-p elastic events at 42 MeV and 45° polar angles, then

CAYY> = <ATY (1.7 - 275) (0.34p% +0.68)  D-2

el
2 2
Pz = 221 Bl + Ep | D-3
>
Ef Ep

where Z is the vertex position and Zel the average vertex
position for p-p elastic events defining <33Yo>9 The
Z-vertex error contribution {AZD> is related to<AY) by

<AZ>S = LAy D-4
sin
Thus
KAZ> = LAT> (esc®e, + csc?ep)® D-5
=
Writing
_ _0,72y-1 i,
g(Z) (L.7 Zgi—) D=6
h(E,Ep) = (0.34 P? + 0,66)~% D-7

£(0y,8,) = 2(csc?e + csc?ey)™ D-8
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Then the adjusted vertex errors, defined on an event by

event basis, are
DVZ = AV, £(8;,8;) g(Z) h(Ep,Ep) D=9
DVY = AVy g(2) h(Ey,Ep) D-10

Reference to Fig. 23 in Sec, VII.1l.l shows that
the correction procedure used is adequate., This has also
been verified by observation of the pp¥ data, but the
number of events is smaller and the statistical error

largere

Refarence:

l. J. McKeown, Ph.D. Thesis 1970, unpublished.
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APPENMDIX E -~ THEORETICAL CROSS SECTIONS

The cross sections calculated using M., K. Liou's
computer code are summarized here, The integrated cross
sections only are given. The calculations as a function

of W% cen be obtained in Ref. 1.

—

4Rn ie the maximum Harvard geometry non-conlanarity.
OHd e the maximum spherical geometry non-coplenarity.
m d X

§r is the relative non-coplanarity,

The angles specified at the top of each table are the
Horvard geometry & angles (not the poler angles with the

heam direction).

References:

1. M. K. Liou, L. G. Greeniaus and K. F. Suen,
PPB-Note 71-16.
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14° - 18° 140 - 22°
%m = 3.71° Ad = 27.61° %m = 3,46° b = 23.71°
2. do/d0d0, | &, do/df,da,
pb/sr? pb/sr?
0.03 1.5690 0.03 1,2680
0.2l 1.7142 0,26 1.3486
0.49 1.9795 0,49 1.4651
0.75 1.8001 0.75 1.2731
0.97 0.6465 0.98 0,39k
dU-/deyde, = 0.3788 pb/rad® | do/de;dé, = 0.3173 yib/rad?
14° - 26° 14° - 30°
3 =3.18  Ad, = 20,500 | &, = 2.89° Ay =17.80°
3. dg-/doqda, | & do/dQqd0L,
pb/sr? pb/sr?
0.03 1.0143 0.03 0.8465
0.25 1.0587 0.2k 0,8718
0,50 1,1183 0,52 0.9040
0.75 0.9417 0.76 0.7455
0.97 0.320k 0.97 0.3102

do~/d8,de, = 0,2291 pb/rad?

4@ /d8,d8, = 0,184k pb/rad?

18° . 18° 18° - 220

B =3.63° Qb =23.67° | By = 3.45°  Ady, = 20.45°
3. de~/dn.1d0, g, do/dQqda,

pb/sx‘2 xlb/sr2
0.03 1.4925 0.03 1.3733
0,14 1,5364 0.29 1.4892
oe’+3 137914'[4' 0958 105895
0.69 1.7950 0.8L 1.1193
0,99 0.4L157 0,96 0.,4768

d9°/d8d9, = 0,3816 pb/rad?

d</d6;de, = 0.3509 yb/rad?
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E -3
18° - 26° 18° - 30°

b, = 3.200 B =17.75° | & =2,94° O = 15.42°
&, do /dQidQx, | B dg~/dQ d0,

nb/sr? ub/sre
0.03 1.2314 - 0.03 1.1169
0.25 1.2883 0.2k 1.1479
0.50 1.3518 0.51 1.1756
0.75 1.1427 0.75 0.9776
0.97 0.4340 0.95 0.4358

© d9/de,de, = 0.3043 pb/rad?

da /d6,d6, = 0,265k pb/rad?

18° - 34° 18° - 38°

$ = 2.65°  Ad, =13.36° [P =2.37° A, =11.53°
&, do-/dQ d, | &, do /de2jd0,

pb/sr? nb/sr?
0,04 1.0406 0.0k 0.9995
0,26 1.0628 0.25 1.0166
0,53 1.0585 0.51 1.0060
0.79 0,8048 0,76 0,8022
0,98 0,3126 0.97 0.3349

do~/de,de, = 0,2367 pb/rad?

d g /de,de, = 0,2126 pb/rad?

220 - 220 220 - 26°
¢ =3.31° Ad, = 17.73° |, = 3.10° A, = 15.39°
2 de=/d dQ, | & da~/d2d0
pb/sr? pb/sr
0.03 1.3952 0,03 1.3762
0.15 1.4225 0.26 1.4297
0,45 1.5563 0,52 1.4705
0.75 1.3149 0.77 1.1€79
1.00 0.3988 0.94 0.5350

dg /d8,de, = 0.3612 pb/rad?

dg/d8,d8, = 0.3480 pb/rad?




E =4
220 - 30° 229 « 340

P, = 2.85°  Ady =13.34° | §, = 2.58° AP, = 11,50°
- do/d@ d2, | &, do~/dQqder,

nb/sr? nb/sre
0.04 1.3533 0.04 1.348L
0.25 1.3856 0.23 1.3677
0.49 1.3969 0.50 1.3549
0.77 1.0879 0.74 1.1057
0,98 0.4452 0,93 04940

d=/de,de, = 0,3311 pb/red?

220 . 38°

do/de de, = 0.3092 pb/rad?

— ———

220 . 42°

$, = 2.29°  AOdy =9.83° | By = 1.99° Ay = 8.29°
3. do-/dqdn, | &, do~/dajd,

pb/sr? pb/sr?
0,04 1.3748 0.05 Lo4h71
0,26 1,389L 0,25 1.4571
0,52 1.3361 0,50 1.4031
0079 1904114’ 0075 101026
0,96 0,4612 0,95 0.4504

4T~ /d81d8, = 0,2977 pb/rad?

d6™/d6,de, = 0.2792 pb/rad?

26° = 26° 26° ~ 30°

P, = 2.92° D, = 13.33° | P, = 2.68° APy = 11.49°
N do-/d da, | @, do~/dcrqde2,

pb/sr? pb/sr?
0.03 1.4777 0.04 1.5659
0,17 1.4969 0.22 1,5860
0.51 1.5230 0.49 1,5814
0.86 0.9347 0.71 1.3337
0.99 0.3230 0,97 0.4604

dS/de;de, = 0,3738 Pb/radz

d<~/deyde, = 0,3726 pb/rad?




E -5
26° - 34° 26° - 38°
_— R _ _— _
¢ =241 A = 9.82° P, =2.12°  A¢ =38.27°
I, dT/dQqd, | &, dg/da. a2,
ub/sr? pb/sr?
0.21 1.6787 0,05 1.8109
0.41 1,6675 0,2k 1.815L
0,62 1.5114 0,47 1,756k
0,83 1.0527 0.71 1,3910
0.95 0,5596 0,94 0.6488

d97/d0;d0, = 0,3728 pb/rad?

dg~/de,de, = 0.3685 pb/rad?

26° - 1,20 300 - 30°

P, =1.81° ad, = 6.83° Py = 2.45° AP, = 9.81°
I, do/deq dQ, | &, d<T/dszdL2,

nb/sr? pb/sr?
0,06 2.0374 0,04 1.7783
0,22 2.0384 0,21 1,7877
0.50 1.9351 0,61 1.6201
0,72 1.5772 0.82 1.1570
0,99 0.6242 0,98 0.4505

dg~/d0yd0, = 0.3777 pb/rad?

d6°/deyde, = 0.4059 pb/rad?

B e e e s S o e )

30% - 34° 30° - 38°

¢, =218 A =827 |§ =188 Ay, = 6,82°
Iy dg/ds2 df, | &, dg/dsr de2,

pb/sr? pb/sr?
0,05 2.0233 0.05 2.3539
0.23 2.0247 0,27 2.3421
0,46 1,9601 0.53 2.1717
0.73 1,5267 0.7k 1.6980
0,92 0.8314 0.96 0.7156
dg~/d0;d0, = 0,4265 pb/rad® | d<7/de de, = 0.4452 pb/rad?




dd‘/d91d92 = 00,4707 pb/rad2

E -6
30° - 42° 340 - 34°

B, = 1.56° Ad, = 5.46° [Py =1.91° Ad, = 6.82°
3, ds/do d, | &, do-/d<2,d L2,

ub/sr? nb/sr?
0,06 2.8748 0,05 2.4695
0.26 2.8569 0.26 2.4576
0.51 2,661l 0.58 2.2038
0.77 1.9473 0.79 1.6177
0.96 0.8550 0.94 0.6576

du=/de1de, = 0.4718 pb/rad?

34° - 38° 340 - 420
B =1.60° Ady =5.46° |B, =1.26° AP = 4,150
@ da~/da da, - do/d,d,
pb/sr? pb/sr?
0.06 3.1211 0,08 ;. 2828
0.25 3.0949 0.24 4. 2497
0.50 2.8817 0.56 3.7937
0.75 2.1423 0.79 2.6329
0,94 1,0120 0.95 1.2480
40 /d6,de, = 0,5222 pb/rad® | d<°/d61de, = 0.5886 pb/rad?
38° - 38° 380 - 420
d =1.28° ¢ =4.15° [P, =0.92° Adb = 2,880
&, do-/dQ,dQ, | &, do~/dqdR,
pb/sr? ub/sr?
0,08 Lo4331 0.11 7.4328
0.23 4.3865 0.33 7.2681
0655 3.9179 0.5k 6.5842
0.78 2.7321 0.76 4 8074
0.94 0.9645 0.98 2,0373

da™/d8yde, = 0,6053 pb/rad?

da/deyde, = 0,7790 pb/rad?
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APPENDIX F - BASIC THEORY

The basic DWBA theory, first developed by Sobel
17)
9

and Cromer , is presented. Places where serious errors
have occurred are noted and refinements in the procedures
indicated.

The total Hamiltonian of the system in its

various useful forms can be given by

+
Ho VN * Vem

K K, and Ky are kinetic energy operators, VN is the nuclear

1?2 72

potential and Vgp is the electromagnetic interaction due to
the coupling of the proton currents to the electromagnetic

field. The Hamiltonian for free nucleon-nucleon scattering
is given by Hy and the free particle Hamiltonian by H,. In
the following analysis we regard Hy as the unperturbed

Hamiltonian and (V,, + Ky) as the perturbation. The per=

turbation V., is given by

kkoK |V ] 91900 = LEVV 11)

= E%(aﬁ & (gp-kp) & (gp-K-k;)
2Wm JX'

Mg,) & (g k) & (32-5452)} P-2
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Where
e+ Ip (K xd) F-3

I\)_EH'

A(g) = g°

m is the proton mass, p, = 2,79 is the proton magnetic
moment and y£ is the proton charge.

Liou and Ch033) have obtained the relativistic
spin correction by applying the Foldy-Wouthuysen (F-W)
transformation to the Dirac electromagnetic interaction
Hamiltonian. Keeping terms to order m“z,the form of A(g)

is modified

A(q) = gee + %}J.p'é\a {(E-%Kﬂz__K;n.ﬁ) X 9:} Fely

Let ¢ be an eigenstate of H, and W an

eigenstate of Hy for the same energy E. Then
(E - )W =0=(E - H,)P F=5

The state d’represents a plane wave state. The total
scattering states with either incoming or outgoing

spherical waves (qﬁ'and §~) are obtained by introduction
of a pole indicator'ﬁ which is assumed to approach zero from

the positive direction., Then

‘%’i = &+ 1 vy P Fab

E«-HNi"i‘?’[’
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Two Green's function operators are defined by

Gy(E) = (E - Hy + i7)~L

F-7
Go(E) = (E = Hy + im)~L
Also we define
Uy(E) = 1 + Gy(E)Vy F=8
It is then easy to obtain
¢* = uy(e) $
v o= &y 7
where T denotes‘Hermitian conjugation,
The Tematrix is defined such that
b= v ¢ = Ty P F-10

A more convenient relation between UN and TN can be obtained

through the use of operator identities
Uy =1+ GO(E)TN F=11

where G, (E) is the zeroth order Green's function.
For ease of notation we shall denote plane waves
states by |1 for the initial state, |\f) for the final state

and { m) for the intermediate states. Following schife37) we
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write for the DWBA approximation
- +
<elTley = <elmylad + WKy + v | Wid F-12

The energy of the unperturbed initial state is E(gl,gz)
and of the final state E'(gi,gé). The distorted waves
\VI and Y, are those of the two-nucleon system. From

F=9 and F-11 we obtain
eIty = elylay + elUY (Kg#Vop ) Uy 11D

§ ? F=13
= ey + [ry (M6, (B")] Dy Je[ave, (m)m (2] | 5

On the assumption that Vi (and therefore TN) is diagonal in

the photon states, then we can write

LA\ Tli) =<£| Ty + Vep + VepGo (E)Ty(E)

q 7
+ TN(E )GO(E )Vem F=l4

+ TN(E') (E')VenG, (E) Ty (E ) 11>
The first term describes normal nucleon-nucleon elastic
scattering without photon emission. The second term de-
scribes photon emission without nuclear scattering and is
not kinematically allowed. The third and fourth terms are
the pole or single scattering terms and represent photon
emission after and before the nuclear scattering respec=

tively. The final expression is the double or rescattering
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term and describes photon emission between two nuclear inter-
actions. These last three are the ppﬁ terms, Standard pro-=
cedure has been to neglect rescattering. To obtain pp8 cross
sections, the other relevant parts of the expressions are

evaluated.

LelTlid = % ElTyimD 6o (Ep) <m|Vop |1
Fe15

# 2 (el Voplny 0, (By) Lalmhed

The & -functions introduced in the evaluation of <mv Yid
and <ﬁIVem]n>» result in 4 terms that correspond to photon
emission by one or the other of the two protons before or

after nuclear interaction. The possibilities are described

by the following four expressions.

(a) ty = {p1.p2|Thlp1-Ksp2)
(b) ty = (g{,gé \TN121222"§>
’ a A F=16
(c) t, =<py*K,p5|Ty|P1sP2>

(d) tq =p1,p2*E\Tylp1,02

The energy denominators that result from G, in these four

different cases are non-relativistic. For example,
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(a) yields
G, (E,) = AE, = e(p-K) + e(py) - (E=K)
= %ﬁ(pf_ggls_pg+1{2+p§) -E+K
=k - P1-K 4 k2 F=17

m 2m

The term K2/2m is very much smaller than K. Then the ex-

pression F=17 is very close to the relativistic form

= 1
For all four terms together we have

- 1
A Ea = EKPplP

_1
F-18
N RV
&EC "“’EHK;P:L;:
1 1
AEy ==K
d m ypgp

Use of thesé factors in relativistic form reduces the non-

covariance of the calculations. Thus we have for the total

Tematrix element

gl 1)) = et gtaAEaA(gl) + t, AE A(p,)
2TmJK Fel9

+ A(Ei)tCAEC + A(gé)tdAEd
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The matrix elements Ty (x = a; b; c; d) can be written in
terms of the off=energy=shell center~of-mass scattering
matrix MX(E;ER). (Actually the t, are matrices in spin
space.) The quantities k = k; and k' & ky are the relative
momenta between the two nucleons in the initial and final
nuclear scattering states. The relation between t, and M,

is given by

3 C- ]
* - & (py*po*K=p,-py) F-20

where x = a; b, ¢, d. Substituting in equation F=19;, we get
TIL) = &1

3 2 B1*P2*E-P1 P2) F-21
LT J‘“ﬁz
The cross section is obtained from y<flT§i>l2 averaged over
the initial proton spins, summed over the final proton spins
and summed over the photon polarizations since these are not

measured, It is then given by

=X Zitrm' 3 (p} +p)
AT = ———— itr M N) & (p1+Po*K-p1-Pp)
TTm PlK

. . F=22
x 8(E¢-E; )d3pyddp)d3K
The laboratory incident proton momentum Pl arises from the
incident proton flux and is valid in the non-relativistic
limit for both the laboratory and center-of-mass frames of

reference,
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In evaluating (F=19), SC used laboratory momenta.,
This resulted in the wrong cross section values being ob=-
tained, Omission of the double scattering terms results in
2 non=gauge invariant theory. The reader is referred to
Signelll8) for a detailed discussion of this error.

On the energy=-shell the scattering matrix M,
has a well known expansion in terms of the Pauli spin oper-
ators and the Wolfenstein parameters84), This can be gen=-
eralized to include off-energy-shell situations. PGDlé)

define the three perpendicular unit vectors in the center

of mass as

A ?{ A A A N A P »

= K Xke om=s K ke 7o kg ke Fe23
PA S
IRy x el | ki - %el Lk + kel

In some applications, coplanar scattering in particular; a
more convenient choice of f and ? can be found. The off~=
energy-shell M-matrix is not time-reversal invariant and
an additional term which changes sign under time reversal
must be added to the Wolfenstein expansion., The Wolf-
enstein parameters A, B, C, E; F, G are scalar functions

of the kinematic invariants k{a, kéz and Eiagfe We have
A
My = Ay + Byl -R) (@eR) + Cy(T 4R + Tp00)
A~ ~ ~ A
+ Ex(g,:lem) (€2°m) + FX(§1°I)(§:-2°I)

+ A A .l\ A
£ Gy (Tym)(T,-I) + (@ I)(Tpem) F-2l
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The plus sign is used for x = a; b and the minus sign for
X = c; d. The six amplitudes cah be expressed in terms of
the singlet-triplet elements of M,. The reader is referred
to the papers by 3017) and PGD16) for a more detailed disw
cussion of this part of the analysis and the actual eval=
uation of the coefficients,

In 8017) it is shown that for coplanar scate
tering and choice of m along the photon direction (? is
also redefined)

FaS
5 = fcosP + I sing

(K x @) K(E cosd - 0 sind) F=25

We then have in equation (F-=3)

Fa¥ i A A .
A(px) = pxen cosd = SKp, (Oyon cosdP - T oI sind) Fa26

[

Using equations (F=24), (F=26) and (F=20) in
equation (F-19), we can easily group terms and find

16 16
sind 3. X,0, + cos® Zi 1,0, = <£JT[L) F-27
1=

l=

The Oi are the 16 independent bilinear operators formed from

A

A
1, U_:1°’59 9:2°?1, Q’le?n, q. -ﬁg g, I, J,-I. It can be shown that

-2 =1 2
the Oi satisfy the relation

er(0505) = ‘*513 F-28
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The coefficients are linear combinations of the Wolfenstein
amplitudes divided by their appropriate energy denominator.
It turns out conveniently that either Xi or Y; is zero.

The sum over photon polarization is performed
27w

e = %—-Sd $ termn F-29

o
From equations (F-27) and (F=28) we obtain in (F=22)

16
0= o 3 ‘x.!Z + \Y.|2 &4 (p.-P,) a3pladpladk  F-30
B T P i i f i 1 2
Tl"zm P,K i=1
The desired form of the differential cross sec-
tion can be obtained by a transformation to the desired
variables and integration over the unobserved parameters.
In this thesis we use Liou's predictions for the Hamada-

Johnston Potential.,  His result is calculated in the form

3 - ) 3
PP = Ftr F F-31
dlly dQ,d Wy ’W’szPlK <EEMD

The phase space factor F has been derived in Liou's Ph,D.
36)

thesis o
An excellent summary of the theoretical pro-

cedures used is contained in a preprint by Liou and

SobelBMe
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RESULTS

A typical example of the — 89 ___ cross

section is given in Fig, F=1(a) for several values of the
non=coplanarity %b of the protons, The cross sections have
a quadrupole form for the nearly coplanar cases (§r¢= 0).

A typical example of the dﬂ'/dilldILZ cross section obtained
by integrating Equation F=31 over Wy is shown in Fig. P-1(b)
by the dotted curve (See equation II=13 in Chapter II). The
smooth curve extending past &, = 1 shows the effects of ex-
perimental angular resolutions om the observed cross section,

The d<v/d@,de, cross sections obtained by a
further integration of €. are shown in Fig. F=2 as a function
of the opening angle between the two protons. The various
curves are for different values of proton polar angle
asymmetry., .

A few comménts here are pertinent. Occasionally,
due to numerical errors in the computer code, the points
near Wy = 0°, 180° and 360° could not be calculated. This
was due to minor inaccuracies in determination of the kine
ematic parameters of the limiting gamma ray. These points
have been extrapolated from the shape of the distribution

and may be in error by as much as 5 = 10%. Since the cross



(a)

(b)
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F = 12
0.75 ; , .
30°-34° | — & = 0.05
= 0.23
= 0.46
= 0.73
= 0.92

180° 270° 360°
¥, ( Degrees)

OO 0.5 ITO 1.5 20
D = (Ap/Apmax)
Figure F=1

Diagram showing the dependence of the pp¥ dGYdﬁlldslde%
cross gection on Wy for several values of non-
coplanarity €.. The shape of the curves is typical
for proton polar angles other than 300-34°,

The dotted line gives the theoretical dependence of the
ppd do/d.Q,de2, cross section on the non-coplanarity €.,
The solid }ine extending past &, = 1.0 shows the effect
of experimental angular resolutions on the observed
distribution. In this case &%. = 0.246.
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¥ [} i ¥ ¥ T
1.0
@ @D = 0° d o .
09 8p = 4° dg, dg, e
m @p =8° |
osf o g = - -
A @D = 16°
0.7 x @p =20° ' 7]
o
© -
O 06"
Dl
™~
L
3.05 ]
04+ §
031 7
0.2 B
O ' | 3 i 1 ) !
28 36 44 60 - 68 76 84
6, + 9 (DEG)
Figure F-=2

The integrated ppx Cross section do/de de, as a function
of the opening angle (©7+62) between t%e protons, The
various curves are for dlf%erent asymmetries |87-621 in
the proton polar angles. The solid lines are to guide
the eye only.



= 232 =

F - 14
scetions are small a2t these points, negligible error
(£1%4) is introduced into the integrated cross sections,

The coplanar cross sections guoted in the summary were

. p 2§ _ n ¥ . .
cnlculated for = 0,1”, The pp# cross section is nearly
flat near zero coplanarity so again errors are negligible,

The volue of & = 0,1° typically corresponds to a relative

non-coplanarity ér'x, 0.05.

Refersnces:

See Lict of References after Chenter IX.
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APPENDIX G
SUMMARY OF CROSS SECTION MEASUREMENTS

The numerical values of the dcr/dllld[lzdwx
and the d /df2d0., cross sections, presented graphically
in Chapter VIII, are given in this Appendix.

Table G-1 gives the dcr/dLLIdlldeE results
as a function of Wy . Polar angle bins have been combined
where possible to improve statistics and the cross sections
for symmetric polar angle bins in the halferange
180° € W¢ $ 360° have been combined statistically
(weighted averages) with the corresponding points in the
other half-range, 0 < Wy §& 180°. The cross sections are
defined by equation IV=16 with &. S 0,7,

Table G=2 gives the d<J /dQ,d(l, cross sections
as a function of &,, defined in equation IV-18, Again
polar angle bins have been combined where possible. The
uncertainty in the net number of pp¥ events im both tables
is purely statistical,

The uncertainty in the cross sections has been
obtained by compounding statistical uncertainties in Npp@’
G.o and 61 in quadrature., There is an additional normal-

ization uncertainty of ¥ 3,94 common to all points, which

is not included in either Table G-1 or Table G=2,
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Table Gel
Summary of a9 Cross Sections
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Table G=1
o o = (2}
81 18 92 18
CROSS SECTEION + UNCERTAINTY  NET EVENTS
s MICROBARNS PER SR*%2-RAD
10.00 0,730 %  0.245 { 34.%) 25,7
30.00 0:248 % 00136 ( 55.3) 14,7
50.00 0.017 + 0.0l6 { 94.%) 5.0
70.00 0.017 + 0.017 (100.%) =0.3
90,00 0.073 + 0.124 (170.%) 1.8
110,00 0202 + 0,105 ( 52.3%) 9.9
130,00 0.354 + 0,118 ( 33,%) 20.9
150,00 06366 + 0,081 ( 22.3) 40,0
170,00 0,256 & 0.069 { 27.%) 34,0 _
TOTAL NET EVENTS= 151.5 T 11.3%
- (o] — (o]
91 = 22 82 = 22
CROSS SECTION + UNCERTAINTY  NET EVENTS
Wy MICROBARNS PER SR*%2=-RAD
10,00 0,517 + 0,106 ( 21.3) 45.4
30,00 0.359 % 0.116 { 32.3) 26,0
50,00 00129 + 0,078 ( 61.%) 5.1
70.00 0,175 & 0.155 { 89.%) 3,6
9C. 00 0,072 + 0.058 { 81l.%} 4o 8
110.00 00141 % 0,075 ( 53.%) 1l1.2
130,00 0,300 & 0,063 { 21.8) 40.4
150.C0 0,163 % 0051 ( 31.%) 30.3
170,00 0.243 % 0,051 ( 21.%)  40.2 . _ -
TOTAL NET EVENTS= 207.1 ¥ 9,1%
81 = 26° 6, = 26°
CROSS SECTION + UNCERTAINTY  NET EVENTS
Wy MICROBARNS PER SR¥%2-RAD
10,00 0.167 + 0,054 { 32,3) 24,7
30.00 0,258 + 0,072 { 28.%) 27.6
50,00 0,178 + 0.069 ( 39.3) 1l4.4
70.00 0.051 % 0.033 { 64.%) 5.9
90.00 0.071 £+ 0.04C ( 57.3%) 8.6
110,00 0,091 +  0.048 { 53.%) 12.3
130,00 0,227 + 0.048 ( 21.%) 34,8
150,00 0,260 + 0.046 ( 18.3) 36,7
170.00 0274 + 0,049 ( 18.%) 38,2 __

TOTAL NET EVENTS= 203.2 % 7,0%



G- 4
Table G-1
{continued)
(o — O
81 30 ?2 30
CROSS SECTION & UNCERTAINTY  NET EVENTS
v MICROBARNS PER SR%#%2=RAD
10.00 0:283 + 0,067 { 240Z) 21.6
30.00 0.374 + 0,075 { 20.%) 30,0
50,00 0,321 * 0.074 { 23.3) 22.4
70.00 0.275 + 0,064 { 23.%2)  20.3
90.00 0,117 = C.046 { 39.%) 8.9
110,00 0,125 & 0,042 { 34.%) 10,3
130,00 0.364 + 0,071 ( 19.% 29,5
150,00 0,390 % 0,072 ( 19.%)  30.3
17C. 00 0,259 & 0.062 { 24.%)  20.5_
TOTAL NET EVENTS= 193.8 £ 5,5%
0y = 3k o, = 34
CROSS SECTION & UNCERTAINTY  NET EVENTS
Wy MICROBARNS PER SR*¥%*2=RAD
10,00 0.359 + 0,128 ( 36.%) 10.8
30,00 0.419 * 0.127 ( 30.%) 11,0
50, 00 0.386 + 0,129 ( 34.%3) 1l.1 -
70.C0 0.297 & 0.111 ( 37.%) 8.7
90.00 0.085 + 0,063 ( T4.%) 2.4 |
110,00 0.564 % 0.149 { 26.%) 15.7 S
130.00 0.447 &+ 0.131 ( 29.Z) 12,0 o
150,00 0,452 & 0,135 ( 30.%) 12.4
170.00 0,608 £ 0.153 { 25.%)

lé&Q_¢.
TOTAL NET EVENTS= 100.1 % 7.5%



Table G-=1
(continued)

10.00

30.00

50,00

T0.00

9C.00
110.00
130,00
150,00
170.00
190,00
210.00
230.00
250.00
270,00
29C.00
310.00
330,00
350,00

Wy
10.00
30,00
50.00
70,00
90,00

110,00
130,00
150,00
170.00
190.00
210,00
230.C0
250,00
270.00
290.00
31C.00
330.00
350.00

9,

= 237 =

= 18°

" CROSS SECTION

+ UNCERTAINTY

MICROBARNS PER SR**2=RAD

62 = 220
NET EVENTS

{ 57.%1) 14,7
{ 29.%) 276
{ 31.%) 25. 7
{ 44.%) 22.0
{ 63.%) 8.9
{ 36.%) 16.8
{ 22.%) 35.3
( 23.%) 40, 2
{ 22.%) 39.6
{ 47.3) 18,9
{ 36.%3) 16,2
{100.3}) 0.0
{119.%) 1.0
{100.%}) -0.3
{100.73) 1.0
{ 0.%) 0.0
{100.%) —l@3

{100.%3)

TOTAL NET EVENTS= 266 0% 11,9%

0.365 =2 0.208
0.430 % 0.123
0.433 = 0,133
0,173 %= 0,076
0,141 =% 0.089
0143 £ 0.052
0.261 % 0,057
0.289 =% 0.065
0.312 =% 0.069
0.203 2 0.095
0.279 ¢ 0,101
-0.,C11 ¢ <-0.011
0. 063 =% 0.075
—OeOOZ ﬁ —OeOOZ
0.015 = 0,015
0.0 + 0.0
-0,040 % -0.040
0.005 % 0.005
8y = 18°

CROSS SECTION
MICROBARNS

-0.001
0.253
0.245
00,118
0.083
0. 186
0.219
0.228
0.202
0.204

-0.008
O@O
0.0

o
L]
-
]

(ol e NoNe Ne)
oRoNoNeNal

T N N O N L R L LTt

&£ UNCERTAINTY

PER SR%*%2- RAD

~-0.001
0.130
0.082
0.048
0.056
0,050
0.051
0.075
0.173
0.176

-0.008
0.0

-3
-]
-]
©

;]

OOOOOO
OOOOOO

= (¢]
8, = 26 )
NET EVENTS

(IOOa%) -0,2

{ 51.%) 8.5

{ 34.%) 19.9

{ 41.3) 12.6

{ 67.%) 5.9

{ 27.38) 2202

{ 23.%) 237

{ 33.%) 21.5

{ 86.3) 6.7

{ 86.%) 6.1
{100.%) -1, 0

{ 2.%) 0.0

( 0.%) 0,0

{ 0.3} 0.0

{ 0.3} 0.0

{ 0.%) 0.0

{ 0.3} 0.0

{ 0.%) _Q&Q_ -

TOTAL NET EVENTS= 125.9 I 18,.3%



= 238 =

G - 6
Table G-=1
(continued)
- o = 0
@l 18 @2 30
) "CROSS SECTION # UNCERTAINTY  NET EVENTS
¥ MICROUBARNS PER SR#*%2<RAD
10,00 0.0 ¢ 0,0 ( 0.%) 0.0
30.00 0,046 + 0,046 {1003} 0.7
50,00 0,090 %+ 0.048 ( 53.%}) 6o 2
70.00 0,132 & 0,093 ( 70.%) 11.2
90,00 0,129 ¢+ 0,076 ( 59.%) 6o 4
110.00 0,087 + 0.08L { 93.%) 4o7
130,00 0,308 *+ 0.099 ( 32.%) 13.9
150,00 0184 & 0,109 ( 59.%) 9. 0
170,00 0.075 £ 0,055 { 73.%) 10.4
190,00 0.0 + 0.0 { 0.3) 0.0
210,00 0.0 + 0.0 { 0.%) 0.0
230.00 0.0 + 0.0 { 0.%) 0,0
250,00 0,0 £ 0.0 { 0.3) 0. 0
270,00 0.0 + 0.0 { 00%) 0,0
290.00 0. 0 + 0.0 { 0.3%) 0.0
310,00 0.0 + 0.0 ( 0.%) 0.0
330,00 0.0 + 0.0 { 0.%) 0.0
350,00 0.0 + 0.0 { 0.3) _0.0_
TOTAL NET EVENTS= 62.6 £ 21,3%
= o - o
9, = 22 0, = 26°
CROSS SECTION + UNCERTAINTY  NET EVENTS
Q% MICROBARNS PER SR¥%2<RAD
10.00 0,236 + 0,081 { 34,3} 22.6
30.00 0,251 + 0.059 { 24.%3) 34,9
500,00 0,177 + 0,049 [ 28,%) 23.8
70,00 0,198 + 0,047 ( 24.%) 28,0
90,00 0,112 + 0,036 { 33.%) 14.9
110,00 0,117 + 0,040 { 34.3) 1800
13C. 00 0,190 + 0,045 ( 24.%) 28,9
150,00 0,293 + 0,051 ( 17.%) 49,5
170,00 0.338 + 0,054 ( 16.%) 500 3
190.00 0,194 % 0,044 ( 23.%) 29.4
210,00 0.287 & 0,062 ( 22.%) 36,3
230,00 0,157 + 0,067 { 43.%) 14o1
250,00 0,342 & 0,186 ( 54.%) 6a7
270.00 0.Cl4 % 0,014 (100.%) 1. 8
290,00 0,173 #+ 0.141 ( 82.%) 2.8
310.00 0,029 + 0.020 ( 71.%) 2.0
330,00 0,075 + 0,103 (138.%) 0.6
350,00 Do164 % 0,092 ( 56.%)  14.8___
TOTAL NET EVENTS= 379.4 &£ 9,9%



- 239 -

Table G-1 G -7
(continued)
= 290 = 2n0
81 22 82 30
CROSS SECTION # UNCERTAINTY — NET EVENTS

Yy MICROBARNS PER SR#*%2=RAD

10,00 0,026 & 0,024 { 91.%) 4.9
30,00 0,278 + 0,079 { 28.%) 21. 6

50,00 0,202 + 0,050 ( 25.3) 21.3
70.00 0,133 + 0.044 ( 33.3) 13,6

90,00 0.CG80 + 0,030 { 38.%) 17.3
110.00 00168 % 0.045 ( 27.%) 21,0
130,00 0.185 + 0.048 { 26.3%) 21. 5
150,00 0.267 £ 0,058 ( 22.%) 29.7
170,00 0.311 + 0,066 ( 21.%) 29, 4
190, 00 0,242 + 0.074 ( 31.3) 22.2
210,00 0,404 + 06225 ( 5663) 10.4
230,00 0,102 * 0,093 ( 91.%) 1.7
250,00 0.0 £ 0,0 { 0.%) 0.0
270,00 0.0 + 0.0 { 0.%) 0,0
29C. 00 0,0 + 0.0 { 0.%) 0.0
310000 "'OaOOl 3_' "09001 (1000%) 000
330,00 0,0 + 0.0 { 0.%) 0.0
350,00 -0.036 £ -0.036 (100.%3) =1.0___

TOTAL NET EVENTS= 213.6 £ 12,7%
8 = 220 6, = 34°
CROSS SECTION + UNCERTAINTY  NET EVENTS.
(78 MICROBARNS PER SR¥#%2 =RAD

10,00 0.042 + 0,034 { 81.%) 1.8

30,00 O0.114 + 0.079 ({ 69.%) 3.3

50,00 0.087 + 0,077 ({ 88.%) 442

70,00 0o164 + 0.076 ( 47.%) 9, 3

90,00 0,135 % 0.080 { 59.%) 565
110,00 0,120 % 0.060 { 50.3) 405
130.00 0,110 + 0.054 { 49.%) 6o7
150,00 0,250 % 0,068 ( 27.%) 140 4
170.00 0,056 + 0,128 (229.3}) 560
190.00 0,083 + 06053 { 64.%) 3.3
210,00 0,023 & 0,023 (100.3%) 1.0
230,60 0.0 + 0.0 { 0.%) 0.0
2500(.0 Oeo i 090 ( Oe%) OoO
270.00 0.C + 0.0 ( 0.%) 0.0
290,00 0.0 + 0.0 { 0.3) 0.0
310,00 0.0 + 0.0 { 0.3) 0. 0
330,00 0.0 + 0.0 { 0.3) 0.0
350,00 0.0 + 0.0 ( 0.3V _0.0_

TOTAL NET EVENTS= 58,8 & 20.1%
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Table G=1
(continued)

= o = o
91 26 62 30

Q) . CROSS SECTION % UNCERTAINTY NET EVENTS
¥ MICROBARNS PER SR*%*2-RAD

10.00 0.287 + 0,061 ( 21l.%) 27.9
30,00 0,410 & 0,073 ( 18.%)  42.7
50.00 0,209 * 0,049 { 24.3) 22.4
70.00 0,207 * 0,045 ( 23.3%) 21e 4
90,00 0,114 + 0,036 ( 32.%) 12.9
110.C0 0.146 + 0,041 ( 28.%) 17.2
130.00 0.186 + 0,044 ( 23.%3) 24,0
150,00 0,289 + 0,056 ( 19.%3) 30,7
170.00 0,176 + 0,046 ( 2603%) 18, 4
190,00 0,250 + 0,051 { 20.3) 26,2
210.00 0,278 + 0,056 ( 20.3%) 31.6
230,00 0.182 & 0,047 ( 26.%) 22,3
250,00 0,156 + 0,054 ( 35,3 12.4
270.00 0,191 &  0,07C { 36.%) 1001
290,00 0,120 + 0,102 ( 85.3%) 2.3
310,00 0168 % 0.085 { 51.%) 7.0
330,00 0.202 + 0,078 ( 39.%) 1l.6
350,00 0,194 +  0.071 ( 36.%)  15.0_
TOTAL NET EVENTS= 356.1 £ 6,9%
8, = 26° 8, = 34°
) -~ CROSS SECTION £ UNCERTAINTY  NET EVENTS
¥ MICROBARNS PER SR*%2oRAD

10.00 0,122 %+ 0.064 ( 52.%) Tel
30.00 0.320 * 0,081 ( 25.%) 19,9
50, 00 0,151 % 0,062 { &41.3%) 10,7
70,00 0.195 + 0.064 ( 33.%) 11.4
90,00 0,201 ¢+ 0,060 { 30.%) 12.2
110.00 0.314 + 0.075 { 24.3) 18.9
130,00 0,174 + 0,066 ( 38.%) 8.1
150,00 0,217 + G.062 { 29.3) 15.4
17€.00 0,137 £ 0,054 { 39,3%) 13. 8
190,00 0.243 % 0,071 { 29.%) 1l6.4
210,00 0.331 + 0,085 ( 260.%) 21.7
230,00 0,269 ¢ 0.078 ( 29.%) 13. 7
250,00 0,243 % 0,109 ( 45.3) Tot
27C.00 0,110 + 0,064 ( 58.%) 7.0
290,00 0.160 % 0,137 { 85.%) 3.4
310.00 0,071 + 0,071 (100.%) lo4
330,00 0,085 + 0,057 ( 67.%3) 4, 0
350,00 0,266 + 0,197 ( 74.%)

_&&£.$.
TOTAL NET EVENTS= 196.8 £ 10.3%



Table G=1
(continued)

Vs
10.00
30,00
50.00
70.00
90.00

110.00
130.00
150.00
170.00
190.00
210.00
230.00
25C.00
270.00
29C.00
310,00
330,00
350.00

W
16.00
30.00
50,00
70,00
90,00

110.00
130.00
150,00
170.00
190,00
210.00
230.00
250,00
270.00
290.00
310,00
330. 00
350,00

= 24]1 =

!&0
NET EVENTS

12,2
12.9
14@6
6.9
9.5
10.1
14.7
15. 7
17.4
15. 7
20,8
17.8
13.9
4.8
14. 9
13.1
19.1
110 __

TOTAL NET EVENTS= 244.9 5.699%

NET EVENTS ~

-3 o

QO OOO0OOO0CO~WNWWMmNNDNDO
(-]
r3c>o<>c>o<3c>0<3u1m<3u:ot»c>o

-] [ -]

© 06 o ©6 © g

= 10° -
@1 30 8, = 3
-CROSS SECTION + UNCERTAINTY
MICROBARNS PER SR¥%2<RAD
0.261 ¢ 0.090 { 34.%)
0,277 * 0.082 ({ 29.%)
0,307 + 0.090 ( 29.%)
0.145 & 0,062 { 43.3%)
0,198 * 0,067 { 34.%)
0,217 ¢ 0,073 ( 33.%)
0.262 # 0,077 { 29.%)
0,334 + 0,087 { 26.3)
0.372 + 0,092 { 25.%)
0.335 2 0.086 ( 26.%)
0,438 + 0.098 ( 22.%)
0.377 + 0.094 { 25.%)
0,293 % 0.090 ( 31.%)
0.125 = 0,063 ( 50.3)
0,322 # 0.092 ( 29.3)
0.316 % 0,094 ( 30.%)
0.386 + 0,096 { 25.%)
0,239 + 0,080 ( 34.%)
8, = 38° 6, = 22°
CROSS SECTION + UNCERTAINTY
MICROBARNS PER SR¥*%2 =RAD
0.0 + 0.0 { 0.%)
0,249 + 0,286 (115.3)
0.215 =% 0,188 ( 88.%)
0,105 ¢ 0.109 (104.%)
0,050 =+ 0,063 (126.3)
0.208 + 0,128 ( 62.%}
0,262 * 0,163 { 62.%3)
0,174 % 0,136 { 78.3%)
0,239 % 0.175 ( 73.3)
0.175 & 0,205 ({(117.3)
0.0 + 0.0 { 0.%)
0.0 + 0.0 { 0.3)
0,0 * 0.0 { 0.%3)
0.0 + 0,0 { 0.%)
0.0 + 0.0 { 0.%)
0,0 + 0.0 ( 0.3)
0.0 + 0.0 { 0.%)
0.0 + 0,0 { 0.%)
TOTAL

Qe -
NET EVENTS= 20.9 £ 30.8%



Table G-1
(continue

Y
10.00
30.00
50.00
70.00
90,00

110.00
130.00
150,00
170.00
190,00
210,00
23C. 00
250,00
270.00
290,00
310.00
330.00
350.C0

Ve
10.00
30,00
50,00
70.00
90. 00

110,920
130.00
150,00
170.00
190. 00
210,00
230,00
250.00
270.00
290,00
310.00
330,00
350.00

= 242 =

G - 10
d)
= o = 0
8, = 38 6, = 26
. CROSS SECTION # UNCERTAINTY  NET EVENTS

MICROBARNS PER SR&%2~RAD
0.643 & 0,320 ( 50.%) 10.7
0.356 * 0.124 { 35.%) 8.7
0.494 * 0,145 ( 29.%) 11.8
0.285 + 0,111 ( 39.%) 6. 8
0,331 &£ 0.131 ({ 40.%) 8.0
0.239 % 0.104 ( 440%) 5.7
0.212 &+ 0.095 { 45.%) 5. 0
0,184 + 0,097 {°53.%) 4.0
0,021 + 0,043 (208.%) 0.5
00225 &+ 0,103 ( 46.%) 50
0,577 & 0.250 ( 43.%) 8.5
0.165 + 0,166 (100.%) 2.0
0.359 & 0,252 { 70.%) 5.0
0,084 # 0,101 (121.%) 0.8
0.407 + 0316 { 78.%) 500
0.0 + 0.0 ( 0.3} 0.0

-0,007 & 0,007 (107.%) =0.2
0,118 & 0.073 ( 62.3) _2.8___

TOTAL NET EVENTS= 90,2 £ 14.7%
8, = 38° 6, = 30°
CROSS SECTION + UNCERTAINTY  NET EVENTS”

MICROBARNS PER SR*%2 <RAD
0.835 & 0,208 { 25.%3) 1606
0,278 &  0.123 ({ 44.%) 5. 6
0,200 + 0.100 { 50.3) 4,0
0.456 + 0.159 { 35.%) 9, 2
0.300 + 0,123 { 41.3) 640
09299 ﬁ 06122 ( 41@%’ 690'
0,249 & 0,112 ( 45.%) 50 0
0.328 %+ 0,133 ( 41.%) 6.6
0.384 + 0.144 ( 37.%) 706
0.178 & 0,101 { 57.%) 3. 6
0,178 & 0,101 { 57.%) 3,6
0.560 *+ 0,175 ( 31.%) 1l.2
0.263 + 0,127 { 48.%) 562
0,369 + 0,134 ( 36.3) To 4
0,423 + 0.152 ( 36.3%) 8.0
0s417 % 0o170 ( 41.%) 7.0
0,263 ¢ 0.152 ( 58.%) 5e 2
0.356 & 0.143 ( 40.3%) 122

5

TOTAL NET EVENTS= 125.0  9,4%



Table G=1
(continued)

Yy
10.00
30.00
50.00
70.00
90,00

110.00
130. 00
150.00
170.00
190.00
210.00
230.00
250,00
270.00
290.00
310.00
330,00
350, 00

= 243 -

G =11

el = 380

CROSS SECTION

0.878
0.679
0.535
0,094
0,361
0.519
0. 407
0.369
0.425
0.361
0.876
0,094
0.609
0.546
0,279
0.456
0.812
1,489

L L A L N E N o o O PR L P PRy T

82 == 31,’0

+ UNCERTAINTY
MICROBARNS PER SR*#2-RAD

0.290
0.265
0.218
0,094
0.180
0.226
0.208
0.185
0.205
0.181
0.288
.0.094%
0.245
0,223
0.161
0.204
0.271
0.378

16.
TOTAL NET EVENTS= 107,

{ 33.%)
{ 39.%)
{ 41.%)
(100.%)
50.%)
44.3%)
51.%)
50,3}
48.%)
50.7%)
{ 33.%3)
(100.%)
{ 40.%)
{ 41.%)
{ 58.%)
{ 45.%)
{ 33.3)
{ 25.%)

oy PN e, ST S gy

NET EVENTS

PU POy O
e ¢ 6 © o © ¢

]

¢ o © o o
[ulOOOONONJONO\nNOOOUJQ

OV W O s OB
-]

O

N,
N



= 24h =
G - 12

Table G=2

Summary of d0  Cross Sections

Crawy:Fomy
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Table G-2 G- 13

@l = 180 92 = 180

3, C.RGSS SECTION & UNCERTAINTY NET EVENTS
MICROBARNS PER SR¥*%2 ;

0.10 1.634 % 0.475 { 29.%) 29. 6
0.30 1,830 2% 0,458 { 25.3) 40,6
0.50 2:552 % 0.493 ( 19.%) 55.4
0.70 1.925 + 0.406 { 21.3) 42,8
0.90 0.776 % 0411 ( 53.%3) 13,7
1.10 0,160 + 0,256 {160.%) 3.2
1.30 -0.088 % 0,294 (335,%) -l.l
1050 -00295 i 00218 ( 749%) "301
1. 70 0.0 + 0.0 { 0.%) 0.0
1.90 0.0 £+ 0.0 ( 0.3 _02.0___
TOTAL NET EVENTS= 181.1 ¥ 13.0%
6y = 18° 6, = 220
g CROSS SECTION & UNCERTAINTY  NET EVENTS
r MICROBARNS PER SR¥#*2
0.10 1,429 & 0.256 ( 18.%) 8305
C. 30 1,421 * 00248 ( 17.%)  78.9
0.50 16324 + 0.239 ( 18.%) 71.9
0.70 1.194 % 0.235 ( 20.3) 62.4
0.90 0.670 + 0.278 ( 42.%) 24,9
1.10 0o427 % 0,203 { 48.%) 1502
1.30 0.518 £ 0.253 ( 49.,3) 12.6
1.50 0,156 % 0.098 ( 63.3%) 409
1. 70 0.0 + 0.0 { 0.%) 0.0
1.90 0.0 ¥ 0.0 { 0.3} _0Q.0___
TOTAL NET EVENTS= 354.3 & 9,29
8 = 22° 6, = 22°

& CROSS SECTION & UNCERTAINTY  NET EVENTS
r MICROBARNS PER SR*%2

0.10 1,946 + 0,299 ( 15.3)  74.9
0.30 0,935 % 0.244 ( 260%3) 39,0
0,50 1.472 & 0,277 ( 19.3) 62,7
0.70 1,374 % 0,239 ( 17.3) 5849
0.90 0,607 + 0,189 ( 31.8)  25.3
1.10 0,193 + 0,147 ( T6.%) 8o3
1,30 0,099 * 0,123 (124.%) 442
1.50 -0.078 + 0.047 { 61.3) =-3,2
1.70 0,0 + 0.0 ( 0.3) 0.0
1.90 0.0 £ 0.0 ( 0e%) _0s0 __
TOTAL NET EVENTS= 270.2 % 9,1%



= 246 -

Table G=2 G - 14
(continued)
= 180 = o4O
81 18 62 26
CROSS SECTION ¢ UNCERTAINTY  NET EVENTS
®r MICROBARNS PER SR#*%2
0. 10 1,282 & 0,240 ( 19.%3) 52.7
0.30 0e741 * 0,222 ( 30.%) 30,0
0.50 0,818 + 0,259 ( 32.3) 28.1
0. 70 0,953 * 0,258 { 27.%) 28.9
0,90 0,934 £ 0.283 { 30.%) 245
1,10 0203 & 0,236 (116.%) 0.5
1,30 0.043 % 0,043 (100.%) 0.6
1.50 -0.013 % =0,013 (100.3) =0.5
1.70 0.0 £ 0.0 { 0.2} 0.0
1.90 0.0 & 0.0 { 0.%3) _0.0 __
TOTAL NET EVENTS= 164.7 T 12,4%
8, = 18° e, = 30°
@ CROSS SECTION + UNCERTAINTY  NET EVENTS
r MICROBARNS PER SR#*%2
0,10 1,301 &+ 0,318 ( 24.3) 22,2
0.30 0,931 + 0,307 ( 33.%) 16. 4
0.50 1.299 %+ 0,431 ( 33.%) 17.9
0.70 0,577 + 0,281 ( 49.3) 8o4
0.90 0,148 &  0.303 (204.3%) 1.8
1,10 0,154 + 0,217 {(142.%) 0.9
1.30 0.261 & 0.336 (129,%) 1o 7
1950 "00011 i "OeOll (100@%) -0@1
1,70 0.0 £ 0.0 {  0.%) 0. 0
1,90 0.0 + 0.0 { 0.3) _0.0___
TOTAL NET EVENTS= 69,2 ¥ 18,1%
8 = 22° 0, = 26°
p_ CROSS SECTION & UNCERTAINTY  NET EVENTS
r MICROBARNS PER SR*%2
0.10 1475 %+ 0.176 { 12.%) 118.8
0.30 1,387 + 0.164 ( 12.%2) 119.5
0.50 1,306 + 0,162 ( 12.%) 105.1
0.70 0,631 % 00153 ( 24.3)  47.7
0,90 0,608 + 0,129 ({ 21.%2) 46,1
1,10 0,260 & 0,119 ( 46.8) 14,7
1.30 0,235 % 0.138 ( 59,3%) 0,8
1.50 0,103 + 0,096 ( 93.3) 3.7
1,70 0.C + 0,0 ( 0.3 0,0
1.90 0o 0 + 0.0 { 003)  _Qu0___

TOTAL NET EVENTS= 456.5 ¥ 6,8%

°
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Table G=2 G - 15
(continued) o o
6, = 26 8, = 26
g CROSS SECTION & UNCERTAINTY  NET EVENTS
r MICRDBARNS PER SR#*%2
0,10 - 16267 + 00198 { 16.3) 63.4
0.30 1,282 + 00210 ( 16.3) 65,0
0.50 1.056 + 0,191 { 18.%) 52.6
0,70 1,152 %+ 0,194 { 17.8) 55,5
0,90 0.573 + 0,171 { 30.2) 26.4
1.10 00112 + 0,132 (117.%) 4o 7
1030 _Oe156 -_G—. 09086 ( 55@23 "'697
1.50 0,013 + 0,048 (356.%) . 0.6
1.70 0.0 £ 0.0 ( 0.%2) 0.0
1.90 0.0 4+ 0.0 { 0.3) _Q.0_ .
TOTAL NET EVENTS= 26l.4 % 8.7%
= o 0
8 = 22 0, = 30
g CROSS SECTION + UNCERTAINTY  NET EVENTS
r MICROBARNS PER SR#*%2
0,10 1,279 £ 0.206 { 16.3) 64.1
0,30 1450 %+ 0,203 ( 14.%)  77.3
0.50 1162 + 0,203 ( 18.%) 52,5
0.70 0.947 + 00165 ( 17.%) 43,5
0,90 0,522 #* 0,153 ( 29.3) 2l.4
1.10 0,213 % 0,126 { 59,%) 9,3
1,30 00254 + Oold4 { 57.3%) 60 9
1.50 0,100 % 0,179 (180.%) 1.2
1.70 -0,035 % =0,035 (100.%) =1,0 )
1.90 0.C + 0,0 { 0.%) 0,0
TOTAL NET EVENTS= 275.3 + 8.4%
= O 0
6, = 22 6, = 34
g CROSS SECTION & UNCERTAINTY  NET EVENTS
T MICROBARNS PER SR¥*%2
0,10 1,165 +  0.279 ( 246%) 23,5
0.30 0.801 & 0.224 { 28.%3) 19,5
0.50 0.897 + 0.314 ( 35.,%) 16. 3
0. 70 0.312 + 0,248, ( 79.%) 501
0.90 0,348 + 00269 { T7.%) 3,8
1.10 0:622 % 0,273 { 44.3) 6.8
1.30 0,052 + 0,052 {100.%) =07
1.59 ~0.170 % =-0,170 (100.%3) =2.0
1.70 0.0 + 0,0 { 0.%) 0,0
1.90 0.0 + 0.0 { 0.2) _Qa0___
3 £ 17.0%

TOTAL NET EVENTS= 72,
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Table Ge2 G - 16
(continued)

8, = 26° 6, = 30°

3 CROSS SECTION # UNCERTAINTY  NET EVENTS
r MICROBARNS PER SR*%2

C.10 16514 + 0.158 { 10.3) 117.6
0,30 1.502 + 0,159 ( 11.%2) 115.2
0.50 1,270 £ 0,149 { 12.,%) 91.0
0. 70 0,917 % 0,130 ( 14.%3)  65.1
0,90 0.496 £ 0.114 { 23.3) 33,7
1,10 0,235 % 0,096 ( 41l.3) 14,7
1030 —0.009 & =0.009 (100.3) ~l.2
1.50 0,079 % 0,038 { 48.%) 52
1. 70 0.0 + 0.0 { 0.%) 0.0
1.90 0.0 R 0.0 { 0.3} 0,0 __
TOTAL NET EVENTS= 441.3 ¥ 5,6%
8; = 30° 8, = 30°
@ CROSS SECTION + UNCERTAINTY  NET EVENTS
r MICROBARNS PER SR#%2
0,10 1,998 + 0.263 { 13.3) 62.1
0.30 1895 £ 0,271 ( 14.%) 60.1
0,50 1946 + 04265 ( l14.3) 57.9
0,70 1,129 % 0,228 ( 20.3)  31.9
0.90 0:569 % 0.174 { 31.3) 15.6
1.10 0,195 + 0,128 ( 65.%) 562
1,30 ~0.015 % 0,058 {395.%) =0.4
150 ~0.008 + 0,008 (103.%8) ~=0.2
1.70 0.0 + 0,0 { 0.%) 0. 0
1. 90 0,0 +  G.0 {( 0.%)  _0.0_
TOTAL NET EVENTS= 232,2 < 7.3%
8, = 26° 6, = 34°
g CROSS SECTION & UNCERTAINTY  NET EVENTS
r MICROBARNS PER SR¥%2 :
0,10 1.676 & 0240 { 14.%) 6607
0,30 1,649 % 0.232 ( 14.%) 61.6
0.50 1,172 & 0,185 { 16.3) 52.6
0.70 1,110 % 0,189 { 17.%)  40.7
0,90 0,307 £ 0,129 ( 42.%) 1408
1,10 0,062 & 0,107 {171.3) 20 %
1,30 0.00L + 0.001 (100.%) 0.5
1,50 0,037 & 0,103 (280.%) 0.9
1.70 0.0 £ 0.0 ( 0.2) 0.0
1,90 0.0 £ 0.0 ( 0.2)  _0.0 __
.~ TOTAL NET EVENTS= 240.1 % 7,89
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Table G=2 G 17
(continued)
6, = 30° 6, = 34°
B CROSS SECTION # UNCERTAINTY NET EVENTS
r MICRUBARNS PER SR%%2

S 0.10 ¢ 1,971 % 0,247 ( 13.%) 750 3
0.30 1,898 <+ 0.244 ( 13.%) 72.0
0.50 1.760 * 0.229 { 13.%) 65,9
0.70 1.180 = 0,190 { 16.3) 44,3
0.90 0.676 # 0160 { 24.%) 26,0
1,10 0,374 < 0.130 ( 35.%) 13,0
1. 30 0.016 =+ 0,016 (100.%) 0.4
1,50 0,105 ¢ 0105 ({100.%) 0.0
1. 70 0.0 + 0.0 { 0.3) 0.0

e 1090 Oeo f 090 ( Ooz) _Q&Q— .

TOTAL NET EVENTS= 296.9 ¥ 6,4%
& CROSS SECTIOM + UNCERTAINTY NET EVENTS
r MICROBARNS PER SR**2

0,10 2.614 % 0.507 { 19.3%} 28.5
0.30 3,217 % 0,555 { 17.%) 340 4
0.50 2,820 ¢ 0,537 ( 19.3%) 29.5
0.70 2,438 % 0,491 ( 20.3) 25. &
0. 90 0935 + 0,312 ( 33.3%) 9, 0
1.10 0,207 = 0.146 { T1l.3) 2.0
1. 30 0.339 # 0.227 { 6T7.3%) 3.1
1.50 0,0 + 0.0 { «3) 0,0
1570 000 _"e: an ( O@%B 090 -

- 1090 000 f‘; Ooo ( OG%B

=00 __
TOTAL NET EVENTS= 131.9 % 8,9%

e, = 38° 8, = 22°
B CROSS SECTION £ UNCERTAINTY NET EVENTS
r MICROBARNS PER SR*%2

- 0. 10 1.119 ¢ 0,502 ( 45.%) 6.3
0930 15020 i 05424 ( IfZeZ) 7@3
0.50 0. 859 % 0,609 ([ 71.%) 3.0
0. 70 1.879 2 0.873 ( 46.73) 7.3
0.90 0.303 ¢ 0,319 (105.%) 1.0
1.10 -0.077 % 0,086 (112.%) -0, 2
1.30 0.507 2% 0.638 (12663%) 1.8
1,50 0.0 * 0.0 { 0.%) 0.0
1. 70 -0.081 & 0,115 ({141.%) =0.2
1.90 0.0 * 0.0 { 0.%) Q.0

TOTAL NET EVENTS= 2601 % 26.2%



Table (=2
(continued) G - 18
o, = 389 8, = 26°
g CROSS SECTION & UNCERTAINTY  NET EVENTS
r MICROBARNS PER SR%%2
0.10 1.595 + 00373 { 23.3) 21.7
0.30 2.121 % 00429 ( 20.3) 28,2
0.50 2,090 ¥  0.4l7 { 20.%) 29.4
0,70 1o615 + 00369 ( 23.%) 21.3
0.90 1163 + 0,311 ( 27.%) 15.5
1,10 0,215 + 0,196 ( 91.%) 2.5
1.30 ~0.043 + 0,096 (2260%2) =0.7
1.50 -0.012 % 0,013 (110.%3) -0.2
1.70 0.0 + 0.0 { 0.%) 0.0
1.90 0.0 £ 0.0 { 0.%3) _0,0 __
TOTAL NET EVENTS= 117.7 ¢ 10.1%
8, = 38° 8, = 30°
CROSS SECTION #+ UNCERTAINTY  NET EVENTS
&y MICROBARNS PER SR#*#*2
0.10 2,047 + 0381 ( 19.3)  34.2
0.30 2,873 + 00442 ( 15.3) 4602
0.50 1,946 % 0364 { 19.%) 31,6
0.70 1,659 + 0,332 ( 20.3) 26,2
0.90 1,211 %+ 0,277 ( 23.%) 20.2
1.10 0.509 + 0,210 { 41.%) 8o 0
1.30 -0,012 + 0,078 (642.%) =002
1.50 00111 + 0,103 ( 92.%) lo6
1.70 0.0 + 0.0 { 0.3) 00 0 )
1.90 0.0 + 0,0 ( 0.%)  _0Qa.0_
TOTAL NET EVENTS= 167.8 % 8.2%
6 = 38° 8, = 34°
5 CROSS SECTION + UNCERTAINTY  NET EVENTS
r MICROBARNS PER SR*%2
0.10 3,582 & 00631 ( 18.%) 32,7
0.30 3,376 & 00633 { 19.3) 29,3
0,50 3,700 + 00645 { 17.%) 34,7
0,70 2,656 + 0,575 { 22.3) 22.9
0.90 1,400 + 00417 ( 30¢%3) 11,7
1.10. 1.254 & 0.415 { 33.3) 10.2
1,30 0368 % 0,213 ( 58.%) 3,0
1050 "03043 i 09044 (101og) "Oo3
1.70 -0.065 + 0,065 (100.3) =045
1.90 0.0 % 0.0 { 0.3%3) De0

TOTAL NET EVENTS= 143,6 £ 8.6%
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Table G=3

Summary of HG%%%E Cross Sections
From a Preliminary Analysis®

€,-65 Experiment Theory Number
deg. )Jb/rad2 pb/rad2 Ratio - 1 of Events
18-18 0,296 £ 0,046 0.368 -0.20 £ 0,13 97
18-22 0,296 £ 0,030 0.340 -0.13 £ 0.09 213
22-22 0.314 ¥ 0,026 0.350 -0.10 ¥ 0,08 262
18-26 0.160 £ 0,029 0.300 -0.47 £ 0,10 93
18-30 0.217 £ 0.064 0,263 -0.17 £ 0,25 22
22-26 0.348 £ 0,022 0.342 0.02 * 0,07 525
26-26 0.331 £ 0,024 0.363 -0.,09 £ 0,07 314
22-30 0,301 £ 0,026 0.325 -0,07 £ 0,09 234
22-34 0.175 £ 0.032 0.308 -0.43 £ 0,11 L7
26-30 0.317 ¥ 0.020 0.370 -0,14 £ 0,06 L65
30-30 0.434 £ 0,032 0.401 0.08 £ 0.09 253
26=34 0.354 £ 0,026 0.370 -0.04 = 0,08 267
30-34 0.387 £ 0,028 0.424 -0.09 £ 0,07 316
34-34 0.473 £ 0,053 O.L74 -0.00 £ 0,13 116
3822 0.238 * 0,079 0.295 -0.19 = 0,27 12
38-26 0.404 £ 0,049 0.372 0.09 £ 0,14 96
38-30 0.429 £ 0,042 0.460 -0.,07 ¥ 0,10 157

Weighted Average Value of (Ratio-l) = -0,097 t 0.022

* These are results published in Ref. 70. The analysis
procedure used was completely different from that de-
scribed in the thesis, and only part of the events in
each angular bin were retained. Uncertainty in nor-

. malization was ¥ 10%. Error for uncertainty in the . - .
energy thresholds is not included (See Table 16). In
the analysis presented earlier in the thesis, one data
tape containing ~7% of all PP¥ events was damaged and
could not be processed and limits placed on wire chamber
coordinates eliminated an additional 5 - 10% of all
events,




