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ABSTRACT 

 

 

Examining the dynamics pertaining to the storage of water in different watershed zones, and its release 

from these zones, is essential, not only for better hydrological process understanding, but also for 

biogeochemical reasons. When it comes to the release of water from storage zones, two main types of 

dynamics are generally considered; (1) active storage release dynamics, which relate to the fast release 

and transfer of water from surface and near surface sources, and (2) passive storage release dynamics, 

which rather refer to the slow release and transfer of water from the saturated zone to streams. While the 

literature is rich in theoretical, field and modelling studies targeting the assessment of water storage and 

release dynamics, few have attempted to compare several different storage assessment approaches at the 

same site,  i.e., approaches that involve the use of hydrometric data only, approaches that involve the use 

of isotopic data only, and approaches that combine both. The extent to which those different approaches 

provide consistent information about the hydrological behavior of a given watershed is not routinely 

examined. Undertaking a study of this nature in the Canadian prairie region is especially important in 

view of the numerous surface storage depressions that are naturally present, the man-made ponds built 

for stormwater control purposes, and the many bridges and ditches that all together modify the release 

and transport of water to streams in ways that are not yet fully understood. In this PhD work, a study was 

undertaken to assess water storage and release dynamics within a nested system of eight prairie 

watersheds located in Manitoba, Canada. The physiographic diversity of the nested watersheds is such 

that six of the watershed outlets are located above a fractured escarpment, one is located right at the edge 

of the escarpment while the last one is located below the escarpment. Hydrometric data analysis was first 

used to define the storage release dynamics in a qualitative manner. Results from the hydrometric 

approach, though quite inconclusive at many of the studied outlets, was essential in putting forward a 



 

 

 

ii 

 

hypothesis about the possible piston flow transport of water at the edge of the escarpment. Notably, flow 

duration curves and aridity index approaches failed to provide much relevant information about the 

storage and release dynamics in the watersheds. Furthermore, high runoff ratios were at odds with high 

baseflow index values observed at the edge of the escarpment. The piston-flow hypothesis was further 

validated with an isotope-based assessment of water storage and release dynamics across the study 

watershed outlets. Very high fractions of old water, coupled with very short mean transit times at the 

edge of the escarpment, suggested a quick transmission of passive stores of old water in response to input 

precipitation. This behavior observed at the edge of the escarpment is consistent with response 

mechanisms akin to water pressure propagation. Through the synthesis of hydrometric data analysis 

results and isotopic data analysis results, a conceptual framework detailing the dominant flow processes 

prevailing in each of the studied watersheds has been suggested – with watersheds located above the 

escarpment experiencing dominant flow processes consistent with Hortonian overland flow while those 

located at the edge and below the escarpment experience vertical percolation of water and deep 

groundwater upwelling, respectively. This study showed value in combining many different assessment 

approaches when characterizing water storage and release dynamics, as the plausibility of different 

hypotheses could be evaluated on the basis of convergent and divergent conclusions reached via different 

assessment approaches. 
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CHAPTER 1: BACKGROUND AND MOTIVATION 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

2 

 

1.1 Introduction to water storage and release dynamics in watersheds 

 

 Understanding the transformation of precipitation into runoff is one of the primary goals of 

hydrology. Runoff is produced in response to a precipitation event and will typically be composed of not 

only water that already existed in the watershed before the onset of the current precipitation event, but 

also newly introduced water; the latter either infiltrates the soil and flows in the subsurface to join 

streams, or it flows overland into streams due to saturation-excess or infiltration-excess processes (e.g., 

Brooks et al., 2012; McDonnell, 2013). Water entering a watershed at one point is composed of water 

molecules that move with varying velocities, taking different flowpaths and hence spending different 

amounts of time in the watershed before reaching the outlet (McGuire and McDonnell, 2006). 

Subsequent pulses of introduced water can exhibit totally different flow characteristics and pathway 

behaviours. Thus, for similar precipitation events occurring at different times, the amount of water 

discharged to the outlet and associated flow characteristics are expected to vary.  

Watershed hydrologic response to incoming water and energy fluxes is complex and highly 

nonlinear. This nonlinearity stems from, among other things, the fact that different flowpaths are active 

depending on water storage conditions (Heidbuchel et al., 2012). When water storage is low (compared 

to storage capacity), most incoming precipitation will go into satisfying the storage deficit after losses to 

evapotranspiration, and thus runoff response is minimal. When storage is high, infiltrating water can 

move quickly to saturated storage where it increases hydraulic head, inducing rapid evacuation of 

previously stored water (Sklash and Farvolden, 1979; McDonnell, 1990). At the same time, areas with 

near-saturated surface soils close to the channel network can cause saturation-excess overland flow and 

return flow during storm runoff (Dunne and Black, 1970). Under these conditions, the runoff response 

will be high. The occurrence of infiltration-excess overland flow during precipitation events of high 

intensity adds to the nonlinear nature of watershed response (Heidbuchel et al., 2012). In a nutshell, the 
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response of a watershed to introduced precipitation is dependent on, but not limited to, a combination 

and/or interplay of the following: 1) the amount of water already in storage in the vadose and saturated 

zones of the watershed, 2) the nature (whether snow or rain) and characteristics (such as intensity and 

duration) of introduced precipitation, 3) the type and amount of vegetation as well as the climatic 

conditions (these determine evapotranspiration), 4) the nature and characteristic of geologic formations 

in the watershed, 5) other landscape characteristics such as topography, and 6) the time of the year (i.e., 

season). 

 It is essential to examine the water storage and release characteristics of a watershed and, 

whenever possible, devise ways of estimating how much storage there is. This is important in 

understanding environmental water management issues related to diffuse pollution and nutrient transport 

to streams, clean-up times from pollution events, and flood prediction. Birkel et al. (2011) and 

Heidbuchel et al. (2012) have categorised watershed storage into two forms: 1) active or dynamic storage, 

that corresponds to the near-surface, short duration storage of rainwater or meltwater that can be released 

quickly as surface or near-surface runoff during events; and 2) passive storage, that corresponds to the 

long-duration and persistent storage of water in the saturated zone and is mainly associated with 

baseflow. Prior to that, Black (1997) and others had described the different types of water storage zones 

that coexist in a given landscape: storage on vegetation (canopy storage), in snowpacks, in small 

topographic depressions and wetlands, as well as in soils and bedrocks. It should be noted that even 

though many classification schemes refer to water storage zones as discrete entities, in reality these zones 

exist along a continuum, making it difficult to distinguish them. This is also true for water storage and 

release dynamics where “old” and “new” water may not have a clearly distinguishable age threshold 

above and below which they qualify as old or new.  

 Attempts have been made, with the use of large satellite-derived measurements (e.g., GRACE, 

see Rodell et al., 2009), to estimate storage and storage changes in watersheds. The use of other 
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conventional methods, in comparison to estimating water fluxes, can be challenging, thus making the 

study of watershed storage a difficult task until it recently started gaining grounds in watershed science 

(McNamara et al., 2011).  This is mainly due to the fact that storage is characterised by marked spatial 

heterogeneity, thus making it difficult to perform point-scale measurements and then extrapolate them to 

the watershed scale (Spence, 2007; Soulsby et al., 2008; Seyfried et al., 2009). Inasmuch as it is becoming 

obsolete to effectively characterize a watershed by a fixed unit hydrograph (Brutsaert, 2005), it is often 

thought that watershed storage is greater than that which can be inferred solely by traditional hydrometric 

data analyses (Barnes and Bonell, 1996). For example, calculation of the annual water balance using 

hydrometric data alone may only illustrate changes in dynamic storage, which may be far less than the 

conservative tracer-inferred total storage (Soulsby et al., 2010). This brings to the fore the importance of 

the use of environmental tracers in watershed hydrology. Stable isotopes of oxygen and hydrogen (18O, 

16O, 2H and 1H), which are part of the water molecule, have served as excellent tracers for several decades 

(Sklash and Farvolden, 1979; McDonnell, 1990; McGuire and McDonnell, 2006). Their use in hydrology 

has been effective in identifying source areas of water and water flowpaths from various storage zones 

(e.g., Ogunkoya and Jenkins, 1994; McDonnell, 2003; McDonnell et al., 2010; Klaus and McDonnell, 

2013). 

 In recent years, several studies have aimed at presenting a better understanding of watershed scale 

storage dynamics in hilly to steep and/or quasi-pristine watersheds (Birkel et al., 2011; Tetzlaff et 

al.,2011; Heidbuchel et al., 2012) but not much has been investigated in Canadian prairie watersheds. 

The Canadian prairies, which stretch across the provinces of Alberta, Saskatchewan and Manitoba do 

not function the same way as high-relief, pristine watersheds. According to Fang et al. (2007), the 

Canadian prairies are characterised by a long cold winter period (greater than five months) as well as 

heterogeneous snowpacks that cover most of the land surface and flow channels over most of that period. 

The snowmelt period lasts for a relatively short period of time. After rainfall, flow is driven not by slope 
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gradient but often by a fill-and-spill runoff mechanism, especially in the Prairie Pothole Region that 

spans Saskatchewan as well as Western Manitoba. Coming towards Central Manitoba and to the east of 

it, however, potholes are essentially nonexistent over the flat terrain, thus making the dynamics of flow 

even more complex. The central and eastern portions of the Canadian prairies are characterized by rolling 

to flat topography, many forested riparian areas, and a sub-humid to semi-arid climatic regime with 

alternating years of floods and droughts. The region is further impacted by many man-made stormwater 

control structures such as drainage ditches, farm dams, and drained wetlands. These peculiar features of 

the prairie landscape strengthen the argument towards conducting research that will enhance our 

understanding of surface and subsurface flow characteristics emanating from water storage and release 

dynamics in the region. 

1.2 Thesis research objectives 

 

 This Ph.D. thesis focuses on water storage and release dynamics in a prairie watershed. It is 

guided by the following three major research objectives that have yet to be addressed in cold prairie 

regions, namely to: 

1) formulate a qualitative baseline contextualisation of water storage and release dynamics using 

hydrometric data; 

2) determine the fractions of "new" and "old" water in event hydrographs in order to infer 

dominant runoff pathways (i.e., surface versus shallow and deep subsurface flowpaths) and their 

spatiotemporal variability; and 

3) determine the mean transit time (MTT) of water and assess if the water age and transit time 

estimation methods that are widely used in high-relief watersheds are also applicable in a prairie 

context. 

Detailed justifications for those three thesis objectives are provided in the next section.  
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1.3 Rationale behind the thesis research objectives 

 

Thesis objective #1: formulate a qualitative baseline contextualisation of water storage and release 

dynamics using hydrometric data 

 Hydrometric approaches, mainly involving the use of precipitation and streamflow time series 

data, have been key to our understanding of watershed functioning and processes over the past decades 

(Stahl et al., 2010; Wilson et al., 2010; Karlsson et al., 2014). Various analyses have been conducted 

with the aid of hydrometric data to help understand hydrologic systems but their use for quantifying 

watershed water storage and release dynamics is relatively limited. Recent attempts at using hydrometric 

data to help contextualise watershed water storage and release dynamics have involved analyses targeted 

at baseflow separation and computations of baseflow indices on mainly seasonal and annual timescales 

(Yaeger et al., 2012; Buttle, 2016; Miller et al., 2016). Other approaches included analyses of seasonal 

and annual runoff ratios, flow duration curves, and the superimposition of these results on climate indices 

such as the aridity index, the seasonality index, etc. (e.g., Yuan et al., 2001; Baltas et al., 2007; 

McNamara et al., 2011; Cheng et al., 2012; Coopersmith et al., 2012; Yaeger et al., 2012; Buttle, 2016; 

Buttle, 2018). While many individual hydrometric data analysis techniques (e.g., hydrograph analysis, 

flow frequency analysis, dryness index analysis, etc.) can only partially inform us about water storage 

and release dynamics (Yuan et al., 2001; McNamara et al., 2011), the literature does not report on 

attempts at combining these individual techniques to gain more insights into those dynamics. Using a 

multi-technique approach based on hydrometric data may, indeed, provide a first-order approximation 

of passive and active storage release dynamics, which would be especially valuable in a prairie watershed 

context. The present Ph.D. thesis therefore tests such a multi-technique approach as a way to confront 

different lines of evidence and put forward qualitative hypotheses related to watershed water storage and 

release dynamics.  
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Thesis objective #2: determine the fractions of "new" and "old" water in event hydrographs in order to 

infer dominant runoff travel pathways (i.e., surface versus shallow and deep subsurface flowpaths) and 

their spatiotemporal variability 

 The recharge, storage and discharge characteristics of a watershed are reflected by the watershed's 

behaviour both during and between precipitation events. Surface runoff resulting from storm events is of 

major concern to engineers responsible for routing of water through channels, drainage systems and 

natural waterways (Clark and Fritz, 1997). The interaction between surface water, soil water and deep 

groundwater during a storm event is also an important aspect of contaminant transport in soils (Iqbal, 

1998). The total volume of precipitation water that infiltrates into the subsurface and the volume that 

makes overland flow play a key role in vertical leaching of contaminants from surface to the water table 

(Iqbal, 1998). It is thus very important to consider proportions of precipitation that recharge groundwater 

(i.e., passive storage) and those that are temporarily stored in the vadose zone to be released later as 

surface and shallow subsurface runoff (i.e., active storage). Water that flows to streams during or after a 

precipitation event can, therefore, be made of "old water" (i.e., water that is stored in the watershed prior 

to the event) and "new water" (i.e., water brought in by the current precipitation event) Sklash and 

Farvolden, 1979; McDonnell, 1990). While passive storage is solely made of "old' water from deep soil 

layers or rock, active storage can be a mixture of both "old" water (from shallower, saturated soil layers) 

and "new" water. 

 Hydrograph separation (HS) is a technique designed to differentiate, in relative terms, the 

contributions of "old" and "new" water to storm hydrographs (Sklash and Farvolden, 1979; Buttle, 1994, 

2005). The importance of performing HS for any given watershed is two-fold: 1) it provides information 

about the dominant pathways via which water flows to the outlet during a precipitation event, which is 

crucial in assessing how connected a watershed is to storage sources, and 2) it may help infer the major 

sources of contaminants/nutrients that flow into the outlet during storm events. The idea of runoff source 
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apportionment was notably suggested by Hewlett and Hibbert (1967), who proposed a variable source 

area concept which sought to answer questions regarding the path and destination of water during a storm 

event. However, it is only later that HS was suggested as a tangible method to infer the sources and 

destination of water during an event. Sklash and Farvolden (1979) proposed that pre-event (i.e., old) 

water forms a significant proportion of peak flow in an event hydrograph, based on information provided 

by environmental tracers. Earlier attempts to quantify the fraction of this pre-event water relied on the 

use of ionic tracers such as chloride, silica and calcium (Pinder and Jones, 1969; Kennedy, 1971), with 

the assumption that those tracers behaved in a conservative manner. The chemical characteristics of 

conservative tracers, as they move through watersheds, are supposed to remain unaffected by water 

transport processes but that is rarely the case with ions. Indeed, the majority of chemicals either undergo 

reactions with other salts, change state by precipitation and thus don't leave the watershed at all, or are 

taken up by biota (Kirchner et al., 2010; Svensson et al., 2012). Notably, chloride is known to be 

chemically inert but it is still used up by biota to some degree (Svensson et al., 2012). In contrast, the use 

of stable isotopes (i.e., δ18O and δ2H) as conservative tracers has proved to be an effective tool in 

differentiating the event water (new water) component from the pre-event water (old water) (Jenkins et 

al., 1994; Iqbal, 1998; Brown et al., 1999). Isotope-based HS has the advantage of separating stream 

hydrographs into components according to a qualitative assessment of water age (i.e., "old" water and 

"new"), as opposed to graphical hydrograph separation that rather partitions stream hydrographs into 

baseflow and stormflow components (Sklash and Farvolden, 1979). However, while isotope-based HS 

has been carried out in various landscapes and climatic regions across the world (Jenkins et al., 1994; 

Ogunkoya and Jenkins, 1994; Uhlenbrook et al., 2002;  McDonnell, 2003; McDonnell et al., 2010; Klaus 

and McDonnell, 2013), its use has been very limited to nonexistent in cold prairie watersheds. By making 

isotope-based HS a key research objective, the present Ph.D. thesis therefore aims to enhance our 
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understanding of the relative importance of active versus passive storage in prairie landscapes, this by 

quantifying the relative proportions of old and new water in event hydrographs.  

 

Thesis objective #3: determine the mean transit time (MTT) of water and assess if the water age and 

transit time estimation methods that are widely used in high-relief watersheds are also applicable in a 

Prairie context 

 Watershed hydrologists, over the past few decades, have concerned themselves with questions 

such as: where water goes after a precipitation event, what flowpaths does water take to the stream, and 

how long does water reside in a watershed (Stewart et al., 2010). Answers to these questions are critical 

to our understanding of how a watershed retains and releases water and solutes that, in turn, control 

geochemical and biogeochemical cycling and contaminant persistence (McGuire and McDonnell, 2006; 

McDonnell et al., 2010). Evaluations of streamflow generation processes (Wolock et al., 1997; Kendall 

and McDonnell, 1998; McGuire and McDonnell, 2006), weathering rates in watersheds (Pacheco and 

Van der Weijden, 2012; Frisbee et al., 2013), timescales of ecological processes (Brunke and Gonser, 

1997; Hancock et al., 2005) and watershed response to climate change (Rademacher et al., 2005; 

Singleton and Moran, 2010; Manning et al., 2012) have all been aided by the estimation of transit times 

of water in a watershed. The transit time is defined as the time water spends travelling from an input 

point (e.g., surface of the watershed after a precipitation event) to an output point (e.g., stream at the 

watershed outlet) via flowpaths in a watershed (McGuire and McDonnell, 2006; McDonnell and Beven, 

2014). The interest in watershed transit time distributions stems from the fact that streamflow measured 

at a particular gauging point along a stream channel is an integrated response to: (1) spatially and 

temporally varying water input rates; (2) the time it takes for a given “drop” of water to travel from where 

it enters a watershed to where it first enters a stream network; (3) the time it takes for the water to travel 

from where it first enters a stream channel to the point of measurement (Figure 1-1).  
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 The determination of the mean transit time (MTT), which is the average time spent by water 

molecules in a watershed, is via analysis of transit time distributions (TTDs). Because water molecules 

that enter a watershed at a point will spend different amounts of time in the watershed before exiting it, 

they are governed by different transit times which, when combined at the watershed scale, result in TTDs. 

These TTDs are, therefore, akin to probability density functions. Since tracers are widely used to 

characterize flowpaths and estimate groundwater velocities (Divine and McDonnell, 2005), they are 

natural tools to support the modelling of TTDs.  

 

 

Figure 1-1. Schematic representation of watershed response to precipitation. (a) precipitation input onto 

a watershed, (b) flowpaths of various parcels of water traveling to the sampling point (from Dingman, 

2002). 
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Stable isotopic ratios (18O/16O, 2H/1H) as well as radioactive isotopes, such as 3H, have been used 

extensively in many MTT modeling exercises in various watersheds of different sizes and physiographic 

characteristics across the globe (Jenkins et al., 1994; Ogunkoya and Jenkins, 1994; Uhlenbrook et al., 

2002;  McDonnell, 2003; McDonnell et al., 2010; Klaus and McDonnell, 2013; Frisbee et al., 2013). 

However, limited studies have been carried out to compute MTTs in the Canadian prairies. The present 

Ph.D. thesis, therefore, uses the unique opportunity offered by prairie landscapes to examine watershed 

transit time estimation methods and their underlying assumptions in a challenging environment that has, 

to date, been largely omitted from the transit time modelling literature. 

1.4 Study Area 

 

1.4.1  Location 

 

 The area chosen for this Ph.D. study is the South Tobacco Creek Watershed (STCW), located in 

south central Manitoba, about 150 km southwest of Winnipeg. It is situated on the eastern edge of the 

Manitoba Escarpment (also referred to as the Pembina Escarpment), which originated approximately 50 

to 84 million years ago as a result of the Laramide Orogeny and is composed mainly of Cretaceous 

sedimentary beds. The STCW has a drainage area of about 74.6 km2 with its headwaters originating from 

the Pembina Hills and its outlet near the town of Miami, Manitoba. From the outlet, the South Tobacco 

Creek flows east into the Tobacco Creek, which continues east to drain into the Morris River. The Morris 

River drains into the Red River near Morris before draining north into Lake Winnipeg. Within the STCW 

is the Steppler watershed which constitutes some of the STCW headwaters (Figure 1-2).  It is described 

separately here because it houses hydrometric research equipment from Environment Canada (EC) and 

Agriculture and Agri-Food Canada (AAFC) as part of the Watershed Evaluation of Beneficial 

Management Practices (WEBs) project. The WEBs project was initiated in 1991 to examine the 
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environmental and economic impacts of beneficial management practices (BMPs) at a small watershed 

scale. The Steppler watershed is also located within a single farm operation, with each individual field 

boundary being aligned with the boundaries of 9 sub-watersheds within it. Six of the outlets chosen for 

this study (referred to as “MS” sites) are located within the Steppler watershed. Water quality is used as 

the primary indicator of the environmental impact of the BMPs in each of those fields (or sub-

watersheds).  

 

1.4.2 Geology, soils, and climate 

 

 The STCW is dominated by an undulating and hummocky topography and a well-developed 

drainage system consisting of various channels, gullies and moderately steep slopes. The STCW provides 

a mix of different landscapes namely: 1) an undulating terrain above the escarpment; 2) the escarpment 

itself; and 3) flatter plains below the escarpment. The Pembina escarpment had its origin approximately 

50 to 84 million years ago because of the Laramide Orogeny (Matile and Keller, 2004; Tiessen et al., 

2010). The escarpment causes an elevation drop of approximately 200 m between the STCW headwaters 

and its outlet near the town of Miami (Figure 1-2). This site therefore offers the opportunity to compare 

hydrological dynamics in landscapes with rolling topography as well as in flatter landscapes that are 

typical of the Eastern Canadian prairies. The STCW is predominantly underlain by shale, sandstone, 

limestone, carbonates and evaporates. The surficial geology is predominantly calcareous silt diamicton 

with minor eolian deposits, alluvial sediments, colluvium, distal glaciofluvial sediments and marginal 

glaciolucustrine sediments (Matile and Keller, 2004). Glacial debris deposited as moraines during 

successive glaciations also form the escarpment, marking the boundary of Glacial Lake Agassiz 

(Bamburak and Christopher, 2004). 
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Figure 1-2. (a) The South Tobacco Creek Watershed with the eight outlets considered in the present Ph.D. study and the escarpment. (b) 

The Steppler watershed (in yellow) houses the “MS” sites (from AAFC WEBs, 2010).
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Cold lengthy winters and short cool summers are common in southern Manitoba; the climate in the 

STCW is classified as sub-humid continental (Tiessen et al., 2010). Long-term mean annual temperature 

is ~ 3oC and the annual precipitation is ~ 550 mm, 25 to 30% of which is snowfall (Li et al., 2011). Areas 

above the escarpment are considered slightly cooler (1.9oC versus 3.3oC since 1982) and receive slightly 

more precipitation (596 mm versus 530 mm since 1982) than areas below the escarpment (Environment 

Canada, 1982). Crops cultivated in the watershed include wheat, canola, oat, barley, corn and flax, with 

wheat, corn, and canola being the dominant crops. There are small dams within the watershed designed 

as part of the EC/AAFC BMPs projects and are built as holding ponds to primarily prevent nutrient 

loading and flooding downstream.  

 

1.4.3 Field equipment and installations 

 

 For the present Ph.D. study, eight outlets (Figure 1-2) were chosen within the STCW so that the 

three thesis objectives previously described could be examined across eight nested sub-watersheds. The 

outlets were chosen to coincide with WEBs monitoring stations in order to benefit from already deployed 

hydrometric and water sampling instrumentation. Specifically, the sub-watersheds referred to as MS1, 

MS2, MS3, MS4, MS7 and MS9 are located within the Steppler watershed, in the southwestern corner 

of the STCW above the escarpment and near the headwaters of the South Tobacco Creek. The sub-

watershed referred to as HWY240 occupies the western half of the larger STCW and spans across the 

escarpment, while Miami is the outlet for the entire STCW (Figure 1-2). The weather station used for 

this project was located about 800 m northwest of the MS9 outlet.  

 Flow is measured at HWY240 and Miami via a rectangular weir installed by EC as those are 

standard Water Survey of Canada gauging stations. The frequency of measurement is every 30 minutes. 

Within the Steppler watershed, a combination of V-notched weirs and water level loggers is used to 
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determine flow at the outlet of each subwatershed. Autosamplers placed at the outlets of each sub-

watershed collect surface water on an event basis: these samplers are automatically triggered to collect 

water into sampling bottles whenever there is flow in the channel. A logger registers the date, time, and 

the portion of hydrograph each collected sample is coming from. In addition to the existing WEBs 

research equipment, field installations also took place in spring 2014. Nested pairs of shallow (screened 

from the surface down to 60 cm) and deep (screened at a depth of 1.5 m) piezometers were installed in 

the riparian areas adjacent to selected WEBs monitoring stations, namely Miami, HWY240, MS7 and 

MS9. Sites MS1, MS2, MS3 and MS4 were each equipped with a shallow piezometer; however only one 

deep piezometer was installed in the area and assumed to be representative of all four sub-watersheds 

due to their spatial proximity to each other. Throughfall collectors were also deployed in all eight sub-

watersheds in early June 2014 for the purposes of collecting rainwater samples. Snow and snowmelt 

samples were collected from installed lysimeters throughout the STCW. 

1.4.4 Data acquisition and laboratory analyses 

 

 During the 2014 and 2015 sampling years, the automatic water samplers located at the outlet of 

each of the eight watershed/sub-watersheds collected several dozens of storm-based stream water 

samples. This was especially important to capture major events in 2014, which was a flood year (June-

July floods) in Manitoba. In addition, rainwater samples, depth-specific soil water samples (from the 

shallow and deep piezometers), and grab streamwater samples were collected once a week until the end 

of each field season. Since the automatic water samplers associated with the WEBs project mostly collect 

water samples during major hydrological events, the weekly collection of grab streamwater samples 

ensured that periods between events would also be represented in the dataset. Over the two years, the 

different types of samples, including baseflow samples, totalled 1114 and covered a total of 47 and 53 

hydrological events respectively for the 2014 and 2015 sampling years. All snow and water samples were 
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analysed for δ18O and δ2H using a Picarro Liquid Water Isotope Analyzer (LWIA) based on Cavity Ring-

Down Spectroscopy (CRDS) technology. δ values were recorded in permil (‰) deviations from the 

Vienna Standard Mean Ocean Water (VSMOW) (Craig, 1961).  

 With regards to streamflow information at each of the eight selected outlets, data was obtained 

from the AAFC staff working on the WEBs project and managing the hydrometric equipment in the 

field.  Real-time (i.e., updated every 30 minutes), provisional flow and water level data is also provided 

online by Environment Canada for stations G05OF017 and G05OF023 that correspond to the Miami and 

HWY240 sites since 1961; those provisional data were, however, not used for analyses. Instead, 

operational flow data provided at the end of each year were used. Rainfall and snow survey data were 

also obtained from the AAFC WEB's project. The WEBs weather station houses the rainguage and 

records daily rainfall throughout the year. 

1.5 Significance of the Ph.D. study 

 

 Our understanding of watershed water storage and release mechanisms has been limited to quasi-

pristine hillslopes and small watersheds where flow is primarily driven by topography. Considering the 

unique nature of the Canadian prairies where human impacts (e.g., agricultural activities) are present 

across a range of topographies (e.g., steep, hummocky, flat), it is obvious there are knowledge gaps when 

it comes to our understanding of storage and release mechanisms in such watersheds. The presence of 

roads, surface drains, small dams, and numerous agricultural activities that are characteristic of the 

prairies provide a unique opportunity for exploring storage concepts in a region where both natural water 

storage and infrastructure-driven water storage are present at the watershed scale. Knowing the 

partitioning of "new" and "old" water at the watershed outlet as well as the transit times will be vital in 

evaluating water management strategies. Our understanding of how watersheds in the prairies are 

responding to climate change, contaminant persistence, as well as strategies of remediation could be 
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informed by the outcomes of this study. This Ph.D. study is novel in the context of prairie watersheds 

and will serve as a useful tool in the assessment of water supply, flood prediction/forecasting, land 

management planning, and water quality issues. 

 

1.6 Structure of Ph.D. thesis 

This thesis has been prepared in the manuscript format, according to guidelines established by 

the Department of Geological Sciences at the University of Manitoba. The first chapter introduces the 

topic, the major research themes to be considered, and the general outline of the thesis. Chapters 2, 3, 

and 4 form the major data chapters of the thesis and have been structured as three separate manuscripts, 

each geared towards meeting the objectives stated in Chapter 1. Chapter 2 is a manuscript to be 

reorganised and submitted to a journal for publication at a later date. Chapters 3 and 4 have been 

published in the journals Water Resources Research and Hydrological Processes, respectively: 

 

Bansah, S. and Ali, G. (2017) Evaluating the effects of tracer choice and end-member definitions 

on hydrograph separation results across nested, seasonally cold watersheds. Water Resources 

Research,53. https://doi.org/10.1002/2016WR020252.  

 

Bansah, S. and Ali, G. (2019) Streamwater Ages in Nested, Seasonally Cold Canadian 

Watersheds. Hydrological Processes. 2019;1–17. https://doi.org/10.1002/hyp.13373 

 

The two published chapters have been reformatted from the published versions for inclusion in this thesis. 

Chapter 5 provides a synthesis of the major findings of Chapters 2, 3, and 4, as well as discussions of the 

links between the findings detailed in each manuscript. Discussions of the limitations of this work and 

recommendations for future work are also included in Chapter 5. Chapter 1 was written by me with 

https://doi.org/10.1002/2016WR020252
https://doi.org/10.1002/hyp.13373
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suggested revisions from my advisor. The hydrometric data was obtained from Agriculture and Agri-

Food Canada and the event delineation in Chapter 2 was performed by Weigang Tang, while the 

remainder of the analysis was done by me. Chapters 2, 3 and 4 were written by me with suggested 

revisions from my advisor. All the field set up and instrumentations, sample collection and laboratory 

analysis, and the data processing detailed in Chapters 3 and 4 were undertaken by me. The data analysis 

and discussion that make up Chapter 5 were undertaken by me with guidance from my advisor.  
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Abstract 

 

Understanding of a watershed’s water storage and release (WSR) dynamics is essential in evaluating 

contaminant and nutrient storage and their subsequent movements through watersheds. In making an 

assessment of WSR mechanisms, several methodological choices exist. Some of the methods relate to 

the use of hydrometric data, some use isotopic data, whiles others use a combination of both. In the 

current study, we relied on hydrometric data and computed several metrics to help obtain a qualitative 

assessment of WSR dynamics in a 74.4 km2 nested system of prairie watersheds located in Manitoba, 

Canada. Eight outlets were chosen for the study, six of which (referred to as “MS” sites) were located 

above  a fractured escarpment, one on the edge of the escarpment, and the last outlet – which forms the 

overall exit of the whole nested system – was located below the escarpment. Baseflow separation, 

baseflow duration curves, and the baseflow index (BFI) were used to characterise passive storage release 

dynamics while fastflow duration curves and event-specific values of the initial abstraction and the runoff 

ratio (RR) were used to assess active storage release dynamics. Results show that the use of the duration 

curves sometimes led to counter-intuitive conclusions about storage release dynamics. BFI values were 

about 0.2 at the “MS” sites but increased for the bigger watersheds located at the edge and below the 

escarpment. RR was close to 1 at the site located at the edge of the escarpment, suggesting a passive 

release of old water in view of the relatively high BFI at that site. Future work will focus on aligning 

these results with isotope-based analysis such as hydrograph separation and water age assessments to 

help better define WSR dynamics.  

 

Keywords: hydrographs, passive storage, dynamic storage, flow duration curve (FDC), baseflow index, 

initial abstraction, runoff ratio  
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2.1 Introduction  

 

Over the years, many researchers in the hydrology community have resorted to the use of various 

techniques to analyze hydrographs and thus describe a watershed’s response to introduced precipitation. 

On the one hand, some techniques are purely statistical in nature and are typically applied to long-term 

hydrographs so that historical flow dynamics can be inferred and used to contextualize future dynamics. 

Such techniques notably include flood frequency curves (e.g., Basso et al., 2016) to establish recurrence 

intervals (Ahilan et al., 2013), but also low flow duration and severity (Cancelliere et al., 2004). On the 

other hand, some techniques are physically-based, in that they target the quantification of metrics or 

parameters that inform on the actual hydrological processes driving a watershed’s response to 

precipitation. Indeed, precipitation input is known to be a major forcing factor that can trigger runoff 

generation and influence other hydrological processes in a watershed. As a result, the analysis of 

hyetographs and hydrographs has been relied upon for decades to understand how rainfall or snowmelt 

is transformed into runoff (Dingman, 2002; Tang and Carey, 2017). Several studies have notably inferred 

watershed response by separating streamflow hydrographs into key components, namely baseflow – the 

delayed subsurface flow that can feed streams during dry and recession periods – and fastflow, the short-

term response to a rainfall or snowmelt event (Narayanan and Jaehak, 2011). 

The two key components of flow hydrographs (i.e., baseflow and fastflow) that have been of 

interest to process hydrologists depend on water originating from different storage zones in a watershed. 

Understanding the mechanisms of release of water from these storage zones is fundamental to 

understanding runoff and streamflow generation processes. The literature is rich of conceptual, data-

driven and modeling studies that have described the different types of water storage that coexist in a 

given landscape (e.g., Black, 1997; Biswas et al., 2012; Szeftel et al., 2012; Li and Shao, 2015; Geris et 

al., 2015). Those descriptions of storage types, however, fall in at least two different classifications: a 
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classification based on the physical location of storage zones in the landscape, and a classification rather 

based on the timescales of water release from storage zones. Regarding the physical location of water 

storage zones in the landscape, the literature refers to storage on vegetation (canopy storage), in 

snowpacks, in small topographic depressions and wetlands, as well as in soils and bedrock (Black, 1997). 

Water in any of the storage zones can be further categorized into retention and detention storage. 

Retention storage water, either in managed surface ponds or held at high tensions in the soil capillary 

pores, for instance, is not available to contribute to streamflow but can be removed by evaporative 

processes. As for water held in detention storage, for example in small surface topographic depressions 

or in the vadose zone of soils, it can be released into streams when conditions are ideal, often within 24 

hours after a precipitation event (Chow, 1964). The balance between detention and retention storage 

plays a critical role in determining how much water is stored and released to feed streamflow (Black, 

1997). Regarding the time-dependent classification of storage types, the recent literature has notably 

referred to the concepts of passive versus dynamic (active) storage (Birkel et al., 2011; Heidbuchel et al., 

2012). Passive storage corresponds to the long-duration and persistent storage of water in the saturated 

zone and it is mainly associated with baseflow in streams (Birkel et al., 2011). Contrary to passive 

storage, active or dynamic storage corresponds to the surface or near-surface, short-duration storage of 

water that can be released quickly as surface or near-surface runoff during events, thus making up the 

fastflow component of storm hydrographs (Heidbuchel et al., 2012). Total storage is then defined as the 

sum of all passive and dynamic storage within a watershed. Regardless of the classification system used, 

the direct quantification of storage is extremely difficult and can involve a range of different methods, 

hydrograph-based or otherwise (Kirchner, 2009; McNamara et al., 2011). One question that has yet to 

be addressed is whether metrics based on both long-term hydrographs and event-based hydrograph 
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analysis can be combined to infer streamflow generation triggered by the release of water from different 

storage types. 

The flow duration curve (FDC), as a metric, is traditionally developed from medium- or long-

term hydrographs (i.e., seasonal, annual and multi-annual data) and it may serve as a useful metric for 

inferring the amount of total storage released and contributing to streamflow (Verma et al., 2017; Vogel 

and Fennessey 1994; Mueller et al., 2014). Indeed, the FDC is a graphical representation of the 

percentage of time that streamflow exceeds a given magnitude over a given period (Ward and Robinson, 

1990), thus making it useful to assess streamflow – or storage release dynamics – across the whole flow 

regime. The FDC has been applied not only in studies to assess the hydrological impacts of land use 

changes (Zhao et al., 2012) and water resource allocations (Vogel and Fennessey, 1995; Vogel and 

Fennessey, 1994), but also in studies focusing on flood and low-flow conditions (Smakhtin, 2001), water 

quality management (Searcy, 1959), and temporal trends in baseflow (Buttle, 2018). In recent studies, 

the focus has been placed on the slopes of different segments of the FDC and their usefulness for 

hydrologic process conceptualizations. For example, Yaeger et al. (2012), Coopersmith et al. (2012), and 

Cheng et al. (2012) used the slopes of the middle segment of the FDC to assess the average flow regime, 

i.e., to assess whether flow is perennial, intermittent, or ephemeral for streams across the continental 

USA. Chouaib et al. (2018) and Sawicz et al. (2011) also used the slope of the middle segment of the 

FDC in watersheds spanning the Eastern USA, this time to assess flow variability in streams and to help 

contextualize the watersheds’ retention capacities in response to precipitation. One consensus emerging 

from those studies is, notably, that low slopes of the middle segment of the FDC can be linked to 

predominant baseflow conditions and, thus, the predominance of passive storage release dynamics. 

Baseflow separation is another important hydrograph analysis technique routinely used in 

hydrology, and it is particularly useful for inferring passive storage release dynamics over long 

timescales. Indeed, baseflow is defined as the portion (or component) of streamflow that originates from 
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groundwater storage and/or other delayed sources such as channel bank storage, lakes, wetlands, and 

natural topographic depressions (Hall, 1968; Griffiths and Clausen, 1997; Smakhtin, 2001). This 

component of stream hydrographs is important for many reasons, including for better understanding 

surface water-groundwater interactions and for water resource management (e.g., Campolo et al., 1999; 

Brauman et al., 2007; Cyr et al., 2011). Baseflow separation has been employed in many studies to 

evaluate the low-flow characteristics of rivers (Mohamoud, 2008), identify climatic and physiographic 

controls on river low-flow conditions (Chouaib, 2018), and estimate a watershed’s passive storage 

potential during low flow regimes (McNamara et al., 2011), among others. In this regard, the baseflow 

index (BFI), defined as the ratio of the total baseflow to the total streamflow over a study period, has 

been used as a long-term surrogate measure of the collective impact of climate, geology, and vegetation 

on a catchment’s response to precipitation input (Cheng et al., 2012; Bloomfield et al., 2009). The BFI 

has also been used as a predictor of low-flow regimes in a stream (Mohamoud, 2008), and thus as a 

potential indicator of a stream’s ability to sustain flow. Buttle (2017) used the BFI to infer the response 

of a watershed to climate change, thereby pointing to BFI as a measure of passive storage-release 

mechanisms in watersheds. A baseflow duration curve (i.e., a duration curve solely for the baseflow 

component of a hydrograph) is a visualization tool that can also be used to assess exceedance 

probabilities for the release of different amounts of passive storage. 

While FDCs and metrics such as the BFI mainly apply to long-term hydrographs, interesting 

storage-related information can also be extracted from event-specific hydrograph analysis. The initial 

abstraction (Ia), for instance, is a metric that controls water storage release over short (i.e., hours to days) 

timescales. Indeed, the Ia, which is estimated as the amount of event rainfall accumulated in a watershed 

before the initial rise of the event hydrograph (Carey and DeBeer, 2008), reflects a catchment’s ability 

to retain input precipitation before the initiation of event runoff. Ia has been known to depend on soil 

types, topographic characteristics (e.g., slope) and geology (Yuan et al., 2001), and it has mainly been 
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computed to estimate direct runoff in response to known precipitation inputs in ungauged catchments 

(Yuan et al., 2001). The Ia represents the watershed storage deficit to be satisfied prior to stormflow 

initiation and as such, it has been used as a surrogate for evaluating variations in dynamic storage and 

release patterns in response to individual precipitation events (Buttle, 2016; Baltas et al., 2007). Another 

interesting metric that can be derived from event-specific hydrograph analysis is the runoff ratio (RR), 

which can also be used to infer dynamic storage release over shorter timescales. The RR, which quantifies 

the proportion of event precipitation that becomes streamflow, has been employed in many basin-scale 

runoff studies, including studies focusing on the influence of geology and topography (e.g., Jencso and 

McGlynn, 2011; Huang et al., 2008; Freer, 2002), vegetation cover (e.g., Nosetto et al., 2012), and 

atmospheric trends (Kneis et al., 2012; Day, 2009) on streamflow. While there are different formulas 

published in the literature for the runoff ratio (e.g., Hewlett and Hibbert, 1967), one common practice at 

the event scale is to first perform baseflow separation and then compute the ratio of the event fastflow 

component, only, divided by the total event precipitation – as opposed to taking the total event flow 

divided by total event precipitation. Such a method ensures that the RR explicitly quantifies the amount 

of dynamic storage contributing to streamflow during a given event (Muller-Wohlfeil et al, 2002; 

Kirchner, 2009; Kronholm and Capel, 2016).  

As alluded to earlier, it is rare for studies to combine the analysis of longer-term hydrographs and 

event-specific hydrographs, regardless of whether the aim is to infer watershed storage dynamics or not. 

Undertaking a study of this nature is particularly important in the context of the prairie environment that 

is subject to detention and retention storage in hummocks, man-made reservoirs in agricultural areas, and 

natural depressions such as ponds and lakes; snow storage on land and in stream channels; and 

groundwater storage in deep aquifers. The extent to which water is released from those different storage 

types to influence streamflow across various timescales is not fully understood in the prairies. The 

observed strong seasonality in precipitation input, air temperature, and streamflow regimes (i.e., with a 
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combination of perennial, intermittent, and ephemeral flow behaviors) is a complexifying factor. The 

sub-humid to semi-arid climatic regime resulting in alternating years of floods and droughts, and the 

lengthy winter season during which the ground is frozen, are some of the additional peculiarities of the 

prairie environment. Man-made stormwater control structures such as drainage ditches, farm dams, and 

drained wetlands altogether impact storage dynamics and, consequently, streamflow generation 

processes in the prairies, prompting the regional research community to evaluate the usefulness of simple 

tools – hydrograph-based and otherwise – in differentiating storage-release mechanisms across 

contrasted watersheds. In the current study, the focus was on a nested system of prairie watersheds that 

exhibit markedly different characteristics, in terms of macro-topography, surficial geology and bedrock 

geology. Various analyses were performed to answer the following research questions: 

(i) To what extent do flow duration curves reflect the different physiographic characteristics 

influencing storage-release dynamics across contrasted prairie watersheds? 

(ii) Can surrogate measures of passive storage release derived from the analysis of annual-scale 

hydrographs help differentiate streamflow regimes across contrasted watersheds? 

(iii) How do surrogate measures of dynamic storage release mechanisms at short timescales 

capture streamflow generation processes across contrasted watersheds? 

2.2 Methods 

 

2.2.1  Study site 

 

The chosen study site is the 74.41 km2 South Tobacco Creek Watershed (STCW), within which 

the focus was on a nested system of sub-catchments ranging in size from 0.19 km2 to 34.65 km2, in 

addition to the overall watershed (i.e., 8 outlet locations in total). The STCW is located within the semi-

arid to sub-humid prairie ecozone in Central Manitoba, Canada (Figure 2-1). The prairie ecozone is 
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characterized by cold lengthy winters and short cool summers (Tiessen et al., 2010). Long-term average 

(1996-2015) total annual precipitation (including snowfall) and mean daily temperature in the region are 

595.2 mm and 4.4°C, respectively (Environment Canada, 2015). In 2014, 529.5 mm of total annual 

precipitation was recorded and included 257.5 mm of rainfall. In 2015, it was rather 607.5 mm of total 

annual precipitation that was recorded, including 243.7 mm of rainfall (Environment Canada, 2014, 

2015). The mean daily air temperature was 2.9°C and 5.8°C in 2014 and 2015, respectively (Environment 

Canada, 2014, 2015). The mean annual daily precipitation and the fraction of “zero rain” days recorded 

in 2014 were, respectively, 0.75 mm and 0.39, while in 2015 those values were 2.29 mm and 0.51. Due 

to limited weather variables being available at the site, potential evapotranspiration was estimated using 

the Blaney-Criddle formula (Blaney and Criddle, 1962). The mean annual aridity index (AI)1 used in this 

study was defined as the ratio of the total potential evapotranspiration to total precipitation (as done in 

Brooks et al., 2011; Cheng et al., 2012; and Li, 2014), and estimated to be 1.19 and 1.49 in 2014 and 

2015, respectively. The stated temporal variability (i.e., inter-annual) in climatic characteristics across 

the watersheds was reflected in the inter-annual variability in streamflow (Figure 2-2). 

 
1 Aridity Index (also called dryness index) is traditionally defined (as done by the Food and Agriculture Organization) as the 

ratio of precipitation to potential evapotranspiration. Here the different definition that was adopted was in line with the papers 

cited in this Chapter. 
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Figure 2-1. Digital elevation model (horizontal resolution: 1 m) with sub-catchment outlets and drainage 

areas (in brackets) of the South Tobacco Creek Watershed (STCW) in Canada. Elevation is in meters 

above sea level. ‘**’ indicates MS outlets with holding dams. 

 

The parent material in the STCW is a shale bedrock overlain by moderately to strongly calcareous 

glacial till and clay-loam soils (Matile and Keller, 2004; Tiessen et al., 2010). The Pembina escarpment, 

which trends NW-SE (Figure 2-1) within the watershed, originated approximately 50 to 84 million years 

ago because of the Laramide Orogeny (Matile and Keller, 2004; Tiessen et al., 2010); it causes an 

elevation drop of approximately 200 m between the STCW headwaters and its outlet near the town of 
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Miami (Figure 2-1). The escarpment is made of largely interconnected joints and fractures which provide 

seepage of groundwater as a main source of recharge to the nearby streams (Hutchinson, 1977). Glacial 

tills (ranging in thickness from a few centimeters up to 20 m) comprising of mixed deposits of shale, 

limestone and granite make up the surficial materials atop the escarpment.  

 

 

 

Figure 2-2. Scatter plots of the coefficients of variation (CV) of streamflow in 2014, plotted against the 

CV of streamflow in 2015. Panels (a), (b), and (c) show dynamics for the spring season only, the summer 

season only, and the whole year, respectively. Symbols are color-coded by outlet location, while the solid 

black diagonal line is the 1:1 line. Note that instrumental failure occurred at site MS9 in 2015; hence 

there were no flow readings recorded. Fall data are not plotted because most of the flow readings in that 

season were zero. 

 

The outlets of the watershed and sub-catchments chosen for the current study reflect the landscape 

diversity encountered in the region. The ‘MS’ sites are located above the escarpment (Figure 2-1) where 

low-relief to undulating landscapes with slopes of up to 10 % are present (Tiessen et al., 2010). Dominant 

soil types are from the Dezwood soil series (Orthic Dark Gray Chernozems) with primarily clay-loam 

texture, and the Zaplin soil series (Gleyed Dark Gray Chernozem) (Manitoba Department of Agriculture, 

a b c
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1943, 1988) with mostly mottled clayey texture. The MS4 and MS7 outlets have small holding dams and 

retention ponds located immediately upstream of them for stormwater control purposes; the pond behind 

MS7 has the tendency to overflow during snowmelt and extreme rainstorm events. The HWY240 site, 

which is located at the edge of the escarpment, is characterized by a deeply incised stream channel atop 

intensely fractured shale bedrock. Surficial deposits in the vicinity of the escarpment are gravelly sand 

to clays (ranging in thickness from a few cm up to 2 m) and overlying glacial till (often containing 

considerable stones) and fractured shale bedrock (Manitoba Department of Agriculture, 1988). The 

Miami site marks the outlet of the whole STCW and sits within flat, lowland terrain (Figure 2-1) below 

the escarpment. Surficial materials below the escarpment are mainly medium- to coarse-grained 

glaciolacustrine deposits, which progressively become finer-grained moving downstream. The major 

differences in streamflow generation mechanisms across the nested sites, which have been observed 

through more than 15 years of active field research in the STCW, are thought to be a consequence of the 

soil and geological differences that exist above, atop and below the escarpment.  

The “MS” sites behave like typical prairie systems, in that they experience Hortonian overland 

flow in the form of sheet flow over frozen ground in early spring (e.g., Fang et al., 2007), shallow 

subsurface flow in late spring, Hortonian overland flow in response to short-lived, convective summer 

storms (e.g., Shook and Pomeroy, 2012), and saturation-excess overland flow in extremely wet periods. 

Water movements in the vicinity of the Pembina escarpment (i.e., HWY240 and Miami) occur mostly 

vertically (i.e., surface water-groundwater exchanges) rather than laterally (i.e., hillslope-to-stream 

transfers) (Hutchinson, 1977; Betcher et al., 1995). Bedrock fractures also maintain a permanent 

hydraulic link between the incised stream channel and the groundwater table, thus making HWY240 the 

only outlet where perennial water is observed. Streamflow at the Miami site is mainly fed by Hortonian 

overland flow and deep groundwater flow from the Miami aquifer (Betcher et al., 1995). Agricultural 

activities take place throughout the STCW, with corn, wheat, and canola being the major crops planted. 
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2.2.2  Hydrometric data collection 

 

The STCW outlet, as well as each sub-catchment outlet, was equipped with different types of 

weir (either v-notch or rectangular) in combination with a Campbell Scientific snow and water depth 

sensor SR50A (1 cm accuracy) for stage measurements, subsequently converted to discharge via the weir 

equations. Discharge data was acquired at a minimum frequency of 15 minutes at all the sites and then 

averaged to daily time steps and normalized by watershed drainage area. Daily rainfall amounts were 

determined by Texas Electronic Tipping Bucket rain gages (TE525-L, 0.02 cm precision) connected to 

Campbell Scientific data loggers at all the sites. 

 

2.2.3  Flow Duration Curves 

 

Flow duration curves (FDCs) from normalized daily streamflow from each outlet location were 

constructed following the Weibull plotting formula (Sugiyama et al., 2003) (Eq. 2-1). FDCs were 

constructed separately for late spring, summer, and fall of 2014 and 2015, as well as the whole open-

water period of each year (May-October). In this manner, shifts in streamflow dynamics in response to 

various storage release mechanisms could be identified as the year progresses. The late spring season 

was chosen to start from May 1st when snowmelt-dominated conditions were assumed to have switched 

totally to rain-dominated ones. Summer and fall seasons started from June 20th and September 23rd, 

respectively. Precipitation duration curves (PDCs) were superimposed on the FDCs for easier assessment 

of streamflow generation processes in light of precipitation input dynamics:   

𝑝 =  
𝑟

(𝑁+1)
∗ 100                                        (Eq. 2-1) 
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where 𝑝 is the percentage of time that a given flow or precipitation value is equaled or exceeded, 𝑁 is 

the total number of data points within the period considered, and 𝑟 is the rank assigned to each flow or 

precipitation value within the period considered. Frequency classes (0-33)%, (33-66)%, and (66-99)% 

corresponding to the leftmost, middle and rightmost segments of the FDCs (Yokoo and Sivapalan, 2011) 

were isolated for the purpose of assessing the characteristics of streamflow in reaction to different rates 

of total storage release. Streamflow characteristics were assessed by estimating the slopes of different 

segments of the FDC, which serve as surrogate measures of flow variability in time (Sawicz et al., 2011). 

For instance, for the middle segment, the slope is calculated using the 33rd and 66th flow percentiles (Eq. 

2-2) (Yadav et al., 2007; Zhang et al., 2008): high slope values indicating variable flow regimes and 

small values indicating damped responses (Sawicz et al., 2011). 

 

𝑆𝑙𝑜𝑝𝑒 𝐹𝐷𝐶 =
ln (𝑄33%) − ln (𝑄66%)

(0.66 − 0.33)
 

(Eq. 2-2) 

 

where Q33% and Q66% are the streamflow values at the 33rd and 66th percentiles respectively. For the 

other FDC segments or frequency classes, the respective flow percentiles are substituted in Eq. 2-2 for 

the estimation of the slope. 

2.2.4  Baseflow duration curves and baseflow index 

 

A method for low-pass filtering of hydrographs (baseflow separation method) developed by 

Eckhardt (2005) was used to separate total streamflow into baseflow and fastflow components. Prior to 

the calibration, the range of initial parameters for baseflow separation, namely site-dependent alpha 



 

 

45 

 

values and maximum BFI coefficients, was set to 0 to 0.6 and 0 to 0.8, respectively. The initial range of 

alpha values was determined based on literature values (Lim et al., 2010; Zhang et al., 2013; Zomlot et 

al., 2015; Bosch et al., 2017). The summer and fall season portions of the hydrographs were used as 

references for selecting initial maximum BFI for the model, as it was assumed that streamflow at that 

time is predominantly coming from baseflow. The baseflow was then divided by the total streamflow to 

obtain the BFI. In addition to the total flow duration curve described in the previous section (hereafter 

referred to as tFDC), FDCs were also established for the separated components of fastflow (fFDC) and 

baseflow (bFDC): the three FDCs notably aimed at assessing the watershed and sub-catchments’ total 

storage, dynamic storage, and passive storage release dynamics. BFI values, as well as fFDCs and 

bFDCs, were established separately for the years 2014 and 2015. To further elucidate the effects of 

passive storage release on streamflow generation processes, the baseflow distribution within each of the 

frequency classes, i.e., (66-99)%, (33-66)%, and (0-33)%), was assessed via boxplots (outlier values 

were below or above 1.5 times the interquartile range). The distribution of the BFI within the (66-99)% 

and (33-66)% frequency classes (i.e., the classes representing the rightmost and middle segments of the 

FDC, respectively) was also evaluated via boxplots. 

 

2.2.5  Event-based initial abstractions and runoff ratios 

 

In order to evaluate the effects of dynamic storage release mechanisms on streamflow generation 

processes over short-term (event) scales, we used an automated tool (HydRun) by Tang and Carey (2017) 

to delineate major rainfall-runoff events that occurred during the study period (2014-2015). Minor 

rainfall-runoff events that were omitted by the automated tool were delineated manually. In all, 43 and 

35 events were delineated during the 2014 and 2015 open-water periods, respectively across all outlet. 

These events occurred across the late spring, summer and fall seasons (Table 2-1). For each delineated 
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event, the total event rainfall (TR), event peak flow (PF), initial abstraction (Ia), ratio of Ia to TR, and 

runoff ratio (RR) were determined. The distribution of RRs, PFs, TR, Ia, and ratio of Ia to TR across the 

eight sites over the two years were assessed using boxplots. 
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Table 2-1. Number of events delineated across the catchments during the 2014 and 2015 study years. Instrumental failure occurred at MS9 in 

2015, hence no flow measurements were made at that site. 

  MS1 MS2 MS3 MS4 MS7 MS9 HWY240 Miami TOTAL 
 

2014 2015 2014 2015 2014 2015 2014 2015 2014 2015 2014 2015 2014 2015 2014 2015 2014 2015 

Spring 2 5 3 3 8 3 2 2 5 2 2 
 

4 4 6 4 30 23 

Summer 0 2 1 0 1 3 1 0 1 1 1 
 

3 3 5 3 13 12 

Fall 0 0 0 0 0 0 0 0 0 0 0 
 

0 0 0 0 0 0 

TOTAL 2 7 4 3 9 6 3 2 6 3 3   7 7 11 7 43 35 
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2.3 Results 

 

2.3.1  Total storage release dynamics 

 

The slopes of the middle (33-66)% segment of the annual FDC were generally steeper at the 

majority of the outlets in 2014, compared to those observed in 2015 (e.g., 2.16 and 1.52 respectively for 

the Miami outlet) (Table 2-2). Except for site MS2, the slopes of the (66-99)% exceedance frequency 

class of the annual FDC were higher in 2015 than in 2014 (Table 2-2). The normalized flows (in mm/day) 

recorded in the spring of 2015 at most of the sites were higher than those recorded during the same period 

in 2014 (Figure 2-3). Regarding the spatial variability of streamflow, the headwater sites (MS1 and MS2) 

appeared to be registering higher normalized flows than the other sites, regardless of the year (or season) 

considered (Figures 2-3a & 2-3b).  
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Table 2-2. Summary characteristics of the various flow duration and precipitation duration curves 

derived based on data for the 2014 and 2015 study years. 

 MS1 MS2 MS3 MS4 MS7 MS9 HWY240 Miami   

Slope of FDC, whole season 0 0 1.31 0 0.18 9.7 2.64 2.16 

2
0

1
4
 

Slope, (99 - 66)% frequency segment 0.02 0.77 0.01 0.05 0 0.03 0.02 0.01 

Slope, (66 - 33)% frequency segment 0 0 0 0 0 0.01 0 0 

Slope, (33 - 1)% frequency segment 0 0 0 0 0 0 0 0 

Slope of FDC, spring 0 1.98 6.92 0 7.37 14.93 2.64 4.39 

Slope, (99 - 66)% frequency segment 0.02 0.77 0.01 0.01 0.01 0.03 0.02 0.01 

Slope, (66 - 33)% frequency segment 0 0 0 0 0 0.02 0 0 

Slope, (33 - 1)% frequency segment 0 0 0 0 0 0 0 0 

Slope of FDC, summer 0 0 0 0 0 0 1.13 0.5 

Slope, (99 - 66)% frequency segment 0 0 0 0.05 0 0.01 0 0 

Slope, (66 - 33)% frequency segment 0 0 0 0 0 0 0 0 

Slope, (33 - 1)% frequency segment 0 0 0 0 0 0 0 0 

Slope of FDC, fall - - - - - - - - 

Slope of FDC , whole season 0 0 0.86 0 0   2.52 1.52 

2
0

1
5
 

Slope, (99 - 66)% frequency segment 0.17 0.31 0.02 0.11 0.03 
 

0.03 0.05 

Slope, (66 - 33)% frequency segment 0 0 0 0 0 
 

0 0 

Slope, (33 - 1)% frequency segment 0 0 0 0 0 
 

0 0 

Slope of FDC, spring 9.09 0 1.02 0 1.31   1.59 3.14 

Slope, (99 - 66)% frequency segment 0.13 0.31 0.02 0.11 0.03 
 

0.03 0.05 

Slope, (66 - 33)% frequency segment 0.03 0 0 0 0 
 

0 0 

Slope, (33 - 1)% frequency segment 0 0 0 0 0 
 

0 0 

Slope of FDC, summer 0 0 0 0 0   0.66 0.42 

Slope, (99 - 66)% frequency segment 0.01 0 0 0 0 
 

0 0 

Slope, (66 - 33)% frequency segment 0 0 0 0 0 
 

0 0 

Slope, (33 - 1)% frequency segment 0 0 0  0 
 

0 0 

Slope of FDC, fall - - - - -   0.13 - 

 

The shape of the precipitation duration curves (PDCs), in terms of inflection points, appeared 

similar to the shape of the annual FDCs at sites HWY240 and Miami during both years of study 

(Figure 2-3g & 2-3h). A similar behavior was observed at site MS2 in 2014, as the PDC and the annual 

FDC were similar (Figure 2-3b). At sites MS4 and MS7, however, it was only during the spring of 
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2015 that the PDC and the FDC showed similar inflection points (Figure 2-3d & 2-3e). In 2015, the 

PDC was similar to the annual FDC at site MS1 (Figure 2-3a).  

 

 

Figure 2-3. Normalized seasonal flow duration curves (FDC) and precipitation duration curves (PDC) 

for the 2014 (blue y-axis) and 2015 (red y-axis) study years. No flow data were available for site MS9 

in 2015 due to instrument failure. 
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2.3.2  Passive storage release dynamics 

 

An evaluation of the dynamics prevailing within the various frequency classes of the fFDC and 

bFDC (Figure 2-4) revealed a marked temporal variability – from one year to another – and notable 

spatial variability – among the sites (Figure 2-5).  

 

Figure 2-4. Normalized flow duration curves and precipitation duration curves (PDC) for the fastflow 

(fFDC) and baseflow (bFDC) components of streamflow. FDCs were constructed after hydrograph 

separation with the blue y-axis showing 2014 results and the red y-axis showing 2015 results. No flow 

data were available for site MS9 in 2015 due to instrument failure. 
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Figure 2-5. Range of total specific flow (red boxes), specific fastflow (blue boxes) and specific baseflow 

values (green boxes) for different frequency classes (i.e., upper, middle, and lower segments of the total 

or component-specific flow duration curves). The horizontal line shows the median value, while the 

bottom and top of each box show the 25th and 75th percentile, respectively, of the data distribution. 

Whiskers extending beyond above and below each box indicate the lowest and highest values. Small plus 

signs beyond whiskers are statistical outliers.  

 

Evidence of passive storage release through baseflow was pronounced within the intermediate 

frequency class (i.e., (33-66)%) of the bFDC, especially for the relatively bigger watersheds, i.e., those 

associated with the HWY240 and Miami outlets (Figures 2-5b & 2-5e). The recorded baseflows were 

almost zero at the “MS” sites in both years of study when the (33-66)% frequency class was considered 

2014

2015 Minimum

Median

Maximum

a b c
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(Figure 2-5). Across all the sites, the variability in the baseflow index (BFI) was more pronounced in 

2015 compared to 2014 (Figure 2-6). The median BFI values in both years of study for the (33-66)% 

class were higher at the HWY240 (0.18 and 1, respectively, for 2014 and 2015) and Miami (0.05 and 

0.04, respectively, for 2014 and 2015) sites, compared with the “MS” sites (less than 0.01) (Figure 2-6). 

In general, the median BFI value across all the sites was less than 0.2, the one exception being the 

HWY240 site for the 2015 sampling year (median BFI = 1) within the (33-66)% frequency class (Figure 

2-6). The maximum BFI values occurred in 2015 at most of the sites (Figure 2-6).  

 

 

Figure 2-6. Range of baseflow index (BFI) values for different frequency classes of flow (i.e., middle, 

and lower segments of the flow duration curves). The upper segment was assumed to be negligible and 

was thus omitted from the plots. Blue and red boxes indicate 2014 and 2015 results respectively. The 

horizontal line shows the median value, while the bottom and top of each box show the 25th and 75th 

percentile, respectively, of the data distribution. Whiskers extending beyond above and below each box 

indicate the lowest and highest values. Small plus signs beyond whiskers are statistical outliers. 
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2.3.3  Dynamic storage release at short timescales 

 

The range of total rainfall amount associated with the 2014 events was highest at site MS7 and 

lowest at site MS1 (Figure 2-7a). In the 2015 monitoring year, the range of total event rainfall amounts 

was rather highest at site MS7 and lowest at site MS2 (Figure 2-7a).  The widest range of event peak 

flows occurred at site MS2 in both 2014 and 2015 (Figure 2-7b). The narrowest range of event peak 

flows occurred at sites MS7 and MS4 for the 2014 and 2015 events, respectively (Figure 2-7b). In 

general, event peak flows appeared to be the smallest at the watersheds with larger drainage areas, i.e., 

those associated with the HWY240 and Miami outlets (Figure 2-7b). The highest range of Ia values 

associated with the 2014 events was observed at site HWY240 (0.30 mm ≤ Ia ≤ 94.00 mm), while the 

highest range of Ia values associated with the 2015 events was rather observed at site MS7 (8.40 mm ≤ 

Ia ≤ 94 mm) (Figure 2-7c). The minimum absolute Ia values in 2014 and 2015 occurred at sites HWY240 

(Ia = 0.30 mm) and MS1(Ia = 0.10 mm), during the spring season, while the maximum absolute Ia values 

occurred at sites HWY240 (Ia = 94 mm) and MS7 (Ia = 94 mm), during the summer season (Figure 2-

7c). With the exception of sites MS4 and MS7, initial abstraction (Ia) values during the events of 2014 

were higher than those associated with the 2015 events (Figure 2-7c). The maximum median Ia values 

occurred at sites HWY240 and MS7 during the 2014 and 2015 events, respectively (Figure 2-7c). The 

median value of the ratio of Ia to total event precipitation (TR), i.e., Ia/P, was highest at site MS3 in 2014 

and 2015 (Figure 2-7d).  
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Figure 2-7. Boxplots of total event rainfall (TR), event peak flow (PF), initial abstraction (Ia), and ratio 

of Ia to TR (Ia/P) for all events delineated within the catchments. Blue boxes show 2014 results and red 

boxes show 2015 results. The horizontal line shows the median value, while the bottom and top of each 

box show the 25th and 75th percentile, respectively, of the data distribution. Whiskers extending beyond 

above and below each box indicate the lowest and highest values. Small plus signs beyond whiskers are 

statistical outliers. 

 

As for event runoff ratios (RR), they were more variable from one event to another in 2014, 

compared to 2015, the one exception being at site MS4 (Figure 2-8). For the vast majority of sites across 

both years, RRs were extremely low, i.e., below 0.1, especially during the summer season. There was, 

also, no scaling of RR values with watershed size: Figure 2-8 clearly shows that most of the RRs observed 
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at the terminal Miami outlet were extremely low (Figure 2-8h), while upstream sites could be associated 

with RRs in excess of 0.5 (e.g., Figure 2-8a, 2-8d, 2-8f and 2-8g). The maximum range of RR values 

across 2014 events occurred at site HWY240 (0.02 ≤ RR  ≤ 1.33), while the range of RR values observed 

across 2015 events was largest for site MS4 (0.00 ≤ RR ≤ 0.65) (Figure 2-8d and 2-8g). The maximum 

absolute RR in 2014 and 2015 occurred at sites HWY240 and MS4 respectively (Figure 2-8d and 2-8g). 

The range of median RR across the sites was between 0 and 0.25, with the highest median value (0.25) 

occurring at site HWY240 in 2014 (Figure 2-8g). 

 

 



 

 

57 

 

 

Figure 2-8. Range of runoff ratios (RR) for all events delineated within each season across the eight 

nested catchments. Blue and red boxes indicate 2014 and 2015 results respectively. The horizontal line 

shows the median value, while the bottom and top of each box show the 25th and 75th percentile, 

respectively, of the data distribution. Whiskers extending beyond above and below each box indicate the 

lowest and highest values. Small plus signs beyond whiskers are statistical outliers.  

Minimum

Median

Maximum

a b c

d

g

e

h

f



 

 

58 

 

2.4 Discussion 

 

2.4.1  Streamflow generation in the context of total storage release 

 

The steeper slopes observed for the rightmost segment (i.e., (66-99)% frequency class) of the 

annual FDC in 2015 (Figure 2-3, Table 2-2), compared to 2014, suggest a stronger temporal stability of 

streamflow in the latter year. In other words, there was more variability in streamflow dynamics in 2015 

compared to 2014, according to previous interpretations of FDC segment slopes reported in the literature 

(e.g., Ye et al., 2012; Cheng et al., 2012; Yokoo and Sivapalan, 2011). This observed difference could 

be attributable to a higher potential for the watersheds to hold water in storage and release them slowly 

during the 2014 year, compared to 2015. This hypothesis, if verified in the STCW, would be consistent 

with the findings of Chouaib et al. (2018): in that study, watersheds having higher slopes of the FDC 

were classified as having low retention capacities with associated higher variability in flow regimes. 

However, the weather conditions prevailing in each year in the STCW do not appear to support that 

hypothesis: indeed, while total annual rainfall was only slightly higher in 2014 compared to 2015 (i.e., 

257.5 mm in 2014, versus 243.7 mm in 2015), mean daily air temperatures were much higher in 2015. 

The aridity index, which is a measure of drought conditions in a watershed, was also much higher in 

2015 than in 2014 (1.49 in 2015 against 1.19 in 2014). The evaluation of rainfall totals and aridity index 

values implies that 2014 was a wetter year than 2015. While drier years are typically assumed to be 

associated with larger total storage deficits and hence high retention potentials (e.g., Melo et al., 2016), 

the higher slopes of the computed FDCs rather imply low retention capacities in the drier year (i.e., 2015) 

considered in the present study. There was, therefore, a major discrepancy in the storage-related 

inferences made in the present study, depending on whether climate data only were used or whether 

literature-driven FDC interpretations were relied upon. When it comes to the question of how much 
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“delay” exists between precipitation input and streamflow initiation, the similar shapes of the annual 

FDCs and the PDCs (in terms of their inflexion points) for the HWY240 and Miami sites suggest that 

across larger watershed scales, there is a tight coupling between input precipitation and streamflow 

initiation – which may be evidence of a good efficiency of the landscape to transmit runoff to streams 

(e.g., Nikas et al., 2007). For sites MS4 and MS7, it was only during the spring season of 2015 that the 

FDCs and PDCs had similar inflection points (Figure 2-3d & 2-3e), which could also indicate tight 

coupling between input precipitation and streamflow initiation. For cases where the PDC and FDC did 

not appear to mimic each other, however, especially across the ‘MS’ sites lying within a hummocky 

landscape, precipitation was likely held in detention storage, awaiting conditions that would lead it to 

spill over and then contribute to streamflow at a later time, thus leading to a decoupling – in terms of 

timing – between input precipitation and streamflow initiation. 

 

2.4.2  Spatial controls on fastflow-baseflow partitioning 

 

During the 2014 year, the portion of total flow that came from fastflow at site MS2 for the (0-

33)% frequency class (Figure 2-5a) may be a result of the important forest cover in the catchment 

upstream of that site, compared to others; indeed, the MS2 catchment ranks as the second most forested 

site amongst the six “MS” sites (Table 2-3). It is thought that forested watersheds deliver more saturation-

excess overland flow as well as more shallow subsurface flow, relatively speaking, than non-forested 

ones (e.g., Lana-Renault et al., 2011; Lana-Renault et al., 2012; Barthold and Woods, 2015). While all 

the catchments considered in the present study are predominantly agricultural, some have a greater forest 

cover in their riparian areas. As long as the soil is not frozen, those forested riparian areas can act as 

major hydrological modifiers in two ways. On one hand, those riparian areas can “intercept” some of the 

surface runoff originating from adjacent fields, promote infiltration and lead to slower, shallow lateral 
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subsurface flow towards the stream. On the other hand, those forested riparian areas can, rather, be 

saturated and promote saturation-excess overland flow towards the stream. Relying on frequency classes 

of fastflow and baseflow alone (i.e., Figures 2-5 and 2-6) is, however, not sufficient to assess the 

predominance – or co-existence – of saturation-excess overland flow and subsurface flow at MS2. It 

should also be noted that in 2015, fastflow contributions at that same MS2 site were markedly lower than 

in 2014, albeit the total flow was also comparatively less (Figure 2-5d). As the spectrum shifts to the (33-

66)% frequency class, we observed more contribution from baseflow at sites HWY240 and Miami, which 

also have a large proportion of their riparian areas that are forested (Figure 2-5b, Table 2-3): that forest 

cover may have promoted vertical percolation leading to deep subsurface flow. It should, however, be 

noted that in addition to the forested cover upstream of the HWY240 and Miami sites, potentially 

promoting higher subsurface flows, those sites may also be vertically connected to passive stores of 

water, notably through fractures in the shale bedrock associated with the escarpment. The BFI values 

estimated in the present study (Figure 2-6) point to relatively higher contributions of baseflow from 

delayed sources in 2015, compared to 2014; such results are plausible in the drier 2015 year since 

baseflow is known to be the main, if not sole, contributor to streamflow under dry conditions (e.g., 

Eckhardt, 2008; Beck et al., 2013). For example, at the HWY240 site, BFI values were as high as 1 in 

2015 (Figure 2-6a), hinting at streamflows that were fed by passive water stores in a proportion of 100%. 

Conversely, median BFI values for the “MS” sites were generally below 0.2 in both years of study, 

indicating that a relatively higher proportion of the streamflow at those outlets may be coming from 

recent precipitation or dynamic storage. In a study of 22 predominantly humid catchments in Indiana, 

Gunn et al. (2012) found that BFI values ranged from 0.40 to 0.88 with an average of 0.60, suggesting 

that about 60% of long-term streamflow in those catchments is fed by groundwater and shallow 

subsurface flow. In the present study, BFI results point to less than a 20% contribution of subsurface 

flow to streamflow in the “MS” sites, with this percentage increasing towards the bigger watersheds (i.e., 
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HWY240 and Miami). The anthropogenic controls behind sites MS4 and MS7 may suggest a higher 

contribution to baseflow (and hence a higher BFI) at those sites. However, this does not appear to be the 

case in the current study. Vertical percolation of water, as opposed to lateral transfer (akin to the study 

of Janzen and Westbrook, 2011), appears to be dominant at those two sites. The water that is contributed 

from behind the dam does not appear to contribute to flow (at least in the short term) immediately 

downstream. 

 

2.4.3  Event-based controls on dynamic storage release 

 

Large event peakflow values are usually observed either in association with widespread 

Hortonian overland flow, or in the case of simultaneous saturation-excess overland flow and lateral 

shallow subsurface flow. The last two mechanisms are typically active under forest cover, as indicated 

by Barthold and Woods (2015): in a synthesis study of 42 forested catchments, they found that 19 

catchments were dominated by subsurface flow paths (shallow and deep) while 5 catchments were rather 

dominated by saturation-excess overland flow. In the present study, the highest values of event peak 

flows (PF) during the 2014 and 2015 study years were observed at site MS2 and may, therefore, have 

been a consequence of the relatively greater riparian forest cover upstream of this site, compared with 

the other “MS” sites (Table 2-3). The holding dams at sites MS4 and MS7, which are designed to 

attenuate peak flows by holding back water until they are full and then spill over, also make it plausible 

that the release of event rainfall into streams was gradual at those sites, thus resulting in some of the 

lowest PFs (0.01 mm/day ≤ PF ≤ 1.67 mm/day) recorded at those sites (Figure 2-7b). This assertion is 

consistent with research that focuses on the capacity of beaver dams to attenuate flow (e.g., Puttock et 

al., 2016). 
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Table 2-3. Watershed and sub-catchment physiographic characteristics for the STCW. 

Name 

Area 

(km2) 

Total 

flowpath 

 length (km) 

Total 

stream  

length 

(km) 

Treed 

riparian  

area (m2) 

Proportion 

of 

all forest 

Proportion  

of 

grassland 

Mean 

elevation 

(m) 

Elevation 

range 

(m) 

Mean 

slope 

(o) 

Slope 

range (o) 

Proportion of 

coarse grained 

soils 

Proportion 

of  

till blanket 

MS1 0.28 17365.32 0.62 329 0.02 0.01 485.93 12 0.96 2.13 0.00 0.00 

MS2 0.19 11378.3 0.23 0 0.15 0.10 486.83 16 1.30 2.72 0.00 0.00 

MS3 0.48 73348.61 2.41 17915 0.07 0.03 481.83 28 1.08 4.39 0.00 1.00 

MS4 0.31 23626.49 0.97 33162 0.23 0.09 482.67 31 1.59 4.97 0.00 0.00 

MS7 1.27 140464.51 4.94 101562 0.13 0.14 473.23 52 1.41 4.97 0.00 1.00 

MS9 1.88 181625.58 7.15 118648 0.1 0.12 464.71 59 1.26 4.97 0.00 1.00 

HWY240 34.65 3325774.85 92.97 5600880 0.18 0.14 455.13 121 1.79 16.16 0.14 0.87 

Miami 74.41 6917609.47 301.03 12130700 0.18 0.13 429.04 190 1.92 20.99 0.38 0.58 

Min 0.19 11378.3 0.23 0 0.02 0.01 429.04 12 0.96 2.13 0.00 0.00 

Max 74.41 6917609.47 301.03 12130700 0.23 0.14 486.83 190 1.92 20.99 0.38 1.00 

Mean 14.18 1336399.14 51.29 2250399.5 0.13 0.10 469.92 63.63 1.41 7.66 0.07 0.56 

CV 1.91 1.89 2.06 1.97 0.51 0.5 0.04 0.97 0.24 0.91 2.08 0.86 
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The relatively high median RRs occurring at site HWY240 in 2014 hint at a tight coupling 

between input precipitation and streamflow initiation, and it is likely due to the fractured nature of the 

bedrock at that site which enables infiltrated water to quickly move through the watershed. Those high 

median RR values must, however, be reconciled with the very high BFI values associated with that site: 

one potential explanation for high runoff ratios and high BFI values is piston flow, i.e., a mechanism 

enabling “old” water from passive stores to be quickly pushed into the stream to contribute to event 

streamflow. Here the phrase “old water” is used to refer to water that was stored in the watershed or a 

sub-catchment prior to the event under consideration, as opposed to “new water” that is precipitation 

introduced by the event under consideration. The fact that some of the RR values obtained for the 

HWY240 were higher than 1 (Figure 2-8g) is also consistent with a piston flow mechanism hypothesis, 

since it would imply that the volume of stormflow feeding the stream was made of both “old” and “new” 

water and was therefore larger than the amount of precipitation associated with the current event, thus 

leading to a numerator that is much larger than the denominator in the RR formula. The findings of Zhang 

et al. (2014) point to catchment properties such as slope, geology, and land use as stronger controlling 

factors of RR than climatic conditions; the results of the present study appear to support that assertion. 

In 2015, the observed wide range of RRs at site MS4 may have resulted from water being held in 

detention and only pushed into the stream when there was added water onto the reservoir from recent 

events. 

It appears that in 2014, at site MS2, in response to rainfall events, relatively low storage deficits 

needed to be compensated for before the initiation of streamflow: this is aligned with the fact that 2014 

was a wetter year, as well as the fact that prolonged saturation conditions were likely in the riparian areas 

of the MS2 sub-catchment given the forest cover and the absence of fractured bedrock that would have 

enhanced vertical percolation and dewatering of the vadose zone. For other sub-catchments such as the 
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one associated with the HWY240 outlet, however, the evaluation of different metrics could lead to 

contradictory interpretations, thus underlining the necessity of confronting the analysis of both long-term 

and short-term hydrographs. For HWY240 in the spring of 2014, small Ia values were observed (they 

were the smallest across all sites), which, on their own, would have pointed to a “flashy” condition at 

that site where introduced precipitation quickly satisfied small storage deficits and contributed to 

streamflow. This was not the interpretation made earlier on the basis of median RR and BFI values at 

this site, as the hypothesis of piston flow of old water toward the stream seemed more likely. It is 

therefore possible that at HWY240 during the summer, since most of the streamflow may have been 

coming from storage release of “old” water, newly introduced precipitation may have gone to satisfy the 

storage deficit without contributing much to flow over the short-term, thus making it difficult to use Ia 

values for process inferences (Figure 2-7c). In 2015, however, Ia values at site MS7 were useful to assess 

the weak coupling between precipitation input and streamflow initiation: high median Ia values could be 

observed (Figure 2-7c) and plausibly linked to the fact that the dam located upstream of the MS7 outlet 

holds up introduced precipitation and slowly releases it to the stream. It should, however, be noted that 

snowmelt-driven events were not considered in the present study, due to the large uncertainties associated 

with the estimation of daily melt rates across the whole STCW. The comparison made here between the 

results of long-term and short-term hydrograph analyses may have led to different interpretations or 

conclusions if all types of events had been considered across both study years. 
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2.5 Conclusion 

 

This work assessed watershed storage and release dynamics in the context of streamflow 

generation. Total storage release was, indirectly, evaluated via total flow duration curves. Baseflow index 

analysis was used to assess passive storage-release dynamics, while dynamic storage-release evaluations 

were made via the examination of fastflow duration curves, as well as the computation of event-specific 

initial abstraction values and runoff ratios. In relation to total storage release assessments, evaluations of 

the middle segments of the flow duration curves (FDCs) suggested that flow was more variable in the 

dry year (2015) compared to the wet year (2014). The analysis of the FDCs, however, led to a counter-

intuitive conclusion of lower storage retention potential during dry conditions, thus raising the question 

of whether literature-based interpretations based on slopes of a FDC are universally applicable across 

sites and across segments of the FDC. In assessing passive storage and release dynamics, the analysis of 

baseflow duration curves and the computation of baseflow index (BFI) values revealed that there was 

more baseflow in 2015 than in 2014, which is consistent with 2015 being a drier year. Baseflow 

contributions to streamflow at the “MS” sites are nearly non-existent while contributions however 

increased towards the relatively bigger watersheds draining to HWY240 and Miami. Site MS2, which 

was the most forested amongst the “MS” sites, had the highest peak flow values amongst the “MS” sites. 

There were also relatively high Ia values at site MS7, mainly due to a retention dam holding back water 

and later releasing it slowly into the stream. In terms of runoff ratios (RR), several hypotheses were 

considered depending on the site. For instance, HWY240 had relatively high RR values, which is 

plausible only if the fractured nature of the bedrock at that site promotes piston flow processes thanks to 

which passive stores of “old” water are pushed to the stream during precipitation events. At MS4, 

however, the high RRs observed may, rather, be a result of a retention dam getting full such that any 

added precipitation quickly flows over the dam into the stream. The multi-scale analysis of stream 
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hydrographs used in this study was, therefore, useful to derive hypotheses about dominant storage-release 

dynamics across nested Prairie watersheds. This multi temporal-scale analysis based on hydrometric data 

only could, however, lead to counter-intuitive results, and it was also insufficient for providing detailed 

assessments of storage-release dynamics, either through the quantification of “new” versus “old” water 

contributions to the outlets, or through the estimation of water ages at the outlet or transit times of water 

through the upstream watersheds. Such assessments can, however, be made through the use of isotopic 

data, which is the focus of the next chapters of this thesis. Results from this hydrometric analysis can, 

nonetheless, have implications for watershed management in the context of drainage design and flood 

control, as well as leaching of fertilizers and nutrients from terrestrial to aquatic environments. 
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CHAPTER 3: EVALUATING THE EFFECTS OF TRACER CHOICE AND END-MEMBER 

DEFINITIONS ON HYDROGRAPH SEPARATION RESULTS ACROSS NESTED 

SEASONALLY COLD WATERSHEDS 
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Abstract 

 

Isotope-based hydrograph separation (IHS) is a widely used method in studies of runoff generation and 

streamflow partitioning. Challenges in choosing and characterizing appropriate tracers and end-members 

have, however, led to presumably highly uncertain IHS results. Here we tested the effects of end-member 

definitions and tracer choices on IHS results in nested Prairie watersheds of varying size and landscape 

characteristics. Specifically, the consideration of eight potential “new” water end-members, eight 

potential “old” water end-members, and two stable water isotope tracers led to 80 potential IHS results 

for each stream water sample. IHS-related uncertainty was evaluated using a Gaussian error propagation 

method. Results show that choosing an appropriate “new” water end-member is most challenging during 

the freshet: highly variable “old” water fractions associated with high uncertainties were attributed to 

changing conditions from melting snow only to rain-on-snow. In summer and fall, it was rather the choice 

of an appropriate “old” water end-member that was most problematic. IHS results obtained using δ18O 

versus δ2H as a tracer were significantly different except in the flattest and most wind-sheltered 

watersheds examined. Overall, δ2H-based IHS results were more uncertain than their δ18O-based 

counterparts. Recommendations are therefore made toward careful selection of a tracer and a sampling 

strategy aimed at characterizing the most appropriate end-members for IHS, especially when dealing 

with seasonally cold watersheds. 

 

Keywords: hydrograph separation, oxygen-18, deuterium, Canadian Prairies, end-member definitions, 

uncertainty, sensitivity  
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3.1  Introduction 

 

Environmental isotopes have been used as indicators of runoff generation at varying spatial and 

temporal scales (e.g., Uhlenbrook et al., 2002; St. Amour et al., 2005; Laudon et al., 2007; Munoz-Villers 

and McDonnell, 2012). Notably, the two stable isotopes of oxygen and hydrogen, whose ratios are 

expressed as δ18O and δ2H, have been widely used for hydrograph separation (HS) to distinguish 

temporal sources of streamflow, namely “old” water (defined as water that existed in a watershed before 

the onset of a precipitation event) and “new” water (defined as water brought in by the precipitation event 

under consideration). Isotope-based HS (or IHS) is traditionally achieved by solving equations 

corresponding to a two-component mass balance, making it a straightforward tool to infer water sources. 

However, the simple IHS method is tied to a rather long list of assumptions that were first detailed by 

Sklash and Farvolden (1979) and then Buttle (1994; 2005) as follows: 

1. The isotopic signatures of the “new” and “old” water sources are significantly different from 

one another. 

2. “New” and “old” water must maintain constant isotopic signatures in space and time, or any 

variations they might be subject to must be quantifiable. 

3. Soil water contributions from the vadose zone must either be negligible or share the isotopic 

signature of phreatic groundwater, since the latter is the water source often implied when 

using the phrase “old” water. 

4. Surface (i.e., depression) storage contributes minimally to streamflow. 

While the usefulness of IHS is undeniable, some of the assumptions behind it are easily violated 

unless strict methodological choices are made. One example of such violations is the selection of a 

representative “new” water end-member during snowmelt that satisfies assumptions #1 and #2. Dincer 

et al. (1970), Rodhe (1981) and Cooper et al. (1991) melted snow cores – analysed as depth integrated 
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samples – to characterize the “new” water end-member during the freshet. However, their approach did 

not address the issue of changing snow isotopic signatures due to depth stratification (Huth et al., 2004) 

or isotopic fractionation (Taylor et al., 2001, 2002; Feng et al., 2002) that occurs during the melting of 

the snow. The use of snow lysimeters during snowmelt and rain-on-snow events is believed to address 

that issue (Buttle et al., 1995). During post-freshet rainfall events, temporal variation of the “new” water 

end-member also exists due to the “amount” effect, and can potentially be accounted for using an 

incremental weighting approach for defining the isotopic composition of rain (McDonnell et al., 1991). 

The challenge of sampling and characterizing “composite” events that involve snow, rain-on-snow, 

snowmelt and then rain – due to rapidly changing air temperatures in seasonally cold watersheds – 

remains difficult. As a result, significant uncertainties can be introduced into IHS results due to the 

spatiotemporal variability of end-member signatures (Delsman et al., 2013). 

Regarding assumption #3, early work by DeWalle et al. (1988) showed that soil water and 

groundwater can have distinct isotopic signals. Kennedy et al. (1986) also showed that soil water – and 

hence the vadose zone – can contribute significantly to streamflow during storms. Blume et al. (2008) 

showed that failure to distinguish between soil water and groundwater can lead to “old” water 

contributions to streamflow that exceed 100% or fall below 0%, thus making the two-component mass 

balance problem ill-defined, from a mathematical standpoint. To resolve that issue, the expansion of two-

component IHS to three-component end-member mixing has been suggested (DeWalle et al., 1988; 

Ogunkoya and Jenkins, 1993), where two tracers (usually one stable isotope tracer and another 

environmental tracer) are used to characterize the possible water sources. This three-component method 

has the advantage of revealing geographic source components in addition to the time source, but it 

requires a second conservative or quasi-conservative tracer – such as chloride or silica in certain 

environments. When results of two-component IHS and three-component end-member mixing have been 

compared, some studies estimated similar “old” water fractions with the two approaches (e.g., in a 
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permafrost-dominated alpine catchment in Yukon in a study by Carey and Quinton (2005), and in a 

volcanic substrate-dominated tropical montane cloud forest in central-eastern Mexico in a study by 

Munoz-Villers and McDonnell (2012)), while others found a 10% difference in “old” water contributions 

between the two methods (e.g., in a study done in the Black Forest Mountains of Germany by Wenninger 

et al. (2004)). To get around assumption #3, Wels et al. (1991) and St. Amour et al. (2005) also performed 

two-component IHS in two steps, where the “old” water fraction was separated into soil water and 

groundwater in the second step. Wels et al. (1991) estimated a 90% subsurface water contribution to 

streamflow in the first step of the hydrograph separation process, 65% of which was determined to 

originate from groundwater in the second step. In the case of St. Amour et al. (2005), up to 54% of 

groundwater was determined to have formed the portion of the subsurface contribution to the streamflow. 

 Regarding tracer choice, the fact that δ18O is used more often than δ2H in IHS studies has 

traditionally led to the conclusion that using both provides redundant information about a given system. 

Some authors have, however, shown that IHS results can be tracer-dependent. Rice and Hornberger 

(1998) notably used δ2H in combination with any one of δ18O, DOC, chloride and sodium in their study 

at a forested catchment in north-central Maryland: they found large differences (> 50%) in the computed 

fractions of “old” and “new” water. Lyon et al. (2009) also obtained diverging results when performing 

IHS using δ18O versus δ2H during a single runoff event in a forested catchment located in Arizona. Only 

a handful of IHS studies (e.g., Burns and McDonnell, 1998; Rice and Hornberger, 1998; Gibson et al., 

2000; Lyon et al., 2009) have used a combination of δ18O and δ2H (rather than just one) in their work. 

The potential benefits of using both δ18O and δ2H data for IHS include a better characterization of event 

water when one tracer over- (or under-) estimates its contribution. Those potential benefits were recently 

reaffirmed by Klaus and McDonnell (2013), but the dual-tracer strategy has yet to be widely adopted by 

the hydrologic community.  
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Overall, many studies have relied on two-component IHS to quantify “new” and “old” water 

contributions to streamflow even when some of the aforementioned assumptions were possibly violated. 

It is worth noting that studies focusing on more than two end-members (i.e., end-member mixing 

analyses) have used various statistical tools to constrain end-member and tracer-related uncertainty (e.g., 

Hooper, 2003; James and Roulet, 2006; Barthold et al., 2011). When it comes to two-component IHS, 

however, the only methodology available was put forward by Genereux (1998): it is based on Gaussian 

error propagation to evaluate uncertainties associated with the spatiotemporal variability of end-members 

as well as laboratory errors. Out of the 22 papers focusing on two-component IHS published since 

Genereux (1998) that we reviewed, only 18% estimated and reported uncertainties. Even when the 

Genereux approach was applied, only average uncertainty values were reported – either in a sentence or 

two or in a summary table – making it impossible to evaluate how IHS results and associated errors 

change seasonally and spatially.  

In light of the aforementioned issues associated with the use of two-component IHS, the 

overarching goal of the current paper was to evaluate the sensitivity of IHS results to not only tracer 

choice (δ18O versus δ2H) but also assumption violation (in particular assumptions #1, #2 and #3). Rather 

than make subjective choices regarding the “best” tracer to use and assuming the temporal invariance of 

end-member isotopic signatures at the event and seasonal scales, we evaluated two tracers (δ18O versus 

δ2H), eight potential definitions for the “new” water end-member (based on snow, snowmelt and rain 

data), and eight potential definitions for the “old” water end-member (based on shallow, intermediate 

and deep groundwater data). Each combination of one tracer, one “new” water end-member definition 

and one “old” water end-member definition constituted a IHS scenario. Each IHS scenario was applied 

to a range of streamflow samples from nested watersheds of varying size, land-use and physiographic 

characteristics. Three specific questions guided the analysis, namely: 
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1. How spatially and temporally variable are “old” water contributions to streamflow under different 

IHS scenarios? 

2. What is the effect of tracer choice (δ18O versus δ2H) and end-member choice on the computed 

“old” water contributions to streamflow? 

3. Which IHS assumption violations lead to the largest uncertainties in computed “old” water 

contributions? 

 

3.2  Materials and Methods 

 

3.2.1  Study site 

 

The focus was on 7 sub-watersheds (Table 3-1; Figure 3-1) ranging in size from 0.19 to 34.65 

km2 and nested within the 74.41 km2 South Tobacco Creek Watershed (STCW) in the province of 

Manitoba, Canada (Figure 3-1). The study area is located in the Prairies ecozone, which means that it is 

characterized by semi-arid to sub-humid temperate conditions, i.e., cold lengthy winters and short cool 

summers (Gray and Landine, 1988; Fang et al., 2007; Van der Kamp et al., 2008; Tiessen et al., 2010; 

Pomeroy et al., 2013; Shook et al., 2013; Hayashi et al., 2016). The mean annual precipitation recorded 

in the STCW is 545.6 mm (Environment Canada, 2014), of which 25-30% falls as snow between the 

months of November and March. The mean daily air temperature is 3.5°C, with -11.5°C and 17.2°C 

being the means for the months of December and June, respectively (Environment Canada, 2014). The 

STCW is characterized by a shale bedrock overlain by moderately to strongly calcareous glacial till and 

clay-loam soils (Matile and Keller, 2004; Tiessen et al., 2010). It is also traversed by the NW-SE-trending 

Pembina escarpment, which originated approximately 50 to 84 million years ago because of the Laramide 

Orogeny. Glacial debris deposited as moraines during successive glaciations also form the escarpment, 



 

 

86 

 

which marks the boundary of Glacial Lake Agassiz (Bamburak and Christopher, 2004). Soils in the 

watershed are mainly classified as Dark Gray Chernozems (Mollisols), with mean slopes ranging from 

1.7 to 3.4%. An elevation drop of approximately 200 m exists between the STCW headwaters and its 

outlet near the town of Miami (Figure 3-1).  

The watershed is a mix of different landscapes, including: 1) undulating terrain above the 

escarpment, where six of the targeted sub-watershed outlets (“MS” sites) are located; 2) the escarpment, 

where the HWY240 sub-watershed outlet is located; and 3) flatter plains below the escarpment, where 

the Miami outlet is located. The sub-watersheds above the escarpment have drainage areas ranging from 

0.19 to 1.88 km2 and elevation ranges between 12 and 59 m (Table 3-1). The MS4 and MS7 outlets have 

small farm dams and retention ponds located immediately upstream of them, for stormflow control 

purposes, while the MS9 outlet is situated in a wind-sheltered area. The sub-watershed draining into 

HWY240 has an area of 34.65 km2 and an elevation range of 121 m (Table 3-1). 

 

3.2.2 Sample collection and laboratory analyses 

 

Sampling took place during the 2014 open water period from spring to fall (i.e., April-October). 

Weekly samples (as well as higher-frequency samples during storm events) of snow, snowmelt, stream, 

rain, and samples of shallow, intermediate and deep groundwater, were collected in each of the seven 

sub-watersheds and in the lower portion of the STCW. Apart from snow and snowmelt samples that were 

spatially distributed across each sub-watershed and averaged into composite samples, other listed sample 

types were collected at a single site proximal to the sub-watershed or watershed outlet. Each outlet was 

equipped with rain collectors and different types of weirs – either v-notch or rectangular, in combination 

with a Campbell Scientific snow and water depth sensor SR50A (1 cm accuracy) – for discharge 

measurements.
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Figure 3-1. Location and digital elevation model (1 m horizontal resolution) of the South Tobacco Creek Watershed (STCW). Sub-watershed 

outlets (and stream water sampling locations) are indicated. m.a.s.l.: meters above sea level. Hydrographs (log scale) covering the sampling 

period at each of the sub-watershed outlets are also shown. Sites marked with (*) on the hydrographs have reservoirs immediately upstream 

of them. Blanks in the timeseries signal zero-flow periods. 
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Table 3-1. Characteristics of the eight (sub-) watersheds targeted in the current study. Miami is the outlet of the entire STCW. Min, Max, 

Mean and CV are the minimum, maximum, mean and coefficient of variation of each characteristic across the eight sites. 

Name 
Area  

(km2) 

Total 

flowpath 

 length 

(x106km) 

Total 

stream  

length (km) 

Proportion of 

forest land 

(%) 

Mean 

elevation 

(m) 

Elevation 

range 

(m) 

Mean 

slope 

(o) 

Slope 

range 

(o) 

Proportion of 

coarse grained soils 

(%) 

Proportion of 

till blanket 

(%) 

MS1 0.28 0.02 0.62 2 485.93 12 0.96 2.13 0 0 

MS2 0.19 0.01 0.23 15 486.83 16 1.30 2.72 0 0 

MS3 0.48 0.07 2.41 7 481.83 28 1.08 4.39 0 100 

MS4 0.31 0.02 0.97 23 482.67 31 1.59 4.97 0 0 

MS7 1.27 0.14 4.94 13 473.23 52 1.41 4.97 0 100 

MS9 1.88 0.18 7.15 10 464.71 59 1.26 4.97 0 100 

HWY240 34.65 3.33 92.97 18 455.13 121 1.79 16.16 14 87 

Miami 74.41 6.92 301.03 18 429.04 190 1.92 20.99 38 58 

Min 0.19 0.01 0.23 2 429.04 12 0.96 2.13 0 0 

Max 74.41 6.92 301.03 23 486.83 190 1.92 20.99 38 100 

Mean 14.18 1.34 51.29 13 469.92 63.63 1.41 7.66 7 56 

CV 1.91 1.89 2.06 51 0.04 0.97 0.24 0.91 208 86 

 

 

 

 

 

 

 



 

 

89 

 

Canola oil was placed at the bottom of the rain collectors to prevent fractionation and evaporative losses 

of water samples between site visits. Rainfall amounts were determined by a Texas Electronic Tipping 

Bucket rain gages (TE525-L, 0.01 of an inch precision) connected to Campbell Scientific data loggers. 

Shallow and intermediate groundwater was sampled from piezometers screened at 0.6 m and 1.5 m, 

respectively, using a bailer (which was rinsed with deionised water in between sites). Deep groundwater 

was sampled with a peristaltic pump from an 8 m well. Automatic water samplers were used to collect 

stream samples during storm events while grab samples were also collected during weekly field visits. 

Sampling covered 39 different days and 47 hydrological events (across all sites) during the 2014 open 

water period, for a total of: 92 snow and snowmelt samples, 86 rain samples, 143 shallow and 

intermediate groundwater samples, 9 deep groundwater samples and 213 stream water samples. All 

samples were stored in 10 mL glass vials sealed with parafilm and refrigerated until analysis. They were 

analyzed for δ18O and δ2H using a PicarroTM Liquid Water Isotope Analyzer (LWIA, model L2130-i) 

based on Cavity Ring-Down Spectroscopy (CRDS) technology. Delta (δ) values were recorded in permil 

(‰) deviations from the Vienna Standard Mean Ocean Water (VSMOW) (Craig, 1961) with a precision 

of 0.025‰ and 0.1‰ for δ18O and δ2H, respectively. 

 

3.2.3  Hydrograph separation and uncertainty analyses 

 

Two-component IHS, based on the steady-state mass balance equations of water and 

concentration equilibrium (Pinder and Jones, 1969), was used to calculate the fractions of “old” water 

(noted as F) in streamflow (Eq. 3-1). 

stream new

old new

F
 

 

−
=

−
 

(Eq. 3-1) 
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where  is the tracer concentration, the subscripts indicate the different water sources considered, and 

F is the computed fraction of “old” water in the stream.  

Since the goal of this paper was to evaluate the effect of end-member definitions and tracer choice 

on IHS results, wide-ranging scenarios based on the combination of one (out of eight potential) “new” 

water end-member definition, one (out of eight potential) “old” water end-member definition, and one 

tracer (out of two potential tracers, i.e., δ18O or δ2H) were evaluated (Tables 3-2 and 3-3). 

Recommendations made by Hooper and Shoemaker (1986) regarding possible definitions for end-

members were followed and are graphically illustrated in appendices B-1 and B-2. For example, end-

member definitions labelled as “most recent” (i.e., MR in the acronyms listed in Tables 3-2 and 3-3) rain, 

snow or groundwater were such that each stream sample was matched with the antecedent end-member 

sample that was the closest, in time, to stream sampling. As for the end-member definitions identified as 

being a seasonal average (i.e., SA in the acronyms listed in Tables 3-2 and 3-3), only the end-member 

samples collected during the same season as (but prior to) the stream sample were used. Each 

combination of a “new” water end-member definition, an “old” water end-member definition and a tracer 

forms a methodological scenario with an associated scenario number. A total of 80 methodological 

scenarios (i.e., 40 based on δ18O and 40 based on δ2H) were possible to estimate F for each stream water 

sample collected; 17,040 IHS computations were therefore attempted across all sites (i.e., 213 stream 

water samples × 80 scenarios). However, 9,690 of the attempted IHS computations could not be 

completed due to: (1) the sampling of some potential end-members not being possible during certain 

periods (e.g., no snow, dry piezometer), or (2) some end-members not being applicable considering the 

hydrological conditions at the time of stream sample collection (e.g., it is not plausible to consider that 

spring snowmelt signatures still constitute a valid “new” water source in August).  

Lastly, the uncertainty associated with each of the calculated “old” water fractions (i.e., F values) 

was estimated for three outlets: one atop the escarpment (MS1), one at the edge of the escarpment 
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(HWY240) and one below the escarpment (Miami) (see Appendix B-3). The goal was to assess the 

spatial and temporal variability of errors associated with the estimation of end-member concentrations – 

both conceptually in terms of end-member definition but also analytically in terms of laboratory 

measurements (Genereux, 1998; Uhlenbrook and Hoeg, 2003). The Gaussian error propagation 

technique based on the first-order Taylor series expansion was used (Eq. 3-2; Genereux, 1998):  

  

(Eq. 3-2) 

 

    

where W is the total uncertainty related to the computed fraction of “old” water. Wcold, Wcnew, and Wcstream 

are the uncertainty in the “old”, “new”, and stream water isotopic ratios, respectively. The uncertainty in 

each component is computed by multiplying the standard deviations of measurements by the t values of 

the student's t distribution at the 70% confidence level (Appendix B-3; Genereux, 1998). The 

aforementioned three sites were selected for uncertainty evaluation because MS1 is the beginning of the 

South Tobacco Creek channel, Miami is the outlet of the whole STCW, and the HWY240 sub-watershed 

discharges at the edge of the escarpment where unique hydrological characteristics prevail. An 

uncertainty cut-off of 4% was set after evaluation of the average uncertainties reported in past studies 

(e.g., Laudon et al., 2002; Uhlenbrook et al., 2002; St Amour et al., 2005; Pu et al., 2013). Compared to 

that cut-off, the uncertainty values computed in the current study were evaluated to ascertain if some 

methodological scenarios led to systematically high (i.e., ≥ 4%) or low (i.e., < 4%) error. 
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Table 3-2. List of “new” water and “old” water end-member definitions and associated acronyms used 

in the current study. 

 

“New” water end-member  

Definitions 

“Old” water end-member 

Definitions 

Snow-MR: Most recent snowpack sample  

Melt-MR: Most recent meltwater sample 

Melt-SA:  Seasonal average of meltwater 

samples 

Snow-SA:  Seasonal average of snowpack 

samples 

ASMR-MR: Average of most recent snow, 

melt and rain samples 

AMR-MR:  Average of most recent melt and 

rain samples 

Rain-MR:  Most recent rain samples 

Rain - SA:  Seasonal average of rain samples 

Sgw-MR:  Most recent shallow groundwater 

samples from 0.6 m piezometer  

Igw-MR:  Most recent intermediate 

groundwater sample from 1.5 m piezometer 

ASgwIgw-MR: Average of most recent 0.6 m 

shallow groundwater (Sgw) and 1.5 m deep 

groundwater (Igw) samples 

Sgw-SA:  Seasonal average of Sgw samples 

Igw-SA:  Seasonal average of Igw samples 

SgwIgw-SA:  Seasonal average of Sgw and 

Igw samples 

Qbf: Stream water sample at baseflow 

Dgw:  Deep groundwater sample from 8 m 

well 
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Table 3-3. Combinations of tracer choice and end-member definitions used in this study. For acronyms, refer to Table 3-2. 

 

Scenario # 

for  δ18O 

End-member definition Scenario # 

for δ2H 

  Scenario # 

for  δ18O 

End-member definition Scenario # 

for δ2H New water Old water  New water Old water 

1 Snow-MR Sgw-MR 41  21 ASMR-MR Sgw-MR 61 

2 Snow-MR  Igw-MR 42  22 ASMR-MR  Igw-MR 62 

3 Snow-MR  ASgwIgw-MR 43  23 ASMR-MR  ASgwIgw-MR 63 

4 Snow-MR Qbf  44  24 ASMR-MR Qbf  64 

5 Snow-MR Dgw 45  25 ASMR-MR Dgw 65 

6 Melt-MR Sgw-MR 46  26 AMR-MR Sgw-MR 66 

7 Melt-MR  Igw-MR 47  27 AMR-MR  Igw-MR 67 

8 Melt-MR  ASgwIgw-MR 48  28 AMR-MR  ASgwIgw-MR 68 

9 Melt-MR Qbf  49  29 AMR-MR Qbf  69 

10 Melt-MR Dgw 50  30 AMR-MR Dgw 70 

11 Melt-SA Sgw-SA 51  31 Rain-MR Sgw-MR 71 

12 Melt-SA Igw-SA 52  32 Rain-MR  Igw-MR 72 

13 Melt-SA SgwIgw-SA 53  33 Rain-MR  ASgwIgw-MR 73 

14 Melt-SA Qbf  54  34 Rain-MR Qbf  74 

15 Melt-SA Dgw 55  35 Rain-MR Dgw 75 

16 Snow-SA Sgw-SA 56  36 Rain-SA Sgw-SA 76 

17 Snow-SA Igw-SA 57  37 Rain-SA Igw-SA 77 

18 Snow-SA SgwIgw-SA 58  38 Rain-SA SgwIgw-SA 78 

19 Snow-SA Qbf  59  39 Rain-SA Qbf  79 

20 Snow-SA Dgw 60   40 Rain-SA Dgw 80 
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3.3  Results 

 

3.3.1  Isotopic composition of water samples 

 

All samples collected in 2014 plotted on or near both meteoric water lines (local and global MWLs, 

Figure 3-2). Snow and snowmelt samples were the most depleted in heavy isotopes, in contrast to 

groundwater samples which appeared relatively enriched. Precipitation samples were distributed across 

the whole extent of the MWLs, which is consistent with many previous studies (e.g., McGuire and 

McDonnell, 2006). In Figure 3-2, samples that plot below the point (-17.5‰,-130‰) towards the 

depleted end of the MWLs were from the freshet or early spring season, i.e., from the start of the 

snowmelt until rain-on-snow conditions began. Precipitation samples that plotted above the point (-

17.5‰,-130‰) were from three different seasons: (1) late spring (which lasted from the beginning of 

rain-on-snow conditions until June 20th), (2) summer (which was considered to end on September 21st), 

and (3) fall (which ended in October when freezing temperatures set in). Precipitation that fell after the 

late spring season appeared to scatter slightly above and below the MWLs, suggesting it was originating 

from different vapour sources. Stream samples collected later in the year also appeared to fall slightly 

below the MWLs, which is likely due to the stream’s evaporative response to increasing temperatures. 
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3.3.2  Spatio-temporal variability of old water fractions 

 

The computed F values for the different outlets showed a general increasing trend from April to 

October (Figure 3-3). On some occasions, however, IHS yielded mathematically possible but physically 

unrealistic F values – i.e., below zero or above 1. 

 

Figure 3-2. Isotopic composition (δ18O and δ2H) of all water samples collected across the STCW in 

2014, plotted relative to the local (LMWL) and global (GMWL) meteoric water lines. GMWL: δ2H = 

8•δ18O + 10. LMWL: δ2H = 7.78•δ18O + 6.22. Sgw: shallow groundwater from 0.6 m deep piezometer; 

Igw: intermediate groundwater from 1.5 m deep piezometer; Dgw: deep groundwater water from 8 m 

well.  
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Negative F values were mostly obtained in early spring and tended to occur more frequently for the 

methodological scenarios associated with δ2H-based data and “new” water end-members defined based 

on combined rain and snow data (Figures 3-3a to 3-3d and 3-3g). Later in the year (i.e., in summer and 

fall), physically unrealistic F values tended to be greater than 1 (Figures 3-3a to 3-3h) and were associated 

with both δ18O and δ2H data. Worthy of note was the dominance of F values above 1 at site MS7 – which 

has a small dam and a reservoir – between May 21st and July 4th (Figure 3-3e). The other site associated 

with such man-made features, i.e., MS4, had fewer F values in excess of 1 than MS7 around that period. 

F values at MS4 were generally higher than those at MS7 (Figure 3-3d and 3-3e). Despite draining similar 

areas (Table 3-1), MS4 had larger F values than MS3, especially during the freshet when most of the IHS 

results yielded physically unrealistic F values at MS3 (Figures 3-3c and 3-3d). HWY240, which is the 

site located at the edge of the escarpment, had uncharacteristically high F values during the freshet, 

notably on April 7th. However, 48 hours later (on April 9th), much lower F values were estimated at that 

site. A month later (May 9th), F values at the HWY240 outlet started to increase again and remained high 

until the end of the sampling period (Figure 3-3g).
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3.3.3  Effect of tracer choice on computed old water fractions 

 

F values computed using δ18O data were generally higher than those computed using δ2H data 

across most of the eight outlets during the early spring season (Figures 3-4a to 3-4d and 3-4g). It is, 

however, worth noting that F values that were within 10% of one another or less when using δ18O versus 

δ2H were more frequently found in early to late spring than in any of the other monitored seasons (Figures 

3-4a to 3-4c, 3-4f and 3-4h). The largest discrepancies between F values estimated using δ18O versus δ2H 

data were during the summer season at all sites (Figures 3-4a and 3-4e to 3-4g). Conversely, the best 

agreement between F values computed using δ18O versus δ2H data was observed in the early and late 

spring seasons at sites MS9 (i.e., the wind-sheltered site) and Miami (i.e., the site associated with the 

largest proportion of low-lying, flat areas) (Figures 3-4f and 3-4g). 
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Figure 3-3. Temporal variation of scenario-specific old water fractions (i.e., F values) at each of the eight outlets in 2014. White cells that run 

across a whole column (from top to bottom of plot) indicate that no water was available in the stream and/or piezometers and wells so scenario-

specific F values could not be computed. White cells that do not run across a whole column flag scenarios that were not hydrologically plausible 

and hence could not be applied to perform IHS. Black cells: the computed F values were negative. Gray cells: the computed F values were 

above 1.
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Figure 3-4. Comparison of F values computed using δ18O versus δ2H data at the different outlets.  The 

lack of agreement between the results provided by the two tracers can be assessed visually using band 

widths of 10%, 25% and 50% deviations from the 1:1 line. 
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3.3.4  Effect of end-member definitions on estimated old water fractions 

 

Figure 3-5 shows that the computed F values were strongly sensitive to the data used to 

characterize the “new” water end-member. For instance, scenarios relying on the Rain-MR end-member 

definition for “new” water generated some of the largest F values (mean and median F values in excess 

of 0.5, see Figure 3-5). The “new” water end-member definitions associated with snow and melt samples 

(i.e., Snow-MR, Melt-MR, Melt-SA and Snow-SA) led to very small temporal variability in F values, as 

indicated by the small height of the boxes and relatively short whiskers on Figures 3-5c to 3-5f and 3-

5h. Conversely, scenarios that relied on rain data (i.e., ASMR-MR, AMR-MR, Rain-MR and Rain-SA) 

to characterize the “new water” end-member generated F values with the greatest data spread (Figures 

3-5c to 3-5f and 3-5h) for all sites except MS1, MS2 and HWY240 (Figures 3-5a, 3-5b and 3-5g). The F 

values at HWY240 were all greater than 0.5, irrespective of the tracer or end-member choice. In general, 

the ability of the two tracers to generate similar ranges of F values across the eight sites decreased as rain 

data was introduced – either alone or in combination with other data (e.g., ASMR-MR, AMR-MR, Rain-

MR and Rain-SA) – to characterize the “new” water end-member (Figure 3-5).  

Figure 3-6 shows that the computed F values were not very sensitive to the data used to 

characterize the “old” water end-member. For each “old” water end-member definition, the ranges of F 

values obtained using δ18O versus δ2H tracer data were generally similar. Sites HWY240 and Miami 

(Figures 3-6g and 3-6h) had the highest F values when deep groundwater or streamflow at baseflow were 

used as “old” water end-members.  
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Figure 3-5. Variability of computed F values as a function of the “new” water end-member definition. 

The horizontal black line and the black-rimmed circle in each box show the median and mean of F values, 

respectively, when each “new” water end-member definition is used. Whiskers extending above and 

below each box indicate the lowest and highest F values computed for each “new” water end-member 

definition. Small dots beyond whiskers are statistical outliers. For acronym definitions, refer to Table 3-

2.  

 (a)   MS1 (b)   MS2 (c)   MS3

(d)   MS4 (e)   MS7 (f)   MS9

(g)   HWY240 (h)   Miami
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Figure 3-6. Variability of computed F values as a function of the “old” water end-member definition. 

The horizontal black line and the black-rimmed circle in each box show the median and mean of F values, 

respectively, when each “old” water end-member definition is used. Whiskers extending above and 

below each box indicate the lowest and highest F values computed for each “old” water end-member 

definition. Small dots beyond whiskers are statistical outliers. For acronym definitions, refer to Table 3-

2. 

 (a)   MS1 (b)   MS2 (c)   MS3

(d)   MS4 (e)   MS7 (f)   MS9

(g)   HWY240 (h)   Miami
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3.3.5  Uncertainties associated with computed old water fractions 

 

Across all methodological scenarios and all sampling dates, the average uncertainty associated 

with δ18O-based IHS results was 7.2%, 5.1% and 8.4% for sites MS1, HWY240 and Miami, respectively 

(Table 3-4). δ2H-based IHS results were, however, associated with higher and more temporally variable 

uncertainty values, regardless of whether we looked at all uncertainties (Table 3-4) or low uncertainties 

only (i.e., values below the 4% cut-off; Figure 3-7a). When the focus was on low uncertainties only (i.e., 

below 4%, Figure 3-7), similar average (low) uncertainty values were observed for δ18O-based and δ2H-

based scenarios up to the end of the spring season at the HWY240 outlet, located at the edge of the 

escarpment (Figure 3-7b). For summer sampling dates, however, δ18O-based scenarios yielded 

significantly lower uncertainty values than δ2H-based scenarios at site HWY240 (Figure 3-7b). At the 

Miami site (Figure 3-7c), the average (low) uncertainties associated with both tracers were similar until 

late summer. Contrary to sites MS1 and HWY240, however, δ18O-based scenarios applied at the Miami 

site for August 2014 yielded higher and more temporally variable uncertainty values than δ2H-based 

scenarios.  

 

 

Table 3-4. Summary statistics for the uncertainty values computed across all the ẟ18O-based and ẟ2H-

based methodological scenarios applied at sites MS1, HWY240 and Miami. 

 

 MS1 HWY240 Miami 

  ẟ18O ẟ2H ẟ18O ẟ2H ẟ18O ẟ2H 

Minimum uncertainty (%) 0.6 2.8 0.6 1.9 0.3 1.6 

Maximum uncertainty (%) 19.9 50.1 53.8 33 244.1 463.8 

Median uncertainty (%) 6.3 8.2 4.1 4.7 3.6 3.5 

Mean uncertainty (%) 7.2 11.0 5.1 6.5 8.4 7.1 

Standard deviation of uncertainty (%) 3.8 9.3 5.3 5.8 25.1 29.6 

Number of IHS results 62 54 137 113 338 347 
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Figure 3-7. Boxplots showing the variability of F-related uncertainties across all scenarios considered 

for each sampling date at sites MS1, HWY240 and Miami. The y-axis limits were set to vary from 0 to 

4% for better readability. The horizontal black line and the black-rimmed circle in each box show the 

median and mean uncertainty value, respectively. Whiskers extending above and below each box indicate 

the lowest and highest uncertainty value. Small dots beyond whiskers are statistical outliers.  

 

 

(a)   MS1

(g)   HWY240

(h)   Miami
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Over the sampling period, high uncertainty values (above 4%, i.e., outlier uncertainties) were 

observed using both δ18O and δ2H data at the three sites considered (Table 3-4; Figure 3-8). Indeed, the 

maximum uncertainties estimated across all sites, scenarios and seasons varied between 19.9% and 

463.8% (Table 3-4). Median uncertainties were also above the 4% cut-off for both MS1 and HWY240, 

regardless of tracer choice (Table 3-4). At MS1, outlier uncertainties were more frequent with δ2H-based 

scenarios (Figure 3-8). Outlier uncertainties, however, appeared to be evenly distributed between δ18O-

based scenarios and δ2H-based scenarios at sites HWY240 and Miami (Figure 3-8). Some specific end-

member definitions appeared to be frequently associated with outlier uncertainty values. At MS1, for 

example, it was notably the case for scenarios that relied on δ2H data, the most recent melt sample for 

the “new” water end-member definition, and the most recent shallow groundwater sample for the “old” 

water end-member definition (e.g., scenario #46; Figure 3-8). Along the same lines, at the HWY240 site, 

outlier uncertainty values were observed on two occasions for scenario #34, which relied on δ18O data, 

the most recent rain sample for the “new” water end-member definition, and stream water samples at 

baseflow for the “old” water end-member definition (Figure 3-8). At the Miami site, several sampling 

dates between late spring and late summer were associated with outlier uncertainties for δ18O-based 

scenarios and their δ2H-based counterparts (e.g., scenarios #30 and 70; scenarios #33 and 73; see Figure 

3-8). Scenarios #30 and 70 both rely on the average of the most recent melt and rain samples for the 

“new” water end-member definition, and the most recent intermediate groundwater sample for the “old” 

water end-member definition. As for scenarios #33 and 73, they rely on the most recent rain samples and 

the average of the most recent shallow and intermediate groundwater samples for the “new” and “old” 

water end-member definitions, respectively (Figure 3-8).  
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Figure 3-8. Scenarios leading to F-related uncertainty values above the 4% cut-off (i.e., outlier 

uncertainties) for each sampling date. Blue symbols flag δ18O-based methodological scenarios while red 

symbols show δ2H-based methodological scenarios with uncertainty values in excess of 4%. 

 

3.4  Discussion 

 

3.4.1  Interpretation of F values in light of dominant runoff processes  

 

Overall, the F values obtained in this study are consistent with the seasonality in dominant runoff 

processes observed in Prairie regions. For instance, in early spring, infiltration-excess (Hortonian) 

overland flow is known to occur on frozen ground and transport “new” water to streams (Fang et al., 

2007). This is in agreement with the low F values observed in Figure 3-3 for the month of April. The 

best agreement between δ18O and δ2H-based F values was also observed in early spring (Figure 3-4) as 

a result of cooler temperatures, leading to minimal isotope fractionation. With warmer temperatures in 

late spring, however, ground thawing allows water to infiltrate and percolate deeper, causing streams to 
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be fed by not only shallow subsurface flow, which can occur at the interface between organic and mineral 

soil horizons as a mix of “old” and “new” water, but also deeper groundwater – made of “old” water. 

That shift in dominant flow processes was reflected in the higher F values estimated for the month of 

May (Figure 3-3). The agreement between δ18O and δ2H-based F values was weaker in late spring (Figure 

3-4), likely due to higher fractionation losses driven by higher temperatures. Typically, the Prairies are 

strongly affected by evapotranspiration in summer and early fall (Fang et al., 2007). This results in 

streams that run dry unless they are fed by deep groundwater: such dynamics can also be seen on Figure 

3-3. Significant summer surface runoff can be seen in response to high-intensity convective rain events 

when the infiltration capacity of the soil is exceeded (Shook and Pomeroy, 2012). Saturation-excess 

overland flow can also occur, albeit exceptionally, in summer. Significant rainfall events notably 

occurred in June and July 2014 and were associated with multiple runoff generation pathways, namely 

infiltration-excess and saturation-excess overland flow, and subsurface flow from various spatial sources. 

That multiplicity of water sources was likely not well captured by our two-component IHS analyses, and 

it likely explains why many of the estimated F values were above 1 during that time (Figure 3-3).   

 

3.4.2 Spatial variability and physical realism of old water fractions  

 

The general increase in F values observed across all eight outlets from the freshet to the fall 

season is consistent with other findings reported in the literature (Metcalfe and Buttle, 2001; Liu et al., 

2008). However, the F values estimated in the current study for the freshet period were generally lower 

than those reported in studies done in Canada (e.g., Gibson et al., 1993 in the Manners Creek Watershed 

also within the Liard and Mackenzie river basin near Fort Simpson, Northwest Territories; St Amour et 

al., 2005 in five watersheds within the Liard and Mackenzie river basin, Northwest Territories) and 

elsewhere (e.g., Rodhe, 1998; Laudon et al., 2002). Our generally lower F values during the freshet are 
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likely attributable to sheet flow of "new" water over frozen ground, which is a dominant runoff generation 

mechanism in early spring in Prairie environments (Gray and Landine, 1988; Fang et al., 2007). The 

physically unrealistic negative F values observed in late spring may be a result of indistinct isotopic 

differences between “new” and “old” water sources, due to melt water directly feeding streamflow (via 

in-channel melting of snow) as well as the piezometers (via downward percolation in recently thawed 

soils). Later in the year (i.e., summer and fall), physically unrealistic F values rather tended to be greater 

than 1 (Figure 3-3), which may signal the presence of two “old” water end-members (i.e., shallow and 

deeper groundwater) as alluded to by Kennedy et al. (1986), DeWalle et al. (1988), McDonnell et al. 

(1991) and Blume et al. (2008). F values in excess of 1 were notably observed at the MS7 site where 

exceptionally large rainfall events in June and July 2014 (Figure 3-1e) likely led to contributions from 

surface storage – through the overspillage of the reservoir behind the dam – as well as shallow and 

intermediate groundwater contributions through saturated soils.  

F values are generally known to decrease with watershed size (Shanley et al., 2002), due to increased 

“new” water inputs from upstream channel flow. This was generally verified across the STCW, except 

for sites MS4 and MS7 – which have retention ponds immediately upstream of them –, and site HWY240 

– which sits at the edge of the escarpment. Retention ponds are known to significantly alter the hydrology 

of a basin by decreasing runoff to downstream outlets (Kim et al., 2007): “new” water coming from the 

upstream channel is impounded by the retention dam and flows slowly under it. Water can take long 

flowpaths below and around the dam before emerging at the outlet downstream, by which time it is 

referred to as “old” water. This may explain why F values at MS4 were generally higher than F values 

at MS2 (Figures 3-3b and 3-3d) and MS3 (Figures 3-3c and 3-3d). Lower F values at the Miami outlet 

were also observed, compared to upstream sites MS7 and MS9 (Figures 3-3e, 3-3f and 3-3h), thus raising 

the question of how landscape characteristics below the escarpment promote the transmission of “new” 

water to the outlet. The HWY240 site (Figure 3-3g) acted differently from the others with relatively high 
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δ18O-based and δ2H-based F values in early spring. Those values significantly decreased within 48 hours 

before increasing again, indicating that the water that was previously in the channel had been “flushed”. 

This early-spring “flushing” behavior was not observed at any of the other seven outlets. The HWY240 

outlet sits right on the edge of the Pembina escarpment with an underlying rock and soil system that is 

relatively coarser (and more permeable due to the till deposits and fractured bedrock) than the other 

outlets (Table 3-1). Therefore, at this site, precipitation is thought to quickly infiltrate into deep 

groundwater and then flow laterally into the stream. 

 

3.4.3 Inter- and intra-seasonal comparison of δ18O-based and δ2H-based old water fractions 

 

The best convergence of F values estimated using δ18O versus δ2H data occurred in the early 

spring season (Figure 3-4) when the “new” water end-member was mostly documented using snow and 

snowmelt samples. This can be explained by the characteristics of the STCW. Indeed, variation in the 

isotopic composition of snow is thought to happen because of vapour exchange with soil water, 

vegetation, or atmospheric moisture (Kendall and McDonnel, 1998). The latter is the most plausible in 

the STCW as most of the ground is frozen and devoid of flowing soil water pre-melt, and vegetation is 

dormant at that time. Relatively low temperatures during spring led to minimal atmospheric moisture 

and hence a subdued vapour exchange with the snow and less isotopic fractionation of snow. In some 

watersheds, high winds increase ablation rates, snow crystallization and water vapor exchange: this can 

lead to increases in the δ18O and δ2H values of snowpacks in uplands (Cooper et al., 1993; Nikolayev 

and Mikhalev, 1995), while relatively negative δ18O and δ2H values are preserved in snowpacks in lower-

lying and wind-sheltered areas. While this effect is opposite to the expected orographic decrease in heavy 

isotope content with increasing elevation (Friedman and Smith, 1970), there was evidence of it at the 

wind-sheltered MS9 site and the flatter Miami site, where there was little temporal change in the isotopic 
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signature of the snowpack. This may also have contributed to the convergence of δ18O-based and δ2H-

based F values, which plotted very close to the 1:1 line in Figures 3-4f and 3-4h for the spring season. 

δ18O and δ2H-based F values strongly fluctuated as the spring season progressed into mixed snowmelt- 

and rain-driven conditions, i.e., late spring, summer and fall seasons, likely due to the highly variable 

nature of the “new” water isotopic composition as different air masses create precipitation of varying 

isotopic compositions. This was also coupled with multiple “old” water end-members likely contributing 

to streamflow later in the summer and fall seasons (Kendall and McDonnell, 1998). The aforementioned 

discussions confirm the strong dependence of IHS results on the use of δ18O versus δ2H data, especially 

when characterizing the “new” water component. While it might be appropriate to use any of the two 

tracers in flat and wind-sheltered environments during the early spring period, δ2H data could be 

problematic to use without any appropriate correction in later seasons, due to its relatively higher 

fractionation potential and variability. Ingraham and Taylor (1989) only used δ2H data for IHS – even 

though δ18O data were also available – because they gave consistent isotopic concentrations for soil and 

groundwater, thus allowing the accurate characterization of the “old” water end-member. Moore (1989), 

however, used both tracers for IHS in a watershed in Quebec, Canada and found that during the freshet, 

δ2H data led to “old” water fraction estimates ranging between 0.5 and 0.65, an overestimation when 

compared to the values of 0.43 to 0.55 obtained when using δ18O data. 

 

3.4.4 Sensitivity of IHS results to end-member definitions 

 

Scenarios based on the Rain-MR “new” water end-member definition yielded the highest and 

most variable average F values across all eight outlets in summer and fall (Figure 3-5). This high 

variability in F values is consistent with the high isotopic variability observed in rain in summer and fall. 

Conversely, scenarios based on Snow-MR, Snow-SA, Melt-MR and Melt-SA generally yielded the 
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smallest and least variable average F values in spring (Figure 3-5c to 3-5f; 3-5h). Those findings are 

partly consistent with Shanley et al. (2002) who found average “old” water fractions of over 50% in 

summer and less than 30% in spring in a watershed in Vermont, USA. Using snow data rather than melt 

data to characterize the “new” water end-member in spring also led to higher average F values (Figure 

3-5): as snow is exposed to the elements for a long period, it may have undergone more fractionation as 

compared to meltwater. The choice of Rain-MR for “new” water characterization appears to be 

inappropriate in summer and fall. Combining this choice with the “old” water end-member further 

compounds the problem due to possible contrasting patterns in “old” water isotopic signatures usually 

observed due to multiple flow processes (e.g., shallow and deep lateral subsurface flow) prevailing at the 

same time. Ideally, the choice of an “old” water end-member should account for that multiplicity of 

processes. During most of the sampling period, no shallow or intermediate groundwater was present in 

the piezometers near the HWY240 outlet and hence, scenarios that did not rely on these data had to be 

used to characterize the “old” water end-member (Figure 3-6g). In the current study, characterizing the 

“old” water end-member appropriately in the summer and fall seasons was as problematic as 

characterizing the “new” water end-member in spring.  

 

3.4.5  Evaluation of IHS uncertainties as a function of tracer choice, watershed characteristics and 

seasonal dynamics 

 

For all sampling dates, uncertainty values associated with δ18O-based IHS scenarios at MS1 were 

lower and less variable than those associated with δ2H-based scenarios (Figure 3-7a). Similar dynamics 

were seen at the HWY240 site (Figure 3-7b) but only after the end of the spring season. The higher 

uncertainty in δ2H-based IHS results might be attributable to the relative ease with which 2H fractionates 

in contrast to 18O. The similarities between δ18O and δ2H-based uncertainties during the early part of the 
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spring season at HWY240 (Figure 3-7b) could be due to the time-invariant isotopic composition of the 

“old” water end-member during the freshet as well as a “new” water end-member that has not been 

subjected to much fractionation. Baseflow and deep groundwater samples were used to characterize the 

“old” water end-member isotopic compositions at HWY240 due to the lack of samples in the piezometers 

over the whole sampling period (Figure 3-6g; Table 3-4). This is consistent with the findings of Darling 

et al. (2003) in the British Isles where baseflow and groundwater isotopic signatures were assessed from 

samples collected from the River Thames at Wallingford: there was little variation in the isotopic 

composition of the river and groundwater samples for much of the year except in late summer and early 

fall. Low uncertainties and good inter-tracer agreement was also present at Miami in spring and summer 

(Figure 3-7c). However, no plausible mechanism was found to explain why δ2H-based uncertainties were 

generally lower than δ18O-based uncertainties at Miami (Table 3-4). δ2H-based outlier uncertainties at 

MS1 were associated with scenarios based on the most recent melt and the most recent shallow 

groundwater data. This may be explained by the fact that in spring, meltwater feeds both the shallow 

piezometers and the stream, thus leading the “new” and “old” water signatures to not be distinct enough. 

We observed δ18O-based outlier uncertainties at HWY240 (Figure 3-8b) for the most recent rain “new” 

water end-member and the baseflow “old” water end-member for a couple of sampling dates. The outlier 

uncertainties at the Miami site were mostly associated with end-member definitions based on averaged 

melt and rain samples, as well as deep groundwater samples. These results suggest that deep groundwater 

may not be a significant contributor to streamflow during the freshet and that shallower groundwater 

sources may be more significant. Other outlier uncertainties observed at the Miami site were associated 

with the use of the most recent rain samples and the use of the shallow and intermediate groundwater 

averages for the “new” and “old” water end-members, respectively, during the summer and fall seasons. 

This is similar to the observation involving outlier uncertainties at MS1 during the spring period where 

the “new” and “old” water end-members were likely indistinct. Most of the computed uncertainties for 
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MS1, HWY240 and Miami were generally smaller than those reported in other studies (e.g., Laudon et 

al., 2002; Uhlenbrook et al., 2002; St Amour et al., 2005). Our results imply that much of the error in our 

hydrograph separations originated from the definition of end-members, the spatial and temporal 

variability of end-member isotopic composition (see Uhlenbrook and Hoeg, 2003 for details) and other 

assumption violations. 

3.5  Conclusions 

 

The overarching goal of the current paper was to evaluate the sensitivity of IHS results to the 

nature of the “new” and “old” water end-members as well as the chosen tracer. Different methodological 

scenarios were created by combining eight potential “new” water end-members, eight potential “old” 

water end-members and two potential tracers. Several thousands of hydrograph separations and 

uncertainty assessments were attempted on 213 streamwater samples collected across eight nested 

watersheds of varying sizes and physiographic characteristics in a semi-arid Prairie landscape during the 

2014 open water period. Results showed that highly uncertain and, sometimes, physically unrealistic F 

values (> 1) could be associated with both tracers and observed in the summer and fall. The adequate 

definition of end-members was also problematic in all seasons when either rain-on-snow conditions 

dominated or multiple runoff generation mechanisms co-existed during wet periods.  

This study therefore raises questions that could form the basis of future case studies. Indeed, 

while several dozens of scenarios were tested here without making any a priori assumptions about 

dominant water sources, it is unreasonable to ask all IHS studies to adopt that approach given the shear 

amount of time and data it requires. We can, however, formulate recommendations regarding the 

methodological choices to make, and use the current study to illustrate the consequences associated with 

different choices when performing IHS (Figure 3-9), especially in seasonally cold watersheds. In view 

of the many physically unrealistic F values obtained here, future studies focusing on spring hydrological 
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dynamics in cold regions could choose one single definition for the “old” water end-member but resort 

to multiple potential definitions for the “new” water end-member and assess the sensitivity of obtained 

results to the “new” water-related assumptions. Alternatively, when focusing on summer and fall season 

dynamics, the sensitivity of obtained results to “old” water-related assumptions could be examined. In 

addition, for IHS to be applicable in wetland-dominated landscapes or human-dominated landscapes 

where distributed, man-made water reservoirs (e.g., retention ponds) are present, methodologies will be 

needed to evaluate whether the assumption of negligible contributions from surface detention or 

depression storage to streamflow is valid. This could be done qualitatively by defining “old” water as 

water that is older than the average reservoir residence time, or quantitatively by sampling water 

upstream and downstream of reservoirs. A dual water and isotopic mass balance would then be used to 

estimate the isotopic damping ratio dictated by reservoir residence time, and correct the “old” and “new” 

water end-member signatures accordingly. Gaining grounds on these issues would not only provide more 

confidence in IHS studies but also ensure that IHS can be used as an effective tool for streamflow 

partitioning in a wider range of environments, including human-modified landscapes. 
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Figure 3-9. Summary of methodological choices and related result consequences based on the current 

IHS study. 
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Abstract 

 

The mean transit time (MTT) is an important descriptor of water storage and release dynamics in 

watersheds. While MTT studies are numerous for many regions around the world, they are rare 

for prairie watersheds where seasonally cold or dry conditions require adequate methodological 

choices toward MTT estimation, especially regarding the handling of sparse data records and tracer 

selection. To examine the impact of such choices, we used timeseries of δ18O and δ2H from two 

contrasted years (2014 and 2015) and relied on two metrics and two modeling methods to infer 

MTTs in prairie watersheds. Our focus was on nested outlets with different drainage areas, 

geologies, and known runoff generation mechanisms. The damping ratio and young water fraction 

(i.e., the fraction of streamflow with transit times lesser than three months) metrics, as well as the 

sine-wave modeling and time-based convolution modeling methods, were applied to year-specific 

data. Results show that young water fractions and modeled MTT values were, respectively, larger 

and smaller in 2014, which was a wet year, compared to 2015. In 2014, most outlets had young 

water fractions larger than 0.5 and MTT values lesser than 6 months. The damping ratio, young 

water fraction and sine-wave modeling methods led to convergent conclusions about watershed 

water storage and release dynamics for some of the monitored sites. Contrasting results were, 

however, obtained when the same method was applied using δ2H instead of δ18O, due to differing 

evaporation fractionation, or when the time-based convolution modeling method was used. Some 

methods also failed to provide any robust results during the dry year (i.e., 2015), highlighting the 

difficulty in inferring MTTs when data are sparse due to intermittent streamflow. This study 

therefore allowed the formulation of empirical recommendations for MTT estimation in prairie 

environments as a function of data availability and antecedent wetness conditions. 
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4.1 Introduction 

 

The concepts of water age, residence time and transit time have been central to hydrology 

for several decades (Stewart et al., 2010). Since water stored within a watershed comes from 

different precipitation events and ultimately contributes to runoff and streamflow generation (after 

losses through evapotranspiration), the historic signal of precipitation inputs is embedded into 

streamwater mixtures. Differences exist between the concepts of water age, residence time and 

transit time. Typically, the residence time or age of water at any point along a flowpath in a 

catchment is defined as the time that has passed since a water molecule entered the catchment 

(Maloszewski and Zuber, 1982; Bethke and Johnson, 2008). The transit time is rather defined as 

the time water spends travelling from an input point (e.g., surface of the watershed after a 

precipitation event) to an output point (e.g., stream at the watershed outlet) via flowpaths in a 

watershed (McDonnell et al., 2010). Regardless of whether the goal is to quantify water age, 

residence time or transit time, the underlying rationale is typically to describe how catchments 

function by retaining and releasing water from storage. Those storage-release dynamics are 

especially fundamental to our understanding of streamflow generation processes (Wolock et al., 

1997; Kendall and McDonnell, 1998; McGuire and McDonnell, 2006) and our characterization of 

controls on weathering rates (Pacheco and Van der Weijden, 2012; Frisbee et al., 2013), 

characteristic timescales of ecological processes (Brunke and Gonser, 1997; Hancock et al., 2005), 

and catchment response to climate change (Singleton and Moran, 2010; Manning et al., 2012; 

Rademacher et al., 2012). 

There has been considerable interest in catchment transit time estimation since the advent 

of stable isotopes of oxygen and hydrogen as tracers a few decades ago (Dincer, et al., 1970; 
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Stewart et al., 2010). There is, however, significant variability in the methods and data used to 

infer mean transit times (MTTs). Time-based convolution integral modeling – which is among one 

of the most commonly used methods of transit time estimation (McGuire and McDonnell, 2006) 

– relies on the selection of a stationary transit time distribution (TTD) meant to reflect the storage, 

flow pathway heterogeneity and sources of water in a catchment. Typically, time-based 

convolution modeling employs, as a minimum, weekly tracer data spanning at least one year to 

infer and compare input and output isotopic fluxes for the catchment under consideration. The 

majority of MTT studies that have relied on the time-based convolution method have used only 

δ18O data, but some have also used δ2H data (e.g., Maloszewski, et al., 1983) or chloride data (e.g., 

Kirchner, et al., 2000). A few other studies attempted to use both δ18O and δ2H data (e.g., 

Stockinger et al., 2014; Timbe et al., 2014) but in the end decided to rely solely on δ18O when the 

results obtained using either tracer were deemed similar. Although the great majority of MTT 

studies via time-based convolution modeling have used more than one year of data, some have 

used less: examples include Soulsby et al., (2014) who focused on the Scottish Highlands; Ma and 

Tamanaka (2013) in the context of a tracer-aided tank experiment; Lyon et al. (2010) in the 

determination of snowmelt MTT in a boreal catchment in Northern Sweden; Lyon et al., (2008) in 

an event-based MTT study at the Santa Catalina Mountains in Tucson, Arizona; and Stewart and 

McDonnell (1991) in the determination of soil water residence times at the Maimai Catchment in 

New Zealand. Convolution modeling can also be carried out in the frequency domain; however, it 

is often difficult to extract the TTDs – the kernel from which the MTT is obtained – from the 

resulting power spectra. Thus, only a few (e.g., Kirchner et al., 2000) have applied the spectral 

method to model catchment TTDs. A third and comparatively simpler MTT estimation method, 

i.e., the sine-wave modeling method, is also commonly used as it has the advantage of being 
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applicable with coarser and irregularly spaced data (McGuire and McDonnell, 2006), as long as 

seasonal cycles in isotopic timeseries can be captured. 

Although they are widely used, the adequacy of currently available, stationary MTT 

estimation methods is the subject of ongoing debate. Kirchner (2016a, b) showed that common 

MTT estimation techniques (e.g., sine-wave, time-based convolution and spectral analysis 

methods) are liable to enormous aggregation errors and hence can lead to unreliable results. These 

errors stem mainly from catchment heterogeneity and the non-stationarity of the TTDs, driven by 

the rapidly changing water flowpaths and velocities in response to variable hydrologic forcing 

(Kirchner et al., 2001; Tetzlaff, et al., 2007; Hrachowitz et al., 2010; Heidbuchel et al., 2012; 

Birkel et al., 2012). Time-averaged TTDs may have been estimated in lieu of characterizing time-

varying TTDs. To avoid dealing with those issues, Kirchner (2016a, b) proposed a metric, the 

young water fraction, defined as the fraction of streamflow with transit times of less than two or 

three months. This metric proved to be less susceptible to aggregation bias and able to infer 

dynamic water storage and release behavior (Benettin et al., 2017) in a variety of environments. 

Similar to the sine-wave method, the young water fraction metric has the advantage of being 

applicable with sparse and irregularly sampled isotopic data (Kirchner, 2016a, b), as opposed to 

the time-based convolution and spectral methods which require continuous, unbroken timeseries 

of input and output isotopic fluxes (McGuire and McDonnell, 2006; Hrachowitz et al., 2011). Prior 

to the young water fraction metric being proposed, another metric, called the damping ratio, was 

suggested as an inverse method for inferring catchment MTTs: it is computed by dividing the 

coefficient of variation of the isotopic timeseries in streamflow by the coefficient of variation of 

the isotopic timeseries of precipitation (e.g., McGuire et al., 2005; Tetzlaff et al., 2009; Soulsby et 
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al., 2015). Both the young water fraction and damping ratio metrics are simpler methods that can 

thus be applied on shorter timeseries data to estimate MTTs. 

It is worth noting that a few exceptions aside, transit time studies have been conducted in 

temperate mid-latitudes. That has been notably the case in the majority of studies carried out in 

Europe and in the United States (e.g., Tetzlaff et al., 2009; Lyon et al., 2010; Heidbuchel et al., 

2012), but there are also a few in Africa (e.g., Tekleab et al., 2014a) and New Zealand (e.g., 

McGlynn et al., 2003). Across those largely humid regions, catchments of varying sizes were 

examined (e.g., McDonnell et al., 1991; Soulsby et al., 2000; Uhlenbrook and Leibundgut, 2002; 

McGuire et al., 2005; McGuire and McDonnell, 2006; Tetzlaff et al., 2007; Soulsby and Tetzlaff, 

2008). Most often than not, weekly input-output data (at the very least) were available for those 

sites, with very few gaps when, exceptionally, field sites could not be visited for one reason or 

another. Conversely, however, obtaining uninterrupted weekly input-output timeseries in 

seasonally cold and dry regions is quasi-impossible, not for lack of field visits but rather because 

of streams and rivers flowing intermittently or ephemerally. That is notably the case in the 

Canadian prairies, which are characterized by rolling to flat topography, large agricultural lands 

and non-negligible forested riparian areas, a sub-humid to semi-arid climate with alternating floods 

and droughts, and a lengthy winter season during which the ground is frozen. Achieving a better 

understanding of catchment transit times in a region like the Canadian prairies is especially 

important because of its uniquely uncommon hydrologic regime: it is not just impacted by man-

made stormwater control structures such as drainage ditches but also farm dams, drained wetlands, 

and roads which altogether slow down or enhance surface and subsurface flow in ways that are 

not fully understood. One problem is that the reasons that make the characterization of transit times 

important in prairie regions are also the reasons that make it especially challenging. Worthy of 
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note are (i) the strong evaporative processes in the region, (ii) the presence of frozen ground which 

signals hydrologic inactivity as a consequence of the long severe winter, and (iii) alternating years 

of wetness and dryness. The aforementioned item (i) brings into question the choice of an adequate 

isotopic tracer to use for MTT estimation, since not all isotopes are equally affected by kinetic 

fractionation (Kendall and McDonnell, 1998; Cappa et al., 2003). As for the aforementioned items 

(ii) and (iii), they lead to timeseries of irregular length (i.e., from the start to the end of the open 

water season) and density (i.e., number of data points) from one year to the next and thus pose a 

challenge when assessing the most appropriate method for assessing MTTs. “StorAge Selection” 

functions (e.g., Benettin et al., 2015; Harman, 2015) have recently been introduced and could help 

address some of these challenges; however, they are not necessarily accessible to people who are 

not seasoned modelers, and they also require that an estimate of total catchment storage be 

available (Harman, 2015), which is often not available. While the aforementioned issues have 

prevented comprehensive transit time studies from taking place in the Canadian prairies, there is a 

strong rationale for applying some of the common MTT inference methods in that region to 

compare their relative efficiency in a challenging landscape type and thereby obtain first-order 

estimates of streamwater ages. In the current chapter, we address those issues “head-on” by 

focusing on a system of nested prairie watersheds for which isotopic data are available. Two of 

the metric-based methods and two of the modeling methods mentioned above were relied upon, 

namely the damping ratio method, the young water fraction method, sine-wave modeling, and 

time-based convolution modeling. Two main research objectives were pursued, namely: 

1. Examine how the choice of one metric over the other influence MTT estimation; and 

2. Assess how the choice of one modeling method over the other affect computed catchment 

MTTs. 
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The above research objectives were addressed using δ18O and δ2H as tracers. Timeseries of 

different length and density were also evaluated, as our focus was on two sampling years with 

contrasting characteristics, in terms of precipitation regime. Such an approach was chosen not only 

to help us assess the convergence or divergence of results obtained via the different MTT 

estimation methods, but also to qualitatively address the impact of tracer choice and sparse data 

record on the obtained results.  

 

4.2 Methods 

 

4.2.1 Study site 

 

Our focus was on eight sites, i.e., seven sub-watersheds ranging in size from 0.19 km2 to 

34.65 km2 and nested within the 74.41 km2 South Tobacco Creek Watershed (STCW) in the 

province of Manitoba, Canada (Figure 4-1). The STCW is characterized by semi-arid to sub-humid 

temperate conditions typical of the Prairie ecozone, i.e., cold lengthy winters and short cool 

summers (Tiessen et al., 2010). The long-term averages (1996-2015) for total annual precipitation 

(including snowfall) and mean daily temperature in the region are 595.2 mm and 4.4°C, 

respectively (Environment Canada, 2015). Total annual precipitation was 529.5 mm in 2014 

(including 91.5 mm of mean monthly rainfall), versus 607.5 mm in 2015 (with 84.4 mm of mean 

monthly rainfall) (Environment Canada, 2014, 2015). The mean daily air temperature was 2.9°C 

in 2014, and rather 5.8°C in 2015 (Environment Canada, 2014, 2015). In general, the net value of 

precipitation minus potential evapotranspiration (PET, as derived from the Blaney-Criddle method 
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(Blaney and Criddle, 1962) was higher in 2014 compared to 2015 (Figure 4-2), thus making the 

latter year relatively drier. 

 

 

 

Figure 4-1. (a) Location of the South Tobacco Creek Watershed (STCW) in Canada. (b) Digital 

elevation model (horizontal resolution: 1 m) with sub-watershed outlets and drainage areas (in 

brackets) in the STCW. Elevation is in meters above sea level. ‘**’ indicates MS outlets with 

holding dams. (c) Subwatershed boundaries for ‘MS’ sites. 
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The STCW is composed of a shale bedrock overlain by moderately to strongly calcareous 

glacial till and clay-loam soils (Matile and Keller, 2004; Tiessen et al., 2010). The NW-SE trending 

Pembina escarpment (Figure 4-1) traverses the watershed and originated approximately 50 to 84 

million years ago because of the Laramide Orogeny (Matile and Keller, 2004; Tiessen et al., 2010): 

it causes an elevation drop of approximately 200 m between the STCW headwaters and its outlet 

near the town of Miami (Figure 4-1), and it is made of largely interconnected joints and fractures 

which provide seepage of groundwater as a main source of recharge to the nearby streams 

(Hutchinson, 1977). The surficial materials atop the escarpment are mainly glacial tills (ranging in 

thickness from a few centimeters up to 20 m) and comprise mixed deposits of shale, limestone and 

granite.  

The outlets of the watershed and sub-watersheds chosen for the current study reflect the 

landscape diversity encountered in the region. The ‘MS’ sites are located above the escarpment 

(Figure 4-1), where low-relief to undulating (hereafter referred to as undulating) landscapes with 

slopes of up to 10% are present (Tiessen et al., 2010). Dominant soil types are from the Dezwood 

soil series (Orthic Dark Gray Chernozems) with primarily clay-loam texture and the Zaplin soil 

series (Gleyed Dark Gray Chernozem) (Manitoba Department of Agriculture, 1943; 1988). The 

MS4 and MS7 outlets have small holding dams and retention ponds located immediately upstream 

of them for stormwater control purposes; the pond behind MS7 has the tendency to overflow 

during snowmelt and extreme storm events. The HWY240 outlet is located at the edge of the 

escarpment: it is characterized by a deeply incised stream channel atop intensely fractured shale 

bedrock. Within the vicinity of the escarpment, soils are gravelly sand to clays (ranging in 

thickness up to 2 m) that overlay glacial till (often containing considerable stones) and fractured 

shale bedrock (Manitoba Department of Agriculture, 1988). As for the Miami site, it marks the 
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outlet of the whole STCW and sits within flat, lowland terrain (Figure 4-1) below the escarpment. 

Surficial materials below the escarpment are mainly medium- to coarse-grained glaciolacustrine 

deposits, which progressively become finer-grained moving downstream. The main soil and 

geological differences that exist above, atop and below the escarpment translate into major 

differences in runoff generation mechanisms, as has been observed through more than 15 years of 

active field research in the STCW. While most of the previously published papers focusing on the 

STCW targeted nutrient dynamics (e.g., Elliott et al., 1999; Tiessen et al., 2010, 2011; Li et al., 

2011; Liu et al., 2013), they also relied on hydrometric data to compare and contrast the hydrologic 

regimes prevailing in the different physiographic units.  

 

Figure 4-2. Comparison of 2014 and 2015 average monthly net atmospheric water input values 

for the 2014 and 2015 sampling years at the STCW.  
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Above the escarpment, the “MS” sites behave like typical prairie systems, in that they 

experience Hortonian overland flow in the form of sheet flow over frozen ground in early spring 

(e.g., Fang et al., 2007), shallow subsurface flow in late spring, Hortonian overland flow in 

response to short-lived, convective summer storms (e.g., Shook and Pomeroy, 2012), and 

saturation-excess overland flow in exceptionally wet conditions (Bansah and Ali, 2017). Water 

movements in the vicinity of the Pembina escarpment occur mostly vertically (i.e., surface water-

groundwater exchanges) rather than laterally (i.e., hillslope-to-stream transfers) (Hutchinson, 

1977; Betcher et al., 1995). Although steep terrain around the HWY240 outlet could theoretically 

promote quick overland flow, the thin soils and bedrock fractures allow the preferential downward 

movement of melt and rainwater, thus preventing shallow lateral flow from occurring.  Bedrock 

fractures also maintain a permanent hydraulic link between the incised stream channel and the 

groundwater table, thus making HWY240 the only outlet where perennial, albeit at times stagnant 

or slow-moving, water is observed. A recent study using isotope-based hydrograph separation 

(Bansah and Ali, 2017) also confirmed the predominance of “old” streamwater at this site, as long 

as the “old water” end-member was portrayed by water collected from an 8 m-deep well (and not 

from piezometer with intake depths of 1.5 m or less). As for streamflow at the Miami site, it is 

mainly fed by Hortonian overland flow and deep groundwater flow from the Miami aquifer 

(Betcher et al., 1995). Agricultural activities take place throughout the STCW, with corn, wheat 

and canola being the major crops planted. 

 

 

 

 



 

 

139 

 

4.2.2 Sample collection and laboratory analyses 

 

Water samples were collected during the 2014 and 2015 open water seasons at a frequency 

of at least once per week; higher-frequency sampling was also performed during storm events. 

Snow, snowmelt, rainwater and streamwater samples were collected in each of the seven sub-

watersheds and in the lower portion of the STCW. Snow and snowmelt samples were collected 

using lysimeters and also manually during field visits. Rain catchers were used to collect rainwater; 

they were lined with canola oil to prevent fractionation and evaporative losses between site visits. 

As for streamwater, grab samples were collected manually during weekly field visits while 

automatic water samplers were used during storm events. Upon collection, all samples were stored 

in 10 mL glass vials sealed with parafilm and kept at 4°C until analysis. No more than 6 months 

after collection, all samples were tested for δ18O and δ2H using a PicarroTM Liquid Water Isotope 

Analyzer (LWIA, model L2130-i) based on Cavity Ring-Down Spectroscopy (CRDS) technology. 

Delta (δ) values were recorded in permil (‰) deviations from the Vienna Standard Mean Ocean 

Water (VSMOW) (Craig, 1961) with a precision of 0.025 ‰ and 0.1 ‰ for δ18O and δ2H, 

respectively. δ18O and d-excess time series (Figure 4-3) were plotted to evaluate the temporal 

dynamics of precipitation and streamwater isotopes in the watersheds. In general, the δ18O 

streamwater timeseries were slightly damped compared to δ18O precipitation timeseries in both 

sampling years. Early spring δ18O data showed the strongest evidence of depletion in heavy 

isotopes (Figure 4-3), as do snow and snowmelt samples in that region (Bansah and Ali, 2017), 

while summer and fall samples were the most enriched. Open-water evaporation effects were 

visible through d-excess data: streamflow d-excess values were slightly higher during periods of 

very low to no flow – albeit with quasi-stagnant water – in the channels, especially at the headwater 
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‘MS’ sites (Figure 4-3). d-excess values from the current study appeared consistent with those 

obtained from studies conducted in other Canadian watersheds (e.g., Froehlich et al., 2002; 

Jasechko et al., 2017). 

4.2.3 Metrics of water age or MTT 

 

The aforementioned data were used to compute two metrics. Firstly, the damping ratio 

method (Eq. 4-1) was applied as it takes advantage of the damping of precipitation isotopic signals 

in streamflow. It is an inverse transit time metric (e.g., Tetzlaff et al., 2009; Soulsby et al., 2015) 

which can be used to characterize, in a somewhat qualitative manner, the general trend and 

distribution of MTTs in watersheds. It is computed as: 

DR =
CV of δ18O (or δ2H) in streamflow

CV of δ18O (or δ2H) in precipitation
  (Eq. 4-1) 

where CV is the coefficient of variation. Eq. 4-1 was applied to individual years (2014 versus 2015) 

and tracer-specific data (δ18O versus δ2H isotopic timeseries) for comparison purposes. Secondly, 

the young water fraction was also computed following Kirchner (2016 a, b). We assumed the TTD, 

𝑔(𝜏), of our watershed system to belong to a family of gamma distributions (Eq. 4-2) for which 

the MTT (𝜏) is equivalent to 𝛼𝛽 (Eq. 4-3): 

𝑔(𝜏) =
𝜏𝛼−1

𝛽𝛼Γ(𝛼)
𝑒𝑥𝑝−𝜏/𝛽  (Eq. 4-2) 

𝜏 = 𝛼𝛽  (Eq. 4-3) 

where 𝛼 and 𝛽 are the shape and scale factors of the gamma distributions, respectively. 
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Figure 4-3. Timeseries of δ18O and d-excess values in precipitation (filled symbols) and 

streamwater (open symbols) for the eight study outlets. Stream hydrographs are also shown and 

plotted on a log scale to enhance readability. There were periods of very low or no flow (as 

recorded by velocimeters) but stagnant water was present in the streams, thus allowing sample 

collection. Instrument failure occurred at MS9 in 2015; hence no discharge values were recorded. 
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Sinusoidal cycles were fitted to year-specific (2014 versus 2015) and tracer-specific (δ18O versus 

δ2H) data to extract the amplitudes of precipitation and streamflow isotopic timeseries (𝐴𝑝 and 

𝐴𝑠) for each of the eight outlets. The amplitudes are related to 𝛼 and 𝛽 via Eq. 4-4:  

𝐴𝑠

𝐴𝑝
= (1 + (2𝜋𝑓𝛽)2)−𝛼/2 (Eq. 4-4) 

where 𝑓 is the frequency of the cycle (𝑓 = 1 year-1 for a seasonal cycle). Since the process of 

accurately determining 𝛼 and 𝛽 is generally not straightforward, we followed the recommendation 

of Kirchner (2016a) and assumed a “young” water age threshold (𝜏yw) of three months for our 

study region. We then proceeded to apply Eq. 4-5 to estimate the fraction of young water ( 𝐹𝑦𝑤) 

arriving at each of the eight outlets as: 

𝐹𝑦𝑤 =
𝐴𝑠

𝐴𝑝
  (Eq. 4-5) 

It should be noted that while we assumed an annual sinusoidal cycle (i.e., 𝑓 = 1 year-1) for our 

data, our timeseries only covered the open-water period which is shorter than a full calendar 

year, and hence the As/Ap ratios may have been underestimated in our study. The uncertainty 

associated with Fyw estimates was quantified by feeding the 95% confidence bounds for the fitted 

As and Ap values into Eq. 4-5.  

 

4.2.4 MTT modeling methods 

 

Two modeling methods were also applied for comparison purposes. Firstly, sine-wave 

fitting of the seasonal δ18O and δ2H variation in precipitation and streamflow (e.g., Maloszewski 

et al., 1983; DeWalle et al., 1997; McGuire et al., 2002; Rodgers et al., 2005; Tetzlaff et al., 2007) 

was performed to estimate watershed-specific MTTs (Soulsby et al., 2000; Rodgers et al., 2005). 
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The fitting was assumed to follow an exponential distribution. The input precipitation and output 

streamwater δ18O and δ2H timeseries can be modeled as: 

δ = 𝐶𝑜 + 𝐴[cos(𝑐𝑡 − 𝜑)]  (Eq. 4-6) 

where δ is the predicted δ18O (or δ2H) composition, 𝐶𝑜 is the observed weighted mean annual δ18O 

(or δ2H) composition, 𝐴 is the amplitude of predicted δ18O (or δ2H) composition, 𝑐 = 0.017214 rad 

d-1 is the angular frequency constant, 𝑡 is the time (in days) since the start of sampling, and 𝜑 is 

the phase lag (in radians) of predicted δ18O (or δ2H) compositions. Eq. 4-6 can be evaluated via 

periodic regression (Bliss, 1970) as: 

δ = 𝐶𝑜 + 𝑎cos(𝑐𝑡) + 𝑏𝑠𝑖𝑛(𝑐𝑡)  (Eq. 4-7) 

The regression coefficients 𝑎 and 𝑏 are used to estimate the amplitudes of the input and output 

signals (Eq. 4-8) and the phase lag (Eq. 4-9): 

𝐴 = √𝑎2 + 𝑏2 (Eq. 4-8) 

𝜑 = 𝑡𝑎𝑛−1 |
𝑏

𝑎
| (Eq. 4-9) 

Following from the determination of 𝐴 in Eq. 4-8, the MTT, noted as 𝜏 and expressed in days, can 

be estimated by: 

𝜏 =
1

𝑐
√(

𝐴𝑠

𝐴𝑝
)

−2

− 1    (Eq. 4-10) 

where 𝐴𝑠 and 𝐴𝑝 are amplitudes of the δ18O (or δ2H) isotopic signal in streamwater and 

precipitation respectively, and 𝑐 is defined in Eq. 4-6. Similar to what was done for Fyw estimates, 

the 95% confidence bounds for the fitted As and Ap values were fed into Eq. 4-10 to quantify the 

uncertainty surrounding MTT estimates. 
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Secondly, convolution integral modeling was performed in the time domain using year-

specific (2014 versus 2015) and tracer-specific (δ18O versus δ2H) data aggregated at the weekly 

timescale. For all sites, timeseries had fewer data points in 2015 due to the prevailing drier 

conditions, compared to 2014. The two-parameter gamma distribution model was selected as a 

stationary TTD (noted as 𝑔(𝑡 − 𝜏)) and convolved with the amount-weighted δ18O (or δ2H) 

isotopic timeseries of precipitation (𝛿𝑖𝑛(𝜏)) to predict the δ18O (or δ2H) isotopic timeseries in 

streamflow (𝛿𝑜𝑢𝑡(𝑡)) (McGuire and McDonnell, 2006; Hrachowitz et al., 2010) via Eq. 4-11: 

𝛿𝑜𝑢𝑡(𝑡) =  ∫ 𝛿𝑖𝑛(𝜏)

𝑡

−∞

𝑔(𝑡 − 𝜏)𝑑𝜏  (Eq. 4-11) 

Weekly precipitation totals from the Weather Survey of Canada were used to compute amount-

weighted δ18O (or δ2H) isotopic timeseries of precipitation. Precipitation totals for all the “MS” 

outlets were recorded by a weather station located above the Pembina escarpment within the 

STCW, while those for HWY240 and Miami were taken from weather stations located in the 

vicinity of each gauging station. For each site, a 30-year warm-up period was used to spin the 

model before the search for behavioral model parameters was conducted via 50,000 Monte Carlo 

(MC) simulations in MATLAB (R2016b). A generalized likelihood uncertainty error ([GLUE]; 

Beven and Freer, 2001) analysis was performed by setting a minimum Nash-Sutcliffe Efficiency 

([NSE]; Nash and Sutcliffe, 1970) threshold of 0.3 for behavioral parameter sets. The MTT was 

estimated by multiplying the 𝛼 and 𝛽 parameters associated with the MC simulation that yielded 

the highest NSE. The parameters (𝛼 and 𝛽) associated with the highest NSE for each site were also 

fed into the gamma function equation (Eq. 4-2) to compare the shape of the TTD across the studied 

(sub-)watersheds. The uncertainty surrounding MTT estimates was quantified by multiplying 𝛼 

and 𝛽 for each of the behavioral parameter sets and taking the range. 
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4.2.5 Comparison across sites 

 

Since the four MTT estimation methods used in this paper do not measure the same 

quantities, our goal was not to compare their outputs in absolute terms but rather relatively, i.e., 

examine whether they led to a similar ranking of our sites from slowest to fastest water storage 

and release dynamics. Hence, based on the results of each estimation method, the study watersheds 

were assigned ranks from 1 through 8, with 1 being the watershed with the highest MTT or metric 

value and 8 being the watershed with the lowest. The only exception to that rule was the damping 

ratio method: as the damping ratio is an inverse transit time metric, the watershed with the highest 

damping ratio was deemed to have the youngest water (or fastest storage-release dynamics) and 

vice versa. Quantitatively, a Spearman’s rank correlation analysis was performed to assess the 

relation (or lack thereof) between the site rankings inferred from the different metrics and MTT 

modeled values. Qualitatively, the propensity of a given site to be given the same ranks, regardless 

of the method relied upon, was evaluated. For the sake of brevity, results below focus on sites with 

ranks 1 and 8 only. Cumulative transit time distributions (CTTDs), up to one year, were 

constructed for each site based on the TBC modeling results. The proportions of input precipitation 

that arrive at the watershed outlets in three months or less were extracted from those CTTDs and 

compared to the sine-wave-derived metric, the young water fraction. Another Spearman’s rank 

correlation analysis was done, this time to assess the degree of predictability of metrics and MTT 

modeled values from watershed characteristics such as drainage area, mean slope, proportion of 

treed riparian area, etc. (see Table 4-1). All Spearman’s rank correlation coefficients, noted as rho 

(i.e., ρ), were evaluated at the 95 % significance level. 
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Table 4-1. Summary statistics of the watershed characteristics associated with the eight outlets monitored 

for the current study. CV: coefficient of variation (unitless). m.a.s.l: meters above sea level. 

 

 Minimum Maximum Mean Median CV 

Area (km2) 0.19 74.40 14.18 0.88 1.91 

Perimeter (km) 2.84 74.94 20.11 6.94 1.36 

Total flowpath length (103 km) 11.38 6917.61 1336.40 106.91 1.89 

Total stream length (km) 0.23 301.03 51.29 3.67 2.06 

Treed riparian area (m2) 0.00 12.13 2.25 0.06 0.00 

Proportion of treed riparian area (-) 0.00 0.16 0.08 0.07 0.84 

Mean elevation (m.a.s.l) 429.04 486.83 469.92 477.53 0.04 

Elevation range (m) 12.00 190.00 63.63 41.50 0.97 

Mean slope (o) 0.96 1.92 1.41 1.35 0.24 

Slope range (o) 2.13 20.99 7.66 4.97 0.91 

Proportion of grassland (-) 0.01 0.14 0.10 0.11 0.50 

Proportion of coniferous plants (-) 0.00 0.00 0.00 0.00 2.01 

Proportion of deciduous plants (-) 0.02 0.23 0.13 0.14 0.51 

Proportion of crops (-) 0.59 0.91 0.71 0.67 0.17 

Proportion of forest land (-) 0.02 0.23 0.13 0.14 0.51 

Proportion of wetlands (-) 0.00 0.01 0.00 0.00 1.58 

Proportion of coarse-grained soils (-) 0.00 0.38 0.07 0.00 2.08 

Proportion of fine-grained soils (-) 0.00 0.00 0.00 0.00 0.00 

Proportion of organic soils (-) 0.00 0.00 0.00 0.00 0.00 

Proportion of till blanket (-) 0.00 1.00 0.56 0.72 0.86 

 

 

4.3 Results 

 

4.3.1 Metrics of water age or MTT 

 

There was a marked difference in results generated by the damping ratio method using the 2014 

versus 2015 data: irrespective of the tracer used, water arriving at the monitored outlets in 2014 appeared 

younger (i.e., high damping ratio values) compared to 2015 (Figure 4-4). The only exception was the 

HWY240 outlet for which results from both years were similar. This observation, which suggests 

nonstationarity in the hydrologic regime prevailing in 2014 and 2015 at all sites except HWY240, was 
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consistent with results obtained via the young water fraction method (Figure 4-5). When using δ18O data, 

the young water fraction method showed that with the exception of the HWY240 and MS1 sites, the 

water arriving at the outlets was younger in 2014 compared to 2015. When using δ2H data, results were 

only slightly different: water at the MS1 outlet in 2015 was younger than that in 2014, while at the Miami 

outlet, the young water fractions were comparable between the two years (Figure 4-5). In general, the 

fraction of young water arriving at the outlets based on the 2014 δ18O data was higher than 0.5, except 

for MS1 and HWY240 (Figure 4-5). 

 

Figure 4-4. Damping ratio values based on 2014 and 2015 data for the eight outlets targeted in this study. 

Results based on δ18O versus δ2H data are compared relative to the 1:1 line (solid black diagonal line).  

2014 2015
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Figure 4-5. Estimated young water fractions after sine-wave modeling, based on 2014 (circles) and 2015 

(squares) data for the eight outlets targeted in the current study. The use of δ2H data in 2014 resulted in 

a higher amplitude in streamflow (As) compared to precipitation (Ap) at sites MS4 and MS7 and hence, 

there were no δ2H-based results for those two sites. 

 

2015

2014

δ18O δ2H



 

 

149 

 

4.3.2 MTT modeling 

 

The average coefficients of determination (R2mean) resulting from the sine-wave modeling of 

the 2014 precipitation and streamwater δ18O and δ2H data were similar: 0.50 and 0.56 for δ18O and δ2H 

in precipitation, respectively, and 0.83 and 0.81 for the same tracers in streamwater (see appendices C-

1, C-2, and C-3). In 2015, R2mean for the sine-wave modeling of δ18O and δ2H data were 0.71 and 0.69 

for the precipitation data, and 0.61 and 0.64 for the streamwater data (appendices C-2 and C-4). In 

general, the goodness-of-fit estimates for the 2014 streamwater data were better than those for the 2015 

streamwater data. When it comes to the precipitation data, however, the goodness-of-fit estimates were 

better in 2015. Results from the sine-wave modeling showed that, with the exception of the MS1 and 

HWY240 outlets, MTTs estimated based on 2014 data were shorter than those estimated based on 2015 

data, irrespective of tracer choice (Tables 4-2 and 4-3). In general, sine-wave modeling results for either 

2014 or 2015 data suggested that MTTs were less than one year for all of the eight watersheds (Tables 

4-2 and 4-3). The uncertainty surrounding those estimates was, however, not negligible.
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Table 4-2. Computed MTTs (in days) using the SW and TBC modeling methods and young water fractions at the outlets during the 2014 

sampling year. ‘n/a’: results are not available either due to As > Ap (SW method) or due to non-behavioral model parameters (TBC method). 

Associated uncertainties are also shown in rectangular brackets. 

Site δ
18

O data [min, max] δ
2
H data [min, max] δ

18
O data [min, max] δ

2
H data [min, max] δ

18
O data [min, max] δ

2
H data [min, max]

MS1 189 [179, 219] 289 [240, 654] 550 [109, 1432] 482 [43, 1194] 0.29 [0.26, 0.31] 0.20 [0.09, 0.24]

MS2 100 [69, 117] 40 [52, 114] 1156 [1, 2794] 507 [1, 20110] 0.50 [0.44, 0.64] 0.82 [0.74, 1.08]

MS3 73 [52, 86] 10 [2, 49] 62 [22, 130] 47 [16, 110] 0.62 [0.56, 0.74] 0.98 [0.76, 1.67]

MS4 58 [36, 67] n/a [n/a] 115 [67, 981] 58 [5, 536] 0.71 [0.65, 0.85] n/a [n/a]

MS7 19 [18, 36]  n/a [n/a] 509 [1, 1701] 158 [1, 2016] 0.95 [0.85, 1.20]  n/a [n/a]

MS9 44 [43, 64] 62 [29, 77] 288 [1, 499] 157 [2, 2037] 0.80 [0.67, 1.1] 0.68 [0.60, 0.89]

HWY240 198 [144, 214] 85 [71, 114] 0.07 [0, 342] n/a [n/a] 0.28 [0.26, 0.37] 0.56 [0.40, 0.57]

Miami 77 [48, 93] 187 [164, 199] 95 [22, 921] 95 [36, 1273] 0.60 [0.53, 0.77] 0.30 [0.28, 0.33]

SW TBC F yw
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Table 4-3. Computed MTTs (in days) and young water fractions at the outlets during the 2015 sampling year. ‘n/a’: results are not available 

due to non-behavioral model parameters (TBC method). Associated uncertainties are also shown in rectangular brackets. 

 

Site δ
18

O data [min, max] δ
2
H data [min, max] δ

18
O data [min, max] δ

2
H data [min, max] δ

18
O data [min, max] δ

2
H data [min, max]

MS1 145 [132, 173] 167 [161, 181] n/a [n/a] n/a [n/a] 0.37 [0.32, 0.40] 0.33 [0.30, 0.34]

MS2 342 [204, 663] 328 [263, 635] n/a [n/a] n/a [n/a] 0.17 [0.16, 0.27] 0.17 [0.09, 0.22]

MS3 503 [234, 404] 234 [202, 340] n/a [n/a] n/a [n/a] 0.11 [0.10, 0.24] 0.24 [0.17, 0.28]

MS4 144 [136, 161] 165 [164, 168] n/a [n/a] n/a [n/a] 0.37 [0.33, 0.39] 0.33 [0.32, 0.34]

MS7 101 [87, 140] 162 [149, 196] n/a [n/a] n/a [n/a] 0.50 [0.38, 0.55] 0.34 [0.28, 0.36]

MS9 84 [66, 92] 179 [156, 274] n/a [n/a] n/a [n/a] 0.57 [0.53, 0.66] 0.31 [0.20, 0.35]

HWY240 156 [125, 173] 214 [210, 225] n/a [n/a] n/a [n/a] 0.35 [0.31, 0.42] 0.26 0.24, 0.27]

Miami 130 [126, 141] 193 [175, 201] n/a [n/a] n/a [n/a] 0.41 [0.38, 0.42] 0.29 [0.27, 0.31]

SW TBC F yw
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While behavioral results were obtained for all sites through the time-based convolution 

modeling of the 2014 δ18O data, such was not the case for site HWY240 when the 2014 δ2H data 

were used (Table 4-2; Figures 4-6a, b; appendices C-5 and C-6). For that year, a minimum NSE 

of 0.49 for the δ18O-based modeling was obtained at site MS4, while a maximum of 0.99 was 

obtained for HWY240. When δ2H data were used, rather, the minimum and maximum NSE values 

of 0.13 (non-behavioral) and 0.85 were recorded at sites HWY240 and MS9, respectively (Table 

4-2 and Table 4-4). The variations in the 𝛼 and 𝛽 parameter values across the sites (Appendix C-

7) are reflected in the shapes of the TTDs (Figures 4-6a, 4-6b): sites with higher 𝛼 values were 

associated with higher probabilities of shorter transit times (e.g., MS3), while sites with higher 𝛽 

values were more likely to have longer transit times (e.g., MS2). For each outlet, a CTTD was 

plotted based on the 2014 δ18O and δ2H data: Figures 6c and 6d notably show that at least 50 % of 

the precipitation input travelled to all outlets in one year or less. Over 40 % of precipitation input 

travelled to seven outlets (i.e., all but MS1) in three months or less (Figure 4-6c). According to the 

estimated CTTD, all of the input water would pass through the catchment outlet at HWY240 within 

one or two time steps or almost immediately (Figure 4-6c). In general, estimated proportions of 

precipitation input arriving at the outlets within a specified time period were higher when 2014 

δ2H data were used, as opposed to 2014 δ18O data (Figures 4-6c, 4-6d). With the use of δ18O data, 

the proportion of precipitation input arriving at outlets MS2 (in comparison to MS1) and MS7 (in 

comparison to MS9) appeared to be higher during the first six months but the trend changed 

thereafter, with higher proportions of water arriving at outlets MS1 and MS9 (Figure 4-6c). This 

phenomenon also appeared to be present for the MS1/MS2 and MS7/MS9 pairs of sites when δ2H 

data were used (Figure 4-6b). Non-negligible uncertainty was associated with time-based  
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Figure 4-6. Transit time distributions (TTDs, panels a and b) and cumulative transit time 

distributions (CTTDs, panels c and d) estimated via time-based convolution modeling based on 

2014 δ18O data (panels a and c) and 2014 δ2H data (panels b and d). CTTDs (and TTDs) are plotted 

as (cumulative) probability density functions. Please note that the TTD and CTTD for the 

HWY240 outlet coincide with the axes in panels (a) and (c) due to the relatively short MTT (in the 

order of hours). The TTD and CTTD for that site are absent from panel (b) and (d) due to the lack 

of behavioral model parameters for that site when using 2014 δ2H data. The range of 𝛼 values for 

panel (a) is 0.04 – 0.93, while that for panel (b) is 0.14 – 0.92. 

(c) (d)

(b)

α = 0.9

α = 0.5

α = 0.1

(a)

α = 0.9

α = 0.4

α = 0.2
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convolution modelling results in 2014 (Table 4-2). As for the use of 2015 data for time-based 

convolution modeling, it did not lead to any behavioral model parameters (Table 4-3). 

 

Table 4-4.  Alpha and beta parameters associated with the MC simulation with the highest NSE 

value after TBC modeling based on 2014 data. ‘n/a’: results are not available due to non-behavioral 

model parameters. 

 
 MS1 MS2 MS3 MS4 MS7 MS9 HWY240 Miami 

Αlpha 
δ18O data 0.39 0.24 0.93 0.82 0.23 0.39 0.04 0.46 

δ2H data 0.32 0.13 0.92 0.77 0.43 0.52 0.84 0.52 

Βeta 
δ18O data 1409 4748 66 140 2163 745 2 207 

δ2H data 1477 3701 50 73 363 300 123 182 

NSE 
δ18O data 0.69 0.79 0.51 0.49 0.72 0.93 0.99 0.71 

δ2H data 0.79 0.71 0.60 0.69 0.73 0.85 n/a 0.66 

 

 

4.3.3 Comparison across sites 

 

Since the year 2014 was the only one for which all four MTT estimation methods could be 

successfully applied across the majority of sites and with both tracers, site rankings were only 

established for that year. Sites HWY240 and MS7 had the longest and shortest MTT (and oldest 

and youngest water), respectively, according to three out of the four methods applied to δ18O data; 

those three methods (damping ratio, young water fraction and sine-wave modeling) happen to be 

the ones known for their ability to model coarse and irregularly spaced isotopic data (Figure 4-7a). 

These results are in agreement with the 2014 δ2H-based damping ratio method but not with the 

2014 δ2H-based sine-wave method: the longest MTT was then detected at MS1 rather than 

HWY240 (Figure 4-7b). The 2014 δ18O-based time-based convolution modeling results show that 

the shortest MTT (of about three hours) was recorded at the HWY240 outlet, while the longest (of 
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about three years) was at the MS2 outlet (Table 4-2, Figures 4-7a, b). Outlet MS3 recorded the 

highest proportion of young water and shortest MTT when using the young water fraction, sine-

wave, and time-based convolution modeling methods with δ2H data (Figure 4-7b).  

 

 

Figure 4-7. Watershed and sub-watershed outlets associated with the slowest (blue circles) and 

the fastest (red circles) water storage and release dynamics based on the results of two MTT metrics 

(damping ratio and young water fraction) and two MTT modeling methods (sine-wave and time-

based convolution). Rankings are shown for: (a) δ18O data, (b) δ2H data acquired during the 2014 

sampling year. 

MS1 MS2 MS3 MS4 MS7 MS9 HWY240 Miami

DR

Fyw

SW modeling

TBC modeling

(a)    δ18O-based ranking

MS1 MS2 MS3 MS4 MS7 MS9 HWY240 Miami

DR

Fyw

SW modeling

TBC modeling

(b) δ2H-based ranking



 

 

156 

 

That observation at MS3 is confirmed in Figure 4-6a where at shorter transit times, high 

proportions of input precipitation arrive at the site. The proportion of precipitation input arriving 

at each of the outlets in three months or less was extracted from the CTTDs and compared with 

the young water fraction: there was no statistically significant correlation between time-based 

convolution derived young water fraction and young water fraction resulting from sine-wave 

fitting (Figures 4-8 and 4-9). There was, however, a statistically significant correlation between 

δ18O-based and δ2H-based time-based convolution MTT modeling results (ρ = 0.96; Figure 4-9). 

Statistically significant negative correlations were found between the δ18O and δ2H-based sine-

wave modeling results and the young water fraction metric (ρ = -1.00; Figure 4-9). δ18O-based 

time-based convolution MTT modeling results were also negatively correlated with the time-based 

convolution-derived young water fraction (ρ = -0.81; p-value = 0.02). Regarding the predictability 

of MTT estimates from physiographic data, there was no statistically significant correlation 

between δ18O and δ2H-based time-based convolution or sine-wave modeling results and any of the 

watershed characteristics listed in Table 4-1. There was also no statistically significant correlation 

between watershed drainage area and δ18O- or δ2H-based damping ratio values, nor between 

watershed drainage area and δ18O- and δ2H-based young water fractions. There were, however, 

statistically significant correlations between the elevation range and the amount of treed riparian 

areas present in each watershed and δ18O- and δ2H-based DR values (ρ ≥ 0.74).  



 

 

157 

 

 

Figure 4-8. Comparison of sine-wave-derived young water fractions and time-based convolution 

-derived young water fractions based on 2014 δ18O and δ2H data for the eight studied outlets. δ2H-

related results are not shown for sites MS4 and MS7 as young water fractions could not be 

computed (i.e., As>Ap). There were no behavioral model parameters generated via the TBC 

modeling of site HWY240 using the 2014 δ2H data. 

 

δ18O δ2H
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Figure 4-9. Correlation matrix showing the relation (or lack thereof) between MTT metrics, MTT 

modeled values and other model parameters. Blank cells signal Spearman’s rank correlation 

coefficients that were not statistically significant at the 95% level. 
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4.4 Discussion 

 

4.4.1  Physical realism of MTT estimates in light of dominant flow processes 

 

Previous research in our study catchment mostly relied on hydrometric and water quality 

data as well as hydrogeological information and led to different hydrologic conceptualizations of 

dominant flow processes in the main physiographic units (refer to section 2.1). Here one goal was 

to confront those previously established conceptualizations to the MTT and water-age related 

estimates resulting from the present work. The generally larger fractions of “young” water and 

relatively shorter MTTs at most of the outlets in 2014 compared to 2015 (see Figures 4-4, 4-5; 

Tables 4-2, 4-3) are consistent with the climatic and hydrologic conditions experienced during the 

wet 2014 year and the relatively drier 2015 year. Even though Hortonian overland flow was present 

at the majority of the sites during the early spring periods of both years, two extreme and persistent 

rainstorm events in June and July of 2014 mobilized significant amounts of “young” water to the 

outlets via saturation excess overland flow (Bansah and Ali, 2017). When the damping ratio, young 

water fraction and sine-wave methods were applied, MTTs estimated from 2014 data were shorter 

than those estimated from 2015 data, irrespective of tracer used, for all but two outlets (see Tables 

4-2, 4-3 and Figures 4-4, 4-5). The two exceptions to that rule were MS1, which marks the 

beginning of the channel in the STCW headwaters, and HWY240, for which similar MTT 

estimates were obtained for both 2014 and 2015. Comparisons between 2014 and 2015 couldn’t 

be made with the time-based convolution method because of the non-behavioral parameters 

obtained for the relatively drier year. According to the damping ratio, young water fraction and 

sine-wave methods, the largest fraction of “young” water and the shortest MTT were recorded at 

site MS7 based on the 2014 data. The frequently observed overtopping of the retention dam at 
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MS7 - due to snowmelt and subsequent storm events in June and July 2014 - make the fraction of 

“young” water and MTT results for this site plausible. The time-based convolution modeling 

results were rather contrary to those obtained via the other three methods: they suggested that the 

MS7 site had one of the longest MTTs amongst all the eight outlets in 2014, while the shortest 

MTT was assigned to the HWY240 outlet (Table 4-2). The invariance of the results obtained using 

the damping ratio, young water fraction and sine-wave methods for site HWY240 in 2014 versus 

2015 (Tables 4-2 and 4-3; Figures 4-4 and 4-5) supports the hydrologic conceptualization 

previously established for this site (refer to section 2.1) and according to which this outlet is 

perennially fed by the same source of water, likely passive stores of deep, “old” groundwater 

(Pearce, Stewart and Sklash, 1986). This hydrologic conceptualization was also confirmed through 

isotope-based hydrograph separations, which identified consistently high proportions of “old” 

water at HWY240 throughout 2014 (Bansah and Ali, 2017).  

 

4.4.2 Landscape controls on MTT estimates 

 

Statistically significant positive correlations were found between δ18O- and δ2H-based 

damping ratio values and both elevation range and treed riparian area watershed characteristics. 

Those correlations make sense from a physical standpoint. In spring, meltwater is quickly 

transported to outlets via Hortonian overland flow (aided by the elevation changes) into the “MS” 

outlets, while water from newly thawed ground in forested riparian areas is routed to streams via 

shallow subsurface flow. During intense storm events later in the year, plant water uptake in the 

treed riparian zones plays a role in the storage and release of young water via saturation excess 

overland flow to the streams, while elevation changes help drive water quickly into the streams, 
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especially in the “MS” undulating watersheds. It is believed that at the “MS” sites, plough pan 

development resulting from agricultural activities decrease the likelihood of deep water infiltration 

(Tekleab et al., 2014b), especially during the growing season. This hypothesis was corroborated 

by the CTTDs (Figures 4-6c, 4-6d) which show that at least 40 % of input precipitation reached 

the ‘MS’ outlets within 3 months. Vegetation cover has been shown to exhibit significant positive 

correlation with the young water fraction metric (e.g., Song et al., 2016 in a study at a permafrost 

dominated catchment within the Qinghai-Tibet Plateau); however, no such correlation was found 

across the STCW. Results from the current study didn’t reveal any significant correlation between 

any MTT estimates and watershed area, which is aligned with some findings reported in the 

literature (e.g., McGlynn et al., 2003; McGuire et al., 2005; Rodgers et al., 2005). The lack of 

significant correlations between MTT estimates and watershed characteristics related to land use, 

surficial geology, flowpath length or slope indirectly points to the fact that bedrock geology is one 

of the major controls on MTT in the study area.  

 

4.4.3 Agreement (or lack thereof) between metrics and models of water age or MTT 

 

Since the young water fraction was shown to be less liable to aggregation bias (see 

Kirchner, 2016a) even within heterogeneous systems fed by different proportions of water of 

dissimilar ages (see Stewart et al., 2017), it has gained some traction as a water age metric (e.g., 

Song et al., 2016). The apparent convergence in results between the young water fraction and 

damping ratio methods over the two years considered in this study (Figure 4-7) also suggests that 

the damping ratio method may indeed be useful for a quick approximation of MTTs (Soulsby and 

Tetzlaff, 2008). The 2014 δ18O-based MTT results from the sine-wave modeling method (Table 
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4-2) were in agreement with results from the young water fraction and damping ratio methods for 

the HWY240 and MS7 sites, in terms of MTT rankings (Figure 4-7a). The time-based convolution 

method, however, was divergent in that it assigned the shortest MTT to the HWY240 site (Figure 

4-7a). Given that the time-based convolution is usually known to be the most adaptable at modeling 

datasets spanning many several seasonal cycles (McGuire and McDonnell, 2006), it may not be 

the most appropriate to estimate MTTs based on sparse data in the STCW. Indeed, sampling 

frequency, data length, and their associated implications for inter-catchment comparison of MTT 

results have been the subject of many discussions (e.g., McGuire and McDonnell, 2006; 

Hrachowitz et al., 2009a, 2010b; Hrachowitz et al., 2011). When only short data records are 

available, and/or when the MTT is suspected to be longer than the actual data record length, 

modeling errors stem from the non-recovery of all the tracer mass at the end of the calibration 

process. Gaps in input data record have been artificially filled or extended by various means, one 

of which is a sine-wave approximation technique (McGuire et al., 2002; Rodgers et al., 2005). In 

the current study, we made a backward extension of data records according to a “loop scenario” 

(sensu Hrachowitz et al., 2011) to generate long enough warm-up periods, this solely for time-

based convolution modeling. This was done to avoid the consequences of potentially averaging 

out peak tracer concentrations over the sampling interval and to minimize modeling error 

(Hrachowitz et al., 2011), especially when low sampling frequencies were present – which was 

particularly the case for the headwater sites (i.e., MS1 and MS2). From an anecdotal standpoint, 

some of our sine-wave modeling results (see appendices C-1 to C-4) suggested that over our short 

open-water seasons of approximately six months, the captured isotopic cycles did not always 

follow or cover a full sine-wave cycle, an observation aligned with those made in other prairie 

watersheds by Jasechko et al., (2017). In addition, for HWY240 in 2014 and 2015, the peak 
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amplitude in the streamwater isotopic signal preceded the peak amplitude in the current-year 

precipitation isotopic signal (appendices C-1 and C-4, panel g), which may have led to uncertain 

or inaccurate MTT estimates for that site. One plausible explanation would be that the streamwater 

isotopic signal at that site reflects previous-year water inputs rather than current-year water inputs, 

a hypothesis aligned with the hydrologic conceptualization of groundwater discharge being 

dominant at this site. In our study, however, we did not have enough information to answer critical 

questions such as: (i) what is the minimum number of data points required to yield reasonable 

MTT estimates? or (ii) how may observational errors affect the computed MTT estimates? It is 

worth noting that while a NSE threshold criterion was used to categorize parameter sets as 

behavioral or non-behavioral and hence discard the lowest-performing parameter sets, a similar 

strategy was not applied to sine-wave modeling. However, apart from the 2015 streamwater fits 

for sites MS2 and MS3 (see appendix C-2, panels b and c) which had an R2 of 0.2, all other sites 

had R2 above 0.4, which means that very few sine-wave modeling results would have been 

discarded if an R2 threshold criterion of 0.4 or less had been used to parse out “acceptable” results. 

Timbe et al. (2014) suggested that for catchments with MTTs that are known or suspected to be 

longer than nine weeks, hydrologists should at least employ two or more models for purposes of 

intercomparison, since results usually diverge in catchments with longer MTTs. Following their 

recommendations, we performed an intercomparison of four different methods, three of which 

gave convergent results for two key sites with unique water storage and release characteristics (i.e., 

MS7 and HWY240). The lack of significant correlation between time-based convolution-derived 

young water fraction values and sine-wave-derived young water fraction values (Figures 4-8 and 

4-9), however, reinforces the idea that the time-based convolution method may not be appropriate 

when only sparse data records are available. 
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4.4.4 Influence of tracer choice on MTT estimates 

 

It has always been thought that using δ18O and δ2H together to model a system provides 

redundant information. For instance, Stockinger et al. (2014) relied on both δ18O and δ2H to 

estimate MTTs in a humid temperate forested catchment in Germany; they ended up using only 

δ18O in their analysis, even though several of their precipitation and streamwater isotopic 

signatures plotted off the meteoric water line – possibly as a result of isotopic fractionation effects 

(which are known to affect δ2H data more). Timbe et al. (2014) also estimated MTTs in a San 

Francisco tropical mountain cloud forest catchment: only δ18O was used, even though δ2H was 

also measured. While collinear δ18O and δ2H behavior is typically assumed to exist, some studies 

have argued that modeling done using both tracers can help in inferring results acceptability in 

light of fractionation processes (e.g., McGuire and McDonnell, 2006). In the current study, the 

comparison of absolute MTT estimates between the δ18O- and δ2H-based applications of the time-

based convolution and sine-wave methods in 2014 (see Table 4-2) showed that process 

interpretation can differ depending on tracer choice (Figures 4-7a, b). The only agreement in results 

between the two tracers was the ranking of the watersheds using the damping ratio method: both 

tracers assigned the longest and shortest MTT to sites HWY240 and MS7, respectively (Figure 4-

7). Conversely, when it comes to the ranking of these two sites using the young water fraction, 

sine-wave and time-based convolution methods, there were some inconsistencies between the 

results obtained using δ18O versus δ2H (Figure 4-7). Timbe et al. (2014) made the assumption that 

MTT estimations would be similar with the use of any of δ18O or δ2H. This assumption was 

however not fully confirmed in the current study: δ18O-based MTT results were strongly correlated 

with δ2H-based MTT results (when a correlation analysis by ranks was performed), but the 
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absolute MTT results obtained using each tracer were quite different (Table 4-2; Figure 4-9). The 

differences in results generated by the two tracers are likely attributable to the strong evaporative 

processes (see d-excess values in Figure 4-3) in the study area, resulting in preferential 

fractionation of hydrogen isotopes in the water. In a hydrograph separation study conducted for 

the same watershed outlets as the current study, uncertainties associated with the δ2H-based results 

were generally also higher – especially in the summer and fall seasons (Bansah and Ali, 2017), 

thus hinting that tracer choice is critical for any isotope-based investigation conducted in 

seasonally cold and dry watersheds. In the current study, the comparison of the uncertainties 

associated with the MTT and water age results suggests that more constrained estimates (i.e., 

narrower uncertainty ranges) can be obtained using δ18O (Tables 4-2 and 4-3). It should, also, be 

noted that the assumption of a “one year” annual cycle fit for our data may have underestimated 

the amplitudes of both the input precipitation (Ap) and the output streamflow (As) as far as sine-

wave methods are concerned, but As and Ap estimates were likely affected by fractionation effects 

– albeit not in equal proportions. Since the amplitudes are used in the form of ratios for both the 

SW and Fyw methods, the uncertainties provided in Tables 4-2 and 4-3 may be helpful in making 

a decision on tracer choices for that particular region. 

 

4.5 Conclusion 

 

Four MTT estimation methods were applied on precipitation and streamwater stable 

isotopic data (δ18O and δ2H) across eight nested outlets within a prairie watershed, the South 

Tobacco Creek Watershed (STCW). The watershed encompasses contrasting physiographic 

characteristics with six of the monitored outlets located in a undulating terrain, one along the edge 
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of a fractured escarpment, and one in flat land. MTTs were derived separately based on data 

collected in a wet year (2014) and a relatively drier year (2015) for comparison purposes, so as to 

assess the ability of the different estimation methods to handle various degrees of sparse isotopic 

timeseries reflective of non-perennial flow conditions. Generally, fractions of young water and 

MTTs above the escarpment were, respectively, higher and shorter than those estimated atop the 

escarpment and on flat land. When it comes to “wet year” versus “drier year” differences, young 

water fractions and MTT values were higher and shorter in 2014, compared to 2015. Results 

obtained from the MTT and water age metrics (i.e., damping ratio and young water fraction) 

provided similar MTT ranking information for two of the monitored sites. One of the MTT 

modeling methods, i.e., the sine-wave method, was in agreement with the metrics while the other, 

the time-based convolution method, was not. The time-based convolution method failed to result 

in any behavioral parameters when applied to the drier 2015 year, thus highlighting its inadequacy 

with very sparse timeseries data coupled with dry antecedent conditions. The application of each 

method with δ18O versus δ2H data also led to different absolute values of young water fraction, 

damping ratio and modeled MTT, even though tracer-specific MTT values estimated via the time-

based convolution method were positively correlated with one another. In terms of landscape 

controls on MTTs, strong influences of treed riparian area and watershed elevation range on 

streamwater isotopic damping were detected, while watershed area and slope were found to be 

non-influential. A qualitative comparison of MTT estimates across different watershed units 

suggested that bedrock geology, rather than surficial geology, surface topography or land use, is a 

major control of MTTs. Regarding the relative adequacy of MTT metrics versus modeling methods 

for sparse data, the damping ratio, young water fraction and sine-wave methods were easiest to 

apply and produced results that were aligned with flow process conceptualizations in the STCW. 
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Additional research into MTT estimation methods is certainly warranted across the prairies, 

preferably in areas where anecdotal knowledge or prior conceptualizations of dominant flow 

processes exist, and data spanning contrasted years are available, in order to confirm or infer the 

results from the current study. More advanced MTT estimation methods, such as StorAge 

Selection functions, could also be tested. In the meantime, we recommend that for the prairies in 

general and the STCW in particular, the damping ratio, young water fraction and sine-wave 

methods be preferentially chosen for MTT estimation because they handled sparse isotopic 

timeseries the best and also provided physically realistic results in both wet and drier conditions. 

We also suggest that δ18O and δ2H be used concurrently to further investigate potential 

fractionation-related issues and link them to evaporation dynamics. Such recommendations will 

ensure that until more research results become available, first-order approximations of MTTs can 

still be obtained. These first-order approximations can help inform land management activities 

related to the preservation of treed riparian buffers, the temporary detention of water in farm ponds 

or the timing of fertilizer applications: while the first two activities are likely to affect watershed 

storage and release dynamics, the third one can lead to acute water quality issues if contaminants 

reach the flowpaths via which most of the watershed storage release occurs. 
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CHAPTER 5: SYNTHESIS AND CONCLUSIONS 
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5.1  Summary of major objectives and methods 

 

The major goal of this Ph.D. study was to characterize the water storage and release 

dynamics of a prairie watershed. Specifically, the aim was to improve our understanding of how 

prairie watersheds store and release water from active and passive storage zones into streams. One 

motivation for this work related to the issue of leaching of fertilizer from soils and other 

mechanisms that lead to nutrient loading – and more broadly contaminant loading – to streams. 

The frequency and duration of contaminant export from terrestrial systems to aquatic systems is 

highly correlated with the persistence of pollutants in watersheds, which, in turn, depends on the 

spatial distribution of water storage zones within watersheds and their release dynamics (e.g., 

Hancock et al., 2005; Van Meter and Basu, 2017). This Ph.D. study was, therefore, critical in 

assessing the potential for short-term and long-term contaminant export in a prairie context, mainly 

through the assessment of active storage release – which mainly helps mobilizing surface and near-

surface contaminants – versus passive storage release – which predominantly affects contaminants 

at depth (Park and Park, 2015). A combination of hydrometric and isotopic data was used, and the 

approach was to first put forward hypotheses regarding the water storage and release phenomenon 

through multi-scale hydrograph analysis (Chapter 2). This was then followed by a determination 

of the relative proportions of active storage water (i.e., “new” water) and passive storage water 

(i.e., “old” water) released to streams and their variability across seasons, this through isotope-

based hydrograph separation (Chapter 3). Lastly, four methods of water age and transit time 

estimation were used to infer how old the released water (from both active and passive storage) 

was (Chapter 4). The focus was on a nested system of eight watersheds spanning three main 

physiographic units: (1) a hummocky terrain with numerous small-scale natural depressions and 
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larger-scale man-made ponds, (2) an intensely fractured bedrock zone located along an 

escarpment, and (3) a lowland area. The results of the study were examined in the context of these 

physiographic characteristics and across two years of contrasting hydroclimatic regimes; only one 

of the years was considered in this synthesis.  

 

5.2  Synthesis of findings emanating from different methodological approaches 

 

5.2.1 Comparing hydrograph analysis and hydrograph separation results 

 

Chapter 2 focused on using solely hydrometric data to help formulate hypotheses about 

what the water storage and release dynamics were across the eight outlets. Of the various metrics 

considered in that chapter, the baseflow index (BFI) and the runoff ratio (RR) notably provided 

insight into the passive and active storage release dynamics at the various outlets, albeit from a 

qualitative standpoint since hydrometric data – in the form of streamflow – represent a mixture of 

waters released from different storage sources (e.g., Chang et al., 2014; Miller et al., 2016). In 

Chapter 3, the partitioning of water originating from passive and active storage stores was 

examined using δ18O and δ2H data, which carry information about the travel history and age of 

water and therefore provide more process-driven, storage-related information than hydrometric 

data. In Chapter 3, the proportions of streamwater originating from passive (pOld) and active 

(pNew) storage release were determined. Some of the metrics obtained in Chapters 2 and 3 could 

therefore be compared, to assess the agreement – or lack thereof – of the conclusions emanating 

from different methodological approaches. In that regard, site-specific scatter plots of BFI values 

against pOld values for the 2014 sampling year are shown in Figure 5-1. Figure 5-1 appears to 
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show a lack of agreement between BFI and pOld values at most of the “MS” sites, especially 

during the late spring and summer seasons (Figure 5-1 a-f). That lack of agreement was, also, not 

consistent across sites, meaning that some ‘MS’ sites showed slightly better agreement between 

their BFI and pOld values (i.e., they plotted close to the 1:1 line) than others. The best agreement 

between the two metrics at the “MS” sites was observed during the early spring season at MS3 

(Figure 5-1 c). In general, the Pearson’s correlation coefficients considering all the sites for the 

early spring, late spring, and summer seasons were 0.12, 0.35, 0.69, respectively, but none of those 

correlation coefficients were statistically significant (p-value > 0.1).  During the early spring period 

of 2014, it is likely that passive water (or “old” water) that was held in storage from the previous 

season was released at the same time as snowmelt water (i.e., active storage or “new” water) and 

was transmitted to streams. The apparent underestimation of the BFI values in relation to the tracer-

inferred pOld values in early spring and summer across most of the “MS” sites raises questions 

about not only the definition of passive storage adopted in this thesis, but also about the 

appropriateness of hydrograph-based versus isotope-based methods to quantify passive storage 

release. Indeed, earlier in this thesis passive storage was defined as the long-duration and persistent 

storage of water in the saturated zone and was mainly associated with baseflow. However, the 

equivalency between passive storage and old water might not always be straightforward. Indeed, 

old water that is stored in soil may qualify as either active or passive storage, depending on the 

depth at which it is located and the speed with which it can be mobilized to feed streamflow. Also, 

some runoff generation mechanisms such as return flow may cause “old” soil water to be 

exfiltrated at the surface and be part of the surface runoff contribution to streams, thus making it 

more akin to active storage release based on the definitions adopted earlier in this thesis. When it 

comes to making a choice between hydrograph-based methods and isotope-based methods for 
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passive storage release assessment, it has been argued that mass balance approaches are more 

objective than graphical approaches such as hydrograph analysis, because the former provide a 

direct relation to physical processes and flowpaths in a basin (e.g., Stewart et al., 2007; Zhang et 

al., 2013). In the present study, one interesting result was the fact that as the year 2014 moved into 

the summer and fall seasons, there appeared to be an improved agreement between BFI and pOld 

values, which might be attributed to a switch from snow-influenced conditions to fully rain-

dominated conditions. In rain-dominated conditions, isotope-inferred old water proportions and 

hydrograph-inferred baseflow are more likely to be drawn from the same passive source, i.e., deep 

groundwater, as opposed to snow-influenced conditions when “passive” stores of water could still 

be in the vadose zone. From a spatial standpoint, the agreement between BFI and pOld values was 

also better for the HWY240 and Miami sites (Figure 5-1 g & h), which not only drain the two 

largest of the studied watersheds but are also subject to very different physiographic controls than 

the ‘MS’ sites. The apparent creation of the geohydrologic break between the “MS” sites and the 

others by the escarpment causes passive stores of water to originate from deep groundwater 

sources at sites HWY240 and Miami as there is less surface runoff at HWY240 and Miami.  
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Figure 5-1. Scatter plots of the fraction of old water and the baseflow index with respect to the 1:1 

line at the eight outlets based on the 2014 sampling. On each plot, a single circle represents results 

from a single day.  
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5.2.2 Hydrograph separation, water age and travel time estimation results 

 

Chapter 4 dealt with the determination of transit times and streamwater ages at the eight 

outlets. Of the four major methods used – namely the damping ratio, fraction of young water, sine-

wave modeling, and time-based convolution integral modeling – considered in that chapter, the 

fraction of young water (Fyw) is the metric that is the closest, conceptually, to the proportion of 

new water obtained from isotope-based hydrograph separation (pNew), since it represents the 

fraction of the total streamwater that is of age three months or less. Fyw values (determined in 

Chapter 4) and pNew (calculated as 1 minus pOld, from Chapter 3) were, therefore, compared to 

ascertain if they could lead to similar conclusions about active storage release mechanisms in the 

study watershed. Achieving this may help answer the question as to whether one metric may be 

used as a surrogate for the other. As shown in Chapters 3 and 4, for each site, pOld (and hence 

pNew) values were calculated for several days spanning all seasons in 2014, while the Fyw 

estimation method leads to a single value being calculated for 2014 and a single value being 

calculated for 2015. For synthesis purposes, Figure 5-2 shows boxplots of the distribution of pNew 

in the various outlets during the 2014 sampling year. Fyw values for the 2014 sampling year were 

superimposed on the seasonal distribution of pNew to see if median pNew values would match 

Fyw values. Figure 5-2 shows that Fyw values fall below the median pNew values during the early 

spring season at all the outlets except MS7 and MS9; the Fyw is rather above the median pNew 

value at MS7 and it coincides with the median pNew value at MS9 (Figure 5-2). Outlet MS7 is the 

only site where there was overtopping of the dam during snowmelt and extreme rainfall events 

(see Bansah and Ali, 2019), which would explain why the introduction of water from atop the dam 

makes the outlet have relatively higher Fyw. The match between the median pNew value and the  
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Fyw at site MS9 suggests that the two metrics could serve as surrogates for each other at that site, 

albeit only during the spring period. Figure 5-2 also reveals that Fyw greatly overestimated pNew 

at the majority of the sites from the late spring season onwards. In some cases, the Fyw is above the 

75th percentile or above the whiskers of the pNew distribution (e.g., Figures 5-2c, e, f, g, h). Taking 

into consideration the fact that the Fyw metric followed from results of the sine-wave modeling, 

there may have been carried-over uncertainties stemming from the assumed sine-wave 

approximation of the input and output isotopic variables (see Jasechko et al., 2017; Bansah and 

Ali, 2019). Meanwhile, the pNew estimation method rather relies on an assumption of a simple 

mixing hypothesis and may hence be more reliable in the context of evaluating active storage 

release dynamics. 
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Figure 5-2. Boxplots showing the distribution of the fraction of new water within each of the four 

seasons in relation to the fraction of young water (horizontal cyan line) at the eight outlets. The 

horizontal line within each box shows the median value, while the bottom and top of each box 

show the 25th and 75th percentile, respectively, of the data distribution. Whiskers extending beyond 

above and below each box indicate the lowest and highest values. Small plus signs beyond 

whiskers are statistical outliers. 
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A qualitative comparison of mean transit time (MTT) estimates (via the time-based 

convolution integral method) across the different watershed physiographic units suggested that 

bedrock geology, rather than surficial geology, surface topography or land use, is a major control 

of MTTs. The damping ratio (DR) metric (from Figure 4-4), Fyw and sine-wave (SW) methods 

produced results that were aligned with flow process conceptualizations in the STCW, especially 

for the sites above the escarpment (Figure 5-3). The intensely fractured nature of the bedrock in 

the vicinity of HWY240 suggests that precipitation quickly infiltrates and percolates downward 

into deeper groundwater, rather than flowing laterally via shallow soils toward the outlet (Figure 

5-3). This hypothesis is supported by the significant damping of precipitation isotopic signals in 

streamwater at HWY240 (Bansah and Ali, 2019; Figure 4-3; Appendices C-1 to C-4).  Additional 

research into MTT estimation methods is certainly warranted across the prairies, preferably in 

areas where anecdotal knowledge of dominant flow processes and flow connectivity and data 

spanning contrasted years are available, in order to confirm or infirm the results from the current 

study.
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Figure 5-3. Schematic diagram allowing the comparison of different geologies and flow processes prevailing upslope of each monitored 

outlet (rows A, B and C), and the young water fractions and MTT values estimated for each outlet based on the TBC modeling methods 

(rows D and E). In rows D and E, the size of each blue box is proportional to the value of the Fyw metric or modeled MTT values for a 

given outlet. HOF: Hortonian overland flow. SOF: saturation-excess overland flow. SSF: shallow subsurface flow. DGF: deep 

groundwater flow.
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5.2.3 Interpreting the lack of agreement between methodological approaches 

 

A comparative analysis between the average baseflow index (BFI) values and the mean transit 

times (MTT) at the various outlets (Table 5-1) during the 2014 sampling year does not show any clear 

association between the two metrics. It would have been expected that high BFI values would translate 

into long MTTs as both metrics primarily measure passive storage release dynamics. In the same vein, 

high runoff ratios (RR) did not necessarily translate into short MTTs; it was only at the HWY240 outlet 

that the highest RR translated to the shortest MTT (Table 5-1). Relying on the sole results of RR (from 

Chapter 2) and MTT values (from Chapter 4) may have led to a conclusion of rapid active storage release 

to streamflow at HWY240. However, confronting these two metrics with few others (such as BFI from 

Chapter 2, pOld from Chapter 3, and DR and Fyw from Chapter 4) (Table 5-2) rather suggests a flow 

process that may be at odds with what may have originally been perceived, namely the piston flow of 

old water. The application of multiple metrics has, therefore, given weight to the hypothesis of a rapid 

release from passive stores of old water via the fractured bedrock at HWY240 through a piston flow 

mechanism, thus validating the conceptual dominant flow process (Figure 5-3) established for that site. 

The use of multiple approaches did not always lead to convergent conclusions, however. An example of 

a site where using multiple metrics led to conflicting results was MS1. Indeed, the RR, BFI (from Chapter 

2), pOld (from Chapter 3), and DR (from Chapter 4) metrics (Table 5-2) suggested the presence of rapid 

active storage release at MS1. However, that proposed hypothesis is in conflict with the Fyw and MTT 

values (from Chapter 4) at MS1 (Table 5-2), which suggest a relatively low Fyw and a long MTT. Hence, 

no definitive interpretive conclusion could be reached on the dominant water release dynamics at MS1. 

As shown in these two examples from sites HWY240 and MS1, inasmuch as using multiple metrics can 

help confirm flow processes dominating at an outlet of a watershed, these same multiple approaches 

could lead to conflicting results – as was in the case for MS1. 
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Table 5-1. Average values of key watershed storage and release metrics (i.e., baseflow index, runoff 

ratio, fraction of old water, young water fraction, and mean transit time) across the eight outlets during 

the 2014 sampling year. 

Site BFI (-) RR (-) pOld (-) Fyw (-) MTT (days) 

MS1 0.00 0.23 0.48 0.29 550 

MS2 0.07 0.57 0.56 0.50 1156 

MS3 0.15 0.23 0.42 0.62 62 

MS4 0.00 0.26 0.41 0.71 115 

MS7 0.12 0.23 0.57 0.95 509 

MS9 0.00 0.16 0.53 0.80 288 

HWY240 0.30 0.61 0.82 0.28 0.07 

Miami 0.17 0.39 0.69 0.60 95 
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Table 5-2. Ranking of watersheds from the standpoint of passive storage release dynamics using the key 

metrics and methods considered in this study for the 2014 sampling year. 8 indicates fast release and/or 

short MTT while 1 indicates slow release and/or long MTT. Because the Fyw metric and SW method are 

interrelated, the latter was not considered in the counts assigned to the last column of the table. 

 

 BFI RR pOld DR Fyw SW TBC 
Highest # of times of 

metric agreements 

MS1 8 2 6 6 2 2 2 3  

MS2 5 7 4 5 3 3 1 1 

MS3 3 3 7 7 5 5 7 2 

MS4 7 5 8 3 6 6 5 1 

MS7 4 4 3 8 8 8 3 2 

MS9 6 1 5 4 7 7 4 1 

HWY240 1 8 1 1 1 1 8 4 

Miami 2 6 2 2 4 4 6 2 

 

 

5.3  Study limitations and recommendations for future research 

 

This PhD study, albeit novel and insightful in many ways, had some major limitations mainly 

relating to data acquisition. This was especially the case for the transit time modeling in Chapter 4. Due 

to the approximately six months of hydrologic inactivity in the streams, between October and March, 

liquid streamwater samples were unavailable during that period. There were also gaps in the isotopic 

timeseries – not due to lack of sampling but rather caused by streams running dry – which required 

approximating by a sine wave interpolation technique. Given the fact that the seasonal isotopic cycle 
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may not follow the typical sine wave model in the prairies (see Jasechko et al., 2017), the opportunity is 

there for future studies to be carried out in other prairie watersheds to help classify the various cycles 

that precipitation and streamflow isotopic signature may follow. Another limitation associated with data 

acquisition was related to precipitation data. A single weather station (the only active station available 

during the study period) was used to represent all the eight watersheds. This assumption of uniform 

meteorological conditions across all the watersheds is however at odds with past studies which relied on 

currently inactive weather stations; meteorological differences, mainly between the sites above and 

below the escarpment were found (Li et al., 2011). The use of data from a single weather station may 

have impacted the precipitation exceedance curves and the event rainfall-runoff analysis in Chapter 2, as 

well as the estimation of the input isotopic fluxes for the TBC modeling in Chapter 4. While not a 

limitation per se, Chapter 4 only focused on one type of transit time distribution (TTD) when several 

exist. Popular TTDs such as piston flow (McGlynn et al., 2003), advection-dispersion (Maloszewski and 

Zuber, 1982), two-parallel linear reservoir (Shaw et al., 2008) etc. were not compared in this study, but 

it might be useful to do so in the future as geological controls were shown to be critical and are very 

likely to cause spatial variability in the shape of the real TTD across the STCW. In the future, it may also 

be worthwhile to try the application of storage selection functions (Benettin et al., 2015; Harman, 2015) 

to the STCW, should catchment total storage estimates be available, to help better define the mean transit 

time. Lastly, one thesis objective that was originally identified but then became difficult to pursue was a 

spatial aggregation of metrics to look at scaling effects from small to larger watershed scales. Indeed, it 

was originally intended to use the eight outlets of the STCW as a model to establish such an upscaling 

concept. However, the escarpment at HWY240 exerted such a strong geological control on hydrological 

dynamics that it was impossible to distinguish its effect on storage release dynamics from that of 

watershed drainage area. It is suggested that a future study focus on examining scaling effects while still 
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implementing the metrics utilized in the current study but at a watershed that is a bit more uniform in 

terms of geologic controls. 
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Appendix A Supplemental Materials Related to Chapter 2 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

203 

 

Appendix A-1. Flow duration and precipitation duration curves plotted on a log scale for better 

visualisation of high flows. Curves are shown for all seasons of the sampling year; blue is used for 2014 

while red is used for 2015. 
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Appendix A-2. Flow duration curves (for the fastflow and baseflow portions of total flow) and 

precipitation duration curves plotted on a log scale for better visualisation of high flows. Blue font flag 

2014 and red font flag 2015. 

 

 

 

MS1 MS2

MS3

MS7

MS4

MS9

HWY240 Miami

(a) (b)

(c)

(e)

(g)

(d)

(f)

(h)



 

 

205 

 

 

 

 

 

 

 

 

 

 

Appendix B Supplemental Materials Related to Chapter 3 
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Appendix B-3. Schematic illustration of the timing of stream water sampling and “new water” sampling 

for each potential “new” water end-member definition. Symbols illustrated in the same color flag samples 

that are “matched-up” to complete a given IHS scenario. For acronyms, refer to Table 3-2. 
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Appendix B-4. Schematic illustration of the timing of stream water sampling and “old water” sampling 

for each potential “old” water end-member definition. Symbols illustrated in the same color flag samples 

that are “matched-up” to complete a given IHS scenario. For acronyms, refer to Table 3-2. 
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Appendix B-5. δ18O and δ2H data used for computing uncertainties associated with “old water” fractions at three key locations of the STCW 

during the 2014 sampling period. 

 MS1 HWY240 Miami 

 Snow Melt Stream Rain Igw Sgw Snow Melt Stream Rain Igw Sgw Snow Melt Stream Rain Igw Sgw 

        δ18O(‰)           

na 12 4 4 20 3 3 6 3 22 18 0 1 8 14 19 15 0 12 

Meanb -23.2 -21.9 -18.4 -13.3 -17.6 -13.5 -21.1 -18.9 -15.1 -12.6 n/a n/a -25.8 -21.8 -15.5 -14.5 n/a -11.7 

Standardc 

deviation 

 

3.9 

 

2.3 

 

4.1 

 

4.3 

 

5.4 

 

1.7 

 

2.6 

 

2.2 

 

1.7 

 

3.2 

 

n/a 

 

n/a 

 

2.7 

 

1.3 

 

3.3 

 

3.9 

 

n/a 

 

1.6 

t/70% d 1.088 1.25 1.25 1.066 1.385 1.385 1.156 1.385 1.063 1.069 n/a n/a 1.119 1.079 1.067 1.076 n/a 1.088 

W/70% e 4.2 2.8 5.1 4.6 7.5 2.3 3.0 3.0 1.8 3.5 n/a n/a 3.1 1.4 3.5 4.2 n/a 1.7 

δ2H (‰) 

na 12 4 4 20 3 3 6 3 22 18 0 1 8 14 19 15 0 12 

Meanb -175.4 -162.9 -138.5 -98.8 -140.9 -107.4 -158.1 -142.6 -115.9 -93.8 n/a n/a -194.1 -166.6 -119.6 -109.1 n/a -87.6 

Standardc 

deviation 

 

31.3 

 

18.4 

 

34.0 

 

34.2 

 

29.5 

 

12.4 

 

24.9 

 

17.3 

 

14.6 

 

25.7 

 

n/a 

 

n/a 

 

22.9 

 

11.3 

 

24.7 

 

31.5 

 

n/a 

 

11.7 

t/70%d 1.088 1.25 1.25 1.066 1.385 1.385 1.156 1.385 1.063 1.069 n/a n/a 1.119 1.079 1.067 1.076 n/a 1.088 

W/70%e 34.1 23 42.5 36.5 40.9 17.2 28.8 24.0 15.5 27.5 n/a n/a 25.6 12.2 26.3 33.9 n/a 12.7 
 

 

a Number of sample points used in computing the mean. 

b Mean tracer concentrations of δ18O and δ2H, relative to VSMOW reference. 

c Standard deviation of the samples used to define the mean 

d Appropriate t statistic at the 70% confidence level 

e Propagated uncertainties (i.e., the uncertainty in each concentration at the 70% confidence level) of the various water samples 
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Appendix C Supplemental Materials Related to Chapter 4 
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Appendix C-1. 2014 precipitation and streamwater δ18O data fitted by a sine-wave model, with the 

coefficient of determination (R2) illustrating the goodness-of-fit. Mean R2 for all fits for the precipitation 

and streamwater data were 0.50 and 0.83, respectively.  
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Appendix C-2. 2015 precipitation and streamwater δ18O data fitted by a sine-wave model, with the 

coefficient of determination (R2) illustrating the goodness-of-fit. Mean R2 for all fits for the precipitation 

and streamwater data were 0.71 and 0.61, respectively. 
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Appendix C-3. 2014 precipitation and streamwater δ2H data fitted by a sine-wave model, with the 

coefficient of determination (R2) illustrating the goodness-of-fit. There were no results for outlets MS4 

and MS7 because the amplitude in streamwater (As) was greater than that in precipitation (Ap). Mean R2 

for all possible fits for the precipitation and streamwater data were 0.56 and 0.81, respectively. 
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Appendix C-4. 2015 precipitation and streamwater δ2H data fitted by a sine-wave model, with the 

coefficient of determination (R2) illustrating the goodness-of-fit. Mean R2 for all fits for the precipitation 

and streamwater data were 0.69 and 0.64, respectively. 
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Appendix C-5. Fitted curves to the 2014 δ18O timeseries in streamwater for the eight outlets according 

to the TBC method, based on the Monte Carlo (MC) simulation that resulted in the highest NSE. Gray 

envelopes represent all MC simulations with NSE above 0.3.  
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Appendix C-6. Fitted curves to the 2014 δ2H timeseries in streamwater for the eight outlets according 

to the TBC method, based on the Monte Carlo (MC) simulation that resulted in the highest NSE. A blank 

panel is shown for the HWY240 outlet, i.e., panel (g), due to all the NSE values associated with the 

50,000 MC simulations being less than 0.3. 
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Appendix C-7. Summary statistics of the 2014 MTT proxy metrics and MTT modeling parameters 

across the eight outlets considered in this study. CV: coefficient of variation (unitless). 

 

 Minimum Maximum Mean Median CV 

δ18O-based DR (-) 0.18 0.51 0.37 0.36 0.30 

δ2H-based DR (-) 0.14 0.46 0.31 0.32 0.35 

δ18O-based SW-derived Fyw (-) 0.28 0.95 0.59 0.61 0.39 

δ2H-based SW-derived Fyw (-) 0.19 1.39 0.76 0.75 0.55 

δ18O-based SW modeling MTT (days) 19.00 198.00 94.75 75.00 0.69 

δ2H-based SW modeling MTT (days) 10.00 289.00 112.17 73.50 0.94 

δ18O-based TBC modeling MTT (days) 0.07 1156.00 346.88 201.50 1.11 

δ2H-based TBC modeling MTT (days) 47.00 507.00 214.86 157.00 0.91 

δ18O-based TBC-derived alpha (-) 0.04 0.93 0.44 0.39 0.69 

δ2H-based TBC-derived alpha (-) 0.14 0.93 0.56 0.52 0.48 

δ18O-based TBC-derived beta (-) 1.70 4748.00 1184.96 476.00 1.38 

δ2H-based TBC-derived beta (-) 50.00 3701.00 783.88 241.00 1.62 

δ18O-based TBC-derived Fyw (-) 0.40 1.00 0.69 0.64 0.30 

δ2H-based TBC-derived Fyw (-) 0.43 0.91 0.65 0.64 0.26 

 

 

 


