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Abstract

We have employed a differential detector combined withedigbphoretic (DEP) transla-
tion in a microfluidic channel to monitor dielectric respertf single cells and particularly
to track phenomenon related to apoptosis. Two differertlicels were studied; Chinese
hamster ovary cells (CHO) and MRCS5 cells. Dielectric resporae quantified by a factor
called Force Index. Force Index was studied statisticallidentify apoptotic subpopula-
tions.

Another direction of this work was to monitor changes in thplasm conductivity follow-
ing inhibition of mitochondrial ATP production by Oligomyt To make the DEP response
mostly sensitive to the cytoplasm conductivity, medium diactivity and DEP frequency
were adjusted such that Clausius Mossotti factor and henéerBgponse become less sen-
sitive to cell radius.

Chinese hamster ovary cells were used in this work and theangdalifferent concentra-
tions of Oligomycin has been studied. We show that followexgosure to Oligomycin at
8 ug/ml, cytoplasm conductivity drops. The majority of the ngas takes place within one
hour of exposure to the drug. Furthermore, double shell tsdties been used to estimate
cytoplasm conductivity in a medium with conductivity of @.8/m and the drop in the cyto-
plasm conductivity following treatment with Oligomycin wastimated to be: 0.16 S/m.
The magnitude of the decrease in the cytoplasm conducts/gyidence that Glycolysis is
active as an energy production pathway within the cell. &jpisroach can be used to quan-
tify Glycolysis versus mitochondria ATP production whichshan application in Warburg
effect in cancer cells and monitoring bioprocesses.
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Cytometry: Background and Motivation

Cytometry is the set of the biotechnological methods to gadimel quantify information
about cell parameters. Flow cytometry and image cytomegywo commonly used forms
of cytometry. These methods are employed to evaluate aaNtbrstatus, proliferation, vi-
ability, morphology, DNA/RNA analysis, ion concentratioreasurements within the cell,
presence and absence of specific proteins and many othecapls. Recent advances
in micro/nano scale technologies such as lab-on-chipy affdiverse field of techniques
in biological sciences especially cell analysis. Eleefribeasurement techniques based on
dielectric properties of the cells have shown to be a powear&ans to complement or substi-
tute the traditional biological analysis devices in a novasive and reliable fashion. Among
these methods, dielectrophoretic cell analysis and impeslaneasurement techniques are
of growing interest. We briefly review two traditional cyteters; flow and image cytometry,

and we provide an overview of dielectrophoretic cytometry.
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1.1 Flow and Image Cytometry

Flow cytometry is based on passing the biological samplautjin a light beam in a sheath
flow stream. Normally the sample is dyed with biological dgesh as fluorescent mark-
ers. One of the significant advantages of flow cytometry isditaersity of the fluorescent
probes. A few examples of these commonly used probes are:braesy mitochondria
transmembrane potential and DNA content fluorescent prabeghe other hand, there are
disadvantages of flow cytometry that demands emergencenef @rm of cytometry. In-
formation obtained from flow cytometry is limited to the tofimorescent image of the cell
not specific organelles within the cell and their morpholoBesides, there are limitations

on bio compatibility of the dyes.

After technological advances in image capturing devices @igital cameras along with
automation and image processing methods, image cytometrigas became a powerful
means to capture and analyze images of cells and tissue#$ résglution imaging, post
processing automation by machine learning and tissue mgagiie of the advantages of
image cytometers. Image cytometry offers information alleeiinterior organelles of a cell
as well as a fluorescent imaging of the cell. Specific protétridution before and after
apoptosis can be captured by image cytometry. A few exangflésiitation with image
cytometry are: the need for highly trained operators to weitk the devices, limitations
associated with the speed of analysis, hidden cost and pedpgaration time cost. Similar
to flow cytometry, there are limitations with bio-compalitlyi of the fluorescent markers and
dyes. Non-invasive and marker free methods of cytometryrgvttee samples can be used

later on for further analysis are of interest and preferreldlboratories.
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1.2 Introduction to DEP Cytometry

1.2.1 Definition and History

Dielectrophoresis is defined as the phenomenon of movingnaardpulating polarizable
particles in a non-uniform electric field[8]. When a polakimparticle is placed in a non-
uniform electric field, the force exerted due to the inducgmblé moment of the particle

results in a motion toward higher or lower density of the &ledield.

Dielectrophoresis was not a well-known term when Pohl useg an industrial means to
remove carbon-black filler from samples of polyvinyl chittgi Pohl and Pethig had to
change the title of one of their early papers on dielectrogdie since dielectrophoresis
was not even a word in one of the refereeginion[9]. Pohl combined the Greek word
phorein meaningcarry and dielectric to infer the phenomenon of particles beingied

dielectrically. The phenomena has the following charasties [8]:

The force is exerted on the particle only in a non-uniforncele field.
e Dielectrophoretic force is observed in AC as well as DC eiedield.

e Dielectric force is attractive if the permittivity of the gele is larger than the sus-
pension medium. In this case particle moves to the regioh higher electric field

density.

¢ Dielectric force is repulsive if the permittivity of the genle is less than the suspension

medium. In this case particle moves to the region with lovectec field density.

e DEP phenomenon is mostly easily observed with particlessize¢he range of 1 to

1000 microns.
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1.2.2 Theory

As previously mentioned, a cell surrounded by a medium inreungform electric field will
be polarized into non-homogenous positively and negatigkarged regions, as shown in

Fig. [1.1.

Fig. 1.1: A polarized cell in a non-uniform electric field experiences a net dielefdroe.

T. B. Jones, irElectromechanics of Particlégas discussed in detail different cases in terms
of particle lossij.e., lossy/lossless particles in a uniform/non-uniform eiedteld. Biologi-

cal cells are considered as dielectric particles with |3 dielectric force on a particle can
be translated as the dielectric force on the equivalenesystf multi-poles for the polarized
particle. Here, we assume patrticle size is small enoughrntoregfield non-uniformities to
be able to use dipole approximation of the DEP force.

A first order approximation of the time averaged DEP force @plaerical particle can be
expressed as:

/4 €1

Fppp =< FDEP(t) >= 271'817” 7;62VE3

1.1
& + 252 0,rms ( )

where g, is the complex permittivity of the cell or the medium defined a

g =c, — ;2 assuming, =0 (1.2)
w
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In Equatior LI, the fractio;i%, known as the Clausius Mossotti factor, can be found by
the boundary condition satisfaction on the surface of tlinespal particle when solving for
electrostatic potential function. Consequently it app@atbe effective polarization of the
particle and DEP force exerted on the particle. The Clausiosdditti factor is a measure of
effective polarization of a particle relative to the sumding medium. In this thesis we refer
to Clausius Mossotti factor & ;. The frequency dependent behaviorgf,, is inherited
from the frequency dependent nature of the complex pewuitytiof materials.

A biological cell, specifically a mammalian cell which is oftérest in this thesis, is com-
posed of different organelles and their membranes, albsaded in the cytosol and cell
membrane. These compartments don’t have identical dielgumioperties. Consequently,
to predict dielectric response, it is beneficial to model b &= a lossy dielectric sphere
with multi-layers of dielectric properties. There are twaimmethods to model a cell as a
multi-layer dielectric sphere; the single shell model ameldouble shell model. In th€,,
spectrum, the permittivity of the whole cell is comparedhe medium. Therefore, the goal

in the single/double shell model is to calculate the eqeiatomplex permittivity of the

whole cell with its compartmenis[3].

Single Shell Model: In the single shell model, biological cells are modeled asradge-

nous electrolyte covered with an isolating membrane. Whergusngle shell model, large
organelles within the cytosol are ignored as a separatedadied material. For example, non-
nucleated erythrocytes can be modeled by a single shelllnmoabe they don’t have nucleus

or any other significantly large organelle in their cytoptel8,[10]. As shown in Fig[1]2
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Fig. 1.2: Single shell model for calculating equivalent dielectric properties of axg#ibut large or-
ganellesz., ands,, are the complex permittivity of cytoplasm and membrane respectively.
R andd,, are cell radius and membrane thickness respectively.

The equivalent permittivity of the cell can be obtained frtma following set of equations

13.
20 —r)+ (1 +2m)E

ce = Em 1.3a
Tt )+ (1 —m)E (1.33)
whereFE andr; are defined as:
E= 2 (1.3b)
Em
and
ry=(1- d—m)3 (1.3¢)
1 — R .

There are several limitations for single shell model. Itnsoaer simplified dielectric model
and ignores the impact of the organelles inside the cytapla€ells with large nucleus
such as lymphocytes, unlike erythrocytes can not be aalynatodeled as one electrolyte
and one membrane. These cells show high frequency dieldhavior in their spectrum
measurement which cannot be explained by single shell méadelexample, erythrocytes
show a single dielectric dispersion which is dominated lgyNMaxwell-Wagner dispersion
of the cytoplasm and the membrane; however, lymphocytes tway sub-dispersions which
cannot be explained in theory by single shell model. Theegfthere is a need to model

large sub-organelles as a distinct dielectric material.
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Double Shell Model: In the double shell model, nucleus and its membrane are ddded
single shell model, shown in Fig.1.3. Mitochondria and othrganelles with small volume
fraction are ignored in this model. Equation ef 1.4 shows twocalculate the equivalent

permittivity of a cell by the double shell model.

Fig. 1.3: Double shell model for calculating equivalent dielectric properties ofllangth a large
nucleus. &,,, &, r,, andr, stand for complex permittivity of nucleoplasm and nucleus,
nucleus radius and nucleus envelope thickness, respectively.

2(1—m) + (14 2r)Ey
(24+7r)+ (1 —r)E

Ee =Em (1.4a)

wherer; = (1 — %)3 (1.4b)

Eep 2(1 —19) 4+ (1 + 2r9) Fy
B= 1.4c
Y, 24+ (1 —r)E, (1.40)

T

h = - 3 1.4

wherer, (R_dm) (1.4d)
gn 2(1 - T3) + (1 + 27’3>E3
,andfF, = —£ 1.4e
2 5_n (2—|—7”3)—|—(1—7"3)E3 ( )
wherer; = (1 — %)3 (1.4f)
Tn

By = (1.49)

En
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Fig. [1.4 shows the Clausius Mossotti factor spectrum siradlal single and double shell
models. Adding nuclear as a distinct dielectric materighmdouble shell model affects the

spectrum mostly in the MHz frequency range.

Viable Cell Single Shell Model KCM Spectrum

0.5 , : - , ,
0.4} ; ]
0.3r B
0.2F i
~ 01f 1
O
X OfF —— == —imim -
@ . e
© -0af . T
o2 (T (:ondCyt =0.15S/m
' 1 2.cond_ =0.25S/m
-0.3 , cyt
g3 condCyt =0.35S/m
-0.4 1 —
o 1 § MHz 1 1 4. con(?cyt 0.4? S/m
10° 10° 10° 10’ 10° 10° 10"
Frequency [Hz]
()
Viable Cell Double Shell Model Kem Spectrum
0.5 , : - , ,
0.4} A ]
0.3r i
0.2 1
3 0.1f b
O
X OF ===t il Tl L N R
‘HJ" 1
© _gaf HERERAEE: s
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-0.4 1 _
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(b)

Fig. 1.4: Clausius Mossotti factor spectrum calculated by: (a) single shell modd€baiouble shell
model medium conductivity=0.17 S/m, cytoplasm conductivity=0.15-0.45 S/rolevizell
radius = 5.5um. Other cell parameters are fixed as: nucleus radius33i25membrane
thickness=5 nm, nucleus envelope thickness= 40 nm, membrane permittivityg; 6y&0-
plasm permittivity= 60, nucleus envelope permittivity= 28, nucleus permittivity= 52
o , membrane conductivity3= 10~3 S/m, nucleus envelope conductivity6= 10~2 S/m,
nucleus conductivity= 1.35 S/ml[3}, 4, 5].
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1.2.3 Techniques and Applications of Dielectrophoresis

In modern technology, the need to analyze small sized pestttkemands a means to manip-
ulate, sort, trap and isolate micron sized particles [1bjol3 such as optical tweezers and
acoustic forces have been employed for trapping and isglgiarticles however electrical
forces such as dielectrophoresis offer a more powerful nodlonly to remotely manipu-
late small sized single particles but also jointly with dgien techniques can be used as a
particle analyzer. In addition, biological particles argaed candidate for dielectrophoresis
analysis since they are dielectric particles with microalssize. Consequently, there is a
growing interest in biotechnology, bioengineering, biectistry and biophysics to employ
DEP phenomenon in many applications. In the recent decadwmtal number of publica-
tion on dielectrophoresis theory, technique and appbodtias been significantly increasing.
However recent papers mostly cover the application prdsge@ther than the theory which
was covered in previous decades [9].

DEP trapping, separating and transport of particles, mlsatation and traveling wave tech-

nique are the major applications of dielectrophoresiswreabriefly review here.

1.2.3.1 DEP trap, sort and transport of particles

Cells can be trapped, moved or sorted in their surroundedumedased on their polariz-
ability. Polarizability differences of subpopulationseigpressed by their Clausius Mossotti
factor or K),. Non-identicalK ¢, either caused by frequency dependent behavior of Clau-
sius Mossotti factor or subpopulations showiiig,, with different signs (positive/negative)

or different magnitudes are used to manipulate certainstddpopulations. Sinc& ), is
frequency dependent, choosing the electric field frequesnich thatK.,, is positive for

a subpopulation and negative for the other, cell populatican be differentiated. For in-
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stance, differentiating viable from nonviable cells, cnoeis cells from healthy white and
red blood cells, and stem cell enrichment are a few examplesrting based on the sign
of K¢y [12,[13,[14]. One limitation with this technique is small mégdes of Kcm when
operating near the zet@,, crossover frequency.

In equatio L1, DEP force is proportional to the volume efd¢kll as well ag{,;. Conse-
quently, in DEP sorting , one should make sure that size Nani&ffects can be accounted
for sorting subpopulations. One of the techniques thatessgfally sorts subpopulations
considering size variations as well &5-,,, is DEP Field-Flow Fractionation (FFF) In
this technique, cell subpopulations levitate in differeatghts in the microfluidic channel
based on the balance between DEP force, lift and gravitatimnces on the particle. The
equilibrium height in the channel is a function of frequenmjtage, flow velocity and elec-
trical properties. Setting frequency and velocity such thépopulations levitate in distin-
guishable heights is the basicskfFF [15]. Field-Flow Fractionation has been employed
to separate Breast Cancer Cells frafi34+ Hematopoietic stem cells and separation of

Leukocyte subpopulations by Gascoyatel. [16].

1.2.3.2 Electrorotation

A polarizable particle in a rotating electric field expees a torque which is proportional
to the imaginary part of the Clausius Mossotti factor. Theetiaweraged torque is defined
by[L.5.

<T(t) >= —mer’* Im[Key | E? (1.5)

Cell rotation rate spectra obtained from ROT is used to estiroall dielectric properties
such as cytoplasm conductivity and membrane permittivityis is done by modeling the
rotating cell by single or double shell model and charastier{crossover) frequency of ROT

spectral[1l7,_18]. Optical tweezers or DEP commonly usedviteke the cell in a specific
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position in the rotating electric field [19].

1.2.3.3 Travelling wave:

Applying a polyphase AC voltage to a series of interdigidegkectrodes can produce a travel-
ling wave electric field. The time averaged DEP forces on tilarzed particle is a function
of real and imaginary parts of the Clausius Mossotti factar iarperpendicular directions;
translational and vertical DEP forces. The two dimensiorzure of DEP forces in trav-
elling wave DEP opens up a broad variety of applications atdahnology and biological

analysis([20, 21, 22].

1.3 Cell physiological changes and dielectric response

The dielectric response of a cell is determined by cell dieie properties. Cell physiologi-

cal events that result in a change in dielectric propertieoainterest in dielectric cytome-

ters. Specifically, dielectric response by a dielectroptio DEP) cytometer is affected by
cell polarizability. Not every physiological process rigssin a change in dielectric proper-
ties nor is every dielectric cytometer sensitive to all tiedettric modulations. Cytoplasm,
cell membrane, nucleus and nucleus membrane dielectpepies such as permittivity and
conductivity are the dominant factors considered in celdetmg and dielectric response.
However, a revision in the double shell model is needed wledls bave a large volume
fraction of other organelles such as mitochondria. In tihapter we focus on dielectric
properties used in a double shell model with cell types rdfteemammalian cells with a

more interest on Chinese Hamster Ovary cells.
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1.3.1 Cytoplasmic membrane

Two layers of lipid molecules form most of the biological mam@anes such as cytoplasm
and nucleus membrane. Therefore membrane thickness isMoidipid molecules length
or a few nanometers. These molecules have two hydrophdbanthone hydrophilic tail.
Hydrophobic tails face each other and form the double lag&at membrane. The hydropho-
bic tail which is not exposed to the membrane surface is caeghof phospholipids such
as Phosphatidylserines (PS). When cell undergoes apoptatall death, which we talk in
more detail in following sections, phospholipid tails flipteide and get exposed to the outer
surface of the cell membrane. Specific dyes that bind to tlesgolipids, such as Nexin,

are commonly used as a viability measurement assay.

The cell membrane is an insulating layer separating theptgso (i.e. electrolyte) from the
outer media. Therefore, it behaves like a capacitor. Howekie cell membrane is not a
smooth structure. Folds, ruffles and microvillus define ttieia surface area of the mem-
brane. Relative membrane permittivity, thickness, morpgypland surface area modulate
membrane capacitance [17] 23]. Membrane capacitanceatiffes have been widely used
to discriminate cell types and their growth stage usingswesr frequency by ROT and DEP
techniques. Separation of trophoblast cells from perghaood mononuclear cells [24],
stimulated and unstimulated lymphocytes| [25, 26] and défi@ating normal and malignant
white blood cells[[4] are a few examples of cell differeritatbased on capacitance change
resulted from surface complexity alteration. Hig.]1.5 skdvw K, changes with mem-
brane permittivity modulation.

The cell membrane also consists of thousands of channetgygwand carriers responsible
for ion transport inside and outside of the cell. This apild flow current via membrane is
expressed by membrane conductivity. DEP and ROT providesmat® estimate membrane

conductance as well as membrane capacitdnc¢é [27, 24].
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Viable cell double shell model KCM spectrum
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Fig. 1.5: Double shell model foK ), spectrum for a viable cell while membrane permittivity is
changing from 4.8 to 8.8¢y. Changing membrane conductance is not significant in MHz
frequency range. Medium conductivity = 0.17 S/m and cytoplasm conlycti0.42 S/m,
other parameters are fixed as Figl 1.4

Furthermore, membrane permeability to certain ions vidgame forming channels, pumps
and carries is important in determining ion concentratiammd electrical properties of cyto-
plasm and inner organelles. Understanding membrane dgnagpillations and cell home-
ostasis helps to better interpret cell dielectric resp@mskimprove dielectric models of the

cell. Here, these three ion traffic controllers are brieflgalded [28] 1].

1.3.1.1 channels

Channels are membrane proteins which are selectively pélateaons and small molecules.
Depending on the ion concentrations in their open state, ¢ha transport ions down the
concentration gradient within or outside the cytoplasmeifton transport rate or diffusion
rate is considerably higher than carriers and pumps. Toatisg ions via channels is an
important part of regulating transmembrane potential. ldeme potential pulses produced
by channel toggling between open and closed state, proaidesimunication means for ex-

citable cells such as muscle and neurons. Flick’s first ladiffiision expresses the number
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of molecules crossing a unit area per unit timeJ/gy,, as shown in EJ._116 [1].

Jion ~ _Da_o (16)
Ox

where, D is the diffusion constant and C is the concentra#t@suming channels are cylin-
drical with diameter of 0.mm, length of 5nm, D of 3000um? /s and typical concentration

difference (A\C) of 100 mM or6 * 10~2 moleculegnm? results inJ;,, ~ 3 * 10" m 2571

.

1.3.1.2 carriers

Carriers are enzyme like proteins that bind to the specificoosmall molecule on one

side of membrane and release it from the other side of the mesrab They can transport
ions down the concentration gradient (passive transportposume energy and transport
up the concentration gradient. Unlike pumps and channafsgec proteins move across the

membrane to transport ions and compared to channels arslogry

1.3.1.3 Pumps

Pumps are enzymes that consume ATP energy to transport ot woncentration gradi-
ent. Pumps are slower compared to channels. They move anajrti@0 ions per second,
however, channels are able to transport 10-100 million perssecond. ATPase pumps can
be found in plasma membranes and mitochondria. There are #ypes of ATP driven
pumps but we focus oWa™* /K AT Pase pumps on the plasma membrane. ATP depen-
dent pumps, unlike channels, require at least two gatesatesport ions. For example,

Na™ /K+ AT Pase requires one gate fa¥a™ and one fork ™, so at the expense of one ATP
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molecule, 3Va™* and 2K+ are moved out and into the plasma ,respectively. lons cothgta
leak down their gradient via channels. Therefore, pumpsanstantly utilizing energy to
maintain the balance and membrane potential.

Na*/K*AT Pase pumps play a significant role in regulating cell volume. Cellume is
determined by osmolarity meaning water moving down its gradnto or out of the cell.
Na™ /K™ AT Pase regulate ion concentrations and hence osmolarity by pugripims in and
out. It has been studied that Ouabain which i§@" / K AT Pase pump blocker results is
cell swell and burst[29]. Also it has been shown that indpiof Na™ / K+ AT Pase pumps
can initiate apoptosis [80]. In the next section, the imp&athibition of Na™/ K+ AT Pase
pumps on ion concentrations are shown by the existing castipnal models for dynamic

cell regulations.

1.3.1.4 Computational models for cell dynamic regulations

One of the first and most powerful computational models fdioagpotential of excitable
cells has been suggested by Hodgkin and Huxley in 1952 [3he Aext generations of
this equations can be generalized to non-excitable ceNgedig32]. These equations are
based on cell volume, membrane voltage and ion concenigiiside and outside of the
cell expressing cell dynamics in steady state [38] [7, 6, 83438/ 37]. lon concentrations are
based on channel leakage down the concentration gradidnVan/ K™ AT Pase activity
to maintain cell volume and osmolarity. Modelling cell régfions following a pump shut
down or a sudden change in an specific ion concentration aptagm or medium has been
studied extensively by these models and verified experiatigri88].

Here we discuss Jacobssons approach through cell dynagui@tiens which is one on the
first approaches to solve cell volume, membrane potent@li@m flux equations simulta-

neously. In steady state the total flux of ions in and out ofcléis zero. In other words,
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osmolarity inside and outside of the cell are equal. The thitaincludes ions moving down
the gradient via channels as well as ions transported by puiipe dominant ions in the
equations aréVa™ and K+ which move down their concentration gradient inside and out
side of the cell as well as actively pumped Ny:™ /K™ AT Pase in the reverse direction.
The anion keeping the balance($~ which is transported by channels (pores) and not by
the active transport.

The passive ion flux via channels is expressed by equation 1.7

Pro+ Ad([Na't], — [Nat]eap(Ag))
exp(Ag) — 1

(1.7)

where[Na™], is the external sodium concentratida"]; is the internal sodium concen-
tration, Py,+ is the permeability to sodium ions arxl is the membrane potential agds

defined as:
B FxV
 RxT

0] (1.8)

and V is the electrical potential as a function of x (acrossnineane) anG%—T is 26.7 mV at
body temperature of mammalians.

Py+ is calculated as the number qfofes/cm?] times the permeability of a single pore
[em3/sec * pore] times Faraday's constant’[mol] by Armstrong (2003)[7]. Number of
pores crucially defines the time constant to reach steady &ihowing a sudden change
such as blocking pumps. The same equation with appropigtassvalid for K+ andCl~
ions moving down their concentration gradient.

Armstrong (2003) calculateSa™ / K+ AT Pase pump flux of Na™ ions as:

[AT P]

[Nat]e

INgr =21 7T———F—
<1 ™ [Na+]i>3

(1.9)

where [ATP] is internal ATP concentration afa™]. is the concentration of sodium ions

for half maximal occupation aVa™ binding sites in the pump. For low concentrations it can
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be assumed that only [ATP] and third power[dfa™]; play a significant role in ion fluxes.
2.17 is the pump rate coefficient which was calculated ewgdlyi by Armstrong (2003).
Finally, Jy,+ is expressed imol.cm™!.sec™?.

Cell volume comes into the equations by osmolarity equilioriat the steady state. For
a sudden change in homeostasis, the set of equations foruxgnvlume and membrane
potential are solved simultaneously to reach steady state.

These models offer a reliable means to simulate ion coramgoris and cell volume fol-
lowing a disturbance in channels or blocking the pumps. htatie ion concentrations as
a function of time enables us to calculate cytoplasm comdtyceand hence cell dielectric
response as presented in the next section. Figures 1[6 Astidw simulated cell dynam-
ics after blockingNa™/K* AT Pase pumps modeled by Armstrong (2003) and Jacobsson
(1980). According to this model, after shutting down the puiime cell is no longer able to
compensate for the ion leakage down their gradient throhghmels. Therefore, membrane
voltage magnitude decreases and ion concentrations agptioeir background (medium)
values;[Nat]; increases an@K*]; decreases. The time reported to reach equilibrium is
within 20-60 minutes however it is highly dependent on thenhar of pores in the mem-

brane.
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Fig. 1.6: Cell dynamic response to a sudden shut dowNof / K+ AT Pase pump at t=0. Obtained

from [6], Copyright (1980) American Journal of Physiology (with mpéssion)

.
NBooo~—0<
o3c—0<

8

8

8

A time, min
pump
off

JO=—~~300300

Fig. 1.7: Cell dynamic response to a sudden shut dowNof / K+ AT Pase pump at t=0. Obtained
from [7], Copyright (2003) National Academy of Sciences, U.S.A (wighrpission).
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1.3.2 Cytoplasm

The cytoplasm consists of cytosol and organelles confinéitimihe cell membrane. Cy-
tosol is the medium (mostly water) between organelles wiare and organic molecules
can be found in dissolved or suspended form. Besides thedkersolacules, cytoskeleton,
proteins, ribosomes and other big structures are foundarcytoplasm. Presence of such
crowded structure causes an effect cafteatromolecular crowdingrohibiting cytosol from
behaving like an ideal solution. Therefore, ions are no¢ ablreach the mobility found in
an ideal solution. We will show in the next chapters that cedumobility of the ions within
the cytoplasm reduces expected conductivity and influediedsctric response [39].
Internal and external ion concentrations reported for a&gtwell is presented in Table 1.1.
As shown previously, computational models enables us imat ion concentration within
the cell following a sudden change such as blocking ATP degetnpumps or a change in
medium ion concentration. In order to calculate internaddractivity from ion concentra-

tions,Kohlrausch’s lawis used as defined in Equation 1.10:

A=A — K\/c (1.10)

whereA,, is the molar conductivityA® is the limiting molar conductivity, K is an empirical
constant, and c is the electrolyte concentration. For losugh concentrations we can ignore
the second term and calculate conductivity by the limitinglan conductivity as defined in

Tab. 1.1:Typical intra/exracellular ion concentrations [1].
lon species Intracellular [mM/liter] Extracellular [mNt&r]

KT 155 4
Na™ 12 145
Ca*t 1074 1.5

cl~ 4 120




1.3 Cell physiological changes and dielectric response 20

Equatio L1
A, =v D+ v\ (1.11)

v, is the cation concentration, is the anion concentration angis the limiting molar con-
ductivity of the individual ions in water reported in Tabl&l1Then cytoplasm conductivity

can be rewritten as Equatibn 1112 [2]:

Ocytoplasm = [Na-l-]i)‘(])\fa + [K-l-]l)‘(l)( + [Cl—]z/\OCl (112)

Substituting typical interacellular concentration repdrin Tablé 111 into Equatidn 112 re-
sults in a cytoplasm conductivity of 1.23 S/m which is an oafehree higher than measured
in mammalian cells. This can be attributed to the lower migptiih cytosol and macromolec-
ular effect as mentioned before. Furthermore, ions lockeahuworganelles and proteins
appear in dry weigh ion measurements and values commontytegpfor intracellular ion
concentration. However, these ions cannot contribute naedtivity. In addition, in a cyto-
plasm crowded with proteins and big molecules, ions haviedohspace to scatter and move.
Therefore, expected mobility and conductivity are lesativhat is calculated and measured
in water or other ideal solvents by a factor=f2-3. Gimsaet al. (1996) by Dielectric
Spectroscopy and Huargg al. (1995) by Electro-rotation have reported similar misrhatc

in expected cytoplasm conductivity previously|[40} 41],.39]

Tab. 1.2:Limiting molar conductivity in water a298° K [m.Sm?mol '] [2]
lon species Na®™ K+  CI~
) 5.011 7.350 7.634
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1.3.3 Apoptosis

The termapoptosisfor programmed cell death first was used by Ketral. (1972) [42].
Apoptosis is a part of the developing cycle of cells and oigas. For example, cells be-
tween fingers and toes go under apoptosis in developing sfagebryo and allows fingers
to separate. In the human body, 10 million cells are gengématery day to compensate for
the apoptotic cells. They may go under apoptosis as a resh#aithy growth cycle, de-
fense mechanism against a disease, mild injury or drug expo®iseases such as cancer,
HIV, Parkinson and Alzheimer can be correlated with abnditrea in specific type of cell
apoptosis such as excessive or inefficient apoptosis [43, 44

The alternative changes following apoptosis is referreabtnecrosis [45]. Kanduc (2002}

al. refer to necrosis as the post-mortem events in the apotelliand call it unjustified to
compare necrosis to apoptosis since they are not two digtathways of cell death. There
are substantial differences in the apoptosis and necrostegses. Apoptosis is highly en-
ergy dependent and happens within determined pathwaysriggers. Whereas necrosis
happens as a result of severe energy depletion or severenarggribjury and does not have
a determined pathway. Cell shrinkage is an element of apisptdsch is a result of chro-
matin condensation and ion regulations. In necrosis, oasdhrough swelling, membrane
disruption and ultimately cell lysis. Cells may go througk trecrosis process after apop-
tosis; however, it is possible to maintain viability in apogis which is hard to maintain
in necrosis. Furthermore, the possibility of reversingpsis is under research whereas
necrosis is an absolutely irreversible procéss [43].

Many of the biological assays are sensitive to the postenorthanges of the cell. They
are sensitive to different biochemical or morphologicareg in the cell such as membrane
surface area changes (microvilli, blebs and folds screbgeSEM), transmembrane poten-
tial of mitochondria alteration (TMRE assay), membrane ainility to dyes (Trypan blue

exclusion assay), and phosphatidylserine (PS) exteataliz (Annexin V assay) [46]. The
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need for a means to predict the onset of apoptosis is beybddwdit and dielectric cytome-
ters such as the DEP cytometer can be sensitive to apoptabost-mortem events in the
cell [47]. Cell radius, membrane capacitance and condiygtand cytoplasm conductivity
modulations are of dominant factors that can be monitoreDbBl cytometers.
Dielectrophoresis has been used in tracking apoptosisdardifying sub-populations by
Labeedet al. (2006) [48]. In their study apoptosis is induced by Stapoome in the hu-
man Leukamic (K562) cell line. Cell shrinkage is reportedinigiapoptosis. Furthermore,
membrane capacitance increased from 9.7 to #9Fm? which is a result of increased
membrane folds and cell shrinkage. Following 4 hours oftineat, an increase in the cy-
toplasm conductivity was observed and maintained untild& of treatment. It is known
that during apoptosis, a cell experiences effluxsof andCi~ ions and influx ofNa™ ions
[44,[30,49[ 50]. For osmolarity balance, water moves oatsitcthe cell which causes cell
shrinkage. The rise in the cytoplasm conductivity is maihle to cell volume decrease.
Interestingly, after 24 hours of treatment 3 sub-populatiovere detected: a) Increased cy-
toplasm conductivity sub-population associated with gpeptotic cells, b) decreased cyto-
plasm conductivity associated with cell undergoing apsigtbut still maintaining cytoplasm
conductivity higher than the medium, and c) cells undergiacrosis with cytoplasm con-
ductivity less than the medium. This quantification is theaduin differentiating multi drug
resistant counter part of the cell line studied (K562AR). gh@r cytoplasm conductivity
has been observed by Labestdal. (2003) after treatment of K5S62AR (MDR counterpart of
K562) by XR9576[[51].

Different cell lines and growth stages may respond to aptdifferently. Pethiget al.
(2007), studied the impact of induced apoptosis on membecapeacitance in Jurkat cells
treated by etoposide (anti cancer drug). In contrary to edle¢ al. , they have observed a
decrease in membrane capacitance from 13.34 to 2049mn? during apoptosis . Mem-

brane smoothing and loss of microvilli and blebs are obgskbyeSEM microscope during
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apoptosis which is an evidence for decrease in membraneitapze [52]. The decrease
in membrane capacitance is consistent with what Wetngl. (2002) reported for human
promyelocytic HL-60 cells treated with Genistein decreggiom 17.6 to 9.1nF/m? dur-
ing apoptosis[[53]. In another study by Ratanackt@l (2002), a decretal ease in the
membrane capacitance and increase in the membrane conckibias been observed while
treating the cells by different apoptosis inducers. Théediec change caused by apoptosis
was detected within 15 minutes of treatment for the casesrttiacers caused a direct alter-
ation to membrane and within 30 minutes for the cases thatird caused an alteration to
cytoplasmic organelles [54]. Membrane capacitance dserkas been also reported by Lv
et al. in NB4 cells following 2 hours of treatment by Ara-C [55].

During apoptosis cytoplasm conductivity is mainly detared by ion concentrations and
ion flux rates inside and outside of the cytoplasm. As meetigoreviously malfunction in
the channels (pores) and pumps results in a change in iondteg,rion concentrations, 0s-
molarity and cell volume. Cytoplasm ion concentrations migiiapoptosis has been studied
extensively. Among all the ions being transported via tHernembrane K+, Na™, CI~,
andCa?" are of interest. K+ and Na™ play a significant role in calculating conductivity
due to their high mobility. Howeverya™ concentration inside the cell is negligible so as to
account for conductivityC'l~ plays an important role in osmolarity balance and cell vadum
regulation. It is thought that'a«>" and K can be important in triggering biological events
within the cell such as mediating apoptosis![49, 56, 57]. doncentrations are measured
by dry weight and florescent dye evaluation measured by @asass spectrometry (dry
weight) and flow cytometry, respectively.

Hugheset al. (1997) reported decrease in interdal concentration in Thymocytes during
DEX-induced apoptosis frorx 140mM to ~ 60mM in 8 hours of exposure to the drug
whereas Trypan Blue exclusion did not determined any sigmfichanges in cell viability

during these 8 hours [58]. Cell shrinkage and interiwdl concentration drop has been re-
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ported by other groups as well, summarized in Tablé 1.3. Bedidese studies Yu (2003)

has done a valuable review on intracellulatr concentration[57].

Tab. 1.3:[K*]; before and during apoptosis

Reference Cell line Inducer ~ beforelmM]| =~ after[mM]
McCarthyet al. (1997) [59] HL-60 UV-irradiation (2 hours) 120 60
Hugheset al. (1997) [58] Thymocytes DEX (8 hours) 140 60

Xiao et al. (2002) [60] glial cells Ouabain (10-15 hours) 100 20

Barbieroet al. (1995)[61]  fibroblast VP-16 150 50
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1.4 Contribution

e In this work, the DEP response of Chinese hamster ovary (CHI®)ltas been quan-
tified and studied statistically in order to identify the {agoptotic phase of a pop-
ulation. Statistical analysis and curve fitting tools arepkayed to aid in better un-
derstanding of the dielectric response of a cell populadiad identify apoptotic sub-

populations.

e Dielectric properties of MRCS5 cells have been estimated byropihg parameters in
the double shell model to match the experimental and simdlatoss over frequen-
cies. Furthermore, dielectric response for this cell Isxstudied in starved and healthy

samples.

¢ To study dielectric response of the cell to controlled clesnig its biochemistry, we
have used Oligomycin to inhibit the mitochondrial ATP protian in a cell popu-
lation. Medium conductivity and DEP frequency have beenistéd to improve the
DEP cytometer sensitivity to changes in the cytoplasm cotindty. The maintenance
of homeostasis through théa* / K™ ATPase pump is a fundamental process in mam-
malian cells and this study aids in the understanding ofnifgact on the cytoplasm
conductivity.
This study is focused on time course measurements withifirdtewo hours of mi-
tochondrial ATP synthase inhibition. Results are in agregmeéth computational
models of ion regulations within the cell following inhilmh of ATPase pumps. Mon-
itoring the cell response within the first hours of the treatirwith Oligomycin reveals

important information on ion regulation.



Differential detection of cell DEP

response

Analyzing micrometer sized particles such as single celtgiires small enough tools to
manipulate, trap, actuate and sense the cells. Micromiachand microfabrication offer
micron size structures to analyze and study single cellscipally, microfluidics technol-
ogy have become an attractive candidate for cell analydiey Pprovide high throughput,
small required sample volume, marker free detection, caitmipty with electronic sensors
and biological assays, and ability to be implanted in vivo.

In this chapter we briefly review the forces on a particle in igrofluidic channel with
embedded detection and DEP electrodes. Furthermore, wemirthe DEP actuation and
detection setup used for the experiments. Finally, the BdspPanse is quantified by a factor

called Force Index.
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2.1 Forces in a microfluidic channel

When a particle (in our case a single cell) is flowing in a micridic channel, it experiences
hydrodynamic forces. Cell trajectory in the channel and baradl elevation with respect to
the non-uniform electric field is influenced by the net forgeréed on the cell. Therefore,
to predict and interpret dielectric response it is impartanstudy hydrodynamic forces.
Drag force, lift force and gravitational forces are brietyiewed here. More details on cell
trajectory and forces can be found in previous theses by Tibeld&2].
Fig[2.1 shows lift, drag and gravitational forces acting qgragticle flowing in a microfluidic
channel. Reynolds number in a microfluidic channel is less time meaning flow is laminar
and velocity profile across the channel is parabolic as showig[2.1.

Drag force is a friction force acting in the opposite direntof the particle motion within
a fluid. Its magnitude is a function of relative velocity oetparticle ;) in respect to the
flowing medium ¢,,,), radius of the particleR), and viscosity of the mediumy) expressed

by Equation (typically for watef) 21 1 [63].

Firag = 6mnR (0, — Upy) (2.1)

center

equilibrium

Fig. 2.1: Particle in a microfluidic channel experiencing gravity, hydrodynamic liét drag force.
Below the center line lift and gravity can equate and particle reaches eauitibr
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Lift forces are repulsive forces from the walls. In a parabeklocity profile defined by
Equatior 2.2,
X T

where< v > is the mean fluid velocityy is the distance of the center of the particle to
the bottom of the channel is the channel height angis the distance of the center of the
channel to the center of the particle, when the particle ssipg close to the walls of the
channel, two sides of the particle experience differenteiges. The velocity lag on the
side close to the wall causes extra pressure on this sidecarsgguently pushes the particle
away from the wall. Furthermore, as a particle approachesdil, flow streamlines change
around the particle. The new asymmetric streamlines causgtea pressure on the side of
the particle close to the wall and consequent lift force agtaihe wall [64]. Lift force is
calculated by Equatidn 2.3. The empirical constans calculated as 0.172 by Willianet

al. (1992) [65] 15].
6nR2 < v >y
(H/2 =yl - R)

Flipe = —C’H (2.3)

Lift force pushes the particle away from the wall. This cautee particle to rise in the
channel. At some point gravitational force becomes equbtttftorce. This is possible in
the bottom area of the center line where lift force and gyaare in the opposite direction.
C' can be estimated from the equilibrium height in the chanretiwcan be measured by
experiment.

Gravity force is determined by EquatibnR.4 as:

4
Fgram’ty - _§7TR39<pp - pm) (24)

where, p,, and p,,, are particle and medium densities respectively ansithe acceleration

due to gravity. In water, a typical cell has a densityx01.05p,,4¢c; -
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2.2 Experimental setup

2.2.1 DEP actuation and detection

To apply the DEP voltage and sense the dielectric responsieecdell a set of coplanar
electrodes are deposited on the bottom of the microfluidanokl. More details on the
fabrication process, design protocol, and COMSOL simutetiof the electric fields can be
found in previous theses[([66,/62] ). A 2D representatiomefalectrodes are shown in Fig.
[2.2. A DEP voltage is applied to the center coplanar eleetrpgdoviding a non-uniform
electric field between the center electrodes and the grolecstredes on each side. This ap-
plied voltage is sinusoidal, set tol§_p to provide electric field density for actuation with
electrode dimensions in hand. Commonly the DEP frequensigstiat 6 MHz. At this fre-
quency, theRe(K¢yr) spectrum contrast between a viable and non-viable celidasively
large andK,, magnitude is sensitive to cytoplasm conductivity. Thid \wé discussed in
Chapter[B. Maximizing contrast improves differentiatinghle and non-viable cells in a
cell population.

Sensing takes place by the detection electrodes on eacbh@idected to low voltage am-
plitude & 300mV Vp_p) and high enough frequencies (1.45G H z) for simultaneous ac-
tuation and detection without significant coupling, as shaw Fig. [2.2. A microwave
interferometer approach is employed to detect the capmatahanges while a cell passes
along the electrodes. Capacitance changes are a functigp,gfand hence dielectric prop-
erties of the cell. A resonator is coupled with the microficichannel so as the change in
the capacitance changes the resonance frequency and woitpge of a Lock-in-Amplifier
[67].

The DEP cytometer is based on a differential detection @jisinells before and after DEP
actuation in a microfluidic channel and has been describetkiail by other colleagues

[67,62]. Briefly, the cell first passes over the first pair ofea¢ibn electrodes, and produces
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| =)

Fig. 2.2: Cell trajectory in microfluidic channel. Here, cell is experiencing an attra@®EP force.
P, > P; and Force Index 0.

a signal with a voltage value @?, shown in Fig[2.R. The DEP field produced between the
DEP electrode and ground then actuates the cell. Afterpagsise first detection electrode
and experiencing the non-uniform electric field by DEP etmigs, the cell then passes over
the second pair of detection electrodes, and produces al siggh a voltage value of.

When the DEP voltage is applied, cell experiences a DEP foittethae same sign a&¢
(described in previous chapter). Depending on the magaiaud! sign of the Claussius
Mossotti factor, the cell will be attracted or repelled fréme higher density electric field re-
gion. For example, as described in ChapterAfy, is positive then the flowing cell is more
polarizable than the medium and DEP forces will be positie theaning cell experiences
an attractive DEP force towards the electrodes and higleetral field density. Therefore,
the second peak would be larger than the first peak. This tsigné called positive DEP
or pDEP. The two peaks form the detection signature profilee&zh cell. For a negative
value of K, the signature is called nDEP. When no actuation voltage iBeghzell will
continue the height it entered the channel while passingd®tection electrodes and two
peaks will be equal. All three possible signatures are ptesen Fig[2Z.B.

We quantify each cell signature using a normalized diffea¢émesponse called thieorce
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Signal [volts]

| |

nDEP no DEP pDEP
Time [mSec] Time [mSec] Time [mSec]

Fig. 2.3: All possible DEP cytometer signatures, from left to right: negative DEBef¢gnDEP), no
DEP force (no DEP), and positive DEP force (pDEP)

Indexdefined by Equation 2.5:

P — P
P+ P

Force Index or Fl= (2.5)

Where P, and P, are the leading and trailing peaks illustrated in Hig.] 2.2rcE Index
depends orke(Kyr) and the height at which the cell enters the analysis regielhhori-
zontal velocity and cell radius. For each cell a Force Indemeasured and histograms of
Force Index are used to monitor the evolution of the dielecgsponse of the cells which
will be described in the next chapters.

Using a FEM model in COMSOL multiphysics, particle trajeasrcan be simulated for
different heights in which cell enters the channel. Thaefo theory height, velocity, and
size impact on Force Index could be quantified. More inforomatan be found in the pre-
vious theses [62].

Viable and non-viable cells have different dielectric pedpes. Thereforell-,,, DEP force,
and Force Index alter from viable state to non-viable. By mheiteing a threshold in Force
Index where viable and non-viable cells can be differeatiawiability can be measured.

Since each viability assay is sensitive to a different pblggiical event in the cell, this
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threshold can be arbitrary to some extend. Annexin V readofgviability is known as

an early indication of apoptosis and is used to determind~thhee Index threshold here.
Zero Force Index threshold matches the best with Annexinséysmeaning cells showing
a pDEP signature are marked as viable and cells showing a sigfaRture are marked as
non-viable (at 6 MHz and medium conductivity of 0.17 S/m). €eaquently, In this thesis

viability measured by the DEP cytometer is defined as EquEi6:

number of pDEP

Viability =
Lavnaty total number of cells

(2.6)

Previous experiments has shown that DEP percentage Wadlilhost matches percentage

viability measured by the Annexin V assay rather than otl@bgical assays [12].

2.2.2 Microfluidic chip

The microfluidic chip used in this thesis is designed to have inlets and two outlets,
presented in Fid, 2.4 (a). Pressure applied on the inletoatiets are adjusted by a fluidic
control system shown in F[g 2.4 (c). Inlet #1 is connected maded vial while other vials
are empty. Pressure difference between inlets and outlatss lthe fluid flow from inlet #1
to the others. In this manner, most of the fluid fills vials #2 #me rest enters vials #3 and
#4 with more fluid in vial #3. The channel interconnectingisland outlets (H-channel) is
designed to have a smaller width (120)) compared to the side channels (260). Smaller
width of the channel increases fluid resistance and helpsattimg velocity in the analysis
volume by achieving smaller pressure difference for lapgessure difference between vials.
The electrode array is fabricated on the bottom of the smealiannel. The top view of the

electrodes are shown in Fig. .4 (b) with lighter colors &sdlectrodes.
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2.2.3 Flow control

Flow control is provided byluigentdevice and corresponding MFCS software. By adjust-
ing the pressures on each vial in the MFCS graphical interfaaxicle velocity is adjusted.
For experiments in this thesis, the velocity of ab2w@0 — 3000 micrometer per sec is ac-
quired by setting pressures on vials #1 to #4 to 20, 21, 19,18nchbars. With a slight
change in the pressure the desired velocity can be achivedmtity of the cell is frequently
checked on an oscilloscope by dividing the effective lertdttihe detection electrode to the
time between two peaks; in other words, dividing the distapetween high electric field
density provided by the detection electrode (240) to the time required to travel between
them.

Every 10 minutes, the fluid is purged through the system tp kise cell density constant
and prevent or resolve clogging problems. Larger cells tergkdiment in four tubes con-
necting vials to the ports and cell density decreases ave. tAfter the purge is stopped, it
takes about 60 seconds to get the fresh cells from the vialghe analysis volume where

the signals can be detected.

2.3 Data collection and analysis

The data recorded in each experiments consists of videos»am&d files containing output
signal of the detection system in time. The videos are restbiay a digital video camera
equipped with a microscope and capable of recording 15 sgmeesecond. Fid. 2.4 (b) is
a sample screen capture of the video.

The output voltage is recorded by PCI data acquisition aided Matlab graphical user
interface(GUI) written by Tim Cabel. In post processing, theaningful signatures are

scrutinized and collected by another Matlab GUI in a mansaini-automated, or auto-
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(f) anti-vibration grounded cabinet (c) Fuigent fluid control system

(a) microfluidic
chip

(b) microfluidic
channel

Fig. 2.4: DEP cytometer compartments. (a) microfluidic chip with 4 ports (b) top view of the mi-
crofluidic channel and the electrodes. (c) fluidic control system farstidg pressure on
each vial. (d) DAQ and graphical interfaces to control pressure, 2@ video recorder.
(e) interferometer setup shielded in the cabinet. (f) anti-vibration cabiaktdimg interfer-
ometer, microscope and video recorder, microfluidic chip.

mated approaBn The data acquisition platform is shown in Hig.]12.4 (d).

For each cell or group of cells passing through the deteeliectrodes a signature is recorded.
The meaningful signals should be collected from all the mr@ed signals for the post-
processing. Signals that are not acceptable are multifiepaessing through the electrodes
simultaneously, cells stuck together or a cell stuck to fketeodes and noisy signals. In
the collection process, event information suchPasnd P, values, time and Force Index is

exported in an excel file. Normally a histogram is used toesent Force Index of a popu-

IManual collection GUI by Tim Cabel [62], Semi-automatediedtion by Bahareh Saboktakin Rizi and
Ashlesha Bhide, and automated collection GUI by Ashleshde[6&] may be used depending on the system
noise, number of the required analyzed and total cells, angiogse of the Force Index collection.
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lation. To study Force Index modulations in time, raw Forogelx values or averaged Force

Index may be used.

Fig.[2.3 shows a three second sample of signals taken fromEfecytometer. The mean-
ingful signals are collected and used to calculate ForceXndccepted signals are one of
the signatures (nDEP, noDEP, pDEP) shown previously in Bi§. Any other signature
would be rejected. Multiple cells flowing simultaneouslysé the detection electrodes and
cells stuck together are examples of the rejected signals.

When DEP voltage is applied, flowing cell gets attracted ¢p@sFl) or repelled (negative

FI) from the set of electrodes. However when DEP voltage ispplied, cell passes both of
the detection electrodes with the same height as it enteeachtannel. When DEP voltage is
not applied, the force Index might have a slight discrepdray expected zero value which
might be a result of asymmetries in the electrodes. Alsospirerical cells have a more
complicated motion in a flow since shear forces make them igodfd rotate as they are
passing the electrodes. This can cause a slight differeniteiheight in which cell passes
the first electrode compared to the second electrode. Anotiieague Marija Nikolic-Jaric
et al. (2011) has studied this effect previously|[69].

Histograms are used to illustrate and compare Force Indeevas cell physiological state
varies. Since Force Index is an analogue value, transforhistégrams from right hand
side (positive) to left (negative) can be used as a monganeans for physiological events
in the cell causing a change in dielectric response. FEig.sBdivs a sample Force Index
histograms for a CHO population with an initial viability 059 % measured by DEP. Af-
ter 5 days, viability dropped to 25.9 % and Force Index distion has been changed as
well. Furthermore, they illustrate the existence and ithigtron of sub-populations which is

presented in the next chapter.
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Beyond the Force Index

In this chapter, we study Force Index beyond a binary factdnaability. The K-,; spec-

trum of a viable and non-viable cell population are compared the impact of the cyto-
plasm conductivity, mobility and Force Index are shown. tkewmore, we have tried to
extract more information from FI histograms by fitting knowstatistical distributions and

identify apoptotic sub-populations.
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3.1 non-viable cell Force Index and conductivity

In Chapter 1, we presented several physiological eventaglampoptosis which impact the
dielectric response of the cell. Monitoring the Force Indekime can be a means to track
these events during apoptosis. As shown in Chapter 1 and Higit BMHz K, is domi-
nated by cytoplasm conductivity and changing other parareetuch as size and membrane
properties would not impact DEP response significantly. €quently, DEP force and Force
Index are dominated by cytoplasm conductivity.

Viable CHO cells DEP Spectrum
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Fig. 3.1: Double shell model of{-,, for viable cell in a medium conductivity of 0.17 S/m. (a)
cytoplasm conductivity is varying from 0.07-0.47 S/tf),e., = 6.8¢¢ (D) €mem IS Varying
from 4-8¢ , cytoplasm conductivity= 0.42 S/m. (c) cell radius is varying from 4.5¢8b
All other parameters are fixed as Hig.11.4.
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In Chapter 2, we defined viability as the number of pDEP cellth&ototal number of the
cells with respect to the fact that non-viable cells havegatiee K ,,, hence negative DEP
signature (nDEP) and negative Force Index in a medium cdivitycof 0.17 S/m. Here
we show that the double shell model &%), at 6 MHz for a viable cell is positive with a
larger cytoplasm conductivity than the medium condugtivihiterestingly, for a non-viable
cell K¢y, at 6 MHz only gets negative if the cytoplasm conductivity ézckased below the
medium conductivity. In fact with perturbation in the aetimechanisms such as pumps in
the cell membrane during apoptosis, cytoplasm ion conagotrs would drop but it would
not drop to less than the medium ion concentrations. In aptagio cell, membrane pumps
and channels do not function properly. Therefore, ion cotreéions inside the cell ap-
proach their value in the medium and reach the equilibriumt tBe mobility of ions in
cytosol which is crowded by large molecules is lower tharhemmedium and hence effec-
tive conductivity would be less than the expected value.

Fig.[3.2 shows double shell simulation of thg:,,; for a medium conductivity of 0.17 S/m,
viable cytoplasm conductivity of 0.42 S/m, and differenhagable cytoplasm conductivi-
ties. The cytoplasm conductivity is a fraction of medium @octivity by a factor of 2 or 3
resulted from the reduced mobility in the cytosol. Detajedameters are:

Viable cell parameters: cytoplasm conductivity=0.42 S/m, medium conductivity:=0.
S/m, viable cell radius = 5.5m. Other cell parameters are fixed as: nucleus radius=3.25
um, membrane thickness=5 nm, nucleus envelope thicknessm4éhembrane permittiv-
ity= 6.8 £y, cytoplasm permittivity= 6&, nucleus envelope permittivity= 2§, nucleus
permittivity= 52¢, , membrane conductivity3=+ 10~3 S/m, nucleus envelope conductivity
=6+ 102 S/m , nucleus conductivity= 1.35 S/ [3,4, 5]

Non-viable cell parameters: cytoplasm conductivity= 0.17 S/m and (1/2) * 0.17 and
(1/3) * 0.17 S/m, medium conductivity=0.17 S/m, non-viabldl radius = 5um. Other

cell parameters are fixed as: nucleus radius=3u25 membrane thickness=4.25 nm, nu-
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cleus envelope thickness= 40 nm, membrane permittivity=c6, cytoplasm permittiv-
ity= 60 ¢y, nucleus envelope permittivity= 2§, nucleus permittivity= 52, , membrane
conductivity=15 * 10~ S/m, nucleus envelope conductivity38 « 10~ S/m , nucleus con-

ductivity= cytoplasm conductivity [3,14] 5] .

Re{KCM}
[=)

Ioi= g - - =non-viablel ((Icyt =0.17 S/m)

- - =non-viable2 (o =0.17/2 S/m) |
-0.41 eyt

6 MHz - - -non-viable3 (g, = 0.17/3 S/m) |

10 10° 10° 10’ 10° 10° 10"

Frequency [Hz]

Fig. 3.2: K¢y Double shell model o<, for viable and non-viable cell, medium conductivity =
0.17 S/m, other parameters are set as defined in the text.

3.2 Force Index distribution during apoptosis

In this section, we study Force Index distribution duringptosis by fitting known statistical
distributions on a time course measurement of the DEP regsoof CHO cellg. In this
chapter we define Force Index with a factor of 2 which was @lated in the next generation

of data collection user interface programs.

P — P
Force Index= 2 x ——— 3.1
P+ P 31

1This set of experiment is performed by other colleagues areBer 2011 and is published by Braasch

et al [70].
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3.2.1 Cell preparation

Chinese Hamster Ovary (CHO) cells expressing a human llanmaectu antibody (EG2)
were used for this work. Yves Durocher of the NRC, Canada kindbyided the cell line
(CHODG44-EG2-hFc/clone 1A7) [71]. The cells were culturadai3 | glass bench-top
bioreactor (Applikon, Foster City, CA) at 200 rpm in an incudyait @7°C') with 40% C' O,
overlay. The cells were grown in BioGro-CHO serum-free med{BimnGro Technologies,
Winnipeg, MB) supplemented with 0.5 g/L yeast extract (BD, r'8paMD), 1 mM glu-
tamine (Sigma, St. Louis, MO), and 4 mM GlutaMax | (Invitrag&rand Island, NY). This
experiment has been done in five days with measurements 24drgurs for the first four

days and every 6 hours for the last day.

3.2.2 Gaussian fit

In this section we have fitted Gaussian distributions to thee& Index histograms during
apoptosis to identify sub-populations of Force Index artdgiasm conductivity during var-
ious as a culture ages.

As shown in the histograms of figure B.3, when cells undergptmsis stage Force Index
decreases and Force Index histograms shift from positikedithe axes to negative values.
Since K¢, is dominated by cytoplasm conductivity at 6 MHz, the deceeiasthe Force
Index is evidence for a drop in the cytoplasm conductivithisTis in agreement with re-
ported observations on cytoplasm conductivity during apsip [48]. MatlaQ curve fitting
tool has been used to fit different distributions to the lgstons. The best distribution is
seen by fitting Gaussian to the pDEP and nDEP populationsaepa However, in some

cases more than one Gaussian can be fitted to the data.

2Matlab R2012a, Curve fitting toolbox-Gaussian distribata@nter and scale:off
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Maximum possible number of Gaussian has been fitted to dakareasonable histogram
bin width. The bin width has been changed several times teersake the Gaussian curves
fitted to data remains consistent. Furthermore, Gaussiae ¢its has been repeated for 2/3

of the data chosen randomly to make sure that Gaussian a@wesn consistent (number

of Gaussians and mean value).

The Gaussian curve used is expressed Dy 3.2.

y = axexp(—((x —b)/c)?)

where b is the mean Force Index and /i times standard deviation.
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Fig. 3.3: Gaussian fit to the Force Index histograms. More than one populatios agsells go into

the apoptotic stage.

-0.2

0.2

Force Index



3.2 Force Index distribution during apoptosis 43

It is clear from Fig.[3.B that more than one population witlsipee Force Index exists as
cells goes under apoptosis. On the other hand, when magiribe cells become apoptotic
with negative Force Index, more than one population ariseghe left hand side of the his-
togram (nDEP) as well.

The increase in the Force Index in the pre-apoptotic cefidesa potential means to predict
apoptosis. This have an application in pharmaceuticalymiohs and bioprocess monitor-
ing in which there is a need to detect apoptosis before caioveat late indicators.

We hypothesize that the extra higher Force Index populatiogay be due to a pre-apoptotic
population which have a higher cytoplasm conductivity. éedbet al. (2006) reported a
rise in cytoplasm conductivity previously for pre-apoptatells undergoing apoptosis by

Staurosporin€ [48].



DEP response to MRC5 cells

Different cell lines have distinct dielectric propertieglehence DEP response. In this chap-
ter, we estimate the cross over frequencys@f,, experimentally by a frequency spectrum
for non-starved cells as well as five day starved MRC5 cellsinggthe experimental cross
over frequency, the double shell model parameters has qgenized to match the simu-
lated and experimental cross over frequency and hencettielparameters for MRCS5 cells
has been estimated. Furthermakg;,, for MRC5 cells has been speculated from the mean
Force Index spectrum by a linear scale of mean Force Indé&xtp and disagreements are
explained. Size and velocity impact on the scaled Forcexihds been presented as well.
MRCS5 cells are fibroblast cell line obtained from lung tissuéwfan fetus. This cell line
has been grown in laboratories for more than 35 years anttplarty are of interest for
vaccine production. Since viruses cannot reproduce soledy need a cell culture as a host.
Human cell cultures are proven to be a safe host for vaccioéuation. MRC5 cell line is
one of the a few options of human cell line for vaccine progturcsince cells obtained from
animals might carry viruses which are harmful for human.

For our experiments cells were cultured in shaker flask amapemed to Chinese hamster
ovary cells were elongated with average diametex df3.5um. All experiment were per-

formed with a medium conductivity of 0.17 S/m.
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4.1 DEP response to Non-starved MRCS5 cells

4.1.1 Viability and Force Index

The frequency spectrum has been done starting from 50 Kldeasing to 20 MHz. Two
measurements at 6 MHz has been done as well. One at the begismi one at the end
of the experiment (5 hours long) to compare viability. At ledieequency about 500 cells
have been analyzed. As before the DEP cytometer, viabdigalculated by dividing the
number of pDEP cells to total number of the cells analyzedMtz. Percentage viability
reported in Table4]l1 by DEP cytometer is the average valbegihning (78.96 %) and the
end (82.46 %) of experiment which are in agreement with Nesisay. Previously it has
been shown that Nexin is the best viability match with DERpyter for Chinese hamster
ovary cells[12]. As shown in Fig._4.1, in the second measergrat 6 MHz (after 5 hours)
another population with higher Force Index arises in theogiems which we hypothesize
for cells experiencing pre-apoptotic stage. However, ilitglis not affected significantly.
Comparing Cedex and Nexin results reported in TAblke 4.1, DEfsamements of viability
is close to Nexin results. Cedex viability assay is based oetpation of Trypan blue dye
via membrane into cytoplasm. Since cell membrane shoulgpg@brated and exposed to
dye in order to be excluded by this assay, Trypan blue is ajatptosis indicator. However,
Nexin is sensitive to Phosphatidylserines (PS) molecudpesed to the outer surface of the
membrane which is an early indicator of apoptosis. Theegf®EP cytometer can be a
means of indicating apoptosis in early stages for MRC5 celgadisas previously observed
in CHO cells.

The cross over frequency is defined as the frequency wherg is zero resulting in zero
Force Index. As shown in Fi§. 4.2, cross over frequency takese between 300 KHz and
400 KHz (close to 400 KHz).

As we expect from the frequency dependent behavioKgf,, distribution of the Force

Index histogram changes by changing the applied DEP frayyamesented in Fid. 4.3.
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Tab. 4.1:Percentage viability measured by different assays

Assay DEP Nexin Viacount Cedex
Percentage viability 80.7 81.3 86.46 93.5
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Fig. 4.1: Histograms of no-DEP applied and velocity for the whole course of expatiarel 6 MHz
measurements at the beginning and end of the experiment.
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Fig. 4.2: Mean Force Index of the experiments performed by DEP voltage applidiffexrent fre-
qguencies. Error bar are calculated from standard error of the mean.
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4.1.2 Estimating cell parameters By,

To our knowledge, no measurements on MRC5 cells dielectripgsti@s has been presented
in the literature to date except for membrane capacitanté .&fn F'/m? by Muratoreet al.
(2012). They have employed DEP to differentiate Myoblasis®fMRC5 cells[[72]. They
have used cross over frequency,00 KHz to separate different cell populations co-cultured
with MRCS5 cells in a medium with conductivity of 0.12 S/m. Howeevother dielectric
properties have not been estimated for this cell line.

Membrane capacitance can be estimated by the cross oveefregfrom Equatioh 411 as

follows [72]:
V20,

- 2mrC,,

Jeo (4.1)

where, f., is the cross over frequency,, is the medium conductivity, r is the cell radius,
and(C,, is the membrane capacitance. Substituting our values hatlerioss over frequency
of 350 KHz in the equation results in the membrane capatand6.2mF'/m?* which is

in agreement with 11.5:F/m? that Muratoreet al. have reported for MRC5 cells.

To estimated MRC5 dielectric properties, the double shellehpdrameters have been op-
timized to match the cross over frequency obtained expertiatig by Force Index spectrum
(presented in the previous section) to the simulated cressfrequency calculated by dou-
ble shell model. Unconstrained Nelder-Mead simplex dissarch has been used as the
optimization algorithm by Matlab.

After 144 iteration the optimized cross over frequency®i K H >z + 54 Hz was achieved
with the parameters reported in Tablel4.2. In optimizatioadium dielectric properties and
cell radius were fixed as well as membrane permittivity. lct,fave can account for the
impact of membrane permittivity in membrane capacitandelysbdy changing membrane

thickness.
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To achieve membrane capacitance of 16.2/m? , the membrane relative permittivity was
fixed at 4.9. Cell radius was fixed at: 6.4, medium conductivity: 0.17 S/m, and medium
relative permittivity: 78. CHO dielectric parameters haeeb used as the starting point for
the optimization.

The optimization has been done with constrained variatﬂ;eweslH. The problem does
not converge for membrane thicknesses of less than 3. Depewndn the initial guess
was studied by changing the initial values. Solution is ljglependent on the membrane
thickness and it is fairly independent of other parameters.

The real part o), spectrum at the cross over frequency is dominated by the maamab
dielectric parameters. Therefore, estimating other digteparameters solely by cross over

frequency would not be possible.

Tab. 4.2:Estimated dielectric properties of MRC5 cell

Parameter Optimized

'Membrane Thickness [nm] 2.7
'Nuclear membrane Thickness [nm] 46.4
'Cytoplasm Conductivity [S/m] 0.34

'Membrane Conductivity [S/m] 3.2E-07
'Nucleus Conductivity [S/m] 1.4

'Nuclear Membrane Conductivity [S/m] 6.7E-06
'Cytoplasm Relative Permittivity 65
'Nucleus Relative Permittivity 50.7
'Nuclear Membrane Relative Permittivity 4.7
'Nuclear Radius/Total Cell Radius 0.1

IMatlab function used: fminsearchbnd, available onlinepyight (c) 2006, John D’Errico
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4.1.3 Fitting Force Index spectrum kg,

Here we scale the experimental mean Force Index to the dmaulé-,, spectrum using
double shell model and optimized parameters is Table 4.heat scale at low frequencies
has been used since the non-uniformity of the electric fiefdlme ignored in negative DEP.
As compared in Figl_4l4, linear scale of mean Force Index shagnificant disagreement
with simulatedK¢,, at high frequencies. The 20 MHz data would not be valid. Theeca
resistance and capacitance in high frequencies would aeerhelv,_, applied voltage.
Therefore, the DEP voltage at 20 MHz was less than the valuensk,_,

The impact of size and velocity alteration during 5 hoursrsewf measurement has been
speculated to explain this disagreement. The change inasideselocity are presented in
Figured4.b and 416. As cell diameter gets larger, lift fanrmeases and cells tend to travel
closer to the center line of the channel. Howekgy; » is proportional to the third power of
radius. Therefore, for smaller cells first peak would be $nals well. First peak magnitude
may vary between 0 to 20 volts. Averag€dvalues presented in Fi§._4.5 would not be an
evidence for a significant change in size. Furthermore nli&ely to remain sensitive to the
small variations in size due to apoptosis by averaging tis¢ fieak. Scatter plots of first

peak versus Force Index can be more informative.
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Fig. 4.5: Averaged first peak magnitude for the course of experiment.
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Fig. 4.6: Averaged cell velocity calculated by two peaks.

4.1.4 Force Index correction by particle velocity

Ignoring electric field non-uniformity, size and height iedilons and by a first order lin-

earization of DEP force and height in the channel we havenastid that particle vertical

1

particle velogy This results in an-

displacement in the channel is related to velocity\aso

1

particle velocity Force Index

other rough estimate of Force Index relation to velocitydsoc
for each single cell has been corrected by its velocity arsdbegn averaged and compared
to the original mean Force Index shown in Figlrel 4.7. Partid@locity is calculated by
dividing the distance between two high density electridfiggion of detection (21Qm)

to the time needed for a cell to travel from first peak to thesdqeak[4]7. The corrected
mean Force Index and original raw Force Index are not sigmitlg different which is an
evident for the nonlinearities and also ignoring cell byl gakiations in a population such

as size and height entering the channel. Furthermore, fir@agh used for calculating ve-

locity may not be accurate. When DEP is applied, cell wouldtbra@ted or repelled from
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the electrodes so it would not travel at the same height &siegtthe channel. The correct
approach through Force Index correction can be obtainediagtdying Force Index versus

height, size and velocity by COMSOL simulations|[62].
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Fig. 4.7: Mean Force Index, FI has been corrected for each cell by velocity.

4.2 DEP response to 5 day starved MRC5 cells

In this section we present the DEP response to MRC5 cells whesk starved for 5 days.
The expected viability would be less than the healthy nbedsculture. At the beginning of
the experiment, viability was 91.7 % measured by Trypan Bisagy The same procedure
for Force Index spectrum has been performed here; startibB EHz and finishing with
20 MHz with two 6 MHz measurements at the beginning and at tige &s shown in Fig.
[4.8, percentage viability after 5 hours course of experir{@h7%) is higher than beginning
(58.6%). This may be due to higher conductivity of cytoplasmre-apoptotic cells.

The cross over frequency for starved cells is higher thangtarved cells, about 1MHz for
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starved cells and 400 KHz for non-starved cells obtaineohfzero crossing of mean Force

Index spectrum presented in Fig.14.9. The Force Index hiatog for these cells are shown

in Fig.[4.11.
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Fig. 4.8:Histograms of no-DEP applied and velocity for the whole course of expatiare 6 MHz
measurements at the beginning and end of the experiment.

The increase in the cross over frequency for the starved cethpared to non-starved cells
may be due to a decrease in the membrane capacitance foathedstells. This hypothesis
is inferred from the equation for the cross over frequenaythe membrane capacitance as

explained by Muratoret al. (2012) [72].
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DEP response to mitochondrial ATP

Inhibition

As reviewed in Chapter 1, the DEP of cells is influenced by maayors such as mem-
brane capacitance, cytoplasm conductivity and cytoplasmittivity. Unlike most other
dielectric materials, cells adapt to environmental caodd using host of active systems.
Some of these active systems have significant impact on éhectlic properties of the cell.
For example, the metabolic state is an important factor mtrotling ion homeostasis and
hence cytoplasm conductivity. Determining the dieleatffects due to perturbations of cell
homeostasis is important for many applications of DEP sgcbeparating, sorting and cell
manipulation.

In this chapter, we review cell metabolism and its impacthendielectric response, and we
present the DEP response to a perturbation in one of the yepatgways within the cell.
We have used Oligomycin to inhibit the mitochondrial ATP giwotion. The DEP response

is studied and compared to the mathematical models of celEbstasis.
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5.1 ATP: energy currency of the cell

ATP is the most common form of energy used to drive cellulacpsses. All organisms
use ATP as a means of energy currency. ATP provides its efgrggnverting to a simpler
molecule, ADP which later on is recycled back to ATP via onéh&f energy conversion
pathways within the cell. One of the main uses of ATP in manmemnaiells is powering the
Na* /K™ ATPase pumps used to maintain cell homeostasis. These mlayps significant
role is maintaining ion concentrations in cytoplasm andceesytoplasm conductivity.

Two major ATP production pathways within the cell &g/colysiswithin the cytosol (2 ATP
per glucose) andlectron transport chaif34 ATP per glucose) via mitochondria (ETC) [73].
When a cell uptakes glucose from the medium, it is convertddytavate in the cytoplasm
by the Glycolysis pathway. Pyruvate molecules can eitrer st the cytoplasm or go into
the mitochondria electron transport chain. The Pyruvas ffas not gone into ETC can
be converted into lactate in the cytoplasm by fermentatimh diffuses out of the cell. It
is crucial to control lactate accumulation in a culture siiitcincreases acidification [74].
Quantifying the dielectric effects of mitochondrial vess@lycolysis ATP production of a
cell has application in monitoring bioprocesses espegcialbiotherapeutic production and

in determining the advance of cancer in cells.
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5.2 Oligomycin and ATP

Some compounds can be used to control specific aspects giygm@duction in the cell.
Oligomycin is known to inhibit the ATP synthase enzyme amatklthe proton channel in
the mitochondria transmembrane within minutes of treatrfiés) [76,[77]. Consequently,
the only channel to pump protons inside the mitochondribbeiblocked and electron trans-
port will no longer take place. Therefore, Oligomycin initsithe ATP production pathway
through electron transport chain in mitochondria.

Furthermore, Oligomycin is an ATPase enzyme inhibitor. ldeer, it would not result in
complete inhibition of the enzyme [[78]. Inhibition of the Rfise enzyme results in blockage
of ATPase channels in the cytoplasm membrane. These puamsfdr 2K " ions inside
and 3Na™ ions outside the cell at the expense of one ATP molecule totaiai normal
homeostasis as shown in Fig.15.1 BlockiNg ™/ K+ ATPase pumps impacts the ion con-
centration inside the cytoplasm and hence cytoplasm candwyc In this chapter, we have
presented the DEP response of the cell following exposuddigmmycin and we show how
cytoplasm conductivity would be affected.

Exposure to Oligomycin will also trigger apoptosis. Deseaf the mitochondria trans-
membrane potential resulting from lack of ATP to power upreteds can initiate permeabili-
sation of the mitochondrial membrane (MOMP) &ytochrome Gelease which can trigger
apoptosis. TMRE and TMRM assays are normally used for mongdransmembrane po-
tential and MOMP[[70]. Two factors important in apoptosie &xygen consumption rate
(OCR) and extra cellular acidification (ECAR). Decreased OCR anckased ECAR has
been reported following exposure to Oligomycin as well [78pe et al. (2010) reported
OCR decreased to 40% and ECAR increased to 5 mPH/min in a pa&doeltline after
exposure to Oligomycin 1M. Watabeet al. (2007) reported apoptosis up to 50% in SH-
SY5Y cells with Oligomycin 25.M identified by Nexin assay. However, Pl assay did not
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Fig. 5.1: a) medium b) cytoplasm: Glycolysis takes place in cytoplasm. Pyruvate mrddanchis
process can either go into the Glycolysis pathway to produce ATP or into thehuite
dria electron transport chain. c¢) mitochondria produces ATP by elettamsport chain.
Oligomycin inhibits electron transport chain by blocking proton channels in imitodria
membrane.

detected apoptotic population. In their study, a set of erpents are conducted to clear
the fact whether Oligomycin induces apoptosis [80]. Legmetnal. (2012) presented de-
creased OCR and increased ECAR after 10 minutes of treatmedlidggymycin measured
by a SeaHorse device [81].

Decrease of ATP levels within the cell by Oligomycin depeodscally on factors such as
Oligomycin concentration, culture age, and cell line. Soayal. (1996) reported 69%
decrease in ATP concentration in astroglial rat cells a2taninutes of incubation with
Oligomycin 10ug/ml. Abeet al. (2010) reported ATP levels decreased to 60% in a podocyte
cell line with Oligomycin 1uM [82]. Watabeet al. reported~ 50% decrease in cell ATP
levels compared to control after treatment with Oligomy2%uM [80]. Jhunet al. (2013)
reported ATP decrease to 10% of the control after only 10 minutes of treatment with
Oligomycin 10uM in Insulinoma cell line. ATP levels were relatively constafter 20

more minutes of treatment [[75].
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5.3 Oligomycin and ions

Since Oligomycin blocks ATPase enzymes, membrane cura@dt®n concentrations within
the cell are expected to be altered after treatment. Oligimghibits ATPase pump activity
by decreasing ATP levels. There are other drugs such as @uabih directly block these
pumps. It has been reported in the literature that adequeteeatrations of Oligomycin
has the same effect as Ouabain in terms of ATPase activitytt&inet al. (1964) showed
that 20pg/ml Oligomycin results in the same level of ATPase inhdsitas 0.1 mM Ouabain
[83].

Bricker et al. (1966) reported that Oligomycin decreases effluxVaft [84]. Ding et al.
(2011) have studied Oligomycin impact on membrane currentse absence of medium
K™*. As mentioned before, ATPase pumps exchan§je3and 25" at the expense of one
ATP molecule. In the absence Af", ATPase pumps are still able to maintain the membrane
potential [85]. Cheet al. presented increased influx 6f:°" in Jurkat T-cells with different
Oligomycin concentration§ [77].

In summary, we expect that after treatment with OligomybmATPase pumps would be in-
hibited. ThereforeK " is no longer pumped in andia™ would no longer get out at the same
rate as before. This will increase internal sodium ion coiregion and decrease potassium
ion concentration which both impact cytoplasmic condutgtivMonitoring the dielectric
response of the cells in time can be a means for monitoringp&y$mic conductivity, ion

concentrations and study metabolic status of the cell.
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5.4 Cell preparation and experiment procedure

Chinese Hamster Ovary (CHO) cells expressing a human llanmaectu antibody (EG2)
were used for this work. Yves Durocher of the NRC, Canada kindbyided the cell line
(CHODG44-EG2-hFc/clone 1A7) [71]. The cells were culture®50 mL baffled shaker
flasks (VWR International, Radnor, PA) at 120 rpm in an incubat@7°C") with 10%C'O,
overlay. The cells were grown in BioGro-CHO serum-free med{BmnGro Technologies,
Winnipeg, MB) supplemented with 0.5 g/L yeast extract (BD, r'8paMD), 1 mM glu-
tamine (Sigma, St. Louis, MO), and 4 mM GlutaMax | (Invitreg&rand Island, NY).

For the DEP cytometer measurement a sample was taken frogh#ker and centrifuged
at 377 g for 1 min. After the supernatant was removed the edliéfpwas reconstituted in
fresh growth medium3(°C and~ 1.43 S/m) and low conductivityx 0.067 S/m) medium
(37°C) [22.9 mM sucrose (Sigma), 16 mM glucose (Fisher), 1M, (Fisher), 16mM
NayH PO, (Fisher)] using a ratio of 1:15 (fresh: low conductivity nnea) diluting the cell
sample tor~ 2 * 10° cells/mL and until reaching a conductivity of 0.17 S/m as suead
by a conductivity meter (Orion 3-Star Plus, Thermo Scienti/altham, MA). For the set
of experiments with the conductivity of 0.42 S/m, a ratio df'®is used. The Oligomycin
treated sample was prepared by adding Oligomycin (Sigreepnstituted in dimethyl sul-
foxide (DMSO), at the desired concentration to the dilutachgle. Control samples were
prepared by adding the same volume of DMSO without oligomyeithe sample.
Experiments are done in two sets. The first set is performedmedium with conductivity
of 0.17 S/m. Oligomycin concentration used is varied betw@®, 1, and 2ig/ml. The
results were affected by many undesirable factors suchlasityeand size. Therefore, we
optimized the DEP cytometer to reduce unwanted effects ameeap with the second set
of experiments which are done in a medium conductivity o2054m. The DEP response

(Force Index) is monitored immediately after exposure &ditug.
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5.5 Results with medium conductivity of 0.17 S/m

This set of experiments are performed in medium condugtoit0.17 S/m. Samples are
mixed at the beginning of the experiment using a Vortex mi¥arce Index is monitored
immediately after exposure to DMSO and/or Oligomycin. Kesabout one minute to get
the cells from the vial to the volume of analysis in the miarwfic channel. The sample is
mixed and purged every 10 minutes to prevent clogging andsedation of the cells. Here
we present the results of five of these experiments.

The resonance frequency is setxtol.45 GHz, velocity is adjusted such that the time be-
tween peak 1 and peak 2 is 80-90 msec, the average cell diaimetel 2.5 um, and via-
bilities are reported at the end of this section. All datdemtions are performed b$emi-
automated GUWwith window size of 90 msec. The DEP response is obtained plyeng a
4Vp_p sinusoidal voltage to the DEP electrode at 6MHz.

Force Index used in this set is calculated by 5.1:

P, — P
P+ P

Force Index= 2 x (5.1)

In the mean Force Index plots as a function of time, each p®eu average of Force Index
of cells analyzed in 2 minutes. The purple line is the aveddeorce Index of the control
sample (no Oligomycin added) during the course of measurentéistograms are plotted

with 0.05 width size bins for both the control an the treataahgle.
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Experiment 1 [19/06/2013]:
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This experiment was performed to compare different Oligomgoncentrations. As shown
in Fig. [5.2, the Force Index of the control sample (no Oligemyadded) is stable around
the average. However, Force Index of the treated samplelwityml Oligomycin experi-
ences a rise in the first 10 minutes and drops to the controhrReece Index. The sample
treated with 1ug/ml Oligomycin was kept warm for 1 hour and analyzed agalme $econd
measurement after one hour did not show any significant @saimghe mean Force Index.
Force Index of the sample treated withugd/ml Oligomycin experiences a rise as well but
drops faster to the control mean Force Index since the caratem is higher. We hypothe-
sized that the first ten minutes rise was a result of accuimalaf protons in the cytoplasm
following exposure to Oligomycin. As mentioned before,ddlinycin is the proton pump
blocker in the mitochondria membrane. Blocking this pumphits protons from returning
into the mitochondria in the electron transport chain arey thccumulate outside the mi-
tochondria. This hypothesis was rejected after studyiegctiange in pH and ECAR after
exposure to Oligomycin. The change in pH would not resulniowwhH * concentration to
directly change the conductivity, however, protons scakey fast.

Histograms of Fig[5]3 show the change in the Force Indexilligion every 10 minutes
following exposure to Oligomycin ftg/ml and 2ug/ml. As presented in Fid. 3.4, for the
1 ug/ml sample the first rise in the Force Index lingers about irfutes, however, it disap-
pears fast in the gg/ml sample histograms. Furthermore, a negative ForcIpdpulation
arises within the first 10 minutes in theu®/ml Oligomycin sample which indicates the cell

going into the apoptotic stage.
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Experiment 2 [16/09/2013]:
In this experiment we studied lower concentrations of Gfigoin.

As presented in Figl_3.5, mean Force Index of the control aisstable except a few
points that deviate from average due to deviation in vejodit the 0.5pug/ml sample no
significant change is observed. However, increasing theesaration to lug/ml results in
a decrease in mean Force Index. We would expect a decreasamkorce Index following
exposure to Oligomycin but maintaining the velocity durihg experiment was hard to
achieve since several clogging arise in the system. Bedite®EP response in 0.17 S/m
medium conductivity is very sensitive to size and henceargloConsequently, Force Index

would not experience a smooth change.
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Experiment 3 [12/11/2013]:
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In this experiment 0.5:g/ml concentration was repeated again. The experiment With
ug/ml Oligomycin encountered clogging and is not reportecehd he mean Force Index
is decreasing with time. However, control sample mean Fordex is stable during 30
minutes of experiment. The control sample data has beenecotded for more than 30
minutes. In future experiments, with medium conductivifyoot2 S/m, we have focused
just in one concentration and recorded data for the con&wipte as long as the treated
sample.

As shown in histograms of Fid._5.8, after treatment with @trycin 0.5pug/ml a second
population with decreased mean Force Index arises in theeHndex histogram.
Experiment 4 [14/11/2013]: The experiments with 0.5 andg/ml concentrations have
been repeated here. As shown in FFig] 5.9[and 5.10, the meae Falex has been decreased
to ~ 0.1 below the control mean Force Index (dashed line). Thesdse is consistent with

these two concentrations.
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Experiment 5 [16/01/2014]:
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These experiments (Fig._5]11) are consistent with the pusvexperiment in terms of the
decrease in mean Fl observed in the Oligomycin sample. Atstigcrease in the control
sample mean Force Index has been observed as well. The meanI|Rdex in the his-
tograms decreased about0.1 after treatment.

To check repeatability, all the experiments are plottecctiogr in Figure§ 5.13 arid 5]14.
For both 0.5 and 1tg/ml Oligomycin concentrations, Force Index decreasex1 below
the control mean Force Index except or the first experimerdbilties measured by Try-
pan blue assay and DEP are reported in Table 5.1. Trypan Béag &ss been done at the

beginning of the experiment on samples before introduciligodycin.
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Fig. 5.13: Force Index monitored in time. Purple dashed line represents overall nidan the
control sample.

Various undesirable factors affected the presented expets. Firstly, these experiments

were done in different days of the culture growth cycle. I¢ l@en shown that aging is
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important in the ATP to Glycolysis levels within the cell [86/\e will show that we can
reduce sensitivity to size by adjusting medium condugtivih future experiments we tried
to prepare the samples within 34-40 passage numbers anddddeyiture and velocity has

been monitored and controlled more carefully.

1 micro g/ml Oligomcin samples (different runs)
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Fig. 5.14: Force Index monitored in time. Purple dashed line represents overall nidan the
control sample.

Tab. 5.1:Percentage viability: Control compared to Oligomycin Qgml

Assays Exp#1 Exp#2 Exp#3 Exp#4 EXxp#5
Trypan Blue 97.1 93.8 91.2 97.1 924
DEP on control 96.9 90.1 97.2 98.1 93.7
DEP on Oligomycin 0.5ug/ml | NA 92.1 85.0 97.3 93.3
DEP on Oligomycin Iug/ml 96.9 91.4 NA 95.6 95.6
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5.6 Results with medium conductivity of 0.42 S/m

In order to improve the DEP cytometer sensitivity to the gemin the cytoplasm conduc-
tivity and decrease the size and velocity variability effeenedium conductivity has been
chosen such that the mean Force Index is zero for the undreatks. This was done by
measuring the dielectric response (Force Index) for medianductivities from 0.17 S/m
to 0.45 S/m and finding the conductivity where the mean FondexX was zero. At each
conductivity the mean was measured forN600 cells. Cells with no DEP voltage applied
are expected to have a near zero Force Index, but a measaofabét is evident, shown in
Fig.[5.16. This may be due to asymmetries in the electrodsignal path yielding slightly
larger signals from one pair of detection electrodes [69].

The histograms for these experiments are shown in By5a linear fit to the mean
Force Index versus medium conductivity (shown in Hig, b.HB6inedium conductivity of
0.42 has been calculated as the medium conductivity raguhiizero DEP force and hence
zero mean Force Index. This medium conductivity was usethforemainder of the tests.
The uncertainty estimate was found by standard error of @ SEM) or standard devia-
tion divided by square root of the sample size .

All samples were more than 96 % viable in Trypan blue assaly witl2.5 um averaged
diameter. The conductivity was set by using low condugtiit 0.067 S/m) medium
(37°C) [22.9 mM sucrose (Sigma), 16 mM glucose (Fisher), 1M, (Fisher), 16mM
NayH PO, (Fisher)] (Polevaya et al., 1999) and then adding the ap@tepvolume of
growth media required (for example 17:6 for 0.42 S/m) to nethe chosen cell density and
conductivity, as measured by a conductivity meter (Orio&t&8 Plus, Thermo Scientific,

Waltham, MA).
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Medium conductivity adjustment reduces unwanted seiitgthdue to size, as shown in the
simulation of Fig[5.1l7. However, the sensitivity to theaptasm conductivity for both 0.17
S/m and 0.42 S/m medium conductivities are not significadifferent, shown in Fig. 5.18.
This zero dielectrophoresis force conductivity can be useglstimate the cytoplasm con-
ductivity. Using a double shell model, for a null in the del®phoresis force at 6 MHz the
estimated cytoplasm conductivity is 0.42 S/m. The fact thatcytoplasm and zero mean
Force Index conductivity are the same is a coincidence amatisignificant. Any other
choice in DEP frequency would have yielded a different zeeamForce Index medium
conductivity. Substituting the cytoplasm conductivity@®#2 in the double shell model, the
mean Force Index curve versikg:; experimentally which is presented in Fig. 5.19. The
fact that cytoplasm conductivity is fixed to 0.42 S/m might be realistic since in different
medium conductivities cells adapt to the new environmeier&fore, cytoplasm conduc-

tivity is a dynamic parameter rather than fixed|[86].

In this section we have used the following definition for Feohedex:

P — P

Force Index=
P+ P

(5.2)
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Fig. 5.18: K¢y sensitivity to cytoplasm conductivity in medium conductivity of 0.17 S/m and 0.42
S/m. For 1-40.,, is varying from 0.22-0.52 S/m in steps of 0.1 S/m.
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Fig. 5.19: SimulatedK ¢y, using double shell modek,; =0.42 S/m, other parameters are set as
defined in Chapter 1.
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5.6.1 Results with optimized medium conductivity of 0.42 S/m

The resonance frequency is setxol.45 GHz, velocity is adjusted such that the time be-
tween peak 1 and peak 2 is 100 msec, the average cell diametd2.5um, and viabilities
are reported at the end of this section. All data collectioparformed bysemi-automated
GUI with window size of 100 msec. The DEP response is obtainedpblymg a4Vpr_p
sinusoidal voltage to the DEP electrode at 6MHz. Samplesated by Vortex immediately
after addition of Oligomycin/DMSO and purged for one mintReak values were recorded
for two hours for the control and the Oligomycin sample.

The Oligomycin treated sample was prepared by adding Oygan{Sigma), reconstituted
in dimethyl sulfoxide (DMSQO), at the concentration of.§ /ml to the diluted sample. Con-
trol samples were prepared by adding the same volume of DM&l@uwut oligomycin to
the sample. For each test run the cells were in passiges40 and came from a 3 day
old culture. This consistency is important as the age of lis&hown to affect the ratio of

mitochondrial to glycolysis ATP productioh [B7].
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Experiment 1 [17/03/2014]:

As shown in Fig[5.20, the control sample Force Index is stabbund its average over 120
minutes. However, a decrease of about 0.1 in the Force lIisdgxsierved in the Oligomycin
treated sample. The majority of the change occurs withirfitee60 minutes. As shown in
histograms of Fig['5.21 arid 5]22, Force Index histogrambefdligomycin sample shifts

to negative values which is evidence for the decreased lagopconductivity.
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Fig. 5.20: Force Index and velocity monitored in time. Purple dashed line represestallanean
FI for the control sample.
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Experiment 2 [20/03/2014]: As shown in Fig.[5.23, the control sample Force Index is
stable around its average over 70 minutes and changes &s8.01L. However, a decrease
of about 0.05 in the Force Index is observed in the Oligomyreated sample. The majority
of the change is occurring within the first 60 minutes. As shh@whistograms of Fig.5.24
and’.Zb , the mean FI of the treated sample decreases taveegdties which is evidence
for the decreased cytoplasm conductivity. The Force Indxildution does not experience

further change after 60 minutes of treatment.
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Fig. 5.23: Force Index and velocity monitored in time. Purple dashed line represesallanean
FI for the control sample.
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Experiment 3 [10/04/2014]:

In this experiment Force Index of the treated sample ex-

periences a decrease of about 0.05. However, Force Indekdarontrol sample remains

stable. Force Index distributio
crease; meaning the majority

to Oligomycin..

n after 60 minutes of treaihdoes not experience further de-

of change takes place witkritst 60 minutes of exposure
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Tab. 5.2:Percentage viability of the control samples.

Assays Exp#1 Exp#2 Exp#3
Trypan Blue| 99.0 98.7 95.6
Nexin 96.6 93.9 93.2
Via count 97.8 97.8 97.0

Percentage viability for these three experiments befeagitnent are reported in Talblel5.2.

5.7 Estimating cytoplasm conductivity

In section 5.6, we have calculatéd-,, for the mean Force Index of different medium con-
ductivities. In this calculation, it is assumed that cysagph conductivity is fixed to 0.42 S/m
and does not vary dynamically with medium conductivity. igsthe mean Force Index plot
versusK ¢, (Fig.[5.19), we can estimated the drop in the cytoplasm coindty under the
assumption of linearity of{-,; with negative values of Force Index.

If the Force Index value drops by 0.05 following one hour gb@sure to Oligomycin, this
decrease corresponds to a decrease of 0.1y value obtained from Fig[_5.19. The
K¢y variations with cytoplasm conductivity in a medium condlitt of 0.42 S/m is sim-
ulated and shown in Fig._5.29 which indicates a cytoplasnaaotivity of 0.255 S/m after
treatment with Oligomycin.

The decrease in the mean Force Index of the control samptéwiite first 10 minutes might
be due to adaptation of the cells to the medium conductifif.42 S/m after re-suspension

from the growth medium ( conductivity e¢1.4 S/m).
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Fig. 5.29: K¢ calculated by the double shell model versus cytoplasm conductivity with mmediu
conductivity of 0.42 S/m, other parameters are fixed as presented in Chapte

5.8 Chapter conclusion

Metabolism plays a critical role in determining the ovediklectric response of cells in
either analysis or manipulation of cells by DEP. In this wose demonstrated that pertur-
bations to the dielectric response of cells due to loss afchibndrial ATP can be detected.
This detection was possible by optimizing the choice of Di§Ra frequency and medium
conductivity.

Following one hour of exposure to Oligomycin the Force Indexches a steady state and
does not experience a further decrease. The Oligomycinecdration used in this study is
high enough to assure the ATP synthase inhibition in thechitadria following 10 minutes
of exposure[[75]. The stabilized mean Force Index is an egedor other energy produc-
tion pathways within the cell; i.e. Glycolysis in cytoplasitf all the ATP were produced
through the mitochondrial pathway the Force Index wouldXpeeted to drop more signif-

icantly.
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These results are in agreement with computational modetmdiomeostasis presented in
Chapter 1. The next generation of the Hodgkin Huxley modehfor-excitable cells, pre-
dicts that after 30-60 minute inhibition of the ATPase purtips cell dynamically reaches
equilibrium [32,[7[6]. This time constant depends on the bers of pores and pumps
on the membrane and the initial state compared to the mediuming this time, the cell
experiences a decrease in tRe concentration (efflux) and an increase in tNe™* ion
concentration inside the cytoplasm (influx). Sink€ is the dominant contributer to the
cytoplasm conductivity, the decrease in the interidl concentration is mostly responsible

for the decrease in the cytoplasm conductivity and hencdébesase in the Force Index.



Conclusion and future work

DEP of cells is influenced by many factors such as membrar@citapce, cytoplasm con-
ductivity and cytoplasm permittivity. In Chapter 1, many exdes of physiological events
within the cell which impact these dielectric propertieg@presented. Apoptosis was pre-
sented as one of the major processes in which cytoplasm amibraee properties undergo
a significant change. We have employed a DEP cytometers #ialsl@eneans to detect the
onset of the apoptosis.

We have studied dielectric response of two different cetdi; Chinese hamster ovary cells
and MRCS5 cells. Furthermore, we showed that starved and fidslves of MRC5 cells
have a different dielectric response in a frequency randgg)dfHz to 6 MHz. Dielectric
properties of MRC5 cells were optimized to match the expertaieand simulated cross
over frequency by a double shell model. This estimation lea®een reported previously in
the literature.

Oligomycin was used to inhibit mitochondrial ATP productiowhich has an impact on the

ATPase pumps in the membrane and hence ion homeostasignoantrations, and cyto-
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plasm conductivity. One can imagine using this approachumtify mitochondrial versus
Glycolysis ATP production by measuring dielectric respwwith and without Oligomycin
treatment. Oxygen consumptions rate and metabolism lgiyats evaluation offer a method
to estimate mitochondrial versus Glycolysis ATP produttiowever these methods are not
applicable at the single cell level. Hence, this quantiftcabas the application in the moni-
toring of bioprocesses, especially in therapeutic pradoand in determining the advance
of cancer in cells[[88, 85, 89, BO]. It is known that canceroelts have higher Glycolysis
level compared to the normal cells [91]. It is observed tlaatcer cells produce majority of
their energy by high levels of Glycolysis known\a&rburgeffect.

In terms of future work, to quantify mitochondrial versusy@lysis ATP production we
suggest to inhibit Glycolysis and study the DEP responseng.t Furthermore, it is pos-
sible to trap one single treated cell in the analysis volume rmonitor the DEP response
in time. In this manner, we would be able to eliminate diffexes in a cell population and
controlling velocity would be easier.

Oligomycin is in fact an inhibitor of the ATPase enzyme whestentually inhibits APT de-
pendent pumps such &éa* /K" ATPase pumps. On the other hand, Ouabain is known
to inhibit Na™ /K" ATPase pumps directly. Monitoring the dielectric respof@l®wing
inhibition of the pumps by Ouabain and comparing it with tiggigealent Oligomycin con-

centration in terms of the ATPase activity would be bendfesaa future study.
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