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ABSTRACT

Next-generation wireless networks are expected to provide ubiquitous broadband
connectivity for multimedia services. Protocols and architectures for such networks
will build upon the existing cellular and multi-hop wireless networking concepts and
technologies. This dissertation deals with analysis and optimization of radio link level
scheduling and error control protocols in cellular and multi-hop wireless networks,
respectively.

For a cellular wireless network, the performance of a channel-quality-based oppor-
tunistic scheduling which maximizes system throughput at the link layer is analyzed
using a Markov process. However, this type of scheduling rules can result in severe
unfairness. Therefore, two optimization-based approaches to solve the wireless fair-
queuing problem under a Time Division Multiple Access (TDMA)-based Medium
Access Control (MAC) framework are proposed. By formulating a fair scheduling
problem as an assignment problem, this dissertation proposes Optimal Radio Channel
Allocation for Single-Rate Transmission (ORCA-SRT) and Optimal Radio Channel
Allocation for Multi-Rate Transmission (ORCA-MRT) for fair bandwidth allocation
in wireless data networks which support single-rate and multi-rate transmission at the
radio link level. ORCA-SRT exhibits better performance than all other fair queuing
algorithms in the literature, and provides a basis for ORCA-MRT. The key feature
of ORCA-MRT is that while allocating transmission rate to each flow fairly it keeps
the inter-access delay bounded. Two channel prediction models are proposed and
extensive simulations are conducted to investigate the performance of ORCA-SRT
and ORCA-MRT for different system parameters such as channel state correlation,
number of flows, etc.

To evaluate the reliability and latency trade-off in a multi-hop wireless network,
two analytical models are presented. The first one models the required number of
transmissions for successful delivery of a packet over an H-hop wireless path. The
second model derives complete statistics for end-to-end latency and reliability of a
transmission of a batch of packets under multi-rate transmission. Both of the models
take the effect of different Automatic Repeat reQuest (ARQ)-based error control
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mechanisms into account.
The developed analytical models would be useful in analysis and optimization of

cellular, multi-hop, and hybrid wireless networks such as multi-hop cellular networks.
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Chapter 1

Introduction

During last few years, wireless technologies have experienced phenomenal growth.
Mobile devices such as laptops, Personal Digital Assistant (PDA), and mobile phones
have become more sophisticated and more proliferated. Categorized as the Wireless
Wide Area Network (WWAN), the third generation (3G) wireless systems such as
Universal Mobile Telecommunications System (UMTS) or Wideband Code Division
Multiple Access (WCDMA) are designed for vast coverage area, but can support
only low data rate (e.g., 144 Kbps-2 Mbps) [1]. On the other hand, Wireless Local
Area Network (WLAN)-such as IEEE 802.11 or HiperLAN-can provide high data
rate (e.g., 1 Mbps-54 Mbps), however, with coverage no more than few hundred
meters [2],(3]. In the next generation wireless systems, the merits of both WWANSs
and WLANs are expected to be incorporated to provide near ubiquitous coverage,
flexible personalization, and support for multimedia at affordable transmission cost
[4]. Design, analysis, and optimization of efficient/optimal wireless protocols for next

generation wireless networks is a grand research challenge.

1.1  “Wireless” Protocol Stack

Wireless protocol stack consists of the following layers (Figure 1.1):

e Physical layer: This layer defines electrical, functional, and procedural char-

acteristics for bit-stream transmission over a wireless channel.
e Radio link layer: Radio link layer defines protocols to transmit data between
two nodes. Its responsibilities include the followings. First, it groups informa-

tion and control (e.g., error checking/correcting and frame synchronization) bits,
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Figure 1.1. Wireless protocol stack.

and constructs a data frame. Secondly, it controls transmission error by means
of retransmission (also known as Automatic Repeat reQuest (ARQ) schemes)
and/or forward error correction (FEC). Thirdly, it defines medium access con-
trol (MAC) protocol, that is, how each node should access the shared wireless
channel. Fourthly, it schedules multiple data flows at a particular node. Finally,
it also performs link level buffer management functionalities. This dissertation

focuses on radio link layer scheduling and error control protocols.

Network layer: When a source node cannot directly reach the destination
‘node, the network layer determines relay nodes which are responsible for for-
warding data from the source to the destination. Due to network dynamics,
it also needs to keep track of route status, and locates a new route when the

current route is broken.

Transport layer: The main responsibility of this layer is to supervise reliable
data transmission at an end-to-end level. It controls data transmission rate to
avoid network congestion. Both error control and congestion control in this
layer operate only at the source and destination nodes. From an end-to-end
perspective, packet reception pattern at the destination node reflects congestion
and/or error in the intermediate nodes, and a transport protocol is designed to

react only to this pattern.

Application layer: This layer operates only in source or destination nodes.
It employs the transport layer service for data transmission. Its main respon-
sibilities include providing data to the transport layer, establishing a secured

connection, interfacing with a user, and so forth.



Since a particular system consists of many aspects, designing the system as a whole
is usually deemed too complicated. The wireless protocol stack provides a separation
of the system functionalities so that each part can be designed separately. Recently,
however, there has been a growing interest in cross-layer design for wireless protocols
to optimize the entire transmission protocol stack performance (at the expense of

more complexity in the system design).

1.2 Scheduling and Error Control in Cellular Wire-

less Networks

A cellular wireless network is a wide area network, which divides the entire service
area into several sub-areas called cells (circles in Figure 1.2). Each cell is controlled
by a base station. Major responsibilities of a base station include controlling resources
within its jurisdiction and coordinating with other base stations to setup connections
as well as to handle mobiles’ mobility. This dissertation focuses on scheduling and

error control mechanisms! of a base station in a particular cell.

Figure 1.2. A cellular wireless network.

1From the wireless protocol stack perspective, these functionalities lie in the radio link layer.



One of the most important aspects in a cellular wireless network is resource shar-
ing. Resource sharing (also known as channel access) defines a set of rules for each
mobile to use the resource without incurring unacceptably high interference to other

active mobiles. Conventionally, there are three resource sharing mechanisms:

o Time Division Multiple Access (TDMA): Each mobile is granted a channel
access at different time. Since there is only one active mobiles, the interference

is minimal. This dissertation focuses on this type of channel access.

o Frequency Division Multiple Access (FDMA): Several mobiles are allowed to ac-
cess the channel simultaneously. Different mobiles use non-interfering frequency
bands.

o Code Division Multiple Access (CDMA): Several transmissions in the same fre-
quency band can occur concurrently. Each mobile is identified by a particular
Psudo-Noise (PN) code sequence. At the receiver, a multi-user detection tech-
nique uses the code sequence to extract information of the corresponding mobile.
To a particular flow, transmissions from other flows acts as noise. Therefore,

the power control in CDMA is very critical.

In practice, a TDMA system divides time domain into logical units called time
slots. During each time slot, the base station allows only one mobile to access the
channel. The functionality of a base station to decide which mobile is allowed to
access the channel in each time slot is known as scheduling. For example, a Round
Robin scheduler allows each of the backlogged mobiles to transmit in order.

Although we mainly focus on a TDMA-based system, the results in this disserta-
tion are also applicable for some advanced versions of CDMA systems. For example,
implemented under a CDMA system, a Code Division Multiple Access with High Data
Rate (CDMA-HDR) scheduler [5] transmits data to only one mobile. A base station
in a CDMA-HDR system obtains channel state information by using the following
approach. The base station broadcasts so-called pilot signal periodically. Intercept-
ing the pilot signal, each mobile determines the current received SINR, looks up the
SINR-to-rate mapping table, and requests for corresponding data rate via the reverse
link data rate request channel. Based on the received request, the scheduler selects
only one mobile to access the channel. Due to time-varying nature of a wireless chan-

nel, this opportunistic scheduling exploits so-called multi-user diversity [6] and yields



higher throughput than a conventional CDMA system does.

In a wireless network, a scheduler needs to be aware of channel variation. For ex-
ample, to maximize overall throughput (number of transmitted packets over a certain
period of time), a channel-quality-based opportunistic scheduling principle allows only
a mobile with the best channel condition to access the channel (Chapter 3) [7].

Alternatively, fair scheduling algorithms aims at fairly allocating resources among
all mobiles. In a wired network, fair scheduling algorithms are generally derived from
the Generalized Processor Sharing (GPS) algorithm [8]. GPS generally allocates re-
sources (e.g., channel bandwidth) among all data flows in proportion to their weights.
In particular, the scheduler allocates X;(t1,2) and X;(¢1,t2) amount of resources to
mobiles 7 and j (with weights w; and w;, respectively) in the interval from ¢; to 2,
such that, given that flow ¢ is backlogged, the allocation satisfies |

Xi(t1,t2) < Wi

<2 w4 11
Xj(tl,tg) 'I.Uj J ( )

where the equality holds when both flow ¢ and j are backlogged at the same time.

The location-dependent and bursty channel errors make the original notion of GPS
unsuitable for wireless networks. Fair queuing algorithms, such as Wireless Packet
Scheduling (WPS) 9], Channel Independent Fair Queuing (CIF-Q) [10], and Wireless
Fair Service Algorithm (WFS) [11}, have been proposed to alleviate this problem.

In general, a mobile perceiving a bad channel (i.e., low received Signal-to-Interference
plus Noise Ratio (SINR) at the receiver) should defer the transmission and let another
mobile with a good channel (i.e., high received SINR) transmit data. The scheduler
should compensate for that when the channel of the deferred mobile becomes good
again. The mobile deferring the transmission is considered to be lagging, while the
mobile receiving extra allocation is considered to be leading. Most of the wireless fair

queuing algorithms in the literature consist of five main components [12]:
e The error-free service model allocates resources among all data flows in
absence of error.
e The lead and lag model determines which data flows are leading and lagging.

e The compensation model specifies how lagging data flows can be compen-

sated.



e Slot queues and packet queues classify different types of data flows (e.g.,

‘delay sensitive flows, error sensitive flows).

¢ Channel monitoring and prediction provide measurement and estimation

of the channel state.

With multi-rate transmission capability, a mobile can dynamically adjusts trans-
mission rate based on the current channel condition. Therefore, the number of trans-
mitted packets in each allocated time slot might be different. The notion of fairness

under multi-rate transmission can have different implications.

Definition 1.1 TEMPORAL FAIRNESS is the property of a scheduler to fairly allocate

time slots among all the mobiles so that they will experience similar delay.

Definition 1.2 THROUGHPUT FAIRNESS is the property of a scheduler to fairly al-
locate transmission rates so that all the mobiles will transmit similar amount of data

over a certain period of time. 0

Another important issues in a wireless network is error control mechanism, which
can largely be categorized into Forward Error Correction (FEC) and Automatic Re-
peat reQuest (ARQ)) schemes. FEC inserts redundancy bits into a data frame before
each transmission. When a received data frame is in error, the receiver uses these
redundancy bits to correct the corrupted data frame. ARQ, on the other hand, com-
bats an error-prone wireless channel by means of data retransmission. While able to
correct the corrupted data with low latency, FEC could lead to inefficiency in resource
usage, due to redundant bits in each data frame. ARQ, on the other hand, is more
adaptive to channel variation but requires more latency (due to retransmission) to
correct the error. In general, FEC is more suitable to real-time traffic, while ARQ is

more appropriate for non-real-time data transmission.

1.3 Multi-hop Wireless Networks

A multi-hop wireless network is characterized by the absence of a direct communica-
tion link between source and destination nodes. Data transmission in this case must
first be transmitted to nearby relay nodes, which in turn forward data to the desti-

nation node. This class of networks has a wide range of applications such as wireless



ad hoc networks [13], wireless mesh networks [14], wireless sensor networks [15], and
multi-hop cellular networks [16].

A multi-hop wireless network enables short-range communication while preserving
broad service coverage. Short-range communications leads to higher received SINR.
Therefore, transmitting power can be reduced without compromising packet error
probability. The reduction in power requirement implies longer battery life time, and
smaller interfering region which could result in an increase in spatial reuse. Alterna-
tively, with fixed transmission power, short-range communications leads to decreased
packet error probability, hence allowing higher modulation order transmission which
is more susceptible to noise. Short-range communication not only improves aver-
age throughput, but also helps distribute services fairly among mobiles with poorer
channel condition.

An example of multi-hop wireless networks is illustrated in Figure 1.3, where
Mobiles 1 and 2 are close to the base station, and therefore their SINR levels are
expected to be comparatively high. Mobile 3, on the other hand, is far from the
base station and obstructed by a building, and therefore the link between Mobile 3
and the base station experiences high path loss and shadowing, leading to low SINR.
Although increasing transmitting power can solve this problem, it might lead to more
interference and inefficient energy usage. Another solution is to transmit data to
Mobile 3 via a relay node. Transmission in a multi-hop manner could lead to better

overall throughput [17].

1.4 Motivation and Scope of This Dissertation

This ‘dissertation deals with the analysis and optimization of scheduling and error

control protocols in cellular and multi-hop wireless networks.

1.4.1 Cellular Wireless Networks

For a cellular wireless network, this dissertation emphasizes on a single-cell in a
TDMA system. Particularly, the major interest is in scheduling and error control in
the physical and link layers.

This dissertation analyzes radio link level performances of a channel-quality-based



Figure 1.3. A multi-hop cellular network.

opportunistic scheduling under both correlated and uncorrelated wireless channels
and under multi-rate transmission. The multi-rate transmission is assumed to be
achieved through Adaptive Modulation and Coding (AMC) to adjust the transmis-
sion rate according to the channel condition. The residual error effect due to each
AMC setting is counteracted by means of a limited persistence ARQ protocol. The
novelty of the proposed analytical framework is the derivation of complete statistics
(in terms of probability mass function) for both short-term and long-term performance
measures such as system throughput, per-flow throughput, inter-success delay under
both uncorrelated and correlated wireless channels. These performance measures
can also be obtained in case of non-identical channels for different users. Although
it maximizes system throughput, the above opportunistic scheduling could lead to
unfair service allocation.

Another important aspect in scheduling is to provide fairness among all mobiles.
In the literature, most of the packet-based wireless fair queuing algorithms employs
heuristic-based methods to achieve fair bandwidth allocation (at the radio link level)
among the mobiles. Therefore, the best fair-queuing allocation may not be achieved
under some circumstances. In addition, they are designed primarily for single-rate
transmission scenarios, where the number of transmitted packets per time slot is fixed

and same for all mobiles. As a result, the implementation of the above fair schedul-



ing algorithms in multi-rate transmission scenarios (where each flow can change the
number of transmitted packets per time slot based on its channel condition) might
not be straightforward. In this dissertation, two optimization-based fair scheduling
algorithms are proposed: one for single-rate transmission environment and another

for multi-rate transmission environment.

1.4.2 Multi-hop Wireless Networks

Due to the lack of any central controller, problems in a multi-hop wireless network
are generally more challenging than those in a cellular wireless network. In a multi-
hop wireless network, each mobile coordinates with each other to keep the network
up and running. Scheduling could be difficult, since most algorithms for multi-hop
networks are usually in a distributed manner. Error control on the other hand could
be conducted in the same way as it is in a cellular wireless network.

For a multi-hop wireless network, this dissertation models and analyzes the im-
pact of a class of ARQ protocols on the performance of in a multi-hop wireless data
network. The analysis is divided into two parts. The first part models the number of
transmissions for successful delivery of a packet across a multi-hop path. The second
part studies the performance of batch transmission in a multi-hop wireless network
only with a small number of hops (e.g., two hops). The novelty of these models is
that the probability mass function (pmyf) for the number of transmissions required for
end-to-end delivery of a packet or a batch of packets can be obtained under differ-
ent hop-level error control policies. Therefore, the trade-off between reliability and

latency can be analyzed.

1.4.3 Significance of the Results

Scheduling is one of the most important components of radio link design for cellular
wireless networks. In the literature, it was shown that a channel-quality-based op-
portunistic scheduling can be used to maximize resource usage (system throughput).
However, the impact of Adaptive Modulation and Coding (AMC), ARQ, and channel
variation on this scheduling algorithm was not thoroughly investigated. This disser-

tation derives complete statistics (i.e., probability density function (pdf)/probability
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mass function (pmf)) for the delay and throughput of this type of scheduling. The
statistics can be used to adjust the network parameters such as the level of Quality
of Service (QoS), radio link layer parameter settings, and the number of admissible
connections so that the radio link performance can be optimized.

Another type of scheduling, namely, fair scheduling aims at allocating resources
amoﬁg customers in proportion to their weights. This type of scheduling algorithm
would be useful to classify customers based on their levels of subscription. For exam-
ple, premium-class customers should acquire larger portions of service than regular-
class customers. This dissertation proposes two fair scheduling algorithms for cellular
networks under single-rate and multi-rate transmissions. Both algorithms show im-
proved performance over the algorithms in the literature.

As cellular networks evolve towards the next-generation wireless networks, in-
corporation of multi-hop communications into the cellular network seems to be in-
evitable. This dissertation presents two performance analysis models for multi-hop
packet transmissions which reveal the trade-off between latency and reliability under
different error control (i.e., retransmission) policies. In particular, ARQ with higher
level of persistence provides higher reliability at the expenses of increased latency. For
real-time traffic, data packets might become useless after some time. Therefore, the
use of infinite-persistence ARQ may not be appropriate. The analytical model would
be useful for engineering the network for provisioning required QoS for the different

types of service in a multi-hop wireless setup.

1.5 Organization of This Dissertation

The organization of this dissertation is as follows:

o Chapter 2 outlines the following mathematical preliminaries: a Markov pro-
cess and wireless channel models including a Random State Channel (RSC), a
Gilbert-Elliot Channel (GEC), and a Finite State Markov Channel (FSMC).

e Chapter 3 presents a framework for analyzing radio link level performance for
opportunistic scheduling with automatic repeat request (ARQ)-based error con-

trol in multi-rate cellular networks.

o In Chapter 4, a fair scheduling algorithm under single-rate transmission environment—
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Optimal Radio Channel Allocation for Single-Rate Transmission (ORCA-SRT)-
is proposed.
e Chapter 5 extends the proposed ORCA-SRT to support multi-rate transmis-

sion environment. The modified algorithm is called Optimal Radio Channel
Allocation for Multi-Rate Transmission (ORCA-MRT).

e In Chapter 6, the performance of transmission of a particular packet over a

multi-hop wireless network with an arbitrary number of hops is analyzed.

o Chapter 7 studies the performance of a transmission of a batch of packets over

a two-hop wireless path.

e Chapter 8 summarizes the main contributions of this dissertation, and discusses

few future research directions.

1.6 Notations and Operations

Definitions of main notations and operators in this dissertation are as follows. Regular
and boldface letters are used to represent scalar values and matrices, respectively.
Matrices e, 0, and I denote all-one, all-zero and identity matrices, respectively. The
notation [X]; ; returns entry (i, j) of the matrix X. The operation (z,y) concatenates

matrix x to the left of matrix y.
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Chapter 2

Mathematical Background

2.1 Homogeneous Markov Process

A homogeneous Markov process is a time-dependent stochastic process, whose value
in the future depends on the value at present [18]. Mathematically, a stochastic

process, X (t), is called a homogeneous Markov process if

P[X(to +t1) < z[X (to) = o, X (1), € (00,%0)]
= P[X(to + tl) < le(to) = xo],th >0, (21)

where P[A|B] is the probability of event A conditioned on event B. From (2.1), the
evolution of a Markov process depends only on its present value (at o), not its past
value. Equivalently, the present value of a Markov process captures all information
in the past, and is sufficient to determine the future value.

The value of that a Markov process assumes at any time is usually called a state.
A set of possible states for a particular Markov process can consist of finite or infinite
numbers of of states. A Markov process can also be classified into Discrete-Time
Markov Chain (DTMC) and ‘Continuous-Time Markov Chain (CTMC). In a DTMC,
state changes occur only at a finite number of points in time domain. In a CTMC,
on the other hand, the changes can occur at any time. Throughout this dissertation,

only DTMCs whose evolution is in a set of finite states are considered.

2.1.1 Transition Probability

In a discrete-time domain, we represent X (t) by the superscript or X, and define

transition probability from state 4 to state j, pi;, as well as Transition Probability
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Matriz (TPM), P, as follows:

p; = PXO=jX®V=44ijeq, (2.2)
Poo DPor1 -+ Doj
Pio P1ix "+ Dij

P = : o : , (2.3)

Pio DPir ' Dij

where 2 is the set of possible states of the DTMC
Apart from a TPM, we usually represent states in a DTMC by a row vector. More
specifically, a state probability vector at time ¢ is denoted by

X® = (x® x®...) (2.4)
= XtEVp = XOpt (2.5)
In a scalar from,
X9 = 3 xFVp, (2.6)
VieZ
= > x99, 2.7)
VieZ

@

where p;;’ is the probability that the process will move from state ¢ to state j in ¢

steps. Equivalently, in a matrix form,

P® = pt)pt-t) — pt'pt-t’ (2.8)

®

In a scalar form, p;; can be calculated from a well-known Chapman-Kolmogorov

equation:

t tl t— t/
PP =" ). (2.9)
YkeZ

2.1.2 Basic Properties of a DTMC

Basic properties of a DTMC include
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S opi=1, (2.11)
VieZ
> py >0 (2.12)
VieZ

Literally, (2.10) is a general constraint for probability. Eq. (2.11) implies that
Markov process always stays in %2 . The state corresponding to the column which
violates (2.12) is called an ephemeral state and can be removed from the process.

For an ergodic DTMC?, there exists time-invariant steady state probability vector
(7 = (m1,ma, -+ )), which can be calculated from (2.13) and (2.14).

™ = =P, orequivalently

T = Z T;Dig) V] = gbr, (2.13)
viex

e = 1, (2.14)

where e is an all-one column vector.

2.2 Absorbing Markov Process

An absorbing Markov process is a special type of a non-ergodic Markov process which
finally stops at one of the absorbing states [19]. Let the first mg states in the above
absorbing DTMC be absorbing states and let states mo + 1, mg+2, -+, mg + M
be transient states. A general form of the corresponding TPM, P, is given by (2.15)

Ij0

where the matrices Q and R are called transient and the absorbing TPMs, respec-
tively. The probability that the DTMC is absorbed (or finished) at time ¢ (f;), the

below

1A DTMC is ergodic if all states are communicable, aperiodic, and positive recurrent.
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absorbing probability vector (f), and the expected time to absorption corresponding
to each absorbing state (E[t]) can be calculated from (2.16)-(2.18) below [20]

_ G, t=0,
Jr = { 0Q-R, ¢ 1, (2.16)
f = a(-Q)7'R, (2.17)
Elt] = o(I-Q)™’R, (2.18)

where o and o are the probability vectors representing that the DTMC starts at
the absorbing and transient states, respectively (i.e., X© = (a, @)).

For a DTMC with single absorbing state, f;, f, and E[t] in (2.16)-(2.18) be-
comes scalar values. In this case, the time to absorption follows Phase-Type (PH)

distribution, and the above results can be simplified to

t
aO, t —_ O,
F, = > fi= (2.19)
=0 ap+1—aQle, t>1,
Elt] = a(I-Q) e, (2.20)

where F, is Cumulative Distribution Function ( cdf) of time to absorption. The deriva-

tions of (2.19) and (2.20) are given in Appendix A.

2.3 Discrete Models for a Wireless Channel

A discrete channel models a wireless channel by dividing the entire range of SINR
into M non-overlapping intervals. Each interval corresponds to a ‘channel state’
(A € {1,2,--- ,M}), which remains unchanged during one time slot (although the
SINR may vary within the corresponding interval) [21]-[23].

The evolution of the channel states can be either independent or correlated (in
case of fast and slow fading environment) in time domain. The channel state of a
time-independent channel can be modeled by a Random State Channel (RSC), while
that in a correlated channel can be modeled by a DTMC-based model (either Gilbert-
Elliot Channel (GEC) or Finite State Markov Channel (FSMC)).

When the channel state is m, a maximum of r packets can be transmitted during

a time slot such that the average packet error probability is pg’ﬁ). Although this
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dissertation assumes that = m, other channel-to-rate mapping functions (e.g., those
in [23]) can be modeled in a similar manner. Hereafter, we will refer to higher channel
states with higher SINR which can accommodate higher transmission rates as good

or better channel states.

2.3.1 Random State Channel (RSC)

The channel state distribution of an RSC is given by

) = v, (2.21)

are the probabilities that the channel

where fff}(m) = [ “(;’)L and 7, = [m],

i
state is m in time slot ¢ and at steady state, respectively. Since the wireless channel

is uncorrelated in time domain, the distribution is identical for all time slots.

2.3.2 Gilbert-Elliott Channel (GEC)

[24] and [25] proposed a Gilbert-Elliot Channel (GEC) or two-state Markov channel
model. In GEC, the channel is classified as bad (b = 0) or good (g = 1) (ie,
A € {0,1}), and is assumed to be constant over a time slot. The probabilities that
the channel in time slot ¢ is bad and good are [ /(;/)] » and [ ffﬁl)] = where

s )

t—1
9 =550.p. (2.22)
Channel states in GEC changes according to the transition probability matrix P
defined below

State | b g
P= b v 1—v |, (2.23)
g l—w w

where v and w are the probabilities that the channel stays in bad and good states,

respectively. Given that the packet error probabilities when the channel is in the bad
and good states are pg;)r and pfg’,, respectively, the steady state packet error probability
(Perr) can be calculated from (2.24) below
P = v) + P (1 — w)
Perr = D) .
—v—w

(2.24)
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Definition 2.1 CHANNEL STATE CORRELATION IN STATE i (o) is the probability

of a channel to stay in the same state (i) in the next time slot. o

Definition 2.2 AVERAGE CHANNEL STATE CORRELATION (p) is average value of
o9 taken over all states. o
In GEC, p® = v, pl9) = w, and

o= w(l—v)—i—v(l—w).

P (2.25)

Larger values of p imply that the channel states are more correlated, while smaller
values signify a more independent channel. Note that, given the average packet
error rate per, the above transition probabilities (v and w) can be obtained using
normalized Doppler frequency fqu7 [26], where f; is the maximum Doppler shift given
by fa = % - fo (v is the velocity of the mobile, c is the light speed, fe is the carrier
frequency), and 7 is the packet length. When f;7 is small, the fading process is more

correlated, while for higher values of f;7, channel fading is more independent.

2.3.3 Finite State Markov Channel (FSMC)

In a typical wireless network, received SINR fluctuates fairly widely. Increasing the
number of channel states in a Markov-based channel, each corresponding to a smaller
range of SINR, would presumably result in a more accurate channel model.

Each state in an FSMC represents a range of SINR. With the Fized Modulation and
Coding (FMC), transmissions in different states result in different average packet error
probability. For a fixed average packet error probability corresponding to each state,
Adaptive Modulation and Coding (AMC)? exploits channel variation, and adjusts the
modulation index as well as the strength of the error correcting codes accordingly
[21]-[23]. When the channel is in states which correspond to low SINR values, only
lower-rate transmission is possible. For example, by setting the SINR threshold in a
Rayleigh fading wireless channel to {6, 10, 14,18,21,24} dB, uncoded transmissions

2AMC has been adopted in systems such as 3GPP [27], 3GPP2 [28], IEEE 802.16 [29], IEEE
802.11 [30] and HIPERLAN/2 [31].
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using M-ary Quadrature Amplitude Modulation (M-QAM)-based adaptive modulation
with the modulation index of {2,4,8,16,32,64} can stabilize the average Bit Error
Rate (BER) of each channel state to 1072 [32],[33]. Similar examples for a Nakagami
fading channel can be found in [21],[23],[34]. In this dissertation, we focus only on
the FSMC model with AMC.

A FSMC is represented by a DTMC in which transitions only between adjacent
states are allowed. A multi-rate transmission scenario, where M different transmission
rates are possible, can be modeled by an M-state FSMC. Each state in the Markov
chain corresponds to a certain range of SINR at which a particular transmission rate
results in constant probability of packet loss.

The approaches for estimating FSMC parameters depend on the underlying phys-
ical layer model. Again, FSMC parameter estimation examples for Rayleigh and
Nakagami fading channels were provided in [32] and [34], respectively. To free our
model from physical layer assumptions, we assume that all the stationary parameters
are available.

For multi-rate transmission scenarios, we assume . € {1(worst),2, - - ,M(best)}.
The average channel state correlation (p € [0,1]) defined in DEFINITION 2.2 can be

calculated as follows:

M M
p= Zp(i) My = sz’i “ T4y (2.26)
=1 i=1

where p;; is the transition probability from state ¢ to j and m; is the steady state
probability that the channel is in state 4.

Observation 2.1 (NATURE OF FSMC): In an FSMC, if all the steady state probabil-
ities (m;,V;) are specified, the values of p® cannot be arbitrarily chosen for all values

of 1.
PROOF: A TPM P in an FSMC is tridiagonal. Therefore, the number of variables

in P is 3M — 2, where M is the dimension of the matriz. The necessary equality
conditions for a DTMC include (2.11) and (2.13). Since (2.11) and (2.18) include
M and M —1 linearly independent equations, total number of equations will be SM-1,

if all p® = py,i = {1,--- M } are specified. In this case, the number of equations is
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greater than the number of unknown variables, and the solution to this linear system

does not exist. -

Therefore, we fix p (instead of p®), and calculate the TPM P by using the fol-
lowing algorithm:

e Step 1: Set k =0 and p) = p.

e Step 2: Find the solution (p;;, Vi, 7) of

M
m’l:nogpijglz T (pzz — p(k))2 (227)

i=1
subject to (2.11) and (2.13).
Step 3: Evaluate

M
Plk+1) = Zm * Dis-
i=1

Step 4: Terminate if |pk+1) — p| is sufficiently small. Otherwise, set k£ = k+1,
change the value of py1), and go back to step 2.

With the above algorithm, we can choose any value of p, and all values of p® will
be very close to the average value.

At steady state, ff;;) = 7, where ¢, is the time slot at which the FSMC reaches the
steady state. Due to the limiting behavior of an ergodic DTMC, ff;;’+T) =7 -PT=
7, T 2 1. In other words, fﬁfl) will be time-invariant if we start observing the channel
from the point at steady state (i.e., 52) = 1), or if we observe the long-term behavior
of the channel in the case that ff,g) # 7. Under these situations, the wireless channel
can simply be represented by an RSC, where f/(ﬁ,) = T, Vt.
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Chapter 3

Channel-Quality-Based
Opportunistic Scheduling

In a multi-user cellular wireless network, limited available radio resources must be
allocated among all mobiles in the most effective manner. Opportunistic scheduling
is a scheduling algorithm which exploits the time-varying nature of a wireless chan-
nel. A class of opportunistic scheduling which allows only one-by-one transmission
rather than simultaneous transmissions can provide high average network through-
put in a wireless network by exploiting the gain due to multi-user diversity [6], which
depends on the asynchronous channel variations among mobile users. This type of
opportunistic scheduling was shown to maximize network capacity when the network
is not limited by available rate set and/or transmission power [35]. However, when
the available rate set is finite and/or the transmission power is limited, multiple si-
multaneous transmissions (e.g., in a CDMA system) may maximize the capacity (i.e.,
frame fill efficiency [36]).

That the opportunistic scheduling can maximize a wireless system performance
stochastically even under certain resource allocation fairness constraint, was proven
in [37] using the notion of ‘utility’. Simulation-based forward link data throughput
performance in the Qualcomm Code Division Multiple Access with High Data Rate
(CDMA-HDR) system [5], which uses an opportunistic scheduling scheme based on
the Proportional Fairness (PF) criterion, was presented in [38]. The PF algorithm
was designed to share the wireless channel resources fairly as well as to maximize
channel throughput for best-effort data services. Scheduling mechanisms such as
exponential (EXP) rule [39] and modified largest weighted delay first (M-LWDF) [40]

were proposed for quality of service (QoS)-sensitive data service. While most of the



21

work on opportunistic scheduling aimed at enhancing the scheduling algorithm in
different ways [41]-[44] (and the references therein), little attention has been paid
on modeling and analyzing the basic scheduling mechanism under different channel
dynamics and its impact on overall radio link level performance.

Again, to effectively utilize the scarce radio bandwidth, Adaptive Modulation and
Coding (AMC) can be used to adjust the modulation index as well as the strength of
the error correcting codes according to the current value of SINR at the receiver [21]-
[23]. Since in general, AMC is not designed for absolute integrity, reliability can be
provided at the radio link level by using ARQ-based error control mechanism which
invokes a retransmission procedure in case of transmission failure.

In practice, choices of AMC adjustment correspond to a set of non-continuous
transmission rates. In most AMC implementations, the wireless channel is modeled
by an FSMC defined in Section 2.3.3. For each interval, an AMC is selected to satisfy
the target average packet error probability constraint. For a single user system (i.e.,
without scheduling), the effects of traffic source on AMC-based system parameters
were studied in [22] and [23]. The effects of different ARQ policies on radio link level
buffer management were investigated in [21] and [45] considering FSMC and GEC
models, respectively. However, the problem of scheduling was not addressed in these
works.

This chapter presents a novel analytical framework to evaluate radio link level per-
formance. The framework incorporates channel-quality-based opportunistic schedul-
ing mechanism (and also round-robin scheduling), ARQ-based error recovery, and
multi-rate transmission under both correlated and time-independent wireless chan-
nels. We determine the probability mass function (pmf) of performance metrics in-
cluding system and per-mobile throughput, inter-access delay, inter-success delay,
and connection reset delay. We present simulation results which validate the numeri-
cal results obtained from the analytical model. We investigate impacts of system and
channel parameters on the different radio link le\;el performance measures thoroughly.

The rest of the chapter is organized as follows. Section 3.1 provides a summary
of the system model and the underlying assumptions. The analytical framework is
presented in Section 3.2-3.4. The numerical and the simulation results as well as their

useful implications are presented in Section 3.5. Finally, chapter summary is given in
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Section 3.6.

3.1 System Model and Assumptions

3.1.1 System Description

Consider transmission in a cellular wireless network with a fixed size time slot. With
a channel-quality-based opportunistic scheduling principle, the base station trans-
mits/receives data to/from a mobile perceiving the best channel condition. We as-
sume perfect channel state information at the base station, which might be achieved
by a training-based channel estimation [46]. We also assume a continuously back-

logged data flow corresponding to each mobile.

3.1.2 Wireless Channel Models

In this chapter, we consider both RSC and FSMC models defined in chapter 2. In

presence of n mobiles, we study three following cases:

e Case I (All-RSC): Channel state for each mobile varies according to r,

e Case II (All-FSMC): Channel state for each mobile follows the FSMC model.
For these mobiles, we specify 7 as well as p, and use algorithms in Section 2.3.3
to calculate the TPM.

e Case III (FSMC-RSC): Channel states for n, and n; mobiles follow the RSC
and the FSMC model, respectively.

3.1.3 Opportunistic Scheduling Policy and Automatic Re-
peat reQuest (ARQ) Mechanism

In each time slot, there could be k eligible mobiles whose channel states are the
best among those of all n mobiles. Since we are considering a TDMA-based system,
a channel access opportunity is given to only one eligible mobile. Among all eligible
mobiles, the base station randomly selects one of them for transmission in the current
time slot. Therefore, the transmission probability for each mobile in the eligible set
is 1/k.
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To combat error probability inherent with each channel state, ARQ-based error
recovery with limited persistence is employed to retransmit erroneous packets. For
each mobile, a retransmission counter is maintained to keep track of the number
of time slots in which all the transmissions have failed. When all the transmitted
packets during a time slot are lost, the retransmission counter is incremented, and
when the counter exceeds a certain limit K, the corresponding connection is reset.
The counter is reset to zero when the connection is initiated or reset or when at
least one of the transmitted packets is received successfully. By adopting this ARQ
mechanism, a connection tends to be reset only when the mobile is turned off or
experiences extremely bad channel condition. In both the cases, data packets in the
buffer are subject to extremely long delay and might be discarded during a connection

reset process’.

3.1.4 Analytical Methodology

We analyze the performance of an opportunistic scheduling under the three above
channel assumptions: All-RSC, All-FSMC, and FSMC-RSC. For each case, we divide
the analysis into two parts. The first part assumes error-free wireless channels, and

derives statistics for the following performance parameters:

Definition 3.1 SYSTEM THROUGHPUT (7sys) s the number of packets successfully

transmitted during a time slot. o

Definition 3.2 INTER-ACCESS DELAY (Z,..) is the number of time slots between

two channel access opportunities corresponding to the same mobile. O

Definition 3.3 PER-MOBILE THROUGHPUT (Yme) s the number of packets suc-

cessfully transmitted to/from a particular mobile per time slot. 0

In the second part, we introduce non-zero packet error probability to the wireless
channel, and use an ARQ mechanism for error recovery at the radio link level. In such
a case, at least one packet might be successfully transmitted (sc), or the connection

will be reset (rst) after some time due to limited persistence of the ARQ mechanism.

1A similar approach is used in IEEE 802.11 [31], where the buffer is flushed after seven transmis-
sion failures.
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For a particular mobile, we measure the conditional delay to the occurrence of either

sc or rst as follows:

Definition 3.4 INTER-SUCCESS DELAY (D) is the number of time slots between
the points where the retransmission counter is zero and the point where at least one

packet is successfully transmitted, given that sc will occur before rst. O

Definition 3.5 CONNECTION RESET DELAY (%,s:) is the number of time slots
between the points where the retransmission counter is zero and the point where the

connection is reset, given that rst will occur before sc. 5]

3.2 Mathematical Model for Case I: AII-RSC

In this section, we assume that channel states of all mobiles are independent and
identically distributed (i.i.d.) and are modeled by an RSC model. The results for
non-identical channels can also be obtained by the modification suggested in Appendix
B.

Proposition 3.1 For Case 1, each mobile is scheduled for transmission at rate m
in time slot t with probability p (m) (in (8.1)), where Fpy =3 0 ;.

— (Fm)n _ (Fm—l)n‘

(3.1)

PrROOF: see Appendiz B. -

When identical to each other, each mobile has the same channel access probability
Z,A,Ll pg? (m) = 1/n. Therefore, the probability that a mobile is not scheduled for

transmission is 1 — 1/n. Since the evolution of an RSC is a memoryless process,

pg) (m) = pgz(m), V¢ (i.e., time-invariant).

3.2.1 Error-Free Wireless Channel

We assume that pgﬁ«) =0 (Ym) and derive statistics for Ysys, Dace, and Ymob-

Theorem 3.1 For Case I, the pmf of system throughput can be calculated from

Freys(M). The joint pmf that a particular mobile acquires channel access at time slot
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d, and perceives channel state m in that time slot can be calculated from f 4 g,..(m,d),

where

P () = (B = (Bt o, d) = DO T g

and n is the total number of mobiles. o

PROOF: The probability that the best channel state among all mobiles (and therefore
system throughput) is m can be calculated from (3.3) below

Fraa(m) = Pr{(3i: #? =m) & (4 <m+1,Vi)}
= (1-a-sQmm)r) - (F9m)",
where ///i(t) is the channel state of mobile i in time slot t, f/(ﬁ{) (m|m) = ﬁf}(m) / F/(,t/) (m)

and F9(m) = X7, f9(4). The probability fu .. (m,d) that the mobile is not

selected for first d — 1 time slots and is selected in time slot d can be calculated

(3.3)

in (3.4), where pg) =3 vm Y (m) and P (m) can be calculated using (3.1).

d—1
far ey d) = pD () T (1 -92). (3.4)
t=1 .

Corollary 3.1 The statistics of system throughput (7Vsys), inter-access delay (Dacc), ‘
and per-mobile throughput (Yme) for Case 1 can be calculated from (3.5), where E[]

s an expectation function.

M-1
E[7sys] =M — Z (Fm)n ) E[@acc] =n,
m=1

(n - l)d—l E{'Ys;!s]
f@acc(d) = Ta E['Ymob] = E(Pace] (35)
PROOF: see Appendiz C. n

When identical to each other, each mobile has to wait for n time slots for another
channel access opportunity, which leads to a harmonic reduction (i.e., at the rate of

1/n) in per-mobile throughput.
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3.2.2 Error-Prone Wireless Channel and ARQ Mechanism

(m)

For non-zero packet error probability (persy = Perr, ¥m), the pmf ( frern(s)) and the
expected value (E[y&rr

sys

1) of system throughput can be calculated from (3.6).
M
fvﬁﬂg(s) = ZP(Slm)  Froys (),
m=1

M
Elygil = D s fp(s),
s=1

plsim) = (7)) (L= per)” - (purr)™ (3.6)

We model the opportunistic scheduling with ARQ by an absorbing DTMC 2 ®).
At time slot ¢, Z® € {tz,rst,sc} (Figure 3.1) represents transmitting (tz), connec-
tion reset (rst), or successful transmission states (sc). The states tz and sc are divided
into sub-states tx; and sc; representing the retransmission counter (¢ € {0,---,K})
and the number of successfully received packets (7 € {1,---,M}). We set all the
sub-states tz;(Vi) to be transient states and all other states to be absorbing states. In
effect, there are M + 1 absorbing states: rst and sc¢, (s € {1,---, M}) corresponding

to connection reset and successful transmission of s packets, respectively.

Do not
transmit

Transmission
failure

—
Do no\t\‘ |

transmit

Successful
transmission

Transmission
failure

Figure 3.1. A DTMC representing retransmission process for Case I with ARQ.

The above process always starts with the retransmission counter set to zero in the
sub-state txg, which implies three possibilities: connection initiation, connection reset,
and successful transmission. At each transition (time slot), the mobile is granted and
not granted a channel access with probabilities 1/n and 1 — 1/n, respectively. The

process finishes in state sc, with probability ¢s = f,err(s)/n, where the mobile acquires
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a channel access (with probability 1/n) and s data packets are successfully transmitted
(with probability fyerr(s)). With probability go, the mobile acquires a channel access
but no packet is successfully transmitted. In this case, the retransmission counter will
be incremented. If the transmission fails when 2 ® = tzy, the process will finish in
state rst where the connection is reset. Since the process always starts from tx,, we
set the initial probability vector to (1,0) and obtain the TPM (W) as given by (3.7),

where Q;; = [Q);; and w;; = [w];;.

I
w 0

L Vi=j,
Qy = qo, j=i+1i={1,---, K},
| 0, otherwise,
G-, 1=1{2,- - , M +1},Vi,
Wi = qo, (i,7) = (K +1,1), (3.7)
0, otherwise.

Since € is digaonal dominant, a closed-form solution can also be obtained from
THEOREM 3.2 below.
Theorem 3.2 The probability that the DTMC process representing Case I with ARG
is absorbed to state scs at time slot d (fs 9(s,d)), the absorbing probability to state sc,

(f#(s)), and the expected time to absorption to state scs (E[D;s]) can be calculated
by using (3.8)-(3.10).

(%) (=1 (@) s =0,

foa(s,d) = sZKH ( ) (2= )d_] (@)1 s> 1, (3.8)
Frgr (0FFL, s =0,
fr(s) = P9 <1_lf_f<o)(;<)+) st (3.9)
(K + 1) fag: (05, s =0,
E[Z;s] = { (1- fgr(0)F 12+ K — (K +1) f15:(0))) (3.10)

nfyerr (s)
'((1 f:m(o»?)’ sz 1.
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ProOF: See Appendiz E. =

Cordllary 3.2 For Case I with ARQ), the connection reset (p,st) and successful
transmission probability (ps.) can be calculated from (8.11) and (8.12), respectively.
Also, the conditional pmf and the expected values of connection reset and successful

transmission delay can be calculated from (3.13)-(3.16), respectively.

Prot = Jo(0) = Frgs (). (3.11)
Pee = L= Praw (3.12)
_ fe0(0,d)  [(d—1Y (n—1)¢K?
Jould) = 2 = ( K ) . (3.13)
EDwsi) = EL@; a_ n(K +1). (3.14)
T35t
C
f.@sc (d) = Es:l _);.5”,9(3, d) . (315)
C .
E[@sc] = &l—pg—[—%—ﬂ_ (316)

PROOF: FEgs. (3.11)-(8.16) can be obtained simply by applying total probability the-
orem. and Bayes’ theorem to (3.8)-(3.10). =

Having obtained results for Case I, we now discuss some insightful implications. First,
knowing that either rst or sc will occur, we define n,,; and ng, as the number of access
opportunities until the occurrence of rst and sc, respectively. Again, for rst to occur,

the transmission must fail for K +1 consecutive access opportunities. In other words,

_ E[@rst] _
" B D] T (347)
Similarly,
L _ B2l _1- Frgr (OF (2 + K — (K +1) fyerr (0)) (3.18)
5 E[@acc] (1 - f’y§§§ (O)K+1) ' (1 - f'yggg (0)) ’ .

where the expected inter-access delay (E[%,..] = n) can be calculated from (3.5).
Secondly, from (3.10)-(3.18), we can obtain unconditional expected delay (E[Pfin])

and number of access opportunities (ny;,) until the process finishes (either in 7st or
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sc) by using the total probability theorem as follows:
M
EDsim) = Z E[D; s
s=0

= [(K +1) g (0)FH + (Z fn,;;r(s)>
(1 ~ frgp (O 2+ K — (K + 1)f7355(0))>]

(1 — fogz(0))?
= n[(K+1)fogr (05 + (1 = frg1(0)) -
(1 — frgp (O 2+ K — (K + 1) frerr (0))”
(1= frgr(0))?

1 - f err( ) +1
= 1 —T:—m, (3.19)
_ E[Dpin]
e = Trg) (3.20)

From (3.19) we can obtain E[Z..] = n by setting K in (3.19) to zero (ie., no
retransmission).

Thirdly, conditioned on the occurrence of sc¢, the per-mobile throughput, which
is the number of packets successfully transmitted by a mobile per unit time, can be
calculated as follows:

Elvee)

E[’Ysc ] E[@sc]

mob.

(3.21)

We can also calculate two more useful metrics: the number of successfully trans-
mitted packets before connection reset and the delay until the connection is reset.
Let a transmission cycle be an interval between the occurrence of either 7sf or sc and
the next occurrence of either st or sc. Let % € {sc,rst} be the state at the end of
transmission cycle 7. Then, the probability that the process will be in state rst for the
first time at the end of i cycle is p*-!(1—ps.), and the corresponding expected number
of cycles is Elky] = 1/(1—ps.). Also, the average number of successfully transmitted
packets in each access opportunity is E[ygy:]. Therefore, the number of successfully
transmitted packets before connection reset and the delay until the connection is re-
set can be calculated from E[ygt] - E[ky| = Elygil/(1 — pse) and E[Ds] - Elkg] =

sys
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E[Dsc)/(1 — psc), respectively. Furthermore, the expected per-mobile throughput un-
til the connection is reset can be calculated from (E[vg:] - Elka])/(E[Ds] - Elka])
which is E[y2,] in (3.21). Therefore, E[y:,] represents both the number of packets
successfully transmitted by a mobile per unit time and the average number of packets

transmitted by a mobile until the connection is reset.

3.3 Mathematical Model for Case II: ALI-FSMC

In this section, we assume that channel states of all n mobiles follow the FSMC model.
Denoted by f% and P; are the initial probability vector and TPM representing the
channel of mobile . When the initial state is m;, ffzz = €n,, Where e, is a row

vector whose mi* entry is one and all other entries are zero.

3.3.1 Error-Free Wireless Channel

Again, we start the analysis with pe.. = 0 and later extend the results for the case
with non-zero packet error probability and with ARQ. In the absence of transmission
error, the process consists of two steps: channel variation and scheduling. Since
the channel model in this case exhibits time correlation, the events corresponding to
each mobile (i.e., granted channel access or not) in two successive time slots are not
independent. Therefore, the joint pmf f 4 2,..(m,d) cannot be factored as in (3.4).

We use an n-dimensional DTMC .#® = (//ll(t)///z(t) e T(Lt)) to keep track of
channel states of all n mobiles, where .///i(t) € {1,---,M} is the channel state of
mobile i at time slot t. Correspondingly, the channel state probability vector in time
slot ¢ and TPM of all n mobiles can be calculated from f/(ﬁ{) = f% ® - Q® f/(;{)n and
P=P,®:  -®P,, respectively, where ® denotes the Kronecker product.

Due to the Kronecker product, the resulting states in the DTMC are arranged
such that //i(t) increases in the reverse order of 4. For example, with n = 3 and
M =2, #% € {(111),(112), (121), (122), (211),-- -, (222)}. Hereafter, we will refer
to each entry in the matrices involving the FSMC process, by using an n-digit label
m = mimy - - - My, where the i digit is the channel state of mobile 3.

Having obtained the model for channel variation, we now incorporate the schedul-

ing mechanism into the model. Due to time-correlation, we model the transmission
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process by using an absorbing DTMC (Z®,.#®), where Z® € {wait,tz} and
A® represent the transmission state of the mobile 1 and channel variation of all
mobiles, respectively®. In the following analysis, we drop .#® inherited in each 2 ®
for the sake of explanation. At time slot ¢, Z® = wait and Z'® = tz imply that
the mobile is waiting for and is granted a channel access opportunity, respectively.
Let G and G’ be diagonal matrices with the same dimension as P. Conditioned
on the channel states m = (m;---m,), the diagonal entries (g(m) and g’'(m)) of
G and G’ represent the probabilities that mobile 1 will be and will not be granted

channel access opportunity, respectively, and can be calculated from

0, 3> 1:m; > my,
g(m) = (3.22)

1 .
multm (my)? my < mlvz’

g(m) = 1-g(m), (3.23)

where the multiplicity of A in m (mult,())) is the number of digits in m which are
equal to A. If mobile 1 is not eligible?, it will not obtain a channel access. If the
mobile 1 is eligible, on the other hand, it will and will not acquire channel access with
probability g(m) = 1/mult,(m1) and 1 — g(m), respectively, where mult,(m,) is
the number of eligible mobiles. Given ff;/_l), the probability that mobile 1 will be
and will not be scheduled for transmission at time slot £, is given by ff;[l)PG and
ff,’;_l)PG’ , respectively.

We assume that mobile 1 acquires a channel access at time slot 0, reset 2 (0 =
wait, and set every state with 2 () = tz as the absorbing state. Therefore, the TPM

W for the (2 ®), .#®) process can be expressed by (3.24) below

( I 0 ) <PG’ PG)
W = = . (3.24)
w N 0 1

Since (&, . #®) always starts from 2 (@ = wait, the initial probability vector is

©
ﬂ .

2Without loss of generality, we calculate statistics of mobile 1 in presence of n — 1 mobiles.
3In a time slot, the channel state of an eligible mobile is the best among those of all mobiles.
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Theorem 3.3 For Case II without ARQ, if mobile 1 is granted a channel access
opportunity at time slot 0,

o the probability that mobile 1 will be granted the next opportunity at time slot d

and perceive channel state m is
feomdf) = Y (£9000), (3.25)
VYmi=m

o the probability that mobile 1 will perceive channel state m in the next access

opportunity 1s

famlfD) = Y (FRa-a)w), (3.26)

Vmi=m

o the expected inter-access delay conditioned on f YRS

E|Dacel £9) = f.4(1— Q) e, (3.27)
where e is an all-one column vector. 0

PROOF: Since the time to absorption of this DTMC is equivalent to the number of
time slots mobile 1 has to wait for its next channel access opportunity, (8.25)-(3.27)
can be obtained from (2.16)-(2.18). The absorbing state space for the above DTMC
consists of several channel states. Therefore, the possibilities attributed to all the

states are incorporated through the summation. n

Corollary 3.3 For Case 11,

M-1
Bl = M= 3 (Fa)"

E[9ue| 9] = <°>(1 Q)
E[’Ysys]

E[fme] = B D]’ (3.28)

PROOF: Since the throughput is defined at the steady state, the result is the same as
in (3.5). The result for E[Dge.| f(/?,)] follows directly from THEOREM 8.3. n
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3.3.2 Error-Prone Wireless Channel and ARQ Mechanism

We use an approach similar to that in Section 3.2.2 to model Case IT with ARQ. Again,
when channel state is m, s packets will be successfully transmitted with probability
p(s|m) in (3.6). We define the two following matrices (Q and Q') which will be
used to model Case II with ARQ. Matrix Q maps channel states during an access
opportunity to the number of successfully transmitted packets. The entry in row m
and column s of Q are submatrices p(s|m) - e, where e is an all-one column vector
with size M™1. Matrix Q' is a diagonal matrix whose m* entry is p(0]m) - I, where
I is an identity matrix with size M™1.

By allowing only K consecutive transmission opportunities without any successful
packet delivery, the TPM (W) for Case II with ARQ is formulated as (3.29) below

Q w
W = ,

PG’ ,i=7j,
Qij = PGQI 7.7:7"*'177‘:{1)7[{}7
0 , otherwise,

(3.29)

Wit =

[0,PGQ] ,i={L,---,K},
PG[qO)Q] 8= K+17

where €;; and w;; are the sub-matrices in row ¢ and column j of  and w, and
p=Q e

Compared to that in Section 3.3.1, the model in this section divides a channel
access state (tz) based on the transmission result. The probability that no packet is
transmitted successfully and that the ARQ increments the retransmission counter is
PGQ'. If the transmission fails when the counter is K, the process will finish with
probability PGq,. On the other hand, the process will finish with s successfully
transmitted packets with probability located in column s of PGQ.

The above process always starts with retransmission counter set to zero and fin-
ishes when at least one packet is successfully transmitted or when the counter exceeds
K. Therefore, we set the initial probability vector to ( ff,ol), 0). The row vector 0 ap-
pended to f/(,.;) represents that the process must start with the retransmission counter

set to zero. Connection reset and inter-success delay correspond to the time that
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the process requires to be absorbed to a state with zero and at least one successfully
transmitted packet, respectively. We observe that W has the same form as in (3.24).
Therefore, the results in this case are the same as in Theorem 3.3. By replacing the

above results into COROLLARY 3.2, we can obtain the performance results in terms
of D,. and Dys;.

3.4 Mathematical Model for Case III: FSMC-RSC

In this\section, we assume that channel states for ny and n, mobiles follow the FSMC
and RSC models, respectively?. Again, the channel states of mobile i are characterized
by steady state probability vector mr; and by TPM P, as well as initial probability
vector f(/?,z in case of RSC and FSMGC, respectively. Since an RSC model is equivalent
to an FSMC when ffflz = mr; (see discussion in Section 2.3.3), the performance results
in this section can be obtained by using the model in Section 3.3 and setting _f/(,(z of
mobiles with RSC to ;.

In general, the worst case complexity is O(k®), where k is the size of . With this
solution, the size of £ is M™ and is (K + 1) - M™ for the scenarios with and without
ARQ), respectively. To reduce the complexity, we reduce the size of {2 to M™ and
(K +1)- M™ in each corresponding case. We also obtain the model for special
case with ny = 1 and n, = n — 1 where the size of Q becomes M and (K + 1)M,
respectively.

For Case III, we only need to keep track of channel states of mobiles with FSMC.
Therefore, .#® in Section 3.3 reduces to (" - - - #Y). Correspondingly, f9 =
ffz R ® ff,(}lf and P=P;®--®P,,. Entries g(m) and ¢'(m) in G and G’ are
also modified to

( ) 0, i > 1:m; > my, (330)
gim = n k np—k .

- T ) (wmy )¥ (Fmy —1)"" .

k0 (& )(I::T—}-'rln?z.l,ltm(;nll) My < MV,
g'(m) = 1-g(m), (3.31)

where Fy,, 1 is the probability that channel state of a mobile in RSC will be less than

4Case III converges to Case I when ny = 0 and n, = n and to Case II when ny =n and n, =0.
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my. The derivation of (3.30) is given in Appendix B. The performance results after
this point can be derived in the same way as in Section 3.3.

For the case® with ny = n—1 and n, = 1, we only keep track of the channel state
of mobile 1. In Appendix B, we show that g(m) = f—%j—én—m—) We set P to Py, and set
the (m, s) and (m,m) entries of Q and Q' to p(s|m) and p(0}m), respectively. After
these basic matrices are obtained, we use the same methodology as for the All-FSMC

case to obtain the relevant results.

3.5 Performance Evaluation

3.5.1 Numerical and Simulation Settings

For the different mobiles in a cell, we assume M -state i.i.d. wireless channels with
each state being equally likely, and denote a steady state probability vector for each
mobile by 7. We first set pe,» = 0 and vary the number of mobiles (n) and the number
of channel states (M) to study f,,,(m), E[vsys], and E[ymes] in Case I and Case II.
In the former case, the expected inter-access delay (E[Dqc|) is always equal to the
number of mobiles. For the latter case, we show numerical results only for ny = 1
and n, = n — 1 (the special case in Section 3.4). The results for more general cases
can be generated from our framework as well.

For n = 2, we study the effect of average channel correlation (p in DEFINITION
2.2) and initial channel state on Z,.. for the mobile with FSMC. When the initial
state of the mobile is 7, the initial probability vector is set to e; whose i** entry is 1
and all other entries are 0. We then investigate the impact of n and M on E[P,..|e;].
Again, fy, .(m), E[Yeys), and E[yne| are long-term performance metrics and are the
same as those in Case I

Next, we introduce non-zero pé’ﬁ) = Derr, Ym, and show the results for expected
inter-success delay (F[%;.]) and connection reset probability (p,s:) as a function of
Derr and maximum number of retransmissions (K). The results for py. are comple-

mentary to those for p,s (e.g., Pse = 1 — Dpst). From (3.13), E[Z,s] always equals to

5This particular case could be useful to estimate the statistics at the mobile, which is aware only
of its own state. The next best assumption is to use 7 as the initial probabilities or to use RSC
model for all other (n — 1) mobiles.
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n(K + 1). System throughput and per-mobile throughput are expected to decrease
monotonically with increasing p., and decreasing K. Based on the results of pr, Dse,
E(Dyst), E|Dse], and E[Dyec)(= n), we can verify the formulation of ns, Tse, Nfin,
and E[Py;,) in (3.17)-(3.20). These results as well as those in Case II can be obtained
from our framework easily and are omitted for brevity.

We also compare the performance results for an opportunistic scheduler (shown
with legend ‘OPP’) to those for a round-robin scheduler (shown with legend ‘RR’),
where all the mobiles are scheduled in sequence regardless of their channel states. Due
to the deterministic nature of the round-robin scheduling, f,,,,(m) = Tm, E[Vsys] =
D vm M Ty B Dace] = EDaceles] = 1, frer(8) = 3y Tm - P(s|m), and the results
for Prsty Dscy B|Drst], and E[Ds.] can be obtained from COROLLARY 3.2.

3.5.2 Simulation Methodology

We validate our analytical results by means of simulations using MATLAB. We collect
data samples over 10* time slots and find their averages for each performance metric.
A sample for E[v,y,) is the transmission rate for the selected mobile in each time slot.
A sample for E[D,.| is the interval between two consecutive slots where the same
mobile is selected. These samples are classified based on their initial states and are
used to calculate E[D,c|e;]. With non-zero per, a sample for E[P,] is the number
of time slots from a connection reset or initiation (rst) or a transmission success (sc)
to the next sc event. Again, the statistics for the number of time slots from an rst
or an sc event to the next sc event is identical to those between two consecutive sc

events because they both start with the retransmission counter set to zero.

3.5.3 AMC without ARQ: Results and Discussions
3.5.3.1 AIll-RSC

Figures 3.2-3.3 plot the expected values of system throughput (E[vsys]) and per-
mobile throughput (E[vmes]) as functions of the number of channel states (M) and the
number of mobiles (n). In both the figures, the simulation results (shown with legend
‘Sim’) follow the numerical results very closely. As expected, in case of an equally

likely wireless channel, increasing M increases E[ysys] and E[yme]. In Appendix D,
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Figure 3.2. Expected system throughput in Case I without ARQ.

we also prove the this statement is also true for any equally likely channel with a
channel-to-rate mapping which is an increasing function in m.

Increasing the number of mobiles leads to increased E[vsy,] due to the multi-user
diversity gain. When n = 1, the pmf of system throughput f,,,,(m) = m, (Figure 3.4)
and E[Ymon) = E[Ysys)opp = ElvVsys|rr (Figure 3.3), where E[Yoys|rr = D oy ™ - Tm
is the average system throughput under round-robin scheduling, which is 2, 3, and 4
for M = 3, 5, and 7, respectively. For n > 1, £, .(m) is shifted from m towards the
best state and E[ysyslopp > E[Ysys|rr- Despite increasing diversity gain, admitting
more mobiles into the system always results in reduction in per-mobile throughput

as can be observed in Figure 3.3. To prove this statement, let differentiate (3.5),
9 = n1 [ Fm M
5y, Elmar] = ,; ((Fm) : ('ﬁ;‘ - 1>> o7

Since %%L — 1 < 0 with the equality when n = 1, %E[’ymab] £ 0, and the per-mobile

throughput is a decreasing function of n.
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3.5.3.2 FSMC-RSC

Figure 3.5 plots the expected inter-access delay (E[Z,.c|e;i]) as a function of initial
channel state (i) and average channel correlation (p) for n, =1 and ny = 1. As a
comparison, we also draw the delay (= 2 time slots) for the All-RSC case with n = 2.
Again, this line acts as long-term inter-access delay for Case II.

From Figure 3.5, we observe that the inter-access delay for the mobile with FSMC
depends strongly on the initial channel state. When the initial state is good/bad,
the mobile will experience shorter/longer inter-access delay (E[%,cc|e;]). Note that,
the initial state ¢ in E[D,.|e;] refers to the state (i) when the mobile last acquired
the channel access. At steady state, the state i is distributed according to f,,, (7).
From these statistics, we can calculate long-term (or steady state) inter-access delay
by using the total probability theorem; E[Duce] = Siey Froye (1) - E|Dceles] (which is
equal to 2 time slots in Figure 3.5). From Figure 3.4, we observe that the probability
that a mobile with bad (initial) state (e.g., 1) acquires a channel access (f,,,,(¢)) is
rather small. In such a case, it is more likely that the mobile will have to wait for a

long period of time before it is granted another channel access (Figure 3.5).
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The delay variations due to initial state is augmented with increasing p, since the
mobile is more likely to stay in the same state. We can observe in Figure 3.5 that the
range of the delay with p = 0.8 is larger than that with p = 0.3.

In Figure 3.6, we set p = 0.5 and n, = 1, and plot E[Z,.|e;] as a function
of n. We also plot long-term delay (= n time slots) for comparison. Intuitively,
inter-access delay increases as n increases. We can observe stronger dependency of
inter-access delay on initial states for larger number of mobiles. In this case, the
mobile with FSMC starting from a bad initial state (e.g., located further from the
base station) might not acquire the channel access after becoming eligible because of
an increased number of total eligible mobiles. If not selected when being eligible, the
mobile might experience bad channel states later in time. Again, it needs some time
to regain the eligible status (e.g., be closer to the base station). As a result of these
two effects, inter-access delay may increase significantly for bad initial states. This

result is aggravated when M increases (e.g., M = 7), since the mobile might need
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longer time to claim the eligible status.

To summarize, larger values of both n and M lead to large delay variation, which
can be interpreted as a measure of instantaneous unfairness® among mobiles with
different initial states. Here, we observe that an opportunistic scheduler offers the
highest throughput but suffers from severe temporal unfairness (see DEFINITION 1.1).
On the other hand, a round-robin scheduler achieves the best temporal fairness at

the expense of degrading throughput.

3.5.4 AMC with ARQ: Results and Discussions

This section presents the results when ARQ is incorporated into the scheduler. In

Figure 3.7, we set n = 5, perr = {0,0.15,0.3}, and maximum number of retrans-

SUnfairness can be roughly estimated from the difference between the minimum and the maximum
value of E[Zycclei]-
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missions K = {0,1,2,00}7, and plot the expected inter-success delay (E[%s]) for
Case I. Figure 3.7(a) and Figure 3.7(b) represent the cases for M = 3 and M =7,
respectively. In Figure 3.8, we fix K = 2 and plot connection reset probability p,s
for different values of pe... Figure 3.9 plots the joint cumulative distribution function
(cdf) of cumulative delay d (Fiz o(s,d) = Z‘iizl f,2(s,1)) for M =7 and n = 10. We
plot the joint cdfs for pe,r = 0.05 and per» = 0.1 in Figure 3.9(a) and Figure 3.9(b),
respectively. Finally, we show the cdf of inter-success delay (Fg, (d) = 0, fa,.(i))
with M = 3, perr = 0.15, and n = {5, 10,15} in Figure 3.10.

Consider Figure 3.7 and 3.8 altogether. When K = 0, the transmission must
be successful at the first channel access opportunity, otherwise the connection will
be reset. Therefore, E[Dse] = E[Zrst] = E[Dace) = n. For K > 1 and per >

0, each transmission might be unsuccessful and retransmission might be required.

"For K = 0o, we do not increase the retransmission counter and force the DTMC process to stay
in state tzg for each failure.
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Therefore, both p,.,; and E[D,.] increase with increasing pe... On the other hand,
E[Z,s)(= n(K + 1)) is not affected by pe,r, since it is conditioned on the occurrence
of connection reset. Here, we observe the tradeoff between reliability (pse = 1 — prst)
and latency (%) in that improving the successful transmission probability p,. by
means of retransmission could lead to an increase in Z,,.

Since an opportunistic scheduler selects a mobile with good channel quality, the
selected mobile is expected to transmit/receive several packets per time slot. With
round-robin scheduling, on the other hand, the mobile tends to transmit/receive fewer
number of packets per time slot. In Figure 3.8, we observe that with opportunistic
scheduling p,q is always less than that with round-robin scheduling. For an equally-
likely wireless channel, for both the schemes, increasing M results in an increase in
the probability of transmitting more packets, and therefore, decreases p,o;. Despite
increasing delay, for opportunistic scheduling, E[Z;,.] becomes saturated very quickly.
The values of E[D;.] are very close to those for infinite persistence even with only
two retransmissions, while the difference in case of round-robin scheduling is still
perceptible for K > 2.

Figure 3.9 presents the joint probability that s packets will be successfully trans-
mitted within a certain threshold d. We observe that there exists a most likely point

for the number of successfully transmitted packets (s) corresponding to each value
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of cumulative delay. This point is a decreasing function in pe.. (as can be verified in
(3.6)), but remains unchanged for increasing cumulative delay.

By integrating all states s > 0 and normalizing the result, we obtain Fg,(d),
which is the probability that at least one packet is successfully transmitted within
the limit d. The plot of Fy, (d) in Figure 3.10 reveals that delay variation can be very
wide, and the variation tends to increase with increasing n. Even with the best case
(n = 5), after E[%,], the probability that a packet will be successfully transmitted
is not more than 73.78%. This implies that the expected value might not be a true
indicator of the instantaneous inter-success delay.

The above joint pmf and cdf would be useful in three different ways. First, we
can utilize these statistics to obtain more accurate information about end-to-end
round-trip time (RT'T) in a wide-area wireless network, which in turn can be used to
minimize the number of timeouts in the end-to-end flow control protocol (e.g., TCP
timeouts). Secondly, we can also estimate the pmf of link layer bandwidth (fz(r))
from Y, f,2(s,s/r), and use this parameter to probabilistically set the transport
layer transmission window size at the sender. Thirdly, for real-time data services, in
which each data packet would be useless after some time 7, Fg, (7) is the probability

to deliver packets within the delay limit, and can be used as a measure for QoS.
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3.6 Chapter Summary

This chapter presents an analytical model for radio link level channel-quality-based
opportunistic scheduling with AMC and ARQ considering both uncorrelated and
correlated wireless channels. We have derived complete statistics (in terms of prob-
ability mass functions) for the performance measures including system throughput,
per-mobile throughput, inter-access delay, connection reset delay, and inter-success
delay. Analytical results have been validated through simulations.

Although the multi-user diversity gain is an increasing function in number of mo-
biles ‘and number of channel states, admitting more mobiles into the system always
reduces per-mobile throughput, increases delay variation, and degrades temporal fair-
ness. Inter-access delay for a mobile with an FSMC strongly depends on initial channel
states. The delay variation (among different initial states) is an increasing function of
channel state correlation and diversity gain. The pmf and/or cdf for the delay reveal
the tradeoff between the probability of successful transmission (i.e, reliability) and
the corresponding delay.

Performance results for an opportunistic scheduler have been compared to those
of a round-robin scheduler under different AMC and channel parameters. In most
cases, an opportunistic scheduling leads to higher throughput and lower connection
reset probability due to multi-user diversity. However, it also leads to higher delay

variation and temporal unfairness in some cases.
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Since the proposed analytical framework derives the complete statistics for radio
link level throughput and delay, it would be useful in modeling and optimizing higher

layer protocol performance.
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Chapter 4

Fair Scheduling Algorithms for

Single-Rate Transmission

Providing fair share of channel bandwidth among the different mobiles is one of the key
issues in provisioning QoS in wireless data networks. The fairness is achieved by using
a scheduling protocol to allocate all available resources (e.g., channel bandwidth)
among the mobiles in proportion to their weights.

This chapter discusses fair scheduling algorithms under a single-rate transmission
environment. Under this environment, a wireless channel can be modeled by using
a GEC model (see Section 2.3.2). In principle, a mobile perceiving a bad channel
should defer the transmission and let another mobile with a good channel transmit
data. To provide fair service allocation, the scheduler should compensate for such
the deferred services when the channel of the deferred mobile becomes good again.
A mobile deferring the transmission is considered to be lagging, while a mobile re-
ceiving extra allocation is considered to be leading. General wireless fair queuing
algorithms consist of error-free service, lead and lag model, compensation model, slot
queue and packet queue, and channel monitoring and prediction [12]. A collection
of fair scheduling algorithms which follow this framework are given in [12] and [47].
We observe that all these algorithms obtained the solution in a heuristic manner,
and propose an optimization-based fair scheduling algorithms namely Optimal Radio
Channel Allocation for Single-Rate Transmission (ORCA-SRT).

The organization of this chapter is as follows. Fair scheduling algorithms proposed
in the literature are outlined in Section 4.1. Section 4.2 discusses the proposed ORCA-
SRT. Simulation environment and results are presented in Sections 4.3 and 4.4.

Finally, the chapter summary is given in Section 4.5.
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4.1 Fair Scheduling Algorithms for Wireless Net-

works

Well-known fair scheduling algorithms for wireless networks in the recent literature
include Channel State Dependent Packet Scheduling (CSDPS) [48], Idealized Wire-
less Fair Queving (IWFQ) [49], Server Based Fairness Algorithm (SBFA) [50], Class
Based Queuing with Channel State Dependent Packet Scheduling (CBQ-CSDPS) [51],
Wireless Packet Scheduling (WPS) [9], Channel Independent Fair Quewing (CIF-Q)
[10], and Wireless Fair Service Algorithm (WFS) [11]. For the sake of brevity, we will

presents only some of them.

4.1.1 Weighted Round Robin (WRR)

WRR allocates time slots to each mobile in proportion to the corresponding weight
[12]. For example, for three mobiles with weights 1, 3 and 2, allocation of time slots

for these mobiles in a scheduling frame would be {z1, Z3, Z2, T2, T3, Z3}.

4.1.2 Weighted Fair Queuing (WFQ)

In WFQ [52], the scheduler maintains the following start tags (SF) and finish tags
(FF) for all the mobiles:

1
SF = max {V(Af)7 Sh-ly J{U—“} , (4.1)
1 z
FFo— Shg (4.2)
w;
av(t C(t
® _ () , (4.3)
dt Zall backlogged mobiles Wi

where A¥ and I¥ are packet arrival time and the length of packet & of mobile 7, w; is
the weight of mobile 7, C(t) is the instantaneous channel capacity, and the function
V(t) can be calculated from (4.3).

After the calculation of start and finish tags, the time slot is assigned to the
mobile with minimum finish tag. For the above example, the allocation would be

{$2,$3,$2,$1,$3,$2}-
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Similar to WRR, WFQ distributes resources among all the mobiles in proportion
to their weights. WEFQ also reduces the severity of burst errors by spreading out the

allocation.

4.1.3 Wireless Packet Scheduling Protocol (WPS)

This algorithm employs WFQ as its error free service. By assuming perfect knowledge
of channel condition, the scheduler will try to swap the allocated time slots, if the
owner of a certain time slot perceives a bad channel. For example, if mobile ¢ is
allowed to transmit but it finds the current time slot bad, WPS will search in the
forward direction for another time slot which is good for mobile i. If the owner of
the newly found slot perceives the slot possessed by mobile 7 good, the allocation
of both the mobiles will be swapped. If not, the current time slot will be given to
another mobile whose channel condition during the current slot is good. The mobile
relinquishing a time slot will be regarded as lagging while the mobile receiving an
extra time slot will be regarded as leading. In the implementation, the lead and lag
might be represented by positive and negative numbers. At the beginning of each
time frame, before scheduling, a set of effective weights is calculated by subtracting
the lead-lag counter from the original weights of each mobile. All the scheduling
computations afterward will be performed using the effective weights rather than the

original weights.

4.1.4 Channel-condition Independent Packet Fair Queuing
(CIF-Q)

The error-free service of CIF-Q is based on Start Time Fair Queuing (STFQ) [53].
STFQ is very similar to WFQ. However, instead of calculating V'(¢) from (4.3), STFQ
sets the virtual time, V(t) to the current time. CIF-Q simulates error free service
allocation for all the mobiles and calculates corresponding lead-lag counters as the
difference between real allocation and the error free service allocation. Unlike WPS,
the mobile selected by the error free service and perceiving good channel condition in
CIF-Q can be deferred with probability «. If the selected mobile is deferred, CIF-Q

will allow another lagging mobile with minimum extra service to transmit. If the
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Table 4.1. Compensation sequence of WES

Sequence | Condition

1 A mobile from the error free service if it is either lagging

or leading and rescheduled to transmit.

Another lagging mobile.

The leading mobile which was rescheduled to give up its time slot in sequence number 1.

Another leading mobile with the lead counter less than the maximum allowable lead.

Another in-sync mobile.

DO | W N

Any other mobile.

selected mobile cannot transmit, any other mobile with minimum extra service will

be allowed to transmit.

4.1.5 Wireless Fair Service (WFS)

In order to support delay-bandwidth decoupling, WFS modifies WFQ by using the
rate weight (w;) and delay weight (¢;). The start tag is calculated in the same way
as WFQ. However, the finish tag is calculated as follows:

W=$+E. (4.4)
¢

The error free service selects the mobile with minimum finish tag which satisfies
the constraint, S¥ < V + g, where V is the current virtual time and g is a lookahead
parameter. After obtaining the error free service solution, the scheduler will allocate
each time slot to a mobile using the sequence specified in Table 4.1 only if the mobile
finds the current time slot to be good. If not, the scheduler will select the next mobile
in the sequence.

In the sequence number 1, the leading mobile is forced to give up the allocation
for the lead/leadq, fraction of time slots and is allowed to transmit for the 1 —
(lead/leadmq,) fraction of time slots. Lagging mobiles in the sequence number 2 are
selected to regain extra allocation by using their lag counters as weights in a weighted

round-robin manner. If the mobile from the error free service is not scheduled to
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transmit, its lead-lag counter is decreased, while the counter of the mobile which is

scheduled to transmit in place of another mobile is increased.

4.2 Optimal Radio Channel Allocation for Single-
Rate Transmission (ORCA-SRT)

ORCA-SRT is designed under a GEC model, where the channel state can be either
good or bad. In this chapter, we assume that a data packet is properly delivered in a
good time slot and is unsuccessfully transmitted when the time slot is in bad condition
(i-e., pﬁi), = 0 and pg;)r = 1). ORCA-SRT formulates a wireless scheduling problem
as an assignment problem, where each individual can be regarded as a mobile and
each job can be regarded as a time slot. ORCA-SRT uses the following three-step

procedure:

e Step 1: Setup the problem as an assignment problem and formulate the total
cost (C7) in (4.5), by using Single-Rate Transmission Cost Matriz (Cgrr).

e Step 2: Find the solution of the assignment problem (see Appendix F).

e Step 3: Minimize the useless transmission by means of an explicit compensa-

tion.

4.2.1 Assignment Problem

Given k individuals, k jobs, as well as a set of costs ¢;; € I°F corresponding to
the assignment of j** job to ** individual, the assignment problem is to assign jobs
among the individuals such that each individual does exactly one job and each job is
done by exactly one individual, and the assignment leads to total minimum cost [54].

Mathematically,
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k k
min = Z Z - (4.5)

) 1, individual 7 is assigned to job j,
subject to  xy; = (4.6)
0, otherwise,

k
inj =1, (4.7)
i=1

k
j=1

A solution to this problem can be obtained by using the Hungarian Method which
is related only to the manipulation of the matrix C whose entries are ¢;; [54]. Since
the objective is to minimize the cost function, the solution is located where the cost
is minimum, i.e., z;; = 1 if ¢;; = 0. Note that, if ¢;; = 0, z;; will not necessarily be

equal to 1. The detail of the Hungarian Method is given in Appendix F.

4.2.2 Cost Function

The single-rate transmission cost matriz (Cggrr) is established as follows:

1. Calculate scheduling frame size Tp = Y ., w;, where w; is the weight of mobile

7 and n is the number of mobiles.

2. For mobile 4, calculate the cost of allocating time slot j (c;;) by using the

following formula:
Cijzl"'mija j={1a27"'7TF}’ (49)
where

0, if slot 7 is bad for mobile 2,
mij =
1, ifslot j is good for mobile 3.
3. Put w; identical rows of mobile ¢ into Cgry.

4. Repeat step 2 - step 3 for all the mobiles.
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Observation 4.1 (COST FUNCTION FOR ORCA-SRT): If the cost function in ORCA-
SRT is defined as in (4.9), then the assignment solution minimizes the number of

unsuccessful transmissions.

PROOF: Egq. (4.9) sets the cost of a good state to be lower than that of a bad state. In
order to minimize total cost, the Hungarian method always assigns z;; =1 (in (4.5))
to the entry with lower c;j. The mobile with bad state (c;; = 1) will not be selected,
if another mobile with good state (c;; = 0) can be chosen. Therefore, the number of

mobiles transmitting in the bad channel is minimized. m

4.2.3 Finding Solution of the Assignment Problem

Subject to the constraints in (4.7) and (4.8), the Hungarian method is utilized to find
the optimal time slot assignment that minimizes Cp. In time slot 7, mobile i will be

allowed to transmit, only if z;; = 1.

Definition 4.1 INTER-ACCESS DELAY OF MOBILE 1 (@éﬁgi) s an interval between
the transmission of (k — 1) and k** packet of mobile i. ]

Observation 4.2 (PROPERTIES OF THE ASSIGNMENT SOLUTION):

1. guarantees that only one mobile can transmit in a time slot,
2. guarantees fairness,
3. guarantees that inter-access delay is bounded to (2 Zvj LWt 1),

4. does not guarantee successful transmission.

Proor: The above properties can be proven as follows:
1. From the constraint in (4.7), there is ezactly one mobile transmitting in a time
-slot.

2. From the constraint in (4.8), each mobile transmits exactly one time slot per
frame. Assuming that every mobile has the same weight, the fairness is ensured.
8. In two scheduling frames, mobile i transmits in exactly 2w; time slots. There-

fore, the mazimum inter-access delay is bounded to (2 EV#,- wj + 1).

4. If all mobiles perceive the channel bad in a specific time slot, from (4.7), one

of them must be selected and transmit unsuccessfully. Similarly, if one mobile
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does not find any good channel in a scheduling frame, it must be allocated with

one of the bad time slots and transmit unsuccessfully (eq. (4.8)). n

4.2.4 Lead-lag and Compensation Model

The assignment solution obtained in step 2 might lead to unsuccessful transmission.
Similar to WFS, the third step utilizes explicit compensation specified in Table 4.1
to eliminate all the residual ineffectual transmissions. In this step, each mobile per-
ceiving good channel condition is allocated according to the same process as that of
WES.

Observation 4.3 (VIOLATION OF DELAY BOUND AND FAIRNESS): The compensa-
tion mechanism in step 8 of ORCA-SRT violates property 1 and 2 of the assignment

solution.

PROOF: By giving a time slot allocated to one mobile to another, some mobiles might
not get any allocation in a scheduling frame. The inter-access delay is no longer
bounded to (2 Zvj L Wit 1). Fairness in that frame also degrades because of unequal

amount of slot allocation. =

Note that, step 3 in ORCA-SRT results in unfairness. However, it should be
implemented since the residual ineffectual transmission in step 2 is detrimental to
both fairness and delay bound. Step 3 is necessary as long as the allocation obtained

in step 2 causes transmission in bad channels.

4.2.5 Implementation in a TDMA-Based MAC Framework

In ORCA-SRT, scheduling frame size must be equal to >, w; (i.e., number of rows
or columns in the cost matrix) which may not be equal to the MAC layer frame size
in a TDMA-based channel access scenario. In fact, the ORCA-SRT-based scheduling
can be applied to any MAC frame size. If the scheduling frame size is larger than the
MAC layer frame size, the MAC frame can be filled up using the ORCA-SRT-based
allocation. In this case, some of the allocations which have not been used to fill the
MAC frame, will be used to fill the beginning of the next MAC frame. On the other
hand, if the scheduling frame size is smaller than the MAC frame, several rounds of
ORCA-SRT-based scheduling will be needed to fill the MAC frame.
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Note that, even if the weights of the mobiles are non-integer, they can be normal-

ized to integer values without changing the proportion of the weights.

4.2.6 Complexity

The worst case time-complexity of the Hungarian method is O(k®) [55], where k, the
number of columns and/or rows in the Cggr, is a function of the number of active mo-
biles and variations in the weights of the mobiles. The compensation model is similar
to that of WFS. Therefore, its complexity is O(n), where n the number of simulta-
neous mobiles. Note that other approaches designed to solve an assignment problem
include Successive Shortest Path Algorithm, Relazation Algorithm, Cost Scaling Al-
gom‘tﬁm, and Stable Marriage Problem [56]. Although the use of these approaches

could lead to lower complexity, we leave this issue for future study.

4.3 Simulation Environment

4.3.1 Performance Measures

When all the mobiles have equal weights, the following performance matrics are de-
fined:

¢ Unfairness (o):

2\ 2
1 « K; 1
o= | =. et T . 4.10
n Z <Zj=1 K; ”> ( )

i=1

e Expected inter-access delay (E[Z,.)):

E[@aw] = %’: ) i <—Z:—ICK_—;_1_§—:WQ(M> : (4'11)

i=1
where K is the number of packets successfully transmitted by mobile ¢ over a certain
observation period, 7 is the number of mobiles, and Z,., (k) is inter-access delay of
mobile 5 from packet (k — 1)™* to packet k.

Each mobile is assumed to have a buffer with the size of one packet and no new

packet is generated until the packet in the buffer has been transmitted. Note that,
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the unfairness (o) is based on the average Euclidean distance between the actual
allocation to the mobiles’ weights. In the ideal situation (in the absence of loss),
o =0 and E[Dy] = n.

4.3.2 Simulation Parameters and Methodology

Using C++, we run the simulation for 10® time slots. Each parameter is averaged over
1000 samples, each of which is the average value in a 200 time-slot observation window.
Each wireless channel corresponding to each mobile is assumed to be independently
varying. In all following simulations, we assume 5 simultaneous mobiles each with
the weight of 1.

The single-rate fair scheduling algorithms considered here are the WPS, CIF-
Q, WFS, and ORCA-SRT algorithms. We set per = {0.1,0.15,0.3}, and p =
{0.5,0.7,0.85,0.95}. Lead-lag counter is assumed to be bounded within [~4,4]. For
CIF-Q, we set o = 0 as in [10]. For WFS, we set ¢; = w; and ¢ = o0 as in [11].

4.4 Simulation Results and Discussions

4.4.1 Delay Performance Under Single-Rate Transmission

Figure 4.1 shows that WPS incurs higher expected inter-access delay as compared to
CIF-Q, WFS, and ORCA-SRT schemes. Also, for WPS the average delay increases
with increasing packet error probability, while for the other schemes the average delay
does not vary significantly as pe,. changes. For CIF-Q, WFS, and ORCA-SRT, the
average delay is very close to the ideal delay (D, (k) = n = 5,Vi, k).

As the channel errors become more correlated, the expected inter-access delay
increases because each mobile has higher possibility to experience bad channels for
a longer period of time, and might not get any allocation in a scheduling frame
(Figure 4.1).

In case of WPS, increased channel error correlation may cause the lead-lag counter
to exceed the maximum limit, and consequently, the deferred mobile will not be
compensated. As a result, the delay performance deteriorates significantly. For the
CIF-Q, WFS, and ORCA-SRT schemes each mobile is compensated before its lead-
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Figure 4.1. Ezpected inter-access delay under single-rate transmission.

lag counter exceeds the limit, and therefore, increased channel error correlation does

not have significant impact on the average delay performance in this case.

4.4.2 Fairness Performance in Single-Rate Transmission

As the channel becomes more error prone and/or the channel errors become more
correlated, in common with the average delay, unfairness increases (Figures 4.2 and
4.3).

CIF-Q, WFS, and ORCA-SRT schemes provide better fairness compared to WPS
(Figﬁre 4.2). This is due to the fact that WPS has the limitation of forward swapping
only, while the other schemes allow both forward and backward swapping. Due to
the optimization, ORCA-MRT performs slightly better than both CIF-Q and WFS.

4.5 Chapter Summary

Fair scheduling schemes such as WPS, WFS, or CIF-Q do not perform optimiza-

tion, and therefore, the best solution might not be found in some cases. We have
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formulated the scheduling problem for fair bandwidth allocation among mobiles as
an assignment problem. The optimization using the Hungarian method and lead-
lag compensation constitute the Optimal Radio Channel Allocation for Single-Rate
Transmission (ORCA-SRT) protocol. Simulation results have shown that, due to
such optimization the ORCA scheme outperforms WPS, WFS, and CIF-Q schemes.
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Chapter 5

Fair Scheduling Algorithms for

Multi-rate Transmission

The problem of fair bandwidth allocation in TDMA-based wireless environment has
been studied quite extensively in recent literature. {12] summarizes most of the pro-
posed heuristic-based approaches for fair bandwidth allocation (e.g., Wireless Packet
Scheduling (WPS), Channel Independent Fuir Queuing (CIF-Q), Wireless Fair Ser-
vice (WFS) algorithms). In Chapter 4, we propose an optimization-based approach,
ORCA-SRT, and show that the proposed algorithm provides improved performance
over the heuristic-based approaches in the literature. However, all the above schedul-
ing algorithms including ORCA-SRT are based on the assumption that only one
mobile can transmit at an instant and at one transmission rate only.

It is well known that in a wireless network the spectrum efficiency of the radio
channels can be substantially increased by using dynamic rate adaptation based on
the channel interference and fading conditions [33]. The dynamic transmission rate
can be achieved, for example, through an Adaptive Modulation and Coding (AMC)
technique in Time Division Multiple Access (TDMA )-based systems and through
variable spreading gain and/or multi-code transmission in Code Division Multiple
Access (CDMA )-based systems. Analysis of the fair-queuing problem under multi-rate
transmission, therefore, reveals the interesting inter-relationship among the physical
level transmission parameters and radio link level performance measures.

Several works on fair scheduling in a multi-rate system have been reported in the
recent literature. The Opportunistic Auto Rate algorithm presented in [57] allows
mobiles perceiving good channel condition to transmit several packets consecutively

and ensures that all the mobiles acquire channel accesses for the same long-term time-
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shares (i.e., temporal fairness'). The algorithm presented in [42] stochastically fixes a
fraction of time slot allocation to each mobile and maximizes the overall throughput
in a multi-rate TDMA cellular system. Neither of the two above algorithms provides
throughput fairness. A Multi-channel Fair Scheduler (MFS) for a CDMA network,
which maximizes system throughput while maintaining fairness among all the mobiles,
was presented in [42]. In MFS, several mobiles are allowed to transmit at the same
time as long as summation of the power of transmitted signals does not exceed a
certain threshold. However, MF'S does not guarantee temporal fairness.

In this chapter, we propose a framework, namely, Optimal Radio Channel Allo-
cation for Multi-Rate Transmission (ORCA-MRT) to solve the combined temporal-
throughput fair scheduling problem in a multi-rate TDMA network. ORCA-MRT en-
sures fair time slot allocation in each frame and maximizes overall throughput without
deteriorating throughput-fairness. The fair scheduling problem is formulated as an
assignment problem [58]. The properties of ORCA-MRT are analyzed by observing
certain aspects of the modified assignment problem, and simulation results are pre-
sented in support of these mathematical observations. Also, two channel prediction
methods are proposed to facilitate the optimal bandwidth allocation when channel
state information cannot be perfectly known.

The remainder of this chapter is organized as follows. Section 5.1 presents the
background and motivation. The architecture of the ORCA-MRT scheduling frame-
work is presented in Section 5.2. Section 5.3 describes the simulation environment
and the performance metrics. The simulation results are presented in Section 5.4.

Chapter summary are given in Section 5.5.

5.1 Background and Motivation of the Work

5.1.1 Multi-channel Fair Scheduler (MFS)

Two variants of MFS, namely MFS-D (Deterministic fairness problem) and MFS-P
(Probabilistic fairness problem), are designed to solve two fairness problems [42] . For
MF'S-D, the problem is defined as follows:

1See the definition in Chapter 1.
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maz ZE[Xi(k)] (5.1)
subject to E[)f;(k)] = E[)fj(k)], (5.2)
S ek)- Xk < P, (53)

)Ei(k) € {0,R},.-- ,R}"}, (5.4)

where X;(k) is the transmission rate of mobile ¢ in time slot &, w; is the weight of
mobile %, n is total number of mobiles, and E[-] is an expectation function. Possible
values of transmission rate are given in (5.4), where mobile ¢ has M;+1 possible rates
(0 means no transmission). The channel condition for mobile ¢ at time ¢, ci(t), is

calculated from
ci(t) = 0.5+ d - cos(2m fit + 6;) + X, (t), (5.5)

where 6; is a random variable uniformly distributed in [0, 27), X, (t) models Additive
White Gaussian Noise (AWGN) with variance 02, f; expresses the channel correlation
due to mobility over long time scale, and d is a scaling factor exhibiting the range of
the channel variation.

MSF-P is devised to solve the probabilistic fairness problem in which the constraint
in (5.2) was replaced by that in (5.6) below

Pr

where § is the service discrepancy defining the tolerable deviation from ideal fairness.

EXi(k)] _ B[X;(K)]

W; Wj

‘ > 6) < P, (5.6)

Both MFS-D and MFS-P employ a greedy algorithm with the following preference
list:

alh) _alt) _ | _ k)

w® Su®) S TSy

(5.7)

MFS sequentially chooses the next mobiles in the list until the maximum power

limit (5.3) is reached. The control vector u = [ug,ug, -+ , Uy is selected by using
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a stochastic-approzimation-based iterative algorithm [59] so that the solution from
the greedy algorithm (X;(k)) satisfies (5.8) and (5.9) below for MFS-D and MFS-P,

respectively.

Wy

E?:l 'LU]

Xi(k)

Xi(k) _

5.1.2 Motivation

ORCA-SRT is able to calculate the optimal channel allocation for a fair scheduling
problem in a single-rate TDMA network. For a multi-rate TDMA network, the op-
portunistic scheduling algorithm in [42] was designed to ensure temporal fairness and
to maximize overall throughput stochastically. However, both ORCA-SRT and the
algorithm in [42] do not take throughput fairness into account.

MFS, on the other hand, was designed for throughput-fair scheduling in a multi-
rate CDMA network. Nevertheless, MFS does not consider temporal fairness. Also,
the greedy algorithm and the stochastic approximation used in MFS may result in
a suboptimal solution and slow convergence rate for the algorithm. Again, MFS as-
sumes that there are unlimited available codes and that they are perfectly orthogonal
to each other. Therefore, the actual throughput might not always be as high as the
throughput reported for MFS.

The primary objectives of the proposed ORCA-MRT framework are to ensure
frame-based temporal fairness (i.e., all mobiles acquire temporal-fair share in every
frame) and to bound the inter-access delay. Subject to these two constraints, the sec-
ondary objective is to maximize overall throughput without deteriorating throughput
fairness. Such a combined temporal-throughput fair scheduling would be useful espe-
cially in situations where bounded delay is of utmost importance such as in the case of
applications running Transmission Control Protocol (TCP) to avoid TCP timeouts,
or in a real-time application where data packets become useless after some time.

In ORCA-MRT, the optimization problem is formulated by (4.5)-(4.8). The nature
of a TDMA network and the primary objectives are realized by the hard constraints
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(4.7) and (4.8) of the assignment problem. The secondary objective is achieved by
designing appropriate cost function and minimizing the corresponding total cost (Cr)
in (4.5).

5.2 System Model and Architecture of ORCA-MRT
Scheduler

The general operation of ORCA-MRT? is illustrated in Figure 5.1.

CHANNEL
PREDICTION

CHANNEL
\ CONDITION

TRANSMISSION

_ | LAG COUNTER
THROUGHPUT- | COMPENSATION RESULT

FAIRNESS

COSsT

Y
WEIGHT COST MATRIX

TEMPORAL-
FAIRNESS > HUNGARIAN ALLOCATION

Figure 5.1. Architecture of the ORCA-MRT scheduler.

5.2.1 Channel Prediction Block

In a multi-rate transmission environment, it is assumed that the channel condition is
quantized into M levels. The channel variation among these M levels can be modeled
by an FSMC as explained in Section 2.3.3. Assuming that the parameters of FSMC
are known, the predicted channel state (mj;) of mobile ¢ in slot j can be calculated

based on the following channel prediction models:

e Perfect channel prediction:

m;j = Myj, (5.10)

2Again, ORCA-MRT is implemented at the base station.
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where m;; is the real channel state.

o Simulation-based channel prediction: The last known state for mobile i, my (i.e.,
the channel state of the last time slot in the previous frame) is utilized as an
initial state in the FSMC to generate simulated channels mj;(j = {1,--- ,Tr}),

where T is scheduling frame size.

o Ezpectation-based channel prediction: The expected channel state for mobile ¢
in time slot k + t given that my is known (E[.#;|ms]) can be calculated as

follows:
M
Myt = E[tty|mix) = Zl 'pg,)lik)l, (5.11)
=1

where pgzik)l (calculated using (2.9)) is the probability that state ms will be in
state [ in the next ¢ time slots. For ORCA-MRT, k=0 and t = {1,--- ,TFr}.

5.2.2 Throughput-Fairness Block

ORCA-MRT does not use explicit compensation to avoid delay and temporal-fairness
degradation (see OBSERVATION 4.2 and 4.3). Instead, it makes use of the throughput-
fairness block to give favor to mobiles which are lagging and/or perceiving good
channel condition. This process is based on the cost matrix which is determined by

exploiting the nature of the assignment problem, channel condition, and a lag counter.

5.2.2.1 Nature of the Assignment Problem

To minimize total cost (Cr) in (4.5), we set z;; = 1 where ¢;; is minimum. When
each mobile does not experience its minimum cost in the same slot, the problem is
fairly simple in that the scheduler selects the mobile with minimum transmission cost
in each slot. Hereafter, we will consider only non-trivial cases where each mobile
experiences equal minimum cost in the same slot. When several mobiles experience
minimum transmission cost in the same slot (which is called the contending slot),

they must contend for the possession of that slot (because of the constraint (4.7)).

Observation 5.1 (THE RELATIONSHIP BETWEEN COST MATRIX AND THE SOLU-
TION OF THE ASSIGNMENT PROBLEM): Let j be the contending slot in which a pair
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of mobiles (h and i) perceives the same and minimum transmission cost. Flow i will

acquire slot j, if cir > Chi, Yk # J.

PROOF: Let row 1 and 2 represent transmission cost of mobile h and i, respectively.
Let column j = 1 be the contending slot and let k be the second column in the sub-
¢ (c+ H)

c (c+1I)
and I are positive integers. If I > H, the contending slot j = 1 will be given to mobile

matriz C' residing in any cost matriz. Therefore, C' = , wherec, H,

i = 2 and the solution {T12 = 1,z = 1} will incur lower total cost (Cr = 2c+ H)
by the amount of I — H than {z11 = 1,25 = 1} will (Cr =2c+ I). n

5.2.2.2 Channel Condition

A channel-aware the cost function could be obtained by generalizing the cost function
of ORCA-SRT in (4.9) as follows:

¢t = M —mi;. (5.12)

The channel-aware cost (c{;*) is a linearly-decreasing function in m;;. When the

channel becomes worse, m;; is smaller and ciCjA increases.

5.2.2.3 Lag Counter

A lagging mobile is allowed to transmit in a slot with good condition, even though
other mobiles in the same slot perceive the same or better channel. Based on (5.12),

we revise the cost function by taking into account the lag counter.

Observation 5.2 (ADDITIVE COST FUNCTION W.R.T. LAG COUNTER): The cost
function cannot favor any lagging mobile by just adding/subtracting a lag counter to

oll the elements in each row.

PROOF: Let K be an integer. By adding a constant K to all elements, the minimum
value in row i becomes min; + K. After step 1 in the Hungarian method, c;; =
cg-A + K — (min; + K) = cfjA —min,;. Therefore, the transmission cost is not affected

by adding a constant. -



66

The cost function intuitively revised by decreasing the cost of a lagging mobile to

increase the probability to transmit at a faster rate,
Cij = CgA - Li, (513)

where L; € I°F is a lag counter of mobile ¢, will not work.
To prevent min; from being subtracted, the cost function could be modified to

obtain a constrained increasing cost function (w.r.t. the lag counter) as follows:

Cij = cg.A +L; st j#arg min{cG}. (56.14)

Observation 5.3 (CONSTRAINED INCREASING COST FUNCTION): Let mobile h and
i have lag counters of Ly and L;, respectively. Eg. (5.14) will favor mobile i only in
time slot 5, if j is a contending slot and ALz, > Acpi(k),Vk # j, where AL = L;—Ly

and Acpi(k) = & — 52

PROOF: Let h and i are inserted in the first and second rows of the sub-matriz C' and
let § and k represent the first and second columns in the matri, respectively. After

) c (C+H+Lh)
applying (5.14), C' =
pplying (5.14) ¢ (et I+L)

From OBSERVATION 5.1, the first slot (j) is given mobile ¢, if (c+1+ L) > (c+ H +
Lh), i.€., ALy > Acm(k),Vk 7é j u

), where H and I are positive integers.

Consider mobile g, b, 7 in 1%, 27,3 row of the following sub-matrix (after apply-
ing (5.14)):
¢ cg+Lg cgtLy
C=| ¢ cpp+Ly cu+Lp |. Assume ALy > Acgi(k) and ALy > Acni(k),VE # 1.
¢ crt+Li catLs
The best slot with the cost of ¢ will be given to mobile %, rather than g or h. After the
first column is allocated to mobile 7, the first column and third row can be removed
from C’'. The problem now reduces to the upper-right sub-matrix of C' (marked by
bold-face letters). All the elements in each row in the reduced sub-matrix is different
from the channel-aware cost by an additive constant. Therefore, the scheduler does

not favor any lagging mobile (see OBSERVATION 5.2).
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Observation 5.4 (KEY FACTOR IN COST FUNCTION): Only larger cost step size
(AT)) where

AM) = ¢(m’ — 1) = c(m), (5.15)
can favor lagging mobiles.
PROOF: By applying (5.12), (5.14), and (5.15), the cost step size becomes
(M — (m}; — 1)) = (M —mj; + L) =L+1, 4(mj;—1) _ CA

ij ij mzn7(516)
(M — (mj; —1)+L)— (M —mg;+ L) =1, otherwise.

A —

From OBSERVATION 5.3, the scheduler will favor a lagging mobile when A £ 1

CA(m/, — 1) = ¢S4, and does not favor a lagging

or only in a contending slot where ¢ (my; in

mobile with all other states, where (A™) =1). n
From OBSERVATION 5.4, if Al™) = L+1 (¥m'), the cost function would intuitively
be able to favor a lagging mobile for all the states. To achieve this, the cost function

is defined as follows:

ey = ¢t (L + 1) (5.17)
Observation 5.5 (Cprr): The cost function defined in (5.17) is able to favor a
lagging mobile in every state. The amount of favor is proportional to the lag counter
L;.
PROOF: From (5.15) and (5.17), we observe that

Since A® 4s a linear function in L;, the amount of favor given to a lagging mobile
is a linearly increasing function of the lag counter. Consider C' given previously in
OBSERVATION 5.8. Let us assume again that column 1 is given to mobile i in row 3.
After applying (5.17) the upper-right sub-matriz will be
( cgr + Cor(1+ Ly) g+ cq(1+ Ly) )
cnk + cae(1 4+ Ly)  cnp + cn(1 + Ly) .
Each row is not modified by just adding a constant, but a constant that is scaled with

the current transmission cost. Therefore, the cost function in (5.17) favors a lagging

mobile in all slots. ]
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5.2.3 Temporal-Fairness Block

Like that of ORCA-SRT, scheduling frame size in ORCA-MRT is Tr = >, w; time
slots. For each mobile ¢ with weight w;, the temporal-fairness block calculates a row
vector of ¢;; (derived from (5.17) in the throughput-fairness block) with the length of

Tr, and inserts into the cost matrix w; identical rows where a set of rows belonging
to mobile ¢ is denoted by R; = {Ry, Ra,- -+ , Ry, }-

Observation 5.6 (PROPERTIES OF TEMPORAL-FAIRNESS BLOCK): Regardless of

channel condition and/or lag counters, the temporal-fairness block ensures that

1. Flow © transmits in ezactly w; time slots in a scheduling frame.

2. The mazimum inter-access delay for mobile i is bounded by

max{Pacc, (k)} = 2 > wi+1 (5.18)
Vi
8. The mazimum inter-access delay of each mobile increases by 2w, when a mobile

with the weight of w becomes active.

PrROOF: ORCA-MRT utilizes the Hungarian method and therefore inherits all the
properties of the assignment solution (see OBSERVATION 4.2). By inserting w; rows
into the cost matriz, mobile i is allocated ezactly w; time slots. In two scheduling
frames, mobile i receives 2w; time slots. The mazimum inter-access delay occurs
when the allocation is clustered at the beginning of the first frame and at the end of the
second frame. In such the case, the mazimum inter-access delay of maxyg{ Ducc,(k)} =
2Tp —wi) + 1 = 237w + 1. It can easily be observed that maxvi{Pace (k)}

increases by 2w, if the sum of all the weights increases by w. n

5.2.4 Hungarian Block

The Hungarian block receives the cost matrix from the temporal-fairness block and
uses the algorithm presented in Appendix F to solve the assignment problem. In

column (or time slot) j, mobile ¢ will transmit with the rate of

r Tmin -+ mij — 1, IEhj =1 Vh & R.i, (5 19)
i = .
0, otherwise,
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where 7,;, is the minimum number of packets that each mobile can transmit in a
particular time slot (when the channel state is worst), and again R; is the set of rows
belonging to mobile i. We assume that channel state is always known right before
the transmission. The transmission rate is therefore calculated based on the actual

channel rather than the predicted channel.

5.2.5 Compensation Block

Due to the channel variation (as discussed in Section 2.3.3), each mobile might be
allocated different transmission rates. The resulting unfairness is monitored by the
compensation block via lag counters. The lag counter of mobile ¢ (L;) is calculated
as follows:

is Trs ts o

L. = wL_NY 9
g X3 620

J=1 Jj=1

where ts is the current time slot and r;; is the number of packets that mobile 4

transmits successfully in time slot 7.

5.2.6 Summary

During each scheduling frame, the ORCA-MRT-based scheduler performs the follow-

ing procedures:

e Step 1: Channel prediction block predicts the channel condition in the next

scheduling frame.

e Step 2: Based on the predicted channel condition and the lag counter, the
throughput-fairness block calculates transmission cost, by using (5.17).

e Step 3: Temporal-fairness block receives the transmission cost from the throughput-
fairness block and constructs Multi-Rate Transmission Cost Matriz (Curr)-
For mobile 7, w; identical rows (each with the size of T time slots) of transmis-

sion costs are inserted into the cost matrix.

e Step 4: Hungarian block solves the assignment problem based on the input
cost matrix and gives the allocation to each mobile.

e Step 5: Compensation block observes the transmission result and calculates

lag counters as a function of the observed transmission result.
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5.3 Simulation Environment

5.3.1 Performance Measures
We define the following weight-independent performance metrics which are similar to
those in [42]:

¢ Normalized throughput for mobile i (y,5(7)):
Tob

. 1 T4
’Ymob(z) = —ﬂ ’ J; E: (521)
e Normalized inter-access delay for mobile ¢ (Z,.,):
1 & wW;
Dace; = 7 Z (m : @acci(k)> , (5.22)
k=1 J

where 7;; is the transmission rate given to mobile ¢ in time slot j, w; is the weight
of mobile 7, K; is the number of transmission opportunities of mobile i over an ob-
servation period (T,p), and Dy, (k) is inter-access delay of mobile ¢ from (k — 1)** to
k™ transmission opportunities. Note that, both Ymes(i) and D, are normalized and
averaged over a period of T, such that they are independent of mobiles’ weights.

We measure throughput and throughput-fairness by calculating the average value
of Ymeb(?), denoted by Elvmes], and the Standard Deviation (S.D.) of Ymes(i), de-
noted by o(Ymeb). Similarly, the delay and the temporal-fairness are measured by
the average value of Zgc.;, denoted by E[Zy.|, and the standard deviation D, de-
noted by 0(Z,.). Before proceeding to the simulation, the following observations are
noteworthy:

1. E[yme) < M/T, where M is the number of channel states. Higher E[v,0)

implies better performance in terms of throughput.
2. Under perfectly fair time slot allocation, E[Z,e] = 1.

3. Smaller values of o(ymes) imply better throughput-fairness performance and

smaller values of 0(Z,..) imply better temporal-fairness performance.

5.3.2 Simulation Parameters and Methodology

MFS allows several mobiles to transmit at the same time, while ORCA-MRT permits

only one mobile to transmit. By ignoring the noise term and setting d = 3 as in
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[42] , the channel condition calculated from (5.5) varies approximately in the range
[0.5—0.3,0.5+0.3] = [0.2,0.8]. Due to the power constraint in (5.3) with P = 2, the
overall transmission rate at an instant is in the set of 7 = {2,3,--- ,10} and has the
average value (rqyg) of 4.

Assuming equally likely transmission probability in each state and setting r:, to
2 packets, we observe that a channel with r = {2,3,4,5,6} (5-FSMC) has 74y, = 4
which is equal to 74,y of MFS. We run simulations for 2000 time slots (as sug-
gested in [42]) for 3-FSMC (r = {2, 3,4}), 5-FSMC (r = {2,3,--- ,6}), and 7-FSMC
(r = {2,3,---,8}) with equally-likely steady state probability. We vary p in the
range of {0.5,0.6,0.7,0.8,0.9}. Unless otherwise specified, perfect channel predic-
tion is assumed to eliminate the effect of prediction inaccuracy on the performance

evaluation.

5.4 Simulation Results and Discussions

5.4.1 Performance of ORCA-MRT and MFS

As in MFS, the number of active mobiles is set to 16: 12 mobiles, each with weight
of 1 and 4 mobiles, each with weight of 2. The average value and standard deviation
of the normalized throughput among all the mobiles are shown in Figure 5.2.

Throughput of MF'S ranges from 0.35 to 0.45 depending on the service discrepancy
(6), while ORCA-MRT has throughput in the range of [0.17,0.33]. However, with
MFS the standard deviation of throughput o(mes) is in the range [0.05,0.11], while
with ORCA-MRT 0(Z,.) is in the range [0.006,0.03]. ORCA-MRT achieves better
throughput-fairness performance at the expense of throughput degradation.

High throughput in MFS is achieved by allowing several mobiles to transmit si-
multaneously, under the assumption that interference among all the mobiles is negligi-
ble. As the transmission rate increases (e.g., increasing number of code channels in a
CDMA system), the interference becomes more severe and cannot be ignored. ORCA-
MRT, on the other hand, accommodates only one mobile per time slot. Therefore,
the interference among all the mobiles in the same cell is alleviated. Obviously, the
reduction in throughput occurs as a nature of a TDMA-based approach. Note that,
although performing well in terms of throughput, MFS can neither ensure temporal
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Figure 5.2. Average and standard deviation of normalized throughput for (a) ORCA-
MRT and (b) MFS.

fairness nor bound inter-access delay.

5.4.2 Channel State Correlation

As can be seen from Figure 5.2, throughput and throughput-fairness improve as
channel states become less correlated (small p). When the channel-state correlation
is small, a mobile does not to stay in the bad state for a long period of time. The
scheduler is able to select the most suitable state and therefore is capable of improving
performance in terms of both throughput and throughput-fairness.

Figure 5.3 reveals that delay and temporal-fairness performances are fairly good:
E[Dace) = 1 and 0(D,e.) < 0.005 under all channel conditions. ORCA-MRT shows
delay robustness in that both E[Z,.] and 0(Zyue.) are not affected by the channel

condition.

5.4.3 Channel Prediction

In this section, we investigate the effect of three channel prediction models on system

performance.
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Definition 5.1 AVERAGE PREDICTION ERROR (A(t)) is the mean absolute differ-

ence between predicted channel and actual channel states in time slot t. Mathemati-

cally,
M M M
t .
AR =>"m > > Im—m|- f9 . (m,m'li), (5.23)
i=1 m/=1m=1

where fffl)’/,, (m,m'|i) is the joint probability that in time slot t the actual state is m

and the predicted state is m' given that the channel state in time slot 0 is i. o

Theorem 5.1 (Average prediction error) For an FSMC model where the chan-
nel state at t = 0 is known, average prediction error in time slot t for expectation-based
and simulation-based prediction models can be calculated from (5.24) and (5.25), re-

spectively,
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M M

Ap(t) = >3 m-Im— Eldli] - o2, (5.24)

i=1 m=1
M M-1M-7r

Ast) = 23 % > M TPl Ponir (5.25)

=1 7=1 m=1

where the prediction length t is the interval (in terms of time slots) between the last
known channel state and the predicted state, E[.#|i] is the predicted channel state in
time slot t obtained from the expectation-based prediction model (using (5.11)), and
pgt,)n 1s the probability that state i will move to state m in t steps.

In an RSC, where the channel state depends only on m;(Vi), the average prediction
error for expectation-based and simulation-based models can be calculated from (5.26)

and (5.27), respectively.

M M
ARE) = > e lm = i), (5.26)
m=1 i=1
M-1M-—1
=1 m=1 O
PRrROOF: See Appendiz G. =

Figure 5.4 shows the effect of prediction length on average prediction error when
M =5and p = {0.5,0.9}. We observe that in all the cases considered, the expectation-
based channel prediction model always has smaller prediction error than the simulation-
based model. Also, an RSC model leads to the upper-bound (worst-case) of prediction
error, since the current channel state does not provide information about the channel
state in the future. For small prediction length, the possible range of predicted states
is limited (e.g., 3 possible states when ¢ = 1) and the prediction is less likely to be er-
roneous. As the prediction length becomes larger, the possible values of the predicted
states increase, the FSMC behaves more randomly, and the prediction becomes less
accurate. When the prediction length is sufficiently long, the prediction of the FSMC
converges to that of the RSC which provides the upper-bound for prediction error.

We observe from Figure 5.4 that the average prediction error for both expectation-
based and simulated-based models converges to AR™(¢) = 1.2 and AP™(¢) = 1.6
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Figure 5.4. Average prediction error vs. prediction length.

calculated from (5.26) and (5.27), respectively. We also observe that increased channel
state correlation leads to better prediction accuracy because the channel tends to stay
in the same state and the predicted channel states become more similar to the actual
channel states. Therefore, for high channel state correlation, the prediction error
slowly converges to the worst-case error.

Figure 5.5 plots normalized throughput obtained from an ORCA-MRT scheduler
under different channel prediction models with A/ = 5 and p = {0.5,0.7,0.9}. We
observe that the simulation-based channel prediction model leads to inferior through-
put and throughput fairness performances due to prediction inaccuracy. As channel
states become more correlated, the prediction model performs better, and the perfor-
mance of ORCA-MRT with the simulation-based model becomes closer to that with
the perfect channel prediction model.

The expectation-based model performs fairly good in that it almost results in
the same throughput and throughput fairness as those obtained when the channel
condition is known ahead of time. The performances in terms of delay and temporal

fairness are very similar for all the prediction models (the results are omitted for
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Figure 5.5. Effect of imperfect channel prediction.

brevity).

5.4.4 Upper-bound and Lower-bound for Throughput

Consider a situation where all mobiles have equal weights and equal lag counter,
and experience the best channel state strictly in different slots. In this case, the
solution is the same as that obtained from the channel-quality based opportunistic
scheduling (see Chapter 3) where the mobile perceiving the best channel condition
in each slot is allowed to transmit. This case therefore provides the upper-bound
for overall throughput. However, if this is not the case, each mobile might not get
its best allocation because of (4.7) and (4.8), and the overall throughput will drop

accordingly.

Definition 5.1 TRANSMISSION STATE PROBABILITY (f.4(m)) is the probability that
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a particular mobile is allowed to transmit when channel is in state m. O

From THEOREM 3.1 and COROLLARY 3.1,

fa(m) = (Fp)F — (Fny)™, (5.28)
Elvw] = TLF : (rmm -1+M- Z(Fm)TF> : (5.29)

where (E[y.)) is an upper-bound throughput obtained from a channel-quality-based
opportunistic scheduling, M is the number of channel states, 7, is steady state proba-
bility that the channel is in state m, and F;, = )" | 7, is the Cumulative Distribution
Function (cdf) of the channel state. In case of an equally likely channel model, where
Tm = 1/M,¥m,

mTF — (m — 1)TF

fo(m)e = e, (5.30)

M-1_ Tp
E[’Yub,eq] = ! : <Tmin —14+M - Z‘"JFIL> . (531)

Tr

Furthermore, in case of a round-robin-based scheduler, where each mobile acquires a

channel access in order,
fa(m)s = mp, (5.32)

Ely] = %; : (rmm —14+Y m- 7rm> . (5.33)

m=1

We plot both E[vu,eq] and Elyyeq] (E[yx] when the channel states are equally
likely) as well as the average throughput obtained from the simulation in Figure 5.6.
All the parameter settings is the same as that in Figure 5.2, p = 0.7, and numbers
of channel states are 3, 5, and 7. We can observe that E[yy.,] and E [Y,eq] Provide
upper-bound and lower bound for the average normalized throughput respectively.

We also run the simulation in 3-FSMC, 5-FSMC, and 7-FSMC equally-likely chan-
nels with p = 0.7 and plot the values of f.4(m),, in Figure 5.7. We compare the results
from ORCA-MRT (f.#(m)e;}ORCA-MRT) with those from (5.30) (f,4(m)e:UB).
Figure 5.7 reveals that both upper-bound and simulated values of f 4 (m)eq are shifted
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Figure 5.6. Upper-bound and lower-bound of average normalized throughput.

(from 7r) towards the best channel state. Due to fairness and interference-free cons-
triants in (4.7) and (4.8), some mobiles experiencing good channel conditions might
not be able to transmit at good states. Therefore, the average throughput measured
from ORCA-MRT is always lower than the upper-bound throughput in (5.29) and
higher than the lower-bound in (5.33).

5.4.5 Number of FSMC States (M)
5.4.5.1 Throughput Performance

From Figure 5.7, f4(m) tends to cluster around higher states. Therefore, increas-
ing number of FSMC states increases average throughput, as can be observed from
Figure 5.6, and in (5.29) and (5.33) with increasing M.

The shape of f.4(m) obtained from simulation becomes less similar to the upper-
bound f4(m), as the number of channel states increases. As a result, the performance

in terms of throughput diverges from the upper-bound as the number of FSMC states
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increases (Figure 5.6).

5.4.5.2 Fairness Performance

There are two key factors related to throughput-fairness: equality in transmission
rate and perfect compensation mechanism. When f. (i) = 1 and f 4(j) = 0 (V§ # 1),
all mobiles transmit only at rate ¢. In this case, there will not be any unfairness. If
there exists inequality in the transmission rate and the compensation mechanism is
able to perfectly compensate for unequal allocation, there will be no unfairness.

In case of equally likely channels, each with M states, the probability that all n

mobiles perceive the same channel state during a scheduling frame is

Pequat rate(M) = i nl (-}/f)n = nl (-Al-[-) " : (5.34)

m=1

If the number of channel states is increased by a positive integer 8, Pequal rate(M +6) =
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! (ﬁ)n_l. Therefore, the relative incremental probability is

. Pequal rate(M + 5) _ M ol
-Pmc B Pequal rate(M) B M + ) ' (535)

Since Pine < 1, increasing the number of channel states (6§ = {1,2,---}) reduces

the probability that all mobiles will be allocated the same transmission rate during a
scheduling time frame.

The compensation method in ORCA-MRT is non-aggressive, in which each mobile
must transmit at least one packet per scheduling frame. The maximum number of
compensation for a mobile with the weight one is limited to M —1 packets per schedul-
ing frame. Compared to the compensation mechanism, the inequality in transmission
rate has a stronger influence on fairness performance. Therefore, throughput-fairness
in ORCA-MRT degrades as M increases (Figure 5.2). Again, average inter-access

delay and temporal fairness are not affected by the channel parameters (Figure 5.3).

5.4.6 Weights of the Mobiles

To investigate the effect of the weights of mobiles on system performance, we assume
5 mobiles with the weights of 1, 2, 3, 4, and 5, and run the simulation on a 5-FSMC

channel with p = 0.7. In this case, the scheduling frame size (TF) is 15 time slots.

Table 5.1. Effect of weights of the mobiles.
mobile 1 2 3 4

w; 1 2 3 4 | 5
MaXsimvi{ Dace,(k)} | 29 | 27 | 25 | 23 | 21
maxve{ Dace, (k) }(5.18) | 20 | 27 | 25 | 23 | 21

E (D) 15.01 | 7.50 | 5.00 | 3.74 | 3.00
Dace: 1.0 | 1.0 | 1.0 | 1.0 | 1.0
Wi+ EYmos(1)] 0.228 | 0.527 | 0.671 | 1.104 | 1.23

Table 5.1 shows that the maximum inter-access delay measured from simulation
(MaXgimvi{ Dace; (k)}) is bounded by the value of maxyr{ e (k)} calculated from
(5.18). We can observe that the average inter-access delay of mobile i, E[%,..] is pro-

portional to w;. Equivalently, the value of normalized inter-access delay approaches
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that in the ideal fairness condition (Z,.,, = 1). Also, we can observe that the actual

throughput (v,05(%) - w;) is proportional to the weight of each mobile.

5.4.7 Number of Mobiles and Scheduling Frame Size

In this section, we assume that all the mobiles have equal weight. The number
of mobiles is varied in the set of {5,10,15,20,25,30}. We conduct the experiment
on a 5-FSMC channel with p = 0.7. The scheduling frame size is calculated by
Tr =3 &, w; = {5,10,15,20,25,30}, where n is the number of mobiles.
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Figure 5.8. Throughput vs. frame size.

In ORCA-MRT, both number of mobiles and the corresponding weights do not
have direct impact on system performance. Their increasing values only expand the
scheduling frame size which in turn affect the performance.

From OBSERVATION 5.6, maxvi{ Zace; (k) } = 237, w;+1. The delay increases as
frame size becomes larger. Again, the E[%,.] and 0(Zuc.) are not affected by frame
size since they are normalized by w; and TF. Normalized throughput, on the other
hand, decreases as frame size becomes larger because it is normalized by the frame
size. We can observe in Figure 5.8 that the upper-bound of normalized throughput

(E[vu)) calculated from (5.31) decreases as frame size increases. The intuitive notion
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behind this is that as the number of mobiles increases, each mobile has to wait longer
for another transmission opportunity.

As frame size becomes larger, the scheduler has more choices to allocate higher
rate to each mobile while maintaining fairness. The performance of ORCA-MRT with

respective to the upper-bound becomes better for longer frame size.

5.5 Chapter Summary

This chapter extends ORCA-SRT to support multi-rate transmission environment.
Based on the Hungarian method to solve the assignment problem, the ORCA-MRT
scheduler utilizes optimization-based intra-frame rate allocation along with fairness
compensation using lag counter. Also, to facilitate optimal bandwidth allocation we
have proposed two methods for channel prediction. The proposed channel prediction
methods perform almost as good as when the channel states are known ahead of time.

Simulation results have revealed that ORCA-MRT outperforms MFS in terms of
throughput fairness and temporal fairness. Average throughput of ORCA-MRT is
upper-bounded and lower-bounded by those obtained from the channel quality-based
opportunistic and round-robin scheduling algorithms, respectively. ORCA-MRT en-
sures temporal fairness and bounds inter-access delay under a certain threshold. This
feature would be useful to prevent end-to-end throughput (e.g., TCP throughput)
degradation in wide-area wireless networks and/or to control QoS in real-time appli-

cations.
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Chapter 6

Impact of Error Control on a
Multi-hop Wireless Network:
Part I — Single Packet

Transmission

Multi-hop wireless networks are characterized by the lack of a direct communication
link between source and destination nodes. End-to-end data transmission between
a pair of nodes in this type of network requires intermediate nodes to forward data
packets. For example, in a multi-hop cellular wireless network [60], the communica-
tions between a mobile and the base station can be carried out via relay nodes. The
use of relay nodes helps increase service area and prevent network partitioning. In ad-
dition, short-range transmission improves spectral efficiency, increases spatial reuse,
and leads to higher energy efficiency. A wireless backhaul network is another type of
multi-hop network which consists of a collection of Transit Access Points (TAPs) [61].
These wireless TAPs forward traffic from mobiles to the internet gateway in a multi-
hop manner. For successful end-to-end transmission of a packet, the packet needs to
be successfully transmitted across all the links. Therefore, if the transmission fails
(due to collision and/or channel fading) in one of the nodes en route the source and
the destination nodes, retransmissions based on an ARQ (Automatic Repeat reQuest)
policy will be necessary.

The end-to-end performance in a wireless multi-hop network depends strongly
on the hop-level protocols and parameters. The study in [62] showed that the en-
ergy efficiency and end-to-end throughput (e.g., TCP throughput) depend greatly on
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hop-level error probability, transmission range of each node, and maximum number
of retransmissions at each node. However, only average values of the performance
metrics such as energy efficiency or throughput were obtained.

Performance of end-to-end congestion and flow control mechanism in TCP over
IEEE 802.11 Distributed Coordination Function (DCF) was investigated in [63] through
simulations. In [64], the impact of TCP on end-to-end throughput performance in a
multi-hop wireless network was analyzed and the optimal transmission window size
was determined to be H/4 for a single TCP flow over a linear chain path with H
hops. However, hop-level error control policies were not considered.

An analytical model for computing average steady state TCP throughput for a
two-hop chain topology was presented in [65] assuming a collision-free and error-free
wireless channel. Given the node density and the expected path length in a uniformly
distributed ad hoc network, [66] computed optimal transmission distance which gives
maximum network throughput and minimum energy consumption per data message.
After all, a generalized analysis of the impacts of different hop-level error control
policies on the end-to-end performance in a multi-hop network with an arbitrary
number of hops has not been reported in the literature.

This chapter presents an analytical methodology to study the impact of radio link
error and different hop-level ARQ policies on the end-to-end performance in a multi-
hop wireless path. Specifically, by using Phase-Type (PH) distribution, we derive the
probability mass function (pmf) of total required number of hop-level transmissions
for successful end-to-end delivery of a packet in an H-hop chain topology. The useful-
ness of our analysis comes from the following facts. First, a general end-to-end tfans—
mission cost function can be defined in terms of number of hop-level transmissions.
Based on this cost, the optimal routing paths (e.g., minimum energy paths [67]) can
be determined for reliable communication in a multi-hop wireless network. Secondly,
Cumulative Distribution Function (cdf) of the required number of transmissions can
be utilized to quantify the reliability-energy tradeoff, since it is the probability to de-
liver a packet to the destination within a limited number of transmissions (and hence
limited amount of transmission energy). Thirdly, statistics for end-to-end latency can
be estimated if the information about queuing and channel access delay is available.

This statistics can be used to set the transport control protocol timeout value at
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the source node with a view to improve the end-to-end performance. Finally, since
the proposed model is based on a generic link error process, the impact of different
MAC and physical-layer parameters on the end-to-end performance under different
hop-level error control strategies can be analyzed, and hence cross-layer design and
engineering can be performed.

The rest of the chapter is organized as follows. Section 6.1 outlines the system
model and assumptions. The Markov-based analytical model is presented in Section
6.2. The numerical and the simulation results as well as their useful implications are

presented in Section 6.3. Finally, chapter summary are stated in Section 6.4.

6.1 System Model and Assumptions

6.1.1 Multi-Hop Network Model

We consider a data packet transmission scenario from a source node (A) to a destina-
tion node (D) over a multi-hop wireless path (Figure 6.1). We use a chain topology to
represent the flow under consideration and regard all other active flows as background
traffic!. We derive the statistics for total number of hop-level transmissions required
for successful end-to-end delivery of a particular packet.

After transmitting a packet, each node can determine whether the transmission
has been successful or not. The acknowledgement is transmitted over a different
channel and is assumed to be error-free. If the transmission has failed, the node will
invoke a retransmission procedure based on the ARQ policy at that node. If the
packet is dropped (e.g., in case of zero-retransmission policy), the source node will

retransmit the dropped packet.

6.1.2 Packet Error Model

Transmission of a packet in a link may fail due to data collision (when a distributed
MAC protocol is used) and/or channel fading (independent or time-correlated). Data
collision depends primarily on the underlying MAC layer. For example, the steady-
state collision probability (pe,r,) for an IEEE 802.11 DCF-based MAC was analyzed

!Similar topology is used in a wireless backhaul network [61].



86

Figure 6.1. An ezample of a chain topology and the corresponding Markov process

for ARQF.

in [68]. In a channel with independent channel fading (e.g., an RSC model in Section
2.3.1), packet transmission is assumed to be in error with probability pe,, ;. Correlated
channel fading can be modeled by the GEC model defined in Section 2.3.2.

In general, collision and fading are independent to each other. A methodology
to calculate successful transmission probability (psy.) for an IEEE 802.11 DCF-based
MAC under Rayleigh fading channel was given in [69]. For a general MAC under
independent fading channel, p,,. can be calculated from (1 — pey J,) (1 = perr,)- On
the other hand, the successful transmission probability in a good and bad state of

a correlated fading channel can be calculated as p{% = (1- p,(gi)rf) - (1 = perr,) and

o0, = (1- p(el;)r,) * (1 = Perr, ), respectively. By replacing pf;;lf and pfﬁf (packet error
probability due to fading when the channel state is good and bad, respectively) in
(2.24) with 1 —pgi)c and 1— pgz)c, respectively, the steady state packet error probability

for a correlated fading channel can be determined.



87

6.1.3 Hop-Level Automatic Repeat ReQuest (ARQ) Model

If a node fails to deliver a packet to the next node, it will retransmit the packet
according to one of the following hop-level ARQ policies:

® Zero retransmission (ARQP): If a transmission fails, the packet will be

dropped immediately.

e Infinite retransmission (ARQ™): The packet is retransmitted repeatedly

until the transmission is successful.

e Finite retransmission (ARQF): The maximum number of retransmissions
allowed is K, and the packet will be dropped if the K** retransmission fails.

¢ Probabilistic retransmission with infinite persistence (ARQF): If a
‘transmission fails, the packet will be dropped with probability ¢ and retrans-
mitted with probability (1 — ¢).

e Probabilistic retransmission with finite persistence (ARQFP): This is
similar to ARQY with the following constraints: & < 1 for first K —1 unsuccessful

retransmissions and ¢ = 1 for the K*® unsuccessful retransmission.

Definition 6.1 LINK? RELIABILITY (1) 4s the unconditional probability that a
packet is successfully transmitted (before being dropped).

Theorem 6.1 For different ARQ policies, Tﬁ,ﬁ? can be calculated as follows:

ARQP

Tink = Psuc (6.1)
N (6.2)
i = 1= (1= pad)®*, (6.3)
L (6.4)

Dsuc + 5 - gpsuc7
ARQFP psuc(l - (1 " psuc)K+1(1 - E)K—H)

Think = 6.5
tink DPsuc + 5 - é.psuc ’ ( )

where psyc is the probability of successful packet transmission over a link, K is the
magimum number of allowable retransmissions in case of ARQF, and ¢ is the packet
dropping probability for ARQF. 0

2We use the terms link and hop interchangeably in this dissertation.
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Proor:

ARQ: Since the packet is dropped after one transmission, rﬁﬁf‘)o = Dsue-

ARQ™: Since the packet will never be dropped, rl’gﬂQo =1.
F .
ARQF TZ?:;;Q = Zf:fl—lpsuc(l - psuc)z_l =1- (1 - psuc)K+1-
P i— suc
ARQP: mfi2" = 372 Paue (1 = Pouc) (1 — €))7 = s—Poe—rq

FP i— —(1—Psuc K+1(1_s\K+1
ARQFP" T;;r}z%kQ = Zfi—*l—l Psuc ((1 - psuc)(l - f)) ! = psuc1 a Piucif)-ﬁ—pizlzcﬁg) -m
We observe that ARQ® and ARQ® provide lower-bound and upper-bound for link

reliability with rﬁrﬁc@o = Pgye and rﬁ,ﬁQw = 1, respectively. To achieve a target link

A

reliability r},,;., the minimum number of retransmissions K* (in case of ARQY) or the

maximum dropping probabilities £* (in case of ARQF) can be obtained as follows:
* lrlog(l — T;(ink)“ _ 1, 5* — piUC(l - Tz;’nk)' (66)
log(1 — p) Tl — Douc)
In Section 6.3.7, we will show that THEOREM 6.1 would also be useful in estimating

the end-to-end latency for a packet in a multi-hop route.

6.2 Markov Model and Analysis

6.2.1 Markov Modeling Under Independent Packet Error Pro-

Cess

We model a multi-hop wireless path by an absorbing DTMC (Figure 6.1). Again, we

need to formulate TPM ,
I/0

as well as initial probabilities vectors (ap, ). We formulate these matrices only for
ARQFP only, since it is the most general ARQ. Let X® € {sc, (h®,k®)} be the
state of a tagged packet at service opportunity ¢. At opportunity ¢, the packet either
reaches the destination (X® = sc) or is being transmitted /waiting to be transmitted
in one of the nodes along the route (X® = (h® k®)), where the hop number (A €
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Table 6.1. Implications of the sub-matrices

Matrix ’ Event at time ¢ 1 (ROHD) | B (t+1)) 1 Implication
Unsuccessful (U) k< K and (h® E® 1 3 Transmission fails and
transmission fails. the current node retransmits the packet.
Successful transmission.
Successful (S) Successful Transmission (R® 41, 1) Start transmission in the next hop.
Reset & to 1.
k®) = K and Packet is d d.
Restart (R) an (1,1) acket 1s croppe
transmission fails. Retransmit from the hop h = 1.
Zero (0) Not possible Not available Not possible

{1,2,--- ,H}) corresponds to the link where the packet is being transmitted and
E® e {0,1,---, K} is the number of transmissions in the corresponding link.

The Markov process always starts when the packet is fed to the first node and
finishes when the packet traverses the last hop. Therefore, we set X© = (1,0) to be
the initial state and X® = sc to be the absorbing state. Correspondingly, the initial
probability (ag) and initial probability vector (cr) whose size is 1 x H(K + 1) are 0
and (1, 0), respectively.

We now construct transient TPM T and absorbing TPM t for the above DTMC
in (6.8). Both of the matrices consist of blocks of sub-matrices. A transition among
these blocks is equivalent to a change in the hop number (k), while a transition within
a particular block represents the change in number of unsuccessful transmissions (k)
in the same hop. The implications of all the sub-matrices are explained in Table 6.1.
The elements in row ¢ and column j of the sub-matrices Uy, Sy, Ry, and s’, whose sizes
are (K+1)?, (K+1)%, (K+1)% and (K +1) x1, (i.e., u(4, 7), sn(i,7), (2, 9),8' (4, 1),
respectively) can be calculated from (6.9)-(6.12) below

0|U;+R; S; 0 0
R, Uy S, 0

ET)=| : : Do : (6.8)
Uyg_1 Sy

=]

S)
=
i
L
o

m\
jos!
o

o
o
c
I
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’Lbh(i,j) - (1 _psuc(i:h)) ' (1 - €(Z7h))7 i = {1’ o )K}yj =1+ 17 (6.9)
0, otherwise,

psuc(i7h)7 1= {17 )K+ 1}7.7 = 17

sn(t,j) = (6.10)
0, otherwise,
1= pouc(i, h)) - €@, R), i={1,--- | K+1},5 =1,

(i, f) = ( Psuc(i, b)) €1, ) { |/ (6.11)
0, otherwise,

Sl(i’ 1) = pSUC(iaH)7i = {17 T 7K + 1}7 (612)

where psuc(k, h) denotes probability of successful transmission corresponding to the
k™ transmission in hop h, and ¢(k, k) denotes dropping probability when the &k
transmission in hop A fails. By applying the formulated matrices (i.e, ag = 0, x, T,
and t) to (6.13)-(6.15), the pmf (f#(t)), cdf (F#(t)), and the expected value of the
number of transmissions (E[7]) required for successful end-to-end delivery can be

calculated. In other words,

fz(t) = T, (6.13)
Fy(t) = 1-aT, (6.14)
El7] = a-T)e (6.15)

6.2.2 Markov Modeling Under Correlated Packet Error Pro-

cess

The analyzes above can be extended for the packet error model under correlated
fading. At service opportunity ¢, a channel with correlated error (due to fading) can
be in either good or bad state and the corresponding successful transmission probability
is pgﬂ)c and pglf‘)c, respectively. For simplicity, we assume a homogeneous link condition
across all the links. The analyzes for heterogeneous link conditions can be performed
in a similar manner. Hereafter, we denote parameters for a correlated-error channel

by superscript corr.
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Assuming pg,.(k, h) € {pgﬂ)c, pgz)c},‘v’k, h, we modify the matrices o, T, and t to
support correlated error. We embed one more variable into the Markov process to
keep track of the channel state. Therefore, the TPM becomes

O UiOTT + RiOT’I‘ SgOTT O
corr corr corr
RS Uz Sg

(tcorr!Tcor’l‘) — s (616)
Scorr’ R%Iorr 0 0 U;Iorr
U%:orr — Ui®1§~§Ip—si!~P), Rzgorr — R4®1(_§I gi)Pl, (617)
S’(L':or‘r — Si‘i(__%z’ s?‘""'l = i@;%’ (618)
Pk 0
where ® denotes Kronecker product, G = 0 L and P is the TPM for a
Dsuc

GEC defined in (2.23). After constructing the matrices, the statistics for correlated-
error channel can be obtained by using o, T, and t°'" in (6.13)-(6.15).

6.2.3 Phase Type Representations for the Different ARQ
Models

Assuming independent and homogeneous packet error process, we reduce entries of

T in (6.8) for the following special cases with K = 1 to scalar values.
6.2.3.1 Zero Retransmission ARQ (ARQO)
In this case, £ = 1 and psyc(k, h) = Dsuc, Vk, h. Therefore,
(Uhy Sh; Rh) = (O,psuca 1- psuc); Vh. (619)
6.2.3.2 Infinite Retransmission ARQ(ARQ™)
For ARQ®™, & = 0 and psye(k, h) = DPsue, Yk, h. Therefore,

(Uh) Sh>Rh) = (1 2y 2 O):Vh (620)
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Since T is diagonal dominant, a closed-form expression for the pmf (f(t)) can be
obtained as follows. From (6.13),

fz(t) = aTt 1t

(1,0,0,- - )(T* 1) : = Psuc - [T Y1 mr. (6.21)

psuc

Since T in ARQ® is a bi-diagonal matrix, a closed-form for [T*~1};  can be calculated
from LEMMA E.1, and

t—1
H t—H
Ds (1 ‘“psuc) ) t 2 H7
fe@) =\ H-1) " (6.22)

0, otherwise.

In (6.22), f(t) can be also regarded as a negative binomial or Pascal distribution
which corresponds to the probability that there are H — 1 successes among ¢ — 1 trials

and another success at the ¢** trial [19)].

6.2.3.3 Probabilistic ARQ (ARQF)

In this case, psuc(k, h) = pgue, Vk, b, and

(Ufn Sthh) = ((1 - 5)(1 - psuc):}’suc;f(l - pBUC))7Vh' (623)

6.3 Numerical and Simulation Results: Model Val-

idation and Useful Implications

For brevity, we present results only for the independent packet error process, where
packet error probability is fixed to pe... The results for a correlated packet error
process can also be generated by using the methodology provided in Section 6.2.2.
Unless otherwise specified, we assume that all nodes implement the same type of ARQ

and the probability of successful packet transmission is the same for all the links.
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6.3.1 Model Validation

We verify the accuracy of our model by simulations using ns-2 [70]. We establish a
10-hop chain topology and insert a link-loss module as well as ARQ models between
each node and the connecting link. We run File Transfer Protocol (FTP) over TCP
and plot the expected number of transmissions E[Z] as a function of packet error
probability in each link (Figure 6.2). Throughout this chapter, we set the maximum
window size of TCP to 1. The payload of TCP is 500 bytes. The size of payload at the
link layer is set to be the same as a TCP segment. During simulation, we measure the
error probability in each link. The simulation terminates when the difference between
input and measured link error probability is less than 107%. From the simulation, we
calculate the expectation of measured hop-level transmissions associated with each

TCP packet, and compare it with that obtained from the proposed framework.

1 20 T T T T T T
——ARQ" (Theoretical)

100} " ARQ? (TCP) _
=+ - ARQ™ (Theoretical) a
80| ~°~'ARQ” (TCP) _

601

40

T

20

——— e -t

B ———

0 005 01 015 02 025 03 035
Packet error probability (1—psuc)

Expected number of transmissions (E[T])

Figure 6.2. Comparison between analytical and simulation results.

As expected, E[Z] increases as the link error probability increases and the results
from the simulations are fairly close to those obtained from the analytical model
(Figure 6.2). When the packet error probability is high, for ARQ?, the packet rarely

reaches the nodes closer to the destination node. In such a case, during simulation, the
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link-loss module for the corresponding hops is rarely invoked. For this reason, at high
link error rate, the analytical results on E[J] deviate slightly from the simulation

results.

6.3.2 Impact of Hop-Level ARQ Policies on Expected Num-

ber of Transmissions

Figure 6.3 plots E[7] as a function of the number of hops (H) under different ARQ
policies when the packet error probability in each link is 0.3. As expected, E[Z]
increases as the number of hops in the route increases. Since with ARQ® each un-
successful transmission at any intermediate node requires retransmission from the
source node, the upper bound of E[Z] is observed for this ARQ policy. On the other
hand, the lower bound of E[Z] is achieved with ARQ™ because in this case each

intermediate node retransmits the lost packet until the transmission is successful.

r—|\ 900 T T T T T
= 0 :
........ ARQ : Q
y 800} . 1 4
@ —ARQ : !
P : !

2 700 - *- ARQ® (€= 0.2) J |
2 sooll ARQP (t= 0.5) / |
% —=—ARQ" (K=1) /
= 50012 ARQF (K=2) / T
$ 400f / -
0 ./
£ 300} A 1
= e
3 200} -
[&) ; R
S .
2 100+ _ -
w RO ==

O ﬁ?%—'—. — 1] 1 1

0 5 10 15 20 25 30

Number of hops (H)

Figure 6.3. Variations in the expected number of transmissions with number of hops

in the route.

The expected total number of transmissions increases as the maximum number of
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allowable retransmissions in each hop (K) decreases (for ARQF) and/or the dropping
probability (€) increases (for ARQF). In any case, the value of E[.Z] is bounded
by those for ARQ® and ARQ™. Both ARQF and ARQY policies are complementary
to each other in that they yield the same E[.Z] when the parameters K and ¢ are
properly adjusted. Note that, E[Z] for ARQF converges to the lower-bound fairly
fast. From Figure 6.3, the required total number of transmissions becomes very close
to the lower-bound when K = 2.

In general, the average amount of energy spent per hop-level transmission is a
function of parameters such as transmission range, modulation techniques, and packet
size. - Given the average amount of energy consumption for a packet per hop-level
transmission &, the average energy spent for successful end-to-end delivery of a packet
can be calculated as E[Z] x &. Since E[Z]| depends solely on the hop-level reliability
and the number of hops, but neither on queuing delay nor on channel access delay,
the expected number of transmissions required to deliver a window of N packets is
N x E[Z]. Also, the corresponding pmf for a window of N packets can be obtained
by convoluting f(t) calculated from the above framework for N times.

6.3.3 Distribution of the Total Required Number of Trans-

missions

Figure 6.4 illustrates the cdf (Fiz(t)) of the required number of transmissions for a 10-
hop connection when the packet error probability in each hop is 0.3. With the same
argument, ARQ® and ARQ® converge to 1 at the lowest and highest rate. Again, the
rate of convergence of ARQY and ARQY fall in between the above two.

We observe that the expected number of transmissions in ARQ? ensures less than
63.5% of packet delivery. Since Fiz(t) represents the probability that a packet will be
delivered to the destination within k transmissions, using F7(¢), the tradeoff between

reliability and energy consumption can be analyzed.

6.3.4 Residual Improvement

Although ARQ™ is the best ARQ policy in terms of E[Z], it may cause head-of-line
(HOL) blocking, and consequently, result in large hop-level delay and /or buffer over-
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Figure 6.4. Cumulative distribution function of the required number of transmissions
(Fz(t)) for different ARQ policies.

flow. 'Therefore, ARQF and ARQF might be preferable to ARQ™ in some scenarios.
For these ARQ policies, there exist values of K or £ further increase or decrease of
which do not result in significant improvement in total required number of transmis-
sions but would rather cause the HOL blocking problem.

To quantify the improvement for a particular ARQ policy (compared to the im-
provement from lower-bound to upper-bound corresponding to ARQ® and ARQ™,

respectively), we define a parameter Residual Improvement (8) as follows.

Definition 6.2 RESIDUAL IMPROVEMENT (Jgfg) ) of an ARQ policy with respect to
the tmprovement from upper-bound (ub) of the number of transmissions down to the

corresponding lower-bound (1b) is defined in (6.24)

SARQ & Z?:o (Fﬁ(t)lb - Fﬁ(t)ARQ)
B s B (O ~ Fo (1))

(6.24)
a

The case with 58;? fi) = 1 corresponds to an ideal ARQ, whose performance is the
same as the lower bound of the number of transmissions. The worst case scenario,

on the other hand, corresponds to an ARQ whose the number of transmissions is the



97

same as the upper-bound, where 58532) = 0. Therefore, small 5351%) implies good
performance of an ARQ protocol. For two ARQ policies, namely, ARQ1 and ARQ2,
it can be shown that (Appendix H)

> Fr ()9 = Y Fa ()49 = BARQ? (7] - EARCY 7], (6.25)
k=0 k=0

where Fig (¢)489 and EARR[F] refer to cdf and expectation of the number of trans-

missions for successful end-to-end delivery for a particular ARQ policy. Therefore,

sara _ EAFO\7] - E"7]
(toub)y — Eub{ g] _ Elb[ y} :

(6.26)

In this section, we use ARQ® and ARQ™ as the upper-bound and the lower-bound,
respectively. As can be observed from Figure 6.4, 5851%) is in fact the ratio of two
areas—the area between the cdf for a certain ARQ and the cdf for ARQ™ and the area
between the cdf for ARQ® and the cdf for ARQ®. Since E[J]ARY™ < E[T]4RQ
E[T]ARQ 5(/22%)) lies between 0 and 1, where 5(’12%0 =1, and 5@2%00 =0.

Figures 6.5-6.6 show typical variations in the residual improvement (5;40%2)? and
5;%QP) as a function of the maximum number of allowable retransmissions (K) and
the dropping probability (£) in each hop, when the packet error probability in each
hop is fixed to 0.3 and the number of hops varies from 5, 10, 15, to 20. As expected,
for a particular H, 5;40%QF and 5:;{%QP decrease with increasing K and decreasing
&, implying that the corresponding cdf becomes closer to the cdf for ARQ™ (lower-
bound). The performance of both ARQ" and ARQF converge to the lower and the
upper bounds when K = oo and 0 and € = 0 and 1, respectively.

We can achieve a certain level of residual improvement by adjusting K and £. For
example, for a target value of 5?0%217 < 0.1 and 5:;%421} < 0.1, K must be chosen to be 2
for a 5-hop connection (Figure 6.5) and £ must be set as the values located at the arrow
ends in Figure 6.6. As H increases, both E“[J] — E®[Z] and EARR[T] — E®[T]
increase. However, the rate of increase of E¥*[J] — E®[Z] (the denominator in
(6.26)) is higher than that of EARC[F] — E®[Z]. Therefore, as H increases, the
residual improvement relative to the E“[J] — E®[F] becomes smaller. In effect,
for larger H, smaller K and larger £ can still satisfy the same constraint on residual

improvement.
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6.3.5 Heterogeneous Wireless Links

In general, packet error probability in each link in a multi-hop route can be different.
This section presents typical numerical results under heterogeneous wireless links.
We assume that each link can be either good with pe.. = 0.1 or bad with pe,, = 0.3,
and show the cdf for the required number of transmissions for successful end-to-end
delivery (Fz(t)) under ARQ™ in Figure 6.7. The legends in this figure correspond
to cases where all links are good, all links are bad, first bad (where all except the first
link is good), and last bad (where all except the last link is good).

With ARQ®, since all the nodes persist on transmitting the packet until the
transmission is successful, the cdf in this case depends only on the number of bad
links but not on the location of the bad link(s). However, the location of a bad link
does affect the performance of all other ARQ policies. Using the all good and the
all bad cases for ARQ® as the lower-bound and the upper-bound, respectively, we
denote the residual improvements in case of ARQP for the first bad and the last bad
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Figure 6.6. Variations in residual improvement with packet dropping probability at
each node.

cases by 6{ j{f;:ggall baa) 20 Jffjf ﬁfd’au bad)» Tespectively. For the last bad case, it is
more likely that the packet will be dropped at the last hop. If this happens, the
transmissions which have already been succeeded earlier will be useless, since the
source will have to retransmit the packet. We observe that 5{5138;::4;1,@1 bag) 18 always
less than 5@% ;’ggd,a” bagy (Figure 6.8). That is, the system performance drops when
location of the bad link moves towards the destination.

As the number of hops increases, the required number of transmissions in all the
cases increases. With respect to the all good case, the rate of relative increase in the all
bad case is the highest because it has more number of bad links. In fact, this relative
increase is the denominator in (6.26). Therefore, the residual improvement always
decreases as H increases. Although §frst good g §first bad the difference

(all good,all bad) (all good,all bad)’
becomes smaller as H increases because the denominator becomes more dominant.
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missions (Fz(t)) for ARQ™ under non-homogeneous wireless links.

6.3.6 Impact of MAC Protocols: Typical Results for IEEE
802.11 DCF

Using ns-2, we run an FTP/TCP flow over a four hop linear chain topology. Each
node implementing IEEE 802.11 MAC, and has a transmission range of 250 m. The
distance between any two nodes is also 250 m (we will refer to these nodes as chain
nodes, hereafter). We place background nodes (each with transmission range of 100
m) within a distance of r meters from each chain node, where r is randomly chosen
between 0 to 100. We also set the retry limit in IEEE 802.11 DCF to co and compare
the results with ARQ™. This setting is necessary to prevent route failure along the
chain of nodes.

Under a two-ray ground reflection propagation model, every node generates CBR
(Constant Bit Rate) traffic at the rate of 10, 20, 30, 40, and 50 kbps, destined to
the closest chain node. Consisting of chain nodes as well as background nodes, this
topology is very similar to that of wireless backhaul networks [61], where the chain

nodes are analogous to the TAPs.
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The simulation is run for 20 times. In each simulation, the first chain node sends
out 1000 TCP segments destined to the last chain node. We measure the collision
probability at each hop along the chain of nodes as well as the required number of
hop-level transmissions for successful delivery of each TCP packet. Based on the
measured collision probabilities, we calculate E[Z] from the above framework and
compare it with that obtained from simulation. Note that, this dissertation does not
focus on modeling the collision probability pe.... Therefore, we use the measured
value of per, to calculate E[J]. The value for p., can be obtained by estimating
the number of interfering mobiles following the approach in [71] and then using the
method presented in [68].

In absence of channel fading, collision is the major cause of transmission failure.
Figure 6.9 (a) shows typical variations in collision probability in the first hop of the
chain route, where the number of interfering nodes refers to the number of mobiles
which can cause collision at the chain node. Similar results have been observed in the
other hops.
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Figure 6.9. Impact of 802.11 DCF MAC on (a) collision probability and on (b)

expected number of transmissions.

We observe that IEEE 802.11 suffers greatly from frequent data collisions due
partly to the CBR background traffic, hence resulting in very low successful trans-
mission probability. This result is in fact not surprising, since the collision probability
for only 7 mobile nodes in the same neighborhood is expected to be greater than 20%
[68]. In our simulations, this probability becomes even higher due to hidden terminal
jamming problem [72].

Figure 6.9 (b) compares E[7] obtained from simulation (shown by symbols) with
that obtained from the framework (shown by solid line). When collision probabilities
are known, our model is extremely accurate in that all the symbols (simulation) fall

very close to the line generated by the framework.

6.3.7 Estimation of End-to-End Transmission

The end-to-end latency () for a packet depends primarily on queuing delay (2,),
channel access delay (Z,..) associated with each hop-level transmission, total number
of hop-level transmissions (), and packet transmission time (Z;;). In each hop, the
queuing delay for a tagged packet is the time that the packet waits before it reaches
the head of the queue. The channel access delay is the time required for a packet to
be transmitted after it reaches the head of the queue. The queuing delay depends

on the buffer management and scheduling policies, while the channel access delay
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depeﬁds on the MAC scheme used by the nodes. The transmission time depends on
the packet size and the link speed.

Assuming that the average queuing delay (E[2,]) and the average channel access
delay (E[Z,.|) are available, the expected end-to-end latency for a packet can be
calculated from E[Z] = E[A] - E[D,] + E[T] - (E[Duace] + Diz), Where A, is the
number of times the packet is enqueued in any of the queues in the multi-hop route
before it reaches the destination node. Note that, the expected end-to-end throughput
can be calculated as 1/E[.Z].

The expected value of 4] (E[4]) for the different hop-level ARQ policies can be
calculated as follows. First, evaluate link reliability (Tﬁ,ﬁ?) for the implemented ARQ
(in each hop) using THEOREM 6.1. Secondly, formulate U;, S;, and R; for ARQ?
(6.19). Thirdly, replace pyy. in the formulated matrices with the calculated rl’;iQ.
This substitution is equivalent to the use of ARQ? at each hop along the route with
the unconditional packet dropping probability at each node being equal to the one
for the implemented ARQ. Finally, calculate E[Z] by using the proposed framework,
which in this case is equivalent to E[Ag].

6.4 Chapter Summary

We have presented a methodology for analyzing the impacts of hop-level ARQ policies
on end-to-end performance statistics in a multi-hop wireless network. The number of
hop-level transmissions is lower-bounded and upper-bounded by ARQ policies with
infinite and zero retransmissions, respectively. Performances of all the ARQ policies,
except that for ARQ with infinite retransmissions, degrade as the location of a weak
wireless link moves towards the destination.

Simulation results have validated the analytical results. The proposed framework
can be used to estimate the total amount of energy consumption and to analyze the
tradeoff between reliability and energy for reliable end-to-end transmission. Also, it
would be useful in estimating the end-to-end latency (hence throughput) and im-
proving the end-to-end flow control mechanism. Consideration of wireless channel
parameters and medium access control schemes would extend the use this model for

analyzing cross-layer protocol performance. After all, the proposed model can be
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used to effectively study the inter-relationship among link-level packet error proba-
bility, hop-level ARQ policy and parameters, and the end-to-end performance in a
multi-hop wireless network.
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Chapter 7

Impact of Error Control on a
Multi-hop Wireless Network:

Part II — Batch Transmission

In chapter 6, an analytical model for a multi-hop wireless network with an arbitrary
number of hops was proposed. The main observation there was that the increasing
number of hops significantly degrades system performances (e.g., Figure 6.3). There-
fore, the number of hops in a path should be limited to a small number. For example,
in a multi-hop cellular network ([16],[73]) or a wireless mesh network [14], short range
communication leads to better link quality, higher transmission rate, less energy con-
sumption, and improved load-balancing among base stations. Typically the network
path in such a scenario consists of only few hops (e.g., two hops), and due to the
presence of a central controller (e.g., a base station) the network is more controllable
compared to a pure ad hoc network.

There is limited research regarding multi-hop cellular networks. An architecture,
namely, the ad hoc global system for mobile communications (AGSM) was proposed in
[74] which allows mobiles to switch to an ad hoc mode when the direct link to the base
station is unavailable. Mobiles located far away from the base station could achieve
higher data rate and better fairness with the aid of the relaying architecture proposed
in [75]. Developed in [76], the multi-hop cellular network (MCN) architecture enabled
short range communication and reduced transmission power for mobile nodes. An
integrated cellular and ad hoc relay (iCAR) system to redirect traffic from a highly
loaded base station to neighboring base stations was presented in [77]. For a cellular

multi-hop network, [60] proposed two algorithms in which the base station participates
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in packet relaying and each mobile adaptively switches its mode of operation (peer-to-
peer or direct communication with the base station). Analytical models to evaluate
network throughput under multi-hop relaying were developed in [78] and [79].

Again, the inefficiency of TCP in a multi-hop wireless network with IEEE 802.11-
based MAC was revealed in [63] and [80]. With transmission window size of one,
[81] investigated the effects of different hop-level ARQ protocols on end-to-end per-
formance. The effects of number of hops and channel error on energy efficiency and
throughput performance of TCP were studied in [62]. [65] presented a model for
analyzing TCP performance over a two-hop chain topology under error-free wire-
less channels and a collision-free MAC protocol, assuming that only one mobile can
transmit at any instant in time.

In the literature, all of the analytical works on multi-hop wireless transmission
modeled only throughput performance and assumed a fixed transmission rate and Jor
only one certain type of ARQ. Since multi-rate transmission such as that achieved
through AMC can significantly impact the transmission performance in a radio link,
its impact on the end-to-end protocol performance need to be studied. To the best of
our knowledge, a general analytical framework which captures the impact of multi-
rate transmission, packet error probability, as well as ARQ policies (at each hop)
on the end-to-end latency and reliability in a multi-hop wireless network was not
reported in the literature.

In this chapter, we present an analytical model to evaluate end-to-end performance
in a multi-hop and multi-rate wireless network. For a batch of packets, we determine
the probability mass function (pmy) of the end-to-end latency (in terms of number
of trz;,nsmission intervals) and the number of packets successfully delivered to the
destination under different AMC settings and hop-level ARQ policies. These statistics
could be useful in many different ways.

By analyzing end-to-end latency and reliability, the hop-level ARQ parameters can
be adjusted to achieve the optimal routing paths and/or desired latency-reliability
tradeoff. Since an ARQ protocol increases link reliability at the expense of latency,
different applications might choose different paths to fulfill their requirements. For
example, delay sensitive application might opt for a low latency but less reliable path,

while a more reliable path might be preferable for data traffic.
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T.he statistics on end-to-end latency and reliability can be used to improve the
performance of TCP flow-control mechanism or design even more efficient flow con-
trol protocols. Specifically, for an end-to-end flow and error control mechanism for
a multi-hop wireless path, the results from our model would be useful to guide the
source about when to transmit and when to withhold the transmission. In a window-
based flow control protocol such as in TCP, the source node essentially transmits
batches of packets, one after another. Therefore, data packets in the previous batches
which have not yet reached the destination might affect the latency and the reliability
performances for the current batch of transmission. Our model can capture this inter-
action, by analyzing the the end-to-end performance for a particular batch of packets
and considering packets from the previous batch(es) which are still in the network
path. For example, upon receiving an acknowledgement, the TCP sender prepares
a new batch of packets for transmission. At this moment, the sender can estimate
the number of packets in the network (e.g., by using the unacknowledged sequence
numbers) based upon which it can estimate the throughput and delay statistics which
could be utilized for adjustment of window size and/or the timeout value. Multi-hop
batch transmissions also occur in sensor networks during network tasking [82].

The organization of this chapter is as follows. Section 7.1 outlines system model,
assumptions, and methodology for the analysis. Section 7.2 presents the Markov-
based model to evaluate end-to-end performance for a batch transmission across
multi-hop wireless links. The numerical and simulation results are presented in Sec-
tion 7.3. In Section 7.4, we demonstrate the usefulness of our model in predicting the
performance of TCP in a multi-hop transmission scenario. Finally, the summary and

the concluding remarks are given in Section 7.5.
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7.1 System Model, Assumptions, and Methodol-
ogy

7.1.1 System Description

Consider a static two-hop chain topology! where the transmission range of each node
is just enough to reach its neighboring nodes (Figure 7.1). We assume that node 1 and
node 3 are the source and the destination nodes, respectively. A batch transmission is
initiated with N; and N, packets at node 1 and node 2, respectively. Due to limited
transmission range, node 1 forwards these packets to node 2, which in turn forwards
them to node 3. The process finishes when the buffers of node 1 and node 2 are empty
(i.e., either delivered to the destination or dropped due to limited persistence of an
ARQ protocol). For analytical tractability, we do not consider MAC-layer delay in
this chapter. We also assume that communications in both the hops can occur at the

same time?,

Destination

2

Figure 7.1. A two-hop chain topology.

! Although we consider a two-hop network here, the following analyzes can be performed for a

general H-hop network in a similar way.
“Examples of MAC protocols which allow concurrent transmissions in both hops include the

ODMA (opportunity driven multiple access) for UMTS networks [78], an interference-limited CDMA
protocol [79], and a MAC protocol in a multi-radio multi-hop wireless mesh network where each
mobile is equipped with multiple wireless interfaces [83].
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7.1.2 Wireless Channel Model and Multi-Rate Transmission

The channel model in this chapter is assumed to follow an RSC model defined in
section 2.3.1. During a transmission interval® where the channel state is m, a mobile
can transmit at most r(m) packets in order to satisfy the constraint on packet error
probability (pe.-). Each of r(m) transmitted packets are assumed to be in error with
probability p.,». The probability that exactly s packets are successfully transmitted

by node n during a particular interval (p,(s,)) can be calculated from (7.1) below

Pa(sn) = Z Pa(Snlr(m)) - T + pa(snln) - Z T | 5(7.1)
Vmur(m)<zn Vmr{m)>zn
r(m)\ | _ n))" . n r(m)—sn s
ool = 4 () QP ) 70y <o),
0, Sp > r(m),

where T, perr(n), r(m), and M are the number of packets in node n, the average
packet error probability in the corresponding link, the transmission rate corresponding
to channel state m, and the number of channel states, respectively. Although we
assume 7(m) = m throughout this chapter, other channel-to-rate mapping functions

(e.g., those in [23]) can be modeled in a similar manner.

7.1.3 Hop-Level Automatic Repeat Request (ARQ) Proto-

cols

We define a transmission failure as an event where all of the transmitted packets
during a transmission interval are lost. This may occur due to two main reasons: first,
when all of the transmitted packets are corrupted due to channel fading, and secondly,
when the intended receiver node is turned off or moves out of the transmission range
of the transmitter node. In the latter case, the transmitter invokes a route discovery
process, during which it does not receive any packet (corresponding to the tagged
batch) from other nodes. To combat with transmission failure due to channel fading,

each node implements a certain type of ARQ protocol, which retransmits only the lost

3A transmission interval is defined as the period for each node to transmit a burst of packets to
its neighboring node and to determine which packets have been successfully transmitted.
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Table 7.1. Parameter adjustment of ARQFF to represent other ARQ protocols.

ARQ® | ARQ™ | ARQF | ARQP

tak), k< K, | 1 0 0 £n
£n(Kr) 1 0 1 &n
K, 1 1 K, 1

packets. We consider different ARQ protocols defined in section 6.1.3 which provide
different levels of reliability-latency tradeoff.

Among those ARQ variants, ARQF? is the most general one. Table 7.1 shows
different parameter settings for which ARQF? reduces to the other variants of ARQ.
In this chapter, we develop the end-to-end model with ARQFY in each hop.

7.1.4 Methodology for Analysis

We derive complete statistics in terms of pmf, cdf, and expectation of the two fol-
lowing basic performance parameters: the end-to-end latency (Dese) and the number
of packets successfully delivered to the destination (). The end-to-end latency is
defined as the number of transmission intervals required for all packets to reach the
destination (when ARQ® is used to provide reliable end to-end delivery) or to be
transmitted through/dropped out of the network (when other types of ARQ is used).
The end-to-end latency is the duration after which there is no packet (from the tagged
batch) in the network. From these two basic parameters (i.e., & and Z.s.), other
performance metrics can also be calculated. For example, the end-to-end throughput
(Yeze) and the transmission reliability can be calculated from %/ Pep. and /N, re-
spectively, where N = N + N is the total number of packets in the entire network
path.

We model a batch transmission process by using an absorbing DTMC. This DTMC
starts when NN, packets are at the source node, while N, packets are in the interme-
diate node. The DTMC finishes when all N = N; 4+ N, packets leave (either deliv-
ered or dropped) the network path, and the process is absorbed to a state in which
& € {0,1,---, N} packets are successfully delivered to the destination.

The pmf (fa.,.(d)) and the expected value (E[Zes]) of end-to-end latency, and
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the pmf (f#(s)) and the expected value (E[.#]) of the number of packets successfully

delivered to the destination can be evaluated as follows:

f5.(d) = Fo(t)- e (7.3)
fo(s) = [fls (7.4)
EDe) = E[T]-e, (7.5)
El¥) = Zs-fy(s), (7.6)

where f(t), f, and E[Z] can be calculated from (2.16)-(2.18). In the next section,
we formulate the initial probability vector as well as the transient and absorbing
TPMs for the above DTMC. All relevant results can then be calculated by using the
formulated matrices in (7.3)-(7.6).

7.2 Analysis of Batch Transmission Under Differ-
ent Hop-Level ARQ Policies

In this section, we first assume that the number of packets in the intermediate node
Ny is zero (i.e., N = Ny), and formulate the key matrices for ARQ®. Then, we use
the formulated matrices to obtain the matrices for ARQFF. Towards the end of this
section, we also generalize the derived results for the case where N, # 0.

At each transmission interval ¢, we keep track of the number of packets (from
the tagged batch) in the buffer of node n by using X% (n € {1,2,3})%. We use an
absorbing DTMC X® = (Xl(t),XZ(t),Xét)) to model the above transmission process.
The process starts with X(© = (N, 0,0), and finishes at interval ¢ where X" + X =
0 (absorbing states).

7.2.1 Infinite Retransmission ARQ (ARQ™)

Since with ARQ, each lost packet is retransmitted until it is successfully received by

the next node in the path, the total number of packets in the network path is always

4In fact, (X Y),Xét)) is sufficient to represent the process, but we also include Xét) into X® to
facilitate understanding of the process.
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Table 7.2. All possible transitions from X® to X+,

Y, x5™Y) P(XEXO) |
(2) (®) (®) (¥)
(X7 —51), (X5" = s2+51)),81 < X7, 82 < X537 | pa(s1)pa(s2)
((Xft) — 81),51),51 < Xft)> Sg 2 Xét) P1(51)P2(X2)
(0, (Xét) — S+ X1(t))), s1 2 Xft), 83 < Xét) Pl(Xl)Pz(Sz)
(O7X:§t))7 s1 = XY), Sp 2 Xét) P1(X1)p2(X2)
N, or mathematically
3
S XP=n, vt (7.7)
n=1

The states which violate the constraint (7.7) are unreachable and can be removed
from the DTMC. In other words, all reachable states of X can be obtained by
enumerating all reachable buffer states of node 1 and node 2, i.e., Xl(t) ={0,1,--- ,N}
and XQ(t) ={0,1,--+- ,N — Xft)}. The number of reachable states in the DTMC is,
therefore, S8 (N + 1 —z) = (N + 1)(V + 2)/2. Due to (7.7), all N packets will
reach the destination and there exists only one possible absorbing state (0,0, N).

Let s, be the number of packets successfully transmitted by node n with the
corresponding probability p,(s,) defined in (7.1). All the possible transitions from
X® o X®*+1) and the corresponding conditional probabilities (P(X ¢+ X ®)) are
given in Table 7.2. We arrange the states (X it), X ét)) in an ascending order. Therefore,
the initial probability vector (ay), the transient TPM (Qy), and the absorbing TPM
(Ry) for ARQ™ with batch size N can be formulated in (7.8)-(7.11).

ax = (0.1) (7.8)
P 1 0 here (7.9)
= , W )
o Ry | Qn
vy ==L
L = o ' _ 7.10
[QN], { (Oapl(’l“j)'AN—-'H-Z)) '[,:{2,"' ’N+1}7]:{1’ ’i}’( )
p(3), 1={1,---,N},

[RN]i,l { 0, otherwise. {4

Here, Qn and Ry are a square matrix and a column vector, respectively, with size
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N(N + 3)/2. Inherited in each row/column of Qu, Ay and Ay are square matrices
with size N and k, and their entries (, j) are defined in (7.12) and (7.13), respectively.

i — 7). i=41--- NY.i={1 ...
[Aﬁv]z‘,j pz(’L .7)’ ? { ’ ) }7.7 { s )7’}, (7'12)
0, otherwise.
1, (4,7) = (1,1),
[Ak]i,j = pZ(i'"j)> 1= {23 e 7k}7j = {11 t ’7:}; (713)
0, otherwise.

For better understanding, examples of TPM for N = 3 are given in Appendix I both
in matrix and scalar forms.

Two major components of Qy are successful transmission probabilities at node 1
and at node 2. In (7.9)-(7.10), we explicitly specify the probability at node 1, while
representing the probability at node 2 with matrices A}, A, and R. A transition
from (X = a0, X9 = b) to (X = q— sp, XE =p— 83) occurs with probability
p1(s1) * [Akliigys [AN];sms,> OF [R]s,1 depending on the values of X9 and X, In
the matrix form, row £ + 1 and/or column k + 1 of Qp stand for a set of states for
which Xft) = k. Due to the constraint in (7.7), the size of A; becomes smaller as
Xl(t) becomes larger and vice versa. Correspondingly, first s; and s; — 1 columns of
[Qn]k+1,k+1-s; and [Qn]k+1,1 are 0. Conditioned on Xl(t) = 0, the DTMC process will
and will not finish at interval ¢t +1 with probabilities Ry and A, respectively, whose
entries depend only on the probability of successful transmission from node 2.

After obtaining all the matrices, we calculate all the main statistics, by using
(7.3)-(7.6), where

fz(t) = anQi'Ry, (7.14)
Fyt) = > f=(t) (7.15)
El#] = ay(I-Qy) 'Ry, (7.16)

E[7] = anyI-Qy) *Ry. (7.17)
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7.2.2 Probabilistic Retransmission with Finite Persistence
ARQ (ARQF P )

In this section, we divide the analysis into two parts. First, we model the evolution
of the transmission counter® and the route failure declaration process. Then, we

incorporate the buffer dynamics into the model and formulate all relevant matrices.

7.2.2.1 Modeling Transmission Counter

Consider an absorbing DTMC with transient states being the transmission counter
of node n and an absorbing state representing route failure declared by node n.
According to ARQF”, we formulate the initial probability vector (3), the transient
TPM (T,,), and the absorbing TPM (F,,) as follows:

M
[Tn(o)]i,j - { zn(o) ' (1 - fn(z))a Zot—;e]r;;;? = {2a ey K+ 1}7 (720)
T (5)] _ pa(s), i={1,-- | Kp+1},7=1,s={1,---, M}, (7.21)
S 0, otherwise, '
pn(o) ' gn(l)a = {1’ Tt aKn}a
Foliy = ¢ 1, i=K,+1, (7.22)

0, otherwise,

where M is the number of channel states, K, is the maximum number of allowable
retransmissions specified by ARQ " for node n € {1,2}, and &, (i) is the route failure
declaration probability when node n experiences ¢ consecutive transmission failures.
The TPM T, (s) with size (K, +1)? represents the change in the transmission counter
when s packets are successfully transmitted and node n does not declare a route
failure. With TPM F,, whose size is (K, + 1) x 1, all transmitted packets do not
reach the next node in that hop and node n declares a route failure. Since the

transmission counter always starts from 0, entries of 3 with size 1 x (K, + 1) is one

5The transmission counter is greater than the retransmission counter by one.
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in the first column and zero elsewhere, regardless of n. Since the counters at both the
nodes are independent, their evolution follows Y; ® Yy, where ® denotes Kronecker’s
product, and Y, is T), when node n does not declare a route failure and is F,, when

node n declares a route failure.

7.2.2.2 Modeling ARQF?

If a route failure is declared by node 1, the buffer contents at node 1 (corresponding
to the tagged batch) will be flushed and the process will continue with X ¢+ =
(O,X2(t+1),X§t+1)). If a route failure occurs at node 2, the packets from node 1 and
node 2 will not be able to reach node 3, and the process will finish in interval ¢ + 1
with X ¢+ = (0,0, X+,

Let T be a state space containing all the reachable states in the DTMC for ARQ*®
with batch size N, where (7.7) is satisfied. The DTMC for ARQFT starts off at the
last state of Ty (N, 0, 0), and stays in the space 7y until a route failure is declared.
Assuming that x packets are dropped, the process moves to Ty_,, where Ei=1 X0 =
N — z. Therefore, the entire state space for ARQ*P is LU UZ2U- - Zn.

With ARQFF| the batch transmission process finishes when the buffers of node 1
and node 2 are empty, or in the interval ¢ where X ® = (0,0, Xét)), x$ e {0,1,--- ,N}.
We model ARQF? by using a DTMC with N + 1 absorbing states, each of which cor-
responds to a certain value of Xét) when the process finishes. We arrange the states
by grouping all absorbing states as first N + 1 states and concatenate them with
(7{,73,-+- ,I;), where T) = T, — (0,0,y). In effect, ARQF? is represented by a
DTMC with state space T35 * = ((000), (001),-- -, (00N), 7/, T4, - - - , T%).

In general, to incorporate the transmission counters of both nodes, we need to
inherit (K7 + 1)(K;+ 1) states into each state in 7P, However, when X = 0, node
n does not need to track the transmission counter. Therefore, each buffer state in
ARQFP consists of [] x®so(En + 1) sub-states. The formulation of initial probability
vector (af”), transient TPM (Q4F), and absorbing TPM (w£F) for ARQFP is similar

to that for ARQ®, except that p,(s) is replaced with T,(s) or F,,. Mathematically,
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ot = (0,0,---,0,1), (7.23)
Pzpvp _ I 0
w}l\*“[P QJI;"[P
I 0
U [QfF 0
= Us | Vy e ,  where (7.24)
Uy|Vnm Vi - QFF
AP, i=j=1,
£ (O’(Tl(i_j)'e)®A£E+2), i:{2""ak+1}’j:17 '
\ (O’Tl(i_j)®AI§fi+2)v i = {2)"' ,k—i—l},j = {27"' ,i},
/ T ._‘a | = 1)"'aka‘: 17"'a')
’ 0, otherwise,
(1, (6,4) = (1,1),
11 T ,— ) - B = 2,"',h,.:17
Af7, = { Blmae 1= hh | (r.27)
T2(Z'—.7)7 22{2,"',h},j:{2,"',2},
L 0, otherwise,
.
B, (4,7) =(L,1),
[AfP]z’,j = TQ(i - .7), i = {27 T ’h}aj = {1) e 7i}1 (7'28)
\ 0, otherwise,
F1 @ Ty(wy —j), 0= g gy
[Vkl]i,j = Zo = {17 to al},j - {11 e ’xZ}a (729)
| 0, otherwise,
u,
Uy
Uy-1,0
U, = ( * :1 ) (RI{:—‘PaO) 3 (730)
(u2>0)
(111,0)
To(i) e, i={1,---,k},
RE7, = 4 o2 tho k) (7.31)
’ 0, otherwise,
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Fy, (27.7) - (1’ k)a

weli,j) = Fi®Te(i—1)-e, z ={2,--- ,k},j =k, (7.32)
Fo, i={2,-- ki j=k+1—14,
0, otherwise,

wi(i,j) = { Fo 0= {1 khy=k+l-1, (7.33)
0, otherwise,

The implications of the above matrices are as follows. First, QFF consists of
probabilities that the process will stay in 7. The structure of Qf¥ is similar to that
of Qp, but p,(s) is replaced by T,(s). We use a Kronecker’s product operation to
combine transmission counters of both node 1 and node 2. Again, we do not need
to keep track of the counter for node n when XY =0 Ifs= Xff), the buffer size
of node n in time ¢ 4+ 1 will be zero. For node 1 and 2, this case corresponds to the
first column of QFF and ALP"| respectively. For these entries, we multiply e to the
right of T,(s) to integrate all possibilities into one column. The first rows of these
columuns are the place where the process also starts from zero-buffer. Therefore, we
also need to multiply e” to the left of T,(s). Correspondingly, the entries (1,1) of
these matrices are one. When the packet first arrives, node 2 sets the transmission
counter to zero. Accordingly, entry (1,1) of Af? is 8.

Secondly, entries (i, 7) of Vi stand for a route failure at node 1, and j packets
successfully transmitted by node 2. Therefore, [V, ; = F1 ® T2(X§t) — 7). With
Vi, Xl(t) = k — [ packets are dropped from node 1, and the process moves from 7T to
7;. Since all packets in node 1 are dropped, the non-zero entries of Vy; are located at
the rows with Xl(t) = k — [, which span over '—”(—k-w +1 +X§t), XQ(t) ={1,---,l}.
Note that, the range of Xz(t) excludes 0, since the process will move to the absorbing
states if Xét) =0.

Thirdly, given X = 0, RIP is the TPM corresponding to the case that all
packets in node 2 are successfully transmitted. Otherwise, if a route failure occurs at
node 2, the process will finish with TPM uj,.. Note that, since in the absorbing states
X® = X% = 0, we need to multiply Ty (s,) with e” and/or e. Finally, for X + 0,
u;, represents three possibilities to finish the process: a route failure at node 2 (F3),
a route failure at node 1 while Xét) = 0 (F;), and a route failure at node 1 and all

packets in node 2 are successfully transmitted (F; ® To(i — 1) - €).



118

Similar to those in case of ARQ®, examples of Q57 and wif with N = 3 are
given in Appendix I. With ARQF?, sizes of transient TPM QP and absorbing TPM
wi” expand to (LEF)? and LEF x (N + 1), where LEF = N(N +1)[3(K1 + K, +2) +
(K1 + 1)(K2 + 1)(N — 1)]/6 (see Appendix J). Now, we replace ay, Sy, and wy
in (7.14)-(7.17) with the formulated aff, Q5F, and wi? respectively, and derive all
main statistics from (7.3)-(7.6).

7.2.3 Non-zero Initial Packets in the Network

The model for ARQFP developed above is modified to support the case where the
source and intermediate nodes have N; and N, packets and their current transmission
counters are k; and k, respectively. Again, we need to derive three major matrices.
We first observe that the initial condition Xfo) = N; and XZ(O) = N, is one of the
states in Ty % n,. Therefore, the transient and the absorbing TPMs in this case are
just QFF, v, and wLF, v, respectively. Since the process starts with parameters N,
Ny, ki1, and ky, we set the entry of the initial probability vector (a§F, y,) in the state

with the corresponding parameters to one and set all other entries of ok, 5. to zero.

7.2.4 Computational Complexity

Calculation of (7.14)-(7.17) involves matrix multiplications and inversions which in
general incur computational complexity of O(L?), where L is the size of the ma-
trix. In our model, the worst case complexity is determined by Q&F whose size is
LY = N(N +1)[3(K1 + Ky +2) + (K1 + 1)(K2 4+ 1)(N —1)]/6 (see Appendix J). For
brevity, we do not explicitly quantify the computational complexity for each step in
the calculation. Rather, we show how the complexity of the calculation reduces com-
pared to that for the worst case due to the special structure of the above formulation.

First, the initial probability vector (a§?) contains only one non-zero entry. There-
fore, ‘the result of the multiplication (af? - A) is simply the row of A which corre-
sponds to the non-zero entry of af”. Next, since Q&F is a lower-triangular matrix,
the complexity of self-multiplication of Q&F and inversion of (I — Q5F) (by means
of back substitution) is reduced by half. Finally, since non-zero entries are sparsely

populated in the lower triangular part of QF, the complexity can be reduced further
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by using sparse matrix operations [84].

7.3 Numerical and Simulation Results

This section presents numerical results mainly for the two basic performance metrics
— end-to-end latency (Zese) and number of successfully delivered packets () — from
which other metrics such as throughput or reliability can be calculated. We assume
that the wireless channel states are equally-likely and are the same for both the hops
(e, Tm = 1/M,m € {1,--- ,M} and perr(1) = Perr(2) = Derr). Unless otherwise
specified, we assume that Ny = N and N, = 0. Each node in the network is assumed
to implement the same variant of ARQ protocol. For brevity, we only consider ARQ?,
ARQ™, and ARQY with & = & = £. Numerical results for other cases can also be
obtained by adjusting the parameters in the above ARQ models accordingly.

7.3.1 Model Validation

We validate our model by simulating a batch transmission with N packets provided
to node 1. We measure the end-to-end latency (Zez.) and the number of successfully
delivered packets (%), and average them over 10 samples. In each transmission
interval, the channel state is simulated based on (my,ma,- -+ ,my), where M is the
number of channel states. When the channel state is m, each of the m transmitted
packets is assumed to be in error with probability per,.

We set perr = 0.1 and N = {1,2,---,10}, and plot expected latency (E[Zeg)) and
expected number of successfully delivered packets (E[5]) in Figure 7.2 (for M = 1)
and in Figure 7.3 (for M = N). Also, we plot E[PDe,] for ARQ™ in Figure 7.4, where
N = M and per = {0,0.1,0.2,0.3}. We observe that the simulation results closely

follow the numerical results obtained from the developed analytical model.
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Figure 7.2. Variations in expected end-to-end latency (E[Dese)) and expected number
of successfully delivered packets (E[&]) when M = 1.

7.3.2 Expected End-to-End Latency and Number of Success-
fully Delivered Packets

7.3.2.1 Performance Bounds

For ARQ™, E[Zes] is the time required for all the packets to reach the destination.
Therefore, the minimum latency for M = 1 is N + 1 transmission intervals. With
all other ARQ policies, batch transmission can finish earlier due to a possible route
failure. For example, if node 1 implements ARQP and if node 2 does not receive any
packet by the end of the first interval, the transmission will finish at the end of the
first interval. For a general ARQF policy with 0 < &€ < 1, ARQ™® (ie., &£ = 0) and
ARQP (i.e., £ = 1) provide upper bound and lower bound, respectively, for end-to-
end latency. Intuitively, the expected number of successfully delivered packets is the
largest for ARQ™ (where S = N) and the smallest for ARQ® (Figures 7.2-7.3).
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Figure 7.3. Variations in expected end-to-end latency (E[Deg.)) and expected number
of successfully delivered packets (E[”]) when M = N.

7.3.2.2 Effect of Batch Size

With ARQ*, when M = 1, each packet incurs the same amount of end-to-end latency.
Therefore, increasing batch size causes a linear increase in the expected end-to-end
latency (Figure 7.2). For ARQQ, packet i is dropped not only because it is not received
by the next node in the path but also because packet k (where k < ) was dropped.
Essentially, packet ¢ has higher unconditional dropping probability and incurs less
latency (per packet) than packet k (k < i) does. As a result, the rate of increase in
both E[Zes] and E[#] for ARQF with £ > 0 is a decreasing function of N.

7.3.2.3 Effect of Packet Error Probability

With pe.r = 0 and fixed transmission rate of (M + 1)/2, each node requires two
transmission intervals to transmit all packets in its buffer and the end-to-end latency
is three transmission intervals. For an equally-likely channel with a small number of

channel states (e.g., 1 or 2), both node 1 and node 2 might be able to transmit several
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Figure 7.4. Variations in expected end-to-end latency (E[De)) for ARQ™ with
M=N.

packets when their buffers are full, and might experience bad channel condition when
their buffers are empty. We observe in Figure 7.4 (ARQ™® with M = N) that with
Derr = 0 the expected latency can be less than that obtained when the transmission
rate is fixed to the average transmission rate. For example, E[Z,.] = 2 for M = 1 and
E[PDese] < 3 for M = 2. However, increasing M increases the possibility that a node
will not transmit at the highest rate. Therefore, some packets might be left in the
buffer of node 1 after the first transmission interval. In subsequent intervals, node 1,
node 2, or both might have fewer packets than it can actually transmit (i.e., xP < m,
where m is the current transmission rate). Since the node cannot fully utilize the
available transmission rate, we observe that the actual average end-to-end latency
is greater than three transmission intervals for M > 2. During these transmission
intervals, the node may adjust the AMC mode such that the transmission rate does
not exceed the number of available packets. This adjustment would reduce packet

error probability without trading off the number of packets transmitted.



123

6 T T T T T T T 12 Q

= i

® @

a 2

= [&]

> g

. 4 e}

s ¢ 5 9

- 2

O =

()]

$ o

>

2 E

[/)]

2 o 12

o 3]

3 2
Q

o - ARQ” E[S] 3

5 —— ARQ" with £=0.5 5]

-& ARQ? 8

x

0 T T 1 L 1 1 1 0
0 006 01 015 02 025 03 w

Packet error probability (perr)

Figure 7.5. Expected end-to-end latency (E[Dese)) and expected number of success-
fully delivered packets (E[.#]) vs. packet error probability (perr).

Next, we set M = N = 5, vary pe,, from 0 to 0.3, and plot the resulting E[Dege)
and E[#] in Figure 7.5. We observe that E[%e.] and E[.¥] for all the ARQ policies
are equivalent when pe., = 0. While for ARQ® E[] is independent of pe,., E[.¥] is a
decreasing function of p,, for the two other ARQ policies. For ARQ®™, increasing peyr
always increases E[Zeze]. However, with ARQF, especially for large ¢ (e.g., £ = 1),
increasing pe,, increases E[Pe] only initially, and further increase in p,,, decreases

the end-to-end latency due to more frequent route failures.

7.3.2.4 Effect of Number of Channel States

From Figures 7.2-7.3, we notice that increasing the maximum transmission rate (M)
decreases E[Pep.], since packets can be delivered faster. It also prevents route failure
and increase reliability, because more packets are transmitted during a transmission
interval. However, from Figure 7.6 (N = 10, perr = 0.1, and M = {1,--- ,10}), we

realize that this may not always be true.
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For ARQ®, E[#] is not affected by M, while E[P.,] decreases exponentially
with increasing M. For large M, the transmission rate is under-utilized, and the rate
of decrease of E [De2e] is not as fast as the rate for small M. Similarly, for ARQ® and
ARQP, increasing M increases E[%]. For small ¢ (e.g., € = 0.5), the same trend (as
of ARQ™) for E[Zep] is observed for ARQF. With large ¢ (e.g., £ = 1, or ARQY),
increasing M initially increases the latency, because the process is less likely to finish
earlier due to less frequent route failures. As M increases further, £ [De2e| begins to
decrease because all the packets tend to be delivered faster. In Figure 7.6, we can
observe that both low latency and high-reliability can be achieved if M is increased
beyond 2. Nevertheless, if the range of M is confined to M < 2, higher number of
channel states will lead to improved end-to-end reliability at the expense of increasing

latency which might not be preferable to delay-sensitive applications.
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7.3.2.5 Initial Number of Packets in the Network Path

With fixed Ny, the effect of IV, is similar to that of batch size. In particular, increasing
N, increases E(Ze2) and E[] with decreasing slope. However, the slope is less than
that due to increasing batch size, since the packets (in the intermediate node) have

to traverse only one hop. This result is quite expected.
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Figure 7.7. Variation of expected end-to-end latency (E|Dese)) and expected number
of successfully delivered packets (E[]) as a function of initial number of packets in
the network path (Ny) for Ny = 5.

For a tagged batch of size N; packets, we define the expected number of success-
fully delivered packets as E[#] = Zfﬁ;ﬂl(s — N,)f#(s). The expected latency in
this case is still the same, since it is the time to get all the packets out of the network
path. In Figure 7.7, we plot E[Ze.] and E[#)] for the current batch of N; = 5
packets as a function of N, = {0,1,---,15} and M = {1,3,5} when pe, = 0.1. We
observe that the effect of N, is opposite to that of the number of channel states.

Initially, increasing N, increases route failure probability at node 2 and decreases
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batch latency. Further increase in N, leads to an increase in latency since there are
more number of packets to be delivered. For M = 1, increasing N, always results
in a decrease in reliability due to route failure. However, for M > 1, the reliability
for Ny = 2 is greater that that for N = 1, since node 2 might transmit more than
one packet during a transmission interval, and one of the transmitted packets might
be delivered successfully. In this case, the route failure is less likely to happen, and
the reliability improves. The reliability degrades again as N, increases beyond M. In
this case, although there are enough packets for transmission, node 2 cannot trans-
mit all of them, and the left-over packets might cause route failure in subsequent

transmission intervals.

7.3.3 Expected End-to-End Throughput

We define expected end-to-end throughput as E[ves] = E[]/E[Dee]. With perr =
0.1, we plot E|yeg| in Figure 7.8 for different ARQ variants for different batch sizes
and transmission rates. For ARQ®, with M = 1 and per» = 0, E[ye2e] and the rate of
increase of E|veze] With respect to batch size N are given by N/N +1 and (N +1)72,
respectively. We can observe the same trend for pe,, = 0.1 and M =1 in Figure 7.8,
where E[vez] is an increasing function (with decreasing slope) of N.

Although increasing instantaneous transmission rate beyond X does not de-
crease end-to-end latency, increasing maximum transmission rate increases the chance
to transmit more packets per interval, therefore decreasing route failure probability
and increasing Elvez]. In Figure 7.8, we observe that, with fixed M (where M = 1,
5, 0r 10) and N < M, E[ve] is larger than that with variable M (where M = N).

When M is small, ARQ* does not under-utilize the radio resource and has higher
Elvege] than ARQP which causes frequent packet drops. ARQ™ and ARQP provide
upper-bound and lower-bound, respectively, for E[veo,] when M is small. For a system
with large M (e.g., M = 10), when N is also large, ARQ™ suffers from transmission-
rate under-utilization, while ARQ® and ARQF with large ¢ avoid this situation by
dropping only few packets to terminate the process earlier. We can observe that for
M =10 and N > 4, E[vez] for ARQ™ is not as high as that for ARQ° or ARQP.
Clearly, this trade-off between reliability (E[.#]) and latency (E[Z.g]) implies that
we can adjust £ in ARQF to maximize the expected throughput.
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Figure 7.8. Typical variations in expected end-to-end throughput.

7.3.4 Probability Mass Function of End-to-End Latency

Figure 7.9 plots the cdf of end-to-end latency, Fg(d) = Zle fo(i),for N=5 M =1,
and perr = 0.1 for the above three ARQ policies. For ARQ®, it is impossible for the
process to complete before N + 1 intervals (i.e., fg,,.(d) = 0,d < N). Therefore, it
provides an upper-bound for the end-to-end latency. For both ARQ? and ARQF, the
cdf starts to increase when d > 1. When d < N, the process can finish only because
all the packets are dropped, while for d > N the process can finish because all packets
are dropped and/or delivered to the destination node. Due to the small packet error
rate, the cdffor d > N converges to 1 at a much faster rate than it does when d < N.

After [E[Pee]]| (= 5 for ARQF in Figure 7.9) intervals, the probability that the
batch transmission process with ARQ? has finished is only 35.7%. Therefore, there is
a very high probability that some packets are still in the network path after [E[Deq]].
In other words, the expected end-to-end latency may not be a good metric to measure

the quality of a network path.
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Figure 7.9. Cumulative distribution function of end-to-end latency for M = 1.

Next, we set M = N and plot the cdf of end-to-end latency in Figure 7.10. All
other parameter settings are the same as those in Figure 7.9. We observe that for
all the ARQ policies the cdf increases sharply when d > 2 because the route failure
probability decreases due to higher transmission rate. Compared to the case with
M =1, the probability that there is no packet left in the network after [E[%Dpy]]
intervals is as high as 78.85%. This observation implies that multi-rate transmission
not only improves E[.&], E[Zez|, and E[vez.], but also helps avoid congestion in the
network path.

Clearly, the expected latency per se would not be a very useful metric for an
end-to-end flow control mechanism. Instead, the cdf of the end-to-end latency can
be exploited in controlling the end-to-end transmission (e.g., setting up the timeout
value at the sender). For example, at the sending node a timeout may be triggered
after all the packets have left the network with probability 95%. With M = N, the
minimum number of transmission intervals (which is, in general, larger than E[Z,5])

that ARQ®™ requires to achieve this probability is plotted in Figure 7.11 for different
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Figure 7.10. Cumulative distribution function of end-to-end latency for M = N.

packet error rate.

7.3.5 Probability Mass Function of the Number of Delivered
Packets

For ARQ? with M = 1, s (s < N) packets will be successfully delivered to the
destination node with probability fs(s) = (1 — perr)?*(1 — (1 — perr)?). Literally, first
s packets must be successfully transmitted in both the hops and no more packets are
successfully delivered to the destination. For s = N, transmission of all packets must
again be successful in both the hops, and the corresponding probability for this case
is f#(N) = (1 — perr)®™. Note that, the term (1 — (1 — p,,)2) vanishes because the
buffers at both the nodes are empty after N packets are successfully transmitted. For
ARQ®, f(s) is convex in s as can be observed in Figure 7.12 where N = 5. For small
Perr, the transmission of the entire batch is successful with high probability and fo(s)
is strictly convex (fs(N) > fo(N — 1)) because the term 1 — (1 — pe,,)? appreciably
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Figure 7.11. Minimum latency for 95% end-to-end batch delivery in a reliable batch
transmission (ARQ™).

scales down fg(s) for s < N. When p,,.. = 0, the pmfs corresponding to all ARQs
converge to each other, where fo(N) =1 and fo(s) =0,s < N.

For pe,r > 0, if ARQ® is employed, all N packets will be delivered to the desti-
nation node. Therefore, ARQ* provides the upper-bound for E[.#], while the corre-
sponding lower-bound can be obtained when ARQP is used. For ARQF, the effect of
increasing M and/or decreasing & on fw(s) is similar to that due to decreasing pe,,
because both result in fewer number of route failures and higher number of delivered

packets. We omit these intuitive results for brevity.
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7.4 Application of the Model: Estimating TCP

Performance in a Multi-hop Wireless Network

In this section, we demonstrate the usefulness of the proposed analytical model in
estimating the performance of TCP across a multi-hop wireless path. Since TCP
is a window-based flow control protocol, after transmitting a window of packets,
the TCP sender waits for an acknowledgement (ACK) from the destination. Each
acknowledgement opens the congestion window, and allows the sender to transmit
another batch of packets. In general, packets from the previous transmission window
might still be in the network path when an ACK arrives at the sender. At this point,
the sender begins a new batch of transmission with size N7, while there are N, packets
in the network path.

We define batch reliability as the percentage of delivered packets from a batch
of N; packets. The batch reliability is equivalent to transmission reliability (i.e.,
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& [N) when N; = 0. For N, # 0, when the packets are delivered in order®, the
batch reliability is just (& — N3)/Ni. If Np # 0 and an in-sequence packet delivery
cannot be guaranteed, we will need to determine which batch each of the successfully
transmitted packets belongs to. Analysis of this case with out-of-sequence packet
delivery is left for future studies. In the following experiments, we use TCP Reno [85)
with M =1, and therefore, the batch reliability is calculated from (&% — N,)/N;.

Using ns-2 [70], we set up a three-node chain topology (as in Figure 7.1), and run
one TCP flow over a two-hop wireless path. We assume that each mobile in the path
implements ARQ® and has maximum transmission rate M = 1. Again, if a route
failure occurs, the node will flush its buffer and will not receive any packet from other
nodes. In the simulation, we vary the data rate (i.e., link capacity) in each hop from
10 to 500 packets per second (pps), and vary pe,. from 0.01 to 0.3.

Due to TCP window dynamics, we measure average TCP packet latency, defined
a8 E[Dese] /N1, rather than batch latency. We measure batch reliability as the ratio
of the number of delivered TCP packets and the batch size. From the simulations,
we observe that TCP timeouts occur fairly often. Under these circumstances, there
is no buffer accumulation in the intermediate node, and the buffer size of node 2 at
any time is zero or one. Based on the knowledge about average congestion window
(N; = W) (measured from the simulation) and buffer dynamics at node 2 (Ny), we
predict the end-to-end latency (E[Ze]) and batch reliability (E[.% — N]/N;) by
using our model. Since the average congestion window (W) is not a whole number,
the predicted value is interpolated between Ny = [W] and N; = |W|, and averaged
over Np = 0 and N, = 1.

Figure 7.13 plots TCP packet latency and batch reliability obtained from the
measurement and from our model. We plot batch reliability for data rate of 10 pps
only, since the results for other data rate values are very close to each other. We
observe that in most cases, the results from the analytical model (shown by symbols)
provide fairly good approximations for both latency and batch reliability. However, at
high error probability, route failures cause more TCP timeouts, which in turn causes

more fluctuations in the TCP window size. In these cases, the average window size is

SFor example, if each node always transmits one packet per transmission interval, only the head
of line packet will be transmitted, and the entire batch will be delivered in order.
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Figure 7.13. Prediction of (a) expected TCP packet latency and (b) TCP batch
reliability.

not a valid representation for batch size. Therefore, predicted values deviate slightly
from the simulation results. This discrepancy is scaled by hop-level delay, which is
larger when the data rate is lower. Accordingly, the difference between the predicted
and the measured values becomes smaller as data rate increases. To alleviate this
discrepancy, we can predict the latency at every window adjustment instant. Since,
at each instant, we have exact knowledge about the size of the congestion window,
the predicted latency matches with those obtained from simulations in all the cases
(the results are omitted for brevity).

In Figure 7.13, the concavity of packet latency in pe.. results from two major
factors. First, when operating over high pe.., TCP experiences frequent timeouts, and
the corresponding average batch size (which is the denominator of packet latency)
tends to be small. Secondly, an initial increase in pe,, results in a smaller TCP window
size, and therefore, an increase in packet latency. However, higher p.,, also leads to
reduction in latency due to more frequent route failures. The overall trend of packet
latency depends on which factor is dominant for a particular pe,,. In our particular
case, increasing pe,, initially increases packet latency since the denominator decreases.
When pe, is relatively high, the average window size becomes somewhat constant
(e.g., 1) and the packet latency decreases due to higher route failure probability.
Again, when the data rate increases, the relative change with respect to hop-level
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delay becomes less noticeable. Therefore, we observe rather monotonic change in

packet latency for higher data rate (Figure 7.13).

7.5 Chapter Summary

We have presented an analytical model for batch transmission in a multi-hop and
multi-rate wireless network. We have derived the pmf of the end-to-end latency as
well as the number of packets successfully delivered to the destination. The following

provides a summary of the key results obtained from the developed analytical model:

e The upper-bound and lower-bound for both expected end-to-end latency (E[%es.])
and expected number of successfully delivered packets (E[.%]) can be obtained
from ARQ® and ARQ?, respectively. A certain level of trade-off between end-to-
end latency and reliability can be achieved by adjusting route failure declaration
probability (£) in ARQF.

¢ Route failure probability is an increasing function of ¢, packet error probability
(Perr), and the number of packets in the network (N,), and is a decreasing

function of the number of channel states ().

e E[#]is an increasing function of batch size (N ), and is a decreasing function of
the route failure probability, while F[Zes.] is an increasing function of N;. Low
end-to-end latency can be achieved either when the route failure probability is
very high where all the packets are dropped quickly, or when it is very small
where all the packets are delivered within a short period of time.

¢ To maximize expected throughput (E[yeze] = E[S]/E[Ze2.]), the optimal route
failure declaration probability £* can be obtained by solving £* = argoge<i max Elvye).
.The optimal * should neither be too small to cause rate under-utilization (as in

ARQ®) nor should it be too large to cause excessive packet drop (as in ARQP).

e For an end-to-end batch transmission, the probability that some packets remain
in the network after [E[Ze2]] intervals could be significantly high. To avoid
the congestion, flow control mechanism should be based on the cdf rather than

the expectation.

¢ Multi-rate transmission increases E[] and Efyez), decreases E[Pez), and

helps avoid congestion.
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e The pmf of the number of delivered packets is convex, and is strictly convex

when the route failure probability is greater than zero but sufficiently small.

The developed model reveals an interesting inter-relationship between hop-level
parameters and end-to-end performance metrics. As an example, we show that our
model can predict TCP packet latency as well as batch reliability fairly accurately,
especially under high data rate (i.e., link capacity) and low packet error probability
in each hop.
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Chapter 8

Summary and Directions for
Future Research

8.1 Summary

A Markov-based model for a channel-quality-based opportunistic scheduling was pro-
posed in Chapter 3 [7]. This model captures independent and correlated channel
variation as well as rate adaptation at the link layer. It also incorporates the use of
an ARQ mechanism to counteract possible transmission failures. Using this model,
the pmf of the inter-access, inter-success, and connection-reset delay can be obtained.
The main observation from this chapter is that the opportunistic scheduling aiming
at maximizing system throughput could lead to severe unfairness among all mobiles.

Even under Fized Modulation and Coding (FMC), providing fairness among all
mobiles is a complicated job. Most of fair scheduling algorithms in the literature
resorted to different heuristic-based approaches. In Chapter 4, an optimization-
based fair scheduling algorithm, Optimal Radio Channel Allocation for Single-Rate
Transmission (ORCA-SRT), was developed [86]. ORCA-SRT formulates a fair schedul-
ing problem as an assignment problem, where each mobile and time slot are viewed as
an individual and a job, respectively. ORCA-SRT solves the assignment problem, by
using the Hungarian Method, and employs lead-lag compensation mechanism to min-
imize the transmission that might not be successful and to maintain fairness among
all mobiles.

With multi-rate transmission, the fair scheduling problem becomes more compli-
cated due to different fairness notions: temporal fairness and throughput fairness.
An extension of ORCA-SRT, namely, Optimal Radio Channel Allocation for Multi-
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Rate Transmission (ORCA-MRT) [41] was presented in Chapter 5. Subject to hard
constraints on temporal fairness, ORCA-MRT employs cost-function manipulation to
provide throughput fairness among mobiles. One of the main assumptions for both
ORCA-SRT and ORCA-MRT is the perfect knowledge of channel states. In Chapter
5, two channel prediction models were also proposed. With these prediction models,
ORCA-MRT performs as good as it does with perfect channel knowledge.

For a multi-hop wireless network, a mathematical model for deriving the required
number of transmissions for a successful packet delivery was developed in Chapter
6 [87]. In this model, a packet is forwarded via several hops until it reaches the
destination node. Each hop is subject to (independent) packet error probability.
This probability could be due to channel fading or data collision in a contention-
based MAC protocol. If the transmitted packet is in error, the transmitter will
invoke retransmission procedures based on the underlying ARQ policy. If the packet
is dropped due to limited-persistent ARQ), the source node will retransmit again after
some time. The statistics for the required number of transmissions is an indication
for both energy usage and end-to-end latency for a successful delivery of a single
packet. The results from the above model revealed the performance degradation as
the number of hops increases.

Multi-rate transmission improves network performance by using techniques like
AMC. Nevertheless, it is still unclear how much improvement rate adaptation yields
at the end-to-end level in a multi-hop wireless network. To answer this question,
a Markov-based model was formulated for multi-rate transmission across a multi-
hop link in Chapter 7, and the pmf of the required number of transmission intervals
for successful transmission of a batch of packets (N packets) from a source node
to a destination node was derived [88]. In this model, different types of hop-level
ARQ policies are considered to combat with the error-prone wireless channel. If the
packets are dropped due to limited persistence of the ARQ policy, the transmitting
node will initiate a route discovery process. This situation can occur due to the
absence of the receiving node. Therefore, all N transmitted packets may finally reach
the destination, or be dropped during a route discovery process. End-to-end latency
in this case is defined as the time until all N packets are no long in the network path.

The trade-off between the reliability and latency in such a transmission scenario was
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investigated thoroughly. Also, the usefulness of the analytical model in predicting

the performance of end-to-end flow control mechanism such as TCP was illustrated.

8.2 Main Contributions and Insightful Results

For a cellular wireless network, an analytical framework was developed for a channel-
quality-based opportunistic scheduling. In general, the scheduling algorithm operates
better in less correlated wireless channels, due to higher time-diversity gain. We derive
the pmf of the delay and throughput, and show that the pmf could provide QoS levels
(e.g., the percentage of data delivery for delay-sensitive services) to the customers.
This delivery percentage represents reliability-latency trade-off in that it decreases
as the bounded delay becomes smaller. Although the use of multi-rate transmission
(e.g., AMC) increases per-mobile throughput (and henece system throughput), it re-
sults in larger delay variation and unfairness among mobiles, since the only objective
of the above scheduling algorithm is to maximize the throughput. To address the
unfairness problem, we propose two optimization-based fair scheduling algorithms
(ORCA-SRT and ORCA-MRT), and two channel prediction models. These algo-
rithms outperform all other protocols proposed in the literature. In comparison to
the channel-quality-based scheduling, these two protocols achieve better fairness at
the expense of degrading throughput.

Two analytical models are developed for multi-hop wireless networks: one consid-
ering single-packet transmission and another for batch transmission. The developed
models reveal interesting trade-off among reliability, latency, and energy, and would
be useful in estimating end-to-end latency as well as energy consumption, and in
the design of an efficient end-to-end flow control mechanism for multi-hop wireless
networks.

The above trade-off can be manipulated by adjusting ARQ parameters. Under
limited-persistent ARQ, packet dropping, especially at the hops closer to the destina-
tion node, is detrimental to both end-to-end latency and throughput. One solution
to this problem is to increases persistence level of the underlying ARQ protocol. Nev-

ertheless, this solution may lead to increasing latency for route failure detection!. In

'From this point of view, infinite-transmission ARQ is unable to detect route failure.
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addition, when the channel condition is fairly poor, it might be better to reset the
connéction and find a new route with better channel quality.

In some cases, ARQ with high level of persistence also leads to throughput degra-
dation. Consider a batch transmission under a multi-hop path. At the beginning, the
transmitter uses all radio resource to transmit packets in a batch. As some packets are
successfully transmitted, the transmitter might still try to transmit other few packets
in its buffer, and might not be able to utilize all available radio resource. When a
transmitter has less packets than it can transmit, the radio resource is under-utilized.
In this case, the mobile should decrease transmission rate to decrease packet error
probability. Since infinite-retransmission ARQ does not give up transmission until
all packets in the buffer are successfully transmitted, resource under-utilization oc-
curs for an extended period of time. The throughput in this case is, therefore, less
than that with other ARQs with lower level of persistence. These ARQ protocols
(e.g., ARQF or ARQF) give up retransmission and let the source node retransmit the
dropped packets as well as newly arrived packets as a new batch. Therefore, they do
not suffer much from wireless channel under-utilization.

Multi-rate transmission helps decreases route failure probability. Since a route
failure can occur only if all transmitted packets are lost, a mobile transmitting more
packets has less route failure probability. In some cases, packet drop under a multi-
rate multi-hop wireless path with a small number of hops (e.g., two hops) could
be less detrimental than the resource under-utilization. Under such circumstances,
ARQ protocols with smaller persistence levels are preferable, since they yield higher
throughput and less latency in route failure detection. The model proposed in this
dissertation provides a means to quantify the trade-off between packet dropping and
resource under-utilization. Therefore, the best ARQ policy for a certain scenario can
be identified.

8.3 Work in Progress and Future Research Direc-

tions

The results obtained for cellular and multi-hop wireless networks would be useful for

design and analysis of multi-hop cellular networks. However, the implementation of
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this type of networks requires more research in many more aspects. The followings

provide introductory descriptions for potential future research.

e Medium Access Control (MAC) protocol: The model in Chapter 7 as-
sumes orthogonal channels for different hops. In some implementations, the
channel access policy, especially between a relay node and a mobile, can be dis-
tributed. The incorporation of IEEE 802.11 MAC into the model would make

the model more flexible, and more useful in some cases.

¢ End-to-end flow control: Another possible extension of the model in Chapter
7 is to identify the operation after all N packets have left the network path. For
example, a new batch of packets can be transmitted immediately. The source
node may adjust the batch size and/or defer the transmission of a new batch
based on an acknowledgement received from the destination node. With a more
completed model, flow control mechanism could be optimized, by experimenting

with different environment and control parameters.

e Multi-hop scheduling algorithms: The multi-hop model considered in this
dissertation assumes only single mobile at a source node. In multi-user environ-
ment, both source and intermediate nodes needs to schedule packet transmis-
sion for different mobiles. This dissertation reveals the unfairness and resource
under-utilization of the current version of scheduling algorithm. Therefore, the
newly-developed scheduling algorithms need to take channel condition, buffer
variation, and other mobiles’ constraints (e.g., fairness, delay, or energy con-

sumption) into account.

e Cooperative diversity: An emerging concept, namely cooperative diversity,
which exploits the principle of Multi-Input Multi-Output (MIMO) communica-
tions has shown improved performance for a broad class of wireless networks.
Nevertheless, one of the major drawbacks of a MIMO system is the space and
power requirements to accommodate multiple antennae. These requirements
are very critical for a mobile with small size. Cooperative diversity employs
the relay nodes as virtual antennae, and remove the space and power require-
ments at the mobile node. Since these relay nodes are not closely located,
their channel fading characteristics tend to be independent, leading to higher

space-diversity gain. Also, in a multi-hop cellular network, relay nodes can
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be fixed and equipped with power supply, therefore eliminating the energy-
consumption constraint. However, current research in this area does not take
ARQ mechanism, buffer management, and scheduling algorithms into account .
The research work in this dissertation can be extended for cooperative diversity

as well.

sl
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Appendix A

Derivations of (2.19) and (2.20)

For a single absorbing state, R = e — Qe. Applying this relation to (2.16),

E

t
a+> aQ 'R, t>1

i=1

Il

i
a0+ZaQi“1 (e—Qe), t=1

=1

= ap+ae—aQle, t>1

= a+1-—aQle, t>1, (A.1)

which proves (2.19). Similarly, from (2.18)

Elf] = aI-Q)7(I-Q)(e—Qe)
al-Q)MI-Q)(I-Qe

= ol-Q)7'e, (A-2)

I

Il

which proves (2.20).
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Appendix B

Proof of Propositions 3.1,
derivation of (3.30), and the

extension for non-i.i.d. cases

For Case I,

pgi)(m) = Pr{(the channel of mobile 7 is in state m) and

(mobile ¢ is selected)}

_ %:é (k i 1) (o H (B )06

- Qe

- H(E @ ) @
- % (7:1 Font)" — (F_s)

which proves PROPOSITION 3.1.
For Case III, when mobile 1 acquires a channel access, the number of eligible mo-
biles with FSMC and RSC would be multm(m,) and k, respectively. Similar to (B.1),

the probability that & out of n, mobiles will be eligible is (7;:) (Tma ) (Frpy =)™,
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Eq. (3.30) is then obtained, by summing all possible values of k weighted by proba-

bility 1/(k + multm(my)).
By setting n, =n — 1,

g(m) = ni <”;1> (wm)k(lgpjjll)n-k_l

k=0
(t)
— pt:l: ( ) f’Ysys (m) . (B2)
T Ny

When the channels for different mobiles are not ii.d., p2(m ) becomes,

n—1 (ngl)
1
PR =fmy = > I M) T Fom |,
k=0 =1 Vice (n—1,k) Vide)(n—1,k)
(B.3)
where e/(n, k),l € {1,2,---, ( Z)} consists of (Z) sets of k eligible mobiles when the

total number of mobiles is n.
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Appendix C

Proof of Corollary 3.1

Inter-access delay (Zse.) is conditioned on that the mobile is granted channel access
at time slot 0. Therefore, its pmf can be calculated by summing f 4 4,..(m,d) in (3.2)
over all possible channel states, that is, fa,..(d) = > .., f.2,20. (M, d). Now, E[ysys]
and E[%qcc] can be obtained by averaging 7sys and Dec. over probabilities f,,,, (m)
and fg,.(d), respectively. Mathematically, from (3.2),

Elyeys] = Z m - ((Fn)" = (Fin-1)")

= M+ me (B = Y6+ ) (B

= M Y me (Fa = S+ D) (B (R

=1

= M+Z_m'(Fm)n" Z_:Z(Fz)n‘*'z_(pz)n
TR S (C.1)

|

|

m
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Similarly, from (3.5),

o0

B9 = Y _d- fo,.(d)

d=1
Sa(=2)”
d=1 n

d
(1_n—1>—2
n

S 3= I

(C.2)
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Appendix D

Generalization of Channel-to-Rate

Mapping Function

Let E[vsys(M)] be the system throughput of a channel-quality-based opportunistic
scheduling defined in Chapter 3, when the number of channel states is M. Also, let
a general channel-to-rate mapping r(m) returns transmission rate when the channel

state is m. Following Appendix C,

M

Bl (M)] = 3 r(m) ((F)" = (Fnea))
= (M) (Fy)" + :z:r(m (B - MZ( +1)- (R
- r(M)(Fng[r(m)-r(mH)] (B = (1) (Fo)"
= () —Ag[r(mn = r(m)] - (Fp)"
= T(M)-—gd(m)-(Fm)", (D.1)

where d(m) = r(m + 1) — r(m).

Proposition D.1 Let A(M) = Elvsys(M + 1)] — Elvy,ys(M)]. For an equally likely
channel with d(m) > 0, A(M) is a decreasing function inn (total number of mobiles).
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PROOF First, expand A(M) as follows:

A(M) = E[’)’syS(M + 1)] - E[’Ysys(M)]

= r(M+1)- Z dm) - (B — r(0) + Y d(m) - (B )"

M-

= (M)~ Z(M Z

B d(m)  d(m) (M)
N d(M)+Z ( n (M+1)n> M +1

1 d(M
= d(M) +Zd(m (Mn (M+1)n)—M(+)1' (D.2)

The only part that depend on n is M" m. For M > 0, it can be easily observed
that 1= (M+1)" is an increasing function in n. Since d(m) > 0,V¥m, (D.2) is an

increasing function in n > 0. =

Theorem D.1 For an equally-likely channel, Elysys(M)] in D.1 is an incresing in
M if d(m) > 0,Vm. o
PROOF: Again, we need to prove that A(M) in (D.2) is greater than 0 for all values
of M and n. From proposition D.1, the minimum of A(M) is at n =1 (one mobile).

Therefore, we only need to prove for n = 1 that A(M) > 0,YM > 1. From (D.2)
with n = 1,

M-1
1 1 d(M)
A — —
(M) d(M)”Lg;ld(m) M M+1)) M+1
= a0 (1= =) £ ey (L - (D.3)
- M+1) T =Y\ M T M) ‘
Again, since 1 — 375 > 0 and 2 — 3 2 0, A(M) 2 0. Therefore, Elyyy,s(M))
an wcreasing function in M. -

From Theorem D.1, we conclude that if
e r(m) is an increasing function in m (therefore d(m) > 0), and
e the channel state is equally-likely,

increasing M will lead to increased system throughput.
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Appendix E

Proof of Theorem 3.2

Lemma E.1 Let §2 be a nil-potent matriz, where {;; = [Q;;, and

a, =7,
Qij=4q0b, i=j—1, (E.1)

0, otherwise.

Then, Qg) = [Q0]; and Ty = [T};; = [(1— Q)1 can be calculated from (E.2) below

o — (a‘ii> ATUTT, >~y
? 0, otherwise,
1 . .
1—a? ) =17
Py = 3 ()90 i< E2)
0, otherwise.

PROOF: LEMMA E.1 can be proven by induction. Since 2 is nil-potent

a- Q5 +b-0lY, i<y,

Q=9 a0, i=j, (E.3)

0, otherwise.
STEP 1: Obviously, LEMMA E.1 is true fort = 2.

STEP 2: Assume that LEMMA E.1 is true for t > 0, and prove that prove that
LEMMA E.1 s true fort+ 1. From (E.3),



150

(52) a6, i < 5,
R+ i=7, (E.4)

0, otherwise.

Qg'i'l) a

We observe that (E.4) is equivalent to that obtained from (E.2), which proves the first
part of Lemma E.1. Similarly, we can also prove the second part with relationship
I'I— Q) = 1. The proof includes the cases for T i1, Tir1j, and Lip1541 for all

values of © and j, which is omitted for brevity. n

Consider an absorbing DTMC with initial probability matrix o« and TPM W
given in (3.7). From (2.16)-(2.18), the joint probability that the process will be
absorbed to state s at time d, absorbing probability to state s, and the expected time
to absorption to state s can be calculated from [a2@Dw], , [a(I — Q)W) ,, and
[o(I— Q) ~%w]y 4, respectively. For the DTMC in THEOREM 3.2, g = 2=1 and b = qo.
By applying LEMMA E.1 to Q1 (I - Q)1 and (I — ©)~2, THEOREM 3.2 can be

proven by replacing a and b with ”T‘l and g, respectively.
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Appendix F

The Hungarian Method to Solve

an Assignment Problem

We illustrate the Hungarian method by using the following cost matrix C:

5 2 3 4

7 8 45
C=

6 3 5 6

2 2 3 5

The solution steps are described below. The details can be found in [58].

e Stepl: Find the minimum element min; in each row and subtract each element
in the row by this value (i.e., ¢;; = ¢;; — min,, V;).
e Step2: Find the minimum element min; in each column and subtract each

element in the column by this value (i.e., ¢;; = ¢;; — ming, ;).
After step 2, the matrix C will be as follows:

3 01
340
3 0 2
001

C=

NN O

e Step 3: Use minimum line drawn! through all zeros in the matrix C. If the

number of lines is equal to the matrix dimension (i.e., 4 in this case), go to step

A line drawn through a row is represented by a line under the row. A line drawn through a
column is represented by a line on the right of the column. In this example, lines are drawn through
row 2, column 1, and column 2.
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5. In this example, three lines is needed, and therefore, we proceed to to step
4.

e Step 4: Find the minimum min;; among the elements that are not drawn
through by any line (in this example, min,; is 1). Subtract min;; from each

element which does not has any line drawn through and add min;; to each

element which has two lines drawn through. Go back to step 3.

3
4
3
0

o O ot O
O = O O
= OO

Step 3:

Now, the number of lines needed to cover all zeros is four, which is equal to the

dimension of the matrix, and therefore, we proceed to step 5.

e Step 5: Now the solution can be identified on the lines as a set of zeros (marked

by squares) which contains only one marked zero in each row and column.
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L, (Z:J) = {(4) 1)7(3a2)7(2’3)’(1:4)}’

0, otherwise.

:L‘ij =

Therefore, the minimum cost will be achieved if we assign the 1% job to 4** individual,

2" job to 3™ individual, 37¢ job to 2"¢ individual, and 4™ job to 1% individual.
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Appendix G

Proof of Theorem 5.1

Let A(t|) be average prediction error when the last know state is 4, and the probabil-
ities that predicted state (.#") and actual channel state (#) are in states m’ and m
in time slot ¢ be represented by f(/t,), (m'|i) = pz(-f,)n, and f(t) (m]i) = sz, respectively.

Since predicted and actual channel are identical and independent to each other,

Aty = Zm-A(t!i), (G.1)
where A(t}) = ZZlm | i i (G-2)

G.1 Proof of eq. (5.24)

From (5.11),

M M
Ap(t) =D m D Im— ELa]i)] -9, -1 (G3)
= m=1

i=1
which proves (5.24).

G.2 Proof of eq. (5.25)

Let an autocorrelation function of p(t) (R-(t])) be the probability that the states in
time slot ¢ of two identical FSMC processes starting at state i will be differed by 7
and be calculated from (G.4) below. The expectation of R, (t]7) over all values of T
(E-[R,(t]i)]) can be calculated from (G.5) below,
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. t i i {5
R(th) = > #-p0+ S ol
Vmm+r<M Vmim—721

M-

= D28l Pl (G-4)

E.[R.(tl)) = ) 7-R.(tl)

M-1M-1

= > > or ) Pl (G.5)

7=1 m=1

Equivelent to A(t|t), E-[R;(t|¢)] is an average prediction error in time slot ¢ when
the initial state is 7. To verify this, we replace m’ = m + 7 in (G.2) and obtain
A(t)i) = E.[R.(t]7)]. Therefore,

NE

As(t) = i - Br[R-(t]7)]
i=1
M M-1M-1
= >om 27 Pl * Prir- (G-6)
=1 =1 m=1

G.3 Proof of egs. (5.26) and (5.27)

In an RSC, pft,)n = 7,(Vi,t) and the average channel state is fo:lm - Tm. By

replacing the pffr)n and the average channel state into (G.1) and (G.2), eq. (5.26) is
proven. In common with the proof of (5.25), eq. (5.27) can be proven by replacing

pz(t,)n and pz(,t,)n +r With 7, and 74, respectively.
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Derivation of (6.25)

Z FARQl

o0

)-SR =

t=0

> {1—a- (TR . e} —

Z {1 — - (TARQ2). e}

t=1
%} e}
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a- Z(TARQ2)t e —ao- Z(TARQl)t e

t=1 t=1
o (I-TAR -1 _1).e—

a- (I-T4RN-1_1).e

— EARQZ[‘?] _ EARQl[y]'

(H.1)
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Appendix I

Illustrative Examples for Major
Matrices in ARQ® and ARQ”

For ARQ®, the TPM for the case with N = 3 in matrix and scalar forms are shown
in (I.2) and (I.3), repectively. Also, with K; = K, = 0, the matrix and scalar
forms for 2'F and wi'F are shown in (I.4) and (I.5), respectively. Representing each
row/column, each three-letter label and two-letter label in the first row and column
stand for (X, X x ®Y and (3, Xl(t)), respectively, where ¢ is the number of packets
in the system 7;. In a scalar form, each two-letter code (c;, ¢2) representing each entry

of P3 and Q%' corresponds to probability P;(c;) - Py(cp), where

1, Chp = X;
n 0) - n) n — F:
Pafen) = { P06 ‘ (L)
Pa(0)- (1=&), ¢ =0,
Pn(Cn), otherwise,

and pp(c,) is calculated from (7.1).
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Appendix J

Size of Matrices in ARQF P

FP consists of k + 1 sub-blocks, each representing a fixed value of X ft) . Only the

first sub-block with size k corresponds to Xft) = 0. In each subsequent sub-block
j ={2,---,k+ 1} whose size is kK — j + 2, only the first column corresponds to
Xz(t) = 0. In order to track the transmission counter of node n with X\ # 0, we
expand the matrix by K, +1 times. Accordingly, the size of the first sub-block, where
Xl(t) =0, is |S1]- (K24 1), where |S;| is the size of sub-block i in case of K; = Ky = 0.
Similarly, the size of sub-block j = {2,- -+, k+1} is (K1+1)+ (K1 +1)(K2+1)(|S;]—1).

Therefore, the size of QF ¥ is

Ly = |Sl|‘(K2+1)+]§[(K1+1)+(K1+1)(K2+1)(|Sj|—1)]
= k-(K2+1)+:§(K1+1)+(K1+1)(K2+1)§(|Sj|—1)
= k-(K2+1)+k(K1+1)+(K1+1)(K2+1)k§§(k—j+2~1)
= k- (Ki+ Ky +2)+ (K1 + 1)(K2 + 1) [i(k%—l)—ij]

= k-(K1+K2+2)+(K1+1)(K2+1) l:k(k-l—l)— k(k;_].) —k]

- k.(Kl+K2+2)+(K1+1)(K2+1)k(k; 1). (J.1)

Since Q5 consists of Qf, the size of Q5 can be calculated from (J.2), where
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A=K1+K2+2andB:(K1+1)(K2+1)

N

LEP = ZLk
k=1
N

= > (Ak+B-k(k2_ 1))

k=1

B A__ng_ N(N+1)+§'N(N+1) 2N +1
B 2 2 2 2 3
_ N(N+1) B B 2N+1

= T3 (A_E+5' 3 )

_ NWVHD) 64 _3B1 BEN+1)

= (6A — B(2N — 2))

= (34— B(N — 1))

NV +1)

s (Ki+ K +2)— (K + 1)K+ 1)(N=-1)). (J.2)
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