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Preface

The investigations described in this
thesis began in the winter of 1967 and were brought
to their present state by about the end of November
1972. We were late getting into the field of magnet-
ism in chaleogenide spinels and somewhat lacking in
expertise. The first two years tended to be more
frustrating than absorbing partly, I think, because
of a lack of purpose but mainly because there were
more experiments that seemed to go wrong than
achieved even partial success,

The study of magnetism in sulphides is
made difficult in two ways. First the compounds
themselves are quite unpredictable, second, no real
consensus of opinion yet exists to explain why this
should be. Oualitatively we appreciate that it has
to do with the properties of sulphur and in particu-
lar, its low electronegativity. How this precept
should be applied to the explanation of sulphides is
still apparently a matter of controversy. We hope
the work described here goes a little way towards
a solution.

The organization of the work is as
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follows. 1In Chapter I, we give an introduction to
the studies, covering rather briefly the spinel
structure, and a comparison of sulphur and oxygen
in an attempt to see why sulphides and oxides should
have more differences than similarities. There is
also a rather cavalier treatment of chemical bonding
and some remarks about d-electrons. Chapter II is
concerned with the basic theory needed to do, and
understand in principle, the sort of experiments
described., We also talk about the equipment avail-
able to us and the experimental techniques used.
Chapter III is the first of two on our experimental
work and gives accounts of investigations of Fe3S49
FeCrZS49 CdCrZS4 and FeRhZS40 Chapter IV concerns
itself with experiments on the mixed crystals
Cdy_4Fe,Cr,8, 0<x 21, Chapter V states where we
stand regarding the existing explanations of the
magnetic properties of thiospinels and offers our
reasons. We also summarise the more interesting of
our findings.

There are a number of people to thamnk for
their various contributions. It is a pleasure to
acknowledge my frilend and erstwhile colleague J.M.D.
Coey, with whom I worked on the FeBS4 study. Thanks
are also due to G.A. Sawatzky whose example and

attitudes so greatly influenced me when I first came
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to this university. Our last post doctoral fellow,

" D.C. Price was more than helpful on several occasions.
Many faculty members have, at various times, given

me advice and help, in particular, Professors C.W.
Searle, P.D. Loly, P. Gaunt, W.H. Kleiner and W.N.R,
Stevens, to all of them I express my gratitude.

I have always enjoyed most excellent
relations with the technical staff of our depértment.
They have always been most understanding and special
word of thanks goes to Mr., R.,H. Batten, Mr. G. Knote,
Mr. P. Lindsay and Mr. J. Sewell. The ladies who
have at times typed letters and papers for me have
always done an excellent job, for whiéh fhey really
deserve more than a mention. My wife, Michele, typed
and indexed this fhesis for me, an effort marked by
unflagging enthusiasm, attention to detail and not a
little patience,

During the course of my studies I have
received monies from the University of Manitoba for
minor teaching duties but the bulk of my financial
support came from the grant my supérvisof received
from the Defence Research Board of'Canada, The work
was supervised by Professor A.H. Morrish and to him
I owe my greatest debt of thanks. He has always
treated me well, encouraged my efforts and discussed
my work., He suggested many of the. experiments and

contributed to them in many ways.



Abstract

Experimental studies of several sulphide
spinels are presented. The techniques used were
magnetization and electrical resistivity measurements
and Mossbauer Effect spectroscopy. All the work was
performed on polycrystalline powders; the crystal
structures being determined by means of Debye-Sherrer
x-ray powder diffraction methods. A variety of
magnetic and electrical properties were observed but
it is concluded that a good understanding of all the
compounds can be had in terms of the qualitative
ideas set out by Goodenough {1}. Several qualitative
reasons are offered to support this opinion and a
more quantitative test is also suggested. Specific
results for the various compounds are as follows,

The spinel form of FeyS5, is a ferrimagnet
with TFN=6O6°K, the low temperature moment,
2,2/‘_B/molecule9 is far smaller than expected from
any spin only value consistent with the M&ssbauer
studies and electrical measurements indicate semi-
metallic conductivity suggesting the presenee of

partially localized and partially delocalized charge
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carriers. The samples we studied appear to be
typical of synthetic Fe3S4; in common with other
investigations, we find large central peaks in the
Mossbauer spectra which we account for partly
through superparamagnetic relaxation but largely
through spin state changes resulting from local
differences in chemical bonding.

FeCr,S, is a semiconductor and orders
with a simple Néel spin arrangement at 170°K,
The Mossbauer spectra show a magnetic hyperfine
splitting and a quadrupole interaction below this
temperature., The quantity %equ is positive and
sz makes an angle of 11 + 1° with th until TV20°K
when O begins to decrease towards zero and then
changes abruptly to 90°, This is accompanied by a
change in sign of the E.,F.G. so that below 9°K %equ
is negative and there is also a small assymmetry
parameter. We attribute this to a J-T stabilization
of the 5E(Fe2+) ground state and suppose that the
E.F.G, above 10°K is a result of dynamic stabiliza-
tion,

Attempts to synthesize FeRh,S5, met with
partial success and samples containing about 107
impurity phase were studied. The gpinel phase is
stabilized by annealing at 500°C after quenching
from temperatures above 900°K; however, the quenching

induces strains, apparently on a local basis, so that
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nv10% of the iron sites exhibit a large quadrupole
splitting at room temperature while the others
show a small or zero splitting. Magnetization and
Mossbauer measurements indicate antiferromagnetic
order with TN=21SiS°K 8=~240°K, The Curie constant
Cy=3.2 is in keeping with the expectation of only
Felt in the compound, a view confirmed by the total
spectrum shift,

The compounds Cdj_,Fe ,CryS,; 0<x<l are all
ferrimagnets with Tpy ranging from 96°K(x=0.05) to
165°K(x=0.9) in a smooth fashion. The Curie-Weiss
parameter O changes from 130°K(x=0,05) to -223°K
(x=0,9) but the variation is not continuous, there
being an abrupt change from positive to negative
values between x=0.4 and x=0.5. Resistivity
measurements show that all the compounds are semi-
conductors indicating localized electron behaviour
and a simple model is offered to explain why the
Curie constants are not always in keeping with those
expected from spin only considerations. The
M&ssbauer spectra of these compounds are extremely
complicated, all but the members with x=0.9 and 0,05
show quadrupole splitting above the ordering temp-
eratures. This quadrupole splitting is  temperature
dependent. Once below the ordering temperature all

spectra show evidence of quadrupole interactions
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and all spectra have temperature dependent line
widths, We suggest that this results from a
combination of effects. On the one hand there is
a time dependent E.F.G. resulting from dynamic
J-T stabilization and on the other, proximity
effects resulting from a variety of environments

with different elastic anisotropy.

1, J.B. Goodenough, J. Phys. Chem. Solids, 30, 261,
1969,
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I INTRODUCTION

There are five sections in this introductory
chapter, which are intended to lay the ground work for
this description of our study of some transition metal
sulphides with the spinel structure. The first section
describes the spinel structure. Section 2 is devoted
to sulphur, and an attempt is made to indicate why we
should expect sulphides to exhibit rather different
properties from their related oxides. Section 3 consists
of a few notes on chemical bonding. In section 4 we
indicate the nature of arguments leading to the concepts
of localized and collective behaviour of electrons,
ending with a hint of the variety of properties that are
encountered in sulphide spinels. Section 5 describes
how spinel sulphides, or at least some of them, can be

synthesized.

1. THE SPINEL STRUCTURE.

Descriptions of the spinel structure can be
found in {1,2 . In what follows we shall try to give
as clear a summary as possible,

We start by considering the anion sublattice.

This is sketched in part in figure 1. In the figure, the



Figure 1. To illustrate the f.c.c. anion stacking.

6 face centred atoms circumscribe an octahedral or B—site,&
Sites such as these are situated at body centres and cube }
edges. Between a face of the octahedron and the nearest
cube vertex atom is a tetrahedral or A-site. There are
twice as many tetrahedral as 6ctahedrél interstices.

In order to see where the cations are positioned
we note that the space group is Oﬁ 2 F3dm the crystal

structure being first determined for Fe{Fez}Ok and
Mg{Alz}Ou{B}° Figure 2 illustrates the atomic positions =
in the primitive unit cell which is % the size of the unit

cell and has two of the anion units shown in figure 1,

Anions are denoted X and occupied octahedral sites are

denoted B. The anion positions are identical in each

octant and each is co-ordinated by four cations 3B and 1lA.

In figure 2, the line joining X1 and X2 is in a <111>



direction and on this line lie the two occupied A-sites

in the primitive cell, between these A-sites is an un-
occupied B-site and it is characteristic of the A-sites
that the nearest octahedra are empty. If we start at B1
and look along the <110> every available B-site is occupied
A translation from B1 <101> takes us to the plane of B-sites
above B1 and looking in a <110> from B2 all the available
octahedral sites are full., Similar (001) planes repeat
every fourth layer and since cubic symmetry is preserved
the f.c.c. cell of figure 1 is doubled in all three
directions. Table 1 summarises the unit cell atomic

positions and the four translations needed to generate

the rest of the unit cell.

Table 1. Atomic Positions In The Spinel Structure.

Co-ordinates relative to ag

A B X
0,0,0 5/8,5/8,5/8 u,u,u
N %% 7/8,7/8,5/8 u,d,a

5/8,7/8,7/8 u,a,u

7/8,5/8,7/8 w,u,u
Plus four translations h4u,%+u, %4
among the octants Y-u,%=-u,%-u

;Z'*'ur;tf_ul;i'*'u
Y-u,%-u,%+u
(01010701;5r;i7;§roy;§7;§r;5r0)




Figure 2.

Positions

of atoms in the primitive cell,



The primitive cell thus contains 16 anions
4 B-site and 2 A-site cations and the unit cell twice
these numbers. The lattice parameter aj of table 1 is
defined in figure 2 and the parameter u is defined in
terms of the anion cation separations i.e.
AX=ao(u—l/4)/§
BX=aO(5/8—u)
while BB=l/4(ao/7)
and AA=1/4(a,v3)
In the ideal f.c.c. lattice u=3/8 but this generally
makes the A-sites too small for cation occupancy soO that
most spinels have u>3/8. The anions are displaced along
one of{<11l>} away from the nearest A-site cation. This
movement results in trigonal fields at the B-sites but
they are in different <111> directions for each of the
B-cations in the primitive cell. Thus overall cubic
symmetry is preserved. This trigonal component is super-
posed on a component arising from the B-cation lattice in
any case. At any B-site the two trigonal fields are
oppositely directed. The A-site symmetry is perfectly
cubic.

As we have seen, the primitive cell contains six
cations, meaning that, in total, there must be six magnetic
sublattices. The B-site array is complicated, if we
number the lattices Bl—Bkand choose any cation for example
one belonging to B1 then it is co-ordinated by six other

cations, two from each of B , B , and B . 1In figure 3a
2 3 L



(b) the 2 A sub-

Tllustrating the 6 Magnetic Sublattices

(a) the 4 B sublattices

lattices.

Figure 3.



we have tried to illustrate the arrangement. Because

there is no obvious way that the B sublattices can be
arranged into interpenetrating lattices, there is a
possibility of complex spin arrangements among the

cations. The A-site cations are more straightforwardly
arranged into two interpenetrating f.c.c. lattices such
that a cation belonging to A1 is tetrahedrally co-ordinated
by four A-site cations belonging to Az. This arrangement

is illustrated in figure 3b.

2. SULPHUR AS AN ANION.

As we shall see later, suphide spinels exhibit
a very wide variety of properties, much greater than the
diversity among comparable oxidic spinels. The reasons
why this should be so are not particularly clear, but it
is certain that the nature of sulphur, or rather its
character as an anion, must play an important role. In
table 2 some physical quantities associated with sulphur
and oxygen are given., It seems natural to compare the two
elements since later we shall often try to relate the

properties of an oxide with those of a similar sulphide.

First we note that sulphur is a bigger atom
than oxygen. This means that the outer electrons (3s23p*)
will be better shielded from the nuclear charge than the
(2s22p"*) electrons in oxygen and it follows that the sulphur

jon 8% will be able to sustain greater deviations from
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charge symmetry in its surroundings than will 0%* . As a
result, there is the possibility of forming a larger number
of sulphides than oxides with a given crystal structure.
This follows from the way in which the crystal structure
is determined by the Madelung and polarization energies.,
The Madelﬁng energy is lowest when the anion is co-ordinated
symmetrically by cations of opposite éharge. In the event
that the cations are not all similar, the position of the
anion will be displaced towards the cation with the highest
polarizing power. The larger the anion, the more polariza-
tion it can sustain and the less exacting the demands of
the polarization energy. It follows gquite naturally that
a crystallographic distortion that occurs in an oxide may
not occur in the corresponding sulphide or, if it does,

then it will likely be at a much lower temperature.

Table 2. Some Properties of Oxygen and Sulpher.

PROPERTY SULPHUR OXYGEN
Atomic Number 16 8

Atomic Weight 32.07 16
Electron Configuration- (Ne)3s23p* (He)2s?2p*
Atomic Radius ) (A) 1.27 -

Ionic Radius (X*7) (A) 1.84 1.40
Covalent Radius (A) 1.02 0.73

Pauling Electrocmegativity
Number 2.5 3.5




Leaf blank to correct numbering.
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Next we note that sulphur is much less electro-
negative than oxygen. On the Pauling scale {4} oxygen is
assigned an electronegativity of 3.5 and is the most
electronegative element known. Sulphur, on the other hand,
is assigned 2.5 and is only slightly more electronegative
than elements that generally behave as cations in chemical
compounds. e.g. Fe is 1.8, Rh is 2.2. Two important
results arise from this fact, regardless of the absolute
accuracy of the Pauling scale {5}. In the first place, a
sulphur lattice will find it difficult to sustain any but
the lowest ionization states of the cations in it. Thus,
although there is plenty of evidence for the simultaneous
presence of Fe?t and 827, e.g. FeS and hexagonal Fe3Sy,
the evidence for the existence of Fe,S;is at best dubious
{6}, which suggests that Fe3F is unstable in the sulphur
lattice. Secondly, bonds between metal atoms and sulphur
will be considerably less ionic in character than bonds
between the same metal and oxygen. While there is no
absolute difference between an ionic and a covalent bond,
the fact that the bonding electrons are distributed
differently between the bonded atoms makes a considerable
difference to the physical character of the compound formed
{7}. We shall make some further remarks about chemical
bonding in the next section. Suffice for the moment to
say that, where the bonding is strictly ionic, the forces
between ions are non-directional whereas in the covalent

bond, the bonds are highly directional. In the former
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case, crystals can be pictured as arrays of close packed
highly co-ordinated hard spheres but in the latter, the
directionality and symmetry requirements of the bonds
place severe limitations on the geometric arrangement
of atoms.

The hard sphere model can be tested in the
case of two isomorphous compqunds, for example (E‘e){Cré}O‘+
and (Fe){Crz}Sq, In the spinel (Fe){Crz}ok, the lattice
parameter is 8.37 2 at room temperature {8,9}whereas from
table 2, we would have expected 7,94 A for a close packed
0%~ lattice, the indication being that the cation lattice
has caused an expansion of the oxygen lattice. The Cr3*-02~
distance 1s 2.09 A which compares favourably with the
distance predicted by the ionic radii, i.e. 2.09 A. TFor
the spinel (Fe){CrZ}Suao=9.996i {10,11} whereas, we
calculate 10.05 A for a close stacked f.c.c., 82~ lattice,
' consideration of the Cr®+-s?- distance leads to 2.35 A
compared with a predicted value of 2.53 A. Obviously it
is wrong to take the ionic radius of S?” as a gauge for
finding the lattice spacing, we should take a smaller
number and this suggests atAleast some covalency in the
cation anion bonds. Consideration of the A-site situation
leads to Fe2?t-827=2,43A which is considerably less than
the hard sphere model value of 2,603.

One further feature of sulphur is its ability

to form molecular ions (S )  even in the solid state.
2
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Thus, the compound pyrite Fe(82)= is extremely common
as a natural mineral but its partner oxide Fe(oz)= is
unknown. It is also noteworthy that sulphur compounds
often demonstrate a strong tendency to support non-
stoichiometric structures, usually in the form of vacancy
ordered, cation deficient, compounds, the pyrrhotites for
example. Such non stoichiometry greatly depletes the
anion p orbitals since charge conservation demands holes
in the valence band to compensate for the cation deficiency.
Under the circumstances it is interesting to enquire why
the complex anion (Sz)z is not formed in such compounds.
In the equilibrium situation two holes are localized on

the anion, their energy is given by:

2

e where r is the separation of
r

1
Lme of the Ne cores.

0

The (Sz)m bond energy is ~102kcal/mole {12} hence we must
have

r'\Je2 N
ZTre . 5ox 10543, 3A

0
In the pyrrhotites the S$? -8 separation is n3.54A {13},
somewhat larger than the result above. A perfect spinel
with the lattice parameter of 9,35A would have a S2° -§2%
separation ~v3,3A, This is somewhat smaller than normally

found. It seems plausible however, that in local defect

structure regions, there may be a tendency towards (S )
2
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formation.,

In summary, many of the differences between
oxides and sulphides can be traced back to the different
electronegativities of the two elements. For, although
sulphur is similar chemically to oxygen, it will only form
simple ionic structures with the most electropositive
metals, otherwise the bonding is predominantly covalent
and this fact must be taken into account when attempting

to explain the observed properties of sulphide compounds.,

3. CHEMICAL BONDING.

No new ground will be broken in this section,
it is included invorder to introduce various terms and
concepts that will be useful later. The ideas are explained
in a variety of text books of which {14,15,16} are as help-

ful as any.

Figure 4., The hydrogen molecule problem.
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Perhaps the best way to start is with an example
and the simplest is that of the hydrogen molecule, We
follow Tinkham {14} and, referring to figure 4, write the
Hamiltonian as:

a-l 2.1 2_1/R. -1/R. =1/R, -1/R, +1 +1/R
H /2 A2 /2A1 / a, / ) /bl /b2 /r12 / ab

a
There are no exact solutions to the problem so we need to
approximate and the usual approach is to suppose that the
electrons 1 and 2 will have hydrogenic wavefunctions
associated with each of the nuclei a and b and that the
overall wavefunctién of the molecule will be a linear
combination of such wavefunctions. We may consider two.
possibilities:

w1=N(a(l)+b(l)) (a(2)+b(2)) {a(l) B(2)-B(1)a(2) 1P

¢2=N(a(l)—b(l))(a(2)—b(2)){d(l)B(Z)-B(l)d(Z)}Z%
Where N is a normalization factor and & and B are spin
functions necessary to give wl and wz the antisymmetrical
properties required for fermions. If we just look at the
space parts we have:

wl&a(l)a(2)+b(l)b(2)+a(l)b(2)+b(l)a(2)

wzma(l)a(2)+b(l(b(2)—a(l)b(2)—b(l)a(2)
The '"correct'" wavefunction will presumably be some combina-
tion like:

¢=C1¢1+62w2

where C1 and C are varied until<¢| H|¢> is at a minimum.
2
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What we shall do however, is just examine the terms in
the spatial parts of wland wzto see what they mean.

There are two sorts of terms. The first, like
a(l)a(2), clearly concentrates the electrons on the nucleie
The second, like a(l)a{2} concentrates the charges between
the nuclei, a situation which would appear to be most favour-
able since the electrons then experience attractive potent-
ials from both nuclei. Terms like a(l)a{2) are ionic,
whereas a(l)b(2) is a covalent term. The variational proced-
ure determines the relative weights of each of the two types
of term necessary to obtain the correct binding energy of
the molecule., Consequently, we see that there is no physical
difference between the terms ionic and covalent bonding they
are parts of the same problem. Any confusion that may arise
does so because of the approximate models used to describe
the bonding in a given crystal.

Thus, in electrostatic Crystal Field Theory
(C.F.T.), zero weight is placed on the covalent terms. 1In
this model, charge is transferred completely from the outer
orbitals of the more electropositive atom and placed in
the empty orbitals of the more electromegative atom. The
atoms become ions carrying formal charges and they are
beund together electrostatically.

In the Valence Bond Theory (V.B.T.) {4}, zero

weight is given to the ionic terms. Instead, appropriate
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combinations of atomic orbitals are combined into a new set
of hybrid orbitals and these are filled with electrons that
belonged to the metal and the non-metal components. The
bonds predicated are the most stable that can be formed
between the metal and the ligand.

Molecular Orbital Theory (M.0.T.) {17,18} takes
both aspects into account and it is basically a better
approximation than either C.F.T. or V.B.T. The mechanics
of the method have really been illustrated by the hydrogen
molecule problem. What we have in wland wz are two linear
combinations of atomic orbitals (A.0.), (hydrogen s wave-
functions). In one of them, the overlap region is added
in, whereas it is subtracted out for the other. Two
"molecular orbitals" are formed, the one having the over-
lap included is at a lower energy than the other because
of the favourable potential for electrons between the
nuclei. This is called a bonding orbital (denoted g¢)
whereas, the other is called an antibonding orbital
(denoted g¥*).

At this point a diagram becomes necessary,
and we refer to figure 5. In figure 5a, we show the
situation just described. Note that the energy difference
g*—-g depends on the size of the overlap. If the overlap
were zero, then the atomic orbitals would be unchanged

in energy from that in the free atom, such orbitals are
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To illustrate various molecular orbitals
formed from:

(a) overlap of atomic s orbitals

(b) overlap of atomic p or d orbitals in
o configuration

(¢) overlap of atomic p or d orbitals in
m™ configuration.
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then called non bonding. Figure 5b shows the same
exercise but for p or d orbitals. Figure 5c shows another
type of overlap possible for p and d orbitals because of
the fact that these atomic orbitals have zero amplitude

at the nucleus. The M.0, formed are denoted w and w¥*.
Charge resides above and below, but not on, the bond axis.
A simple measure of bond strength is the numerical value
of the angulat function along the bond axis; hence, since
in % bonding there is a plane along the bond axis where
there is zero probability of finding an electron, 7 bonding
is always weaker than o bonding.

As we mentioned in section 2, the bigger the
electronegativity difference in the atoms entering the bond
the more ionic is the bond. In the M.O. picture, electro-
negativity enters via the energy difference of the A.O0.'s
used in forming each bonding and antibonding orbital. Thus
the greater the electronegativity difference, the greater
is the energy difference of like A.O.'s and the greater the
ionic character of the bond formed.

To summarise then the following points are
important;

(i) The greater is the overlap of the A.O0. from
which the M.O. are formed, the greater is the

energy difference between the bonding and anti-
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bonding orbitals.

(ii) The greater is the electronegativity difference
of the two elements entering a bonding process,
the greater is the energy difference of their
corresponding A.O0. and the more ionic is the
bond formed.

(iii) For A.O0. with spherical symmetry only o bonds
can be formed, all other A.,0. form both 7 and
o bonds. This fact is important in determining
a parameter called crystal field splitting.

(iv) Bonds formed from 7w overlaps are weaker than

bonds formed from o overlaps.

4, DESCRIPTIONS OF d~ELECTRONS.

There exist two extreme ways of describing
electrons in solids viz. localized and collective. The
explanations of the behaviour characteristic of the terri-
tory between these extremes is a subject of continuing
theoretical investigation. There are however, several
basic ideas that can be used to give at least a qualita-
-tive understanding of the situation and what follows is
a very brief outline of these ideas. Useful referepces
are {35,19}.

We start fairly far back and mention that from

the solutions to the hydrogen atom problem, it is possible
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to obtain zero order d-electron wavefunctions i.e. the
solutions when the angular momentum quantum number R=2.

These have the angular dependencies:

w+2% sin’Bexpl®i2¢}

-

W+1msinecoseexp{ii¢}

wo%3co326_1

(A co-ordinate system is defined in figure 6a)
Linear combinations of these angular functions

are taken to form the real functions that are sketched
in figures 6b,c, and d. The linear combinations used are:

¢1=wo'\’(222—x2—y2)/r2

$,=(V,+V,)/"2 V(xPey?) /et

¢3=(‘P2—‘P_2)/‘/§ V(xy)/r’

¢k=(W;+%1)//§ “(zx)/rz

$ =V -V /Y2 V(yz)/r”

The first thing to note about the orbitals is that there

are two types, a group of two that have lobes along the
_cartesian axes and a group of three that have lobes pointing
between the axes. The first group ¢1 and &2 are denoted

are denoted t g° In the
2

N

eg the second group ¢3, ¢,r 9,

light of our previous remarks on the M.O. approach to
bonding, we see that this division has some interesting
consequences when the cation is co-ordinated by a set of
ligands. Consider octahedral co-ordination, the e, group

g

are directed towards the ligands whereas the t2g group are
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Figure 6. Illustrating d-orbitals.

directed between them. Hence the eg group overlap with

the anion orbitals and are therefore invoived in o type
bonding and antibonding whereas, to a first approximation,
the t2g group aré non-bonding. Consider then, the hypotheti-
cal {Fe%} complex shown in figure 7. All told, the
cation s and p, and the anion ¢ orbitals combine to give 4
bonding M.0. and 4 antibonding M.0O. The cation g group
provide 2 more bonding and 2 more antibonding M.O. whereas
the tzg group are non-bonding. We expect the Jg* to fall

within the band of o(s-p) orbitals but o to fall below

d

0 *(s-p) and above the non-bonding tzg“ Hence, with the
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Figure 7. Bonding of a hypothetical FeS6 complex.
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available electrons, all the ¢ states are filled, all the
o *(s-p) orbitals are empty, between them is a gap in
which lie the t2 and the cd* and there are six electrons
to place in these 5 orbitals. Apparently, we could put
all six in the t2g or four in t2g and two in Ud*. One of
the consequences of the symmetry of the d-orbitals is that
in a crystal, the degeneracy, normally 5 fold, is partially
removed and a 3 fold plus a 2 fold degeneracy remains.
Another is that problems about what to assign as the ground
state arise. Of interest is the energy difference between
t2g and Gd*, In C.F.T., this is called the crystal field
splitting, we shall retain that name but sometimes this
splitting is called the ligand field splitting. Had we
chosen to look at a tetrahedral site (4 ce-=ordination) we
would have.obtained a similar result but the roles of the
eg and t2g groups would be reversed.
The ground state problem is tackled using Hund's
rules and seﬁe intuition. Hund's first xule {20} states
Of the terms given by equivalent electrons,
those with greatest (25+1) are favoured and
of these, the most favourable is that with
the greatest L.
Here L and S are the total orbital and total spin angular
momentum numbers. The word term here is a reference to a

spectroscopic notation denoting different angular momentum

states.
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As an illustration, take a free Fe2+ ion.

There are 6 d-electrons so, making use of the Pauli
Exclusion Principle, the maximum (28+1) is (2(5/2-1/2)+1)=5.
For 6 d-electrons, we have L=0,1,2, there are therefore,

S,P and D terms. From these terms, °S, °P, °D we pick

D as the ground state since this has the greatest L asso-
ciated with it.

Hund's rule tells us that as far as possible
electrons prefer to line up with their spins parallel.
This is partly because in this fashion double oécupancy
of spétial orbitals is minimised and so, therefore, is
electron-electron repulsion, but it is also because the
magnetic exchange interaction among the electrons favour
the largest possible (2S+l1). If we apply these considera-
tions to the hypothetical complex of figure 7, we see that
the first three electrons readily enter t2g but the next
two can only be placed in cd* if:

Aex>Ac.£f.
where Aex is the intra-atomic exchange energy. If this is
the case, then we have the electron configuration

2g

1
A g(t,g%0%

figqurations °T

ST (t2 4,0d*2), if the reverse is true, then we will get
g

*0). The short notations of the electron con-

2g,'A‘g are derived from the irreducible

representations of cubic symmetry for the (21+1) dimensional

representation of the continuous notation group. Table 3
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below, shows how they are derived from the ground state
term °D. How the choice is made between the two high
spin states 5T2 and SEg belonging to °D is a matter of
considering the degeneracy of the state formed. If the
sixth electron is placed in tzg then there are 3 ways of
doing it and we require a ground state that is triply

ST, The 'a state is called a low

2g lg
spin state, we have 3 doubly occupied orbitals, therefore,

degenerate i.e.

L=0, S is clearly zero, so the representation must be

chosen from the terms consistent with !s.

Table 3. Relationship Between Ground State Term and
Decomposition into I.R.

DECOMPOSITION
A A E T T (Mulliken) NUMBER
19 2g g 1g 2g OF
TERM L T1 I2 I's Iy I's (Bethe) TERMS
1 1 2 3 3 (Degeneracy)
S 0 1 0 0 0 0 1
P 1 0 0 0 1 0 1
D 2 0 0 1 0 1 2
F 3 0 1 0 1 1 3
G 4 1 0 1 1 1 4
H 5 0 0 1 2 1 4
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It may be thought that because there are electrons

in a partially filled M.O. gd*, these electrons must
behave like those in a metal. Consider now a whole
collection of complexes such as that in figure 7, Ud*
certainly does extend throughout the whole crystal but
because it is antibonding, electrons in it belong to
the cation sublattice. As long as the coulomb potential U!,
that normally traps the free atom's electrons in the
potential well of the nucleus, remains large enough in
the crystal to split Od* into up spin and down spin states,
then it is still reasonable to describe the cations in
terms of the crystal field states like 5 g etc. {21}.
2

This brings us rather abruptly to the nub of this section.

Consider a cation in a crystal and suppose that
the d-electrons are associated with it in much the same
way as they wouldvbe were it a free atom, ie. the cation
has some well defined crystal field state corresponding
to an ionization state M™, Consider removing an electron

+ . .
(nt1) . This requires

from this ion so that M™ pecomes M
the energy U1 by which the two states are separated. In

a crystal however, we must arrange for the electron to
become trapped somewhere else, presumably on a like, |
neighbouring cation whose state changes from M to m(n-1)+
Suppose the net amount of energy required for transfer -

is U, and assume that a transfer energy b is available. So

long as U>b then clearly, a localized electron picture holds
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but if Ugb then a collective electron description is
necessary and the assignment of crystal field states
and formal valencies becomes meaningless.

A little more detail will perhaps clarify the
situation. We have already hinted that U1 is not the same
as the free atom potential Ul. Consider for example the
d-orbitals, they are no longer equivalent so that if there
are more than 3 d-electrons, some will be less stable
than others. Hence U! is lowered by the surrounding atoms.
Electrons in orbitals closest to surrounding atoms feel
their parent nucleus' potential less strongly so it appears
that the influence of the surroundings is in the nature
of a screening effect. As the screening becomes larger
and larger, so the electrons become less and less tightly

bound, so that the net transfer energy U is of the form:

Uve?exp(=Er )
- 12

Tio
where r is the separation of the cations and £ is a

12
screening parameter. To increase the screening effect,

it appears from the arguments concerning the stability of
the d-orbitals, that we must increase the overlap with the
anion orbitals. For these two cations we must, by analogy,
decrease r12’ but this would tend to increase U so we
conclude that & must be a function that increases with

increasing overlap.

The transfer energy available from the overlap
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integral is of the form:

bmfwihwldT
where h represents the change in local potential at
cation 1 as a result of the presence of cation 2. It
is therefore clear that b increases as the overlap
increases, and since U decreases aﬁ the same time,
there must be a critical value of b where the localized
picture goes over to a collective picture for the d-electrons
{211}.

The wavefunctions wl and wz are d-electron
wavefunctions but they cannot be the simple zero order
functions ¢1,¢2 etc; because of the overlap with the
anions, at least in compounds that we shall be considering.
Some account must be taken of the covalent, mixing of the
anion functions. Therefore, for octahedral sites, we
might for example write:

1pe=Nc((be-‘-)\oq)cr) and wf=Nw(¢1+Aﬁ¢w)
Where ¢e and ¢t represent the quctions associated with the
groups of eg and tzg orbitals, A ,and X ;are covalent
mixing parameters, ¢G and ¢0 are site symmetrized s, p0
and P orbitals and NO and NTr are normalizing constants.
On tetrahedral sites, it is the t orbitals that ¢ bond

29
and the eg that 7 bond and we might write:

Y =N (¢ +2 ¢ ) and ¥,=N (o, +X ¢ )
e T e TW t o 't oo
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although the A , ) ,¢ ,¢ will be different for the two
T o m J

sites.

Naturally, direct experimental measurement of
any one of the parameters involved, is fraught with dif-
ficulty because of their interdependence. A study of
compounds can however, be justified because it is possible
to at least draw inferences about the ways in which
various factors must be influencing the observations.

For example, in sulphide spinels, direct d-electron over-
lap is unlikely because the cation separations are deter-
mined by the stacking of the larger anions. Therefore,
drastic changes in observed properties in comparable
compounds indicate the role of cation-anion covalency.

To sum up then, we can say that the character
of d-electrons in a compound will be determined by several
factors. In the localized regime, the initial ionization
state and the extent to which covalent overlap with anionic
p orbitals de-stabilizes the d-orbitals are probably the
most important. The properties of compounds that give
evidence of this character are activated electrical con-
duction, paramagnetic Curie constants that are consistent
with well defined ionization states, and low temperature
saturation magnetizations consistent with localized spins.
In the collective regime, metallic behaviour is expected,

the inference being that the proximity of other atoms so
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completely shields electrons from the nuclear charges
that there is no question of electrons belonging to any
particular nucleus. In the intermediate regime there are
no obvious guide lines but intuitively we expect low acti-
vation energy conduction with rather low resistivity
indicating broad bands separated by small energy gaps,
the inference being that b is close to but smaller than
some critical value b,; or semi-metallic conductivity i.e.
little or no temperature dependence, the inference being

that b%bce'

5. PREPARATION OF SULPHIDE SPINELS.

The method used to prepare most of the compounds
studied is that described in {10}. There are however,
several technicalities that are worth emphasizing because
it is rarely that complete details of experimental prepara-
tions are found.

Stoichiometric quantities of the required
elements are weighed and mixed together thoroughly.

Mixing may be effected in a ball mill or by hand with a
pestle and mortar. Ball milling is most satisfactory when
large quantities of the initial mix are required, hand
grinding is satisfactory for.small gquantities. Whether
large or small guantities are prepared depends mainly on
the price of the reagents involved, a factor that is

determined by the purity and rarity.
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For samples used in magnetization measurements
we generally used reagent grade elements (99.9% assay),
so large gquantities ~Al00g could be made and the initial
mixing was done in a glass ball mill. Some of our Md&ssbauer
samples needed to be enriched in the isotope °7Fe for good
M&ssbauer absorption. This isotope comes 99.999% pure so
generally we used spectrographically pure reagents for
the rest of the elements. We, therefore, made only small
quantities ®1g and hand ground the elements in an agate
mortar and pestle. We also used spectrographically pure
starting elements when conductivity specimens were prepared.

After grinding, the mix was introduced into
quartz or vycor ampuls, evacuated and sealed. These ampuls
were made in the form of test tubes with a necked portion
about 1 inch long, 3 inches from the closed end, the open
end being roughly 2 inches from the necked region. The
ampuls were throughly cleaned before use by soaking them
in an 80:20 HCl/H202 mixture and washing with distilled
water. They were vacuum dried prior to use. The evacua-
tion of the ampul with the compound took ~12 hours, the
nominal pressure was 10° mmHg and sealing was accomplished
with an oxy-acetylene torch.

After sealing it was necessary to carefully
remove all traces of grease from the outside of the ampul.

This can be done with water and detergent or a high grade
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acetone but lower grade solvents must be avoided since
they are full of grease themselves. If grease is left on
the ampul, it will react and etch the surface, thus,
weakening it so that explosions occur or oxidation of the
specimen results.

The actual firing must be approached with caution
on account of the high vapour pressure of sulphur. Three
precautionary measures ‘may - be adopted. First, the
quantity of mix contained in the ampul can be kept to a
minimum, in an ampul 3 inches long 3/4 inch diameter and
1-2 mm wall thickness; we found 3g was a safe quantity.
Second, some of the free sulphur can be eliminated by using
stable sulphides instead of elements eg CdS instead of Cd,
transition metal sulphides were not used however, on account
of their tendency towards.non—stoichiometryo Third, the
firing can be done in stages. Thus, we held the tempera-
ture below 400°C for the first 5 hours so that some degree
of‘reaction occurred and reduced the free sulphur concen-
tration. The temperature was then raised slowly to 850
- 900° C for the next 45 hours after which time the ampul
was allowed to cool slowly in the furnace. After this
treatment, the sample was in the form of a grey/black
sintered lump. This product was thoroughly reground,
pelleted, resealed and fired for a further 48 hours at
850° C. At the end of this time, the furnace temperature

was briefly raised to 1100° C and then the ampul was
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allowed to cool in the furnace. We have tried to give
an indication of the improvement in gquality that results
after two firings by showing in figure 8 part of the
FeKa x-ray powder diffraction pattern of one of our
samples (a) after 1 firing (b) after the second firing.
Notice how much sharper are the high angle reflections in
(b) compared with (a) also note that in (b) the x-ray
doublet is clearly resolved whereas in (a), the diffuse
nature of the reflections makes doublet resolution impos-
sible, This clarity indicated good homogeniety and strain
free crystallites of good size. Diffuse lines result
from inhomogeniety, excessive random strain, or a small
particle size,

The product after the second firing was not
in a form suitable for conductivity measurements, partly
because pieces tended to break off the pellets leaving
them irregularly shaped, but mainly because the density
was low. We, therefore, inserted another stage in the
preparation when conductivity samples were required.
After the first firing and grinding, we pressure sintered
0.5g lots into rectangular section pellets ~1/4 x 1/4 x 1/8
inches. This pressure sintering was accomplished by
pressing the reacted powder in a tool steel dye at 70,000
psi and 500° C for 8 hours in a nitrogen atmosphere.
After thds treatment, the pellets were hard enough for

their surfaces to be cleaned by mechanical grinding on
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K 2 W’(z

Ket, | Ke,

Figure 8. Illustrating the effect of firing:
(a) TFired 48 h. 850" ¢ furnace cooled;

(b) Fired 96 h. 850 C with intermediate
regrinding after 48 h. furnace cooled,
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fine corundum paper. These pellets were then fired
and the resulting product was a regularly shaped piece
with density close to the theoretical x-ray density, to
be specific, we obtained between 95 and 97% theoretical
density.

One of the problems encountered in magnetic
measurements on compounds containing more than one cation
is that of cation distribution if there is more than one
type of crystallographic site. To avoid this problem,
we decided to use cations with well defined site prefer-
ences, and to do the heat treatments carefully so that
full advantage could be taken of the site preferences.
While this tends to be somewhat restrictive, it is
worthwhile because the problem of deciding whether cation
distribution is seriously affecting results does not
arise. Thus, good B-site cations are cr®t and rn3".

The site preference of Cr3+ is a result of the two empty
eg orbitals that form both ¢ and w bonds on the octahedral
site {22}. Similar considerations are probably applicable
to Rh®" which is low spin(lAlg) on octahedral sites.

Good A-site cations are Cd and Zn. Iron has no particular
preference for either site but it has little compatibility
with Cr 3T on octahedral sites, from{23}, it is apparent
that perhaps 10% of the octahedral sites can be doped

with Fe when Cr occupies the rest. The situation is

different in oxides {24}.
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I BASIC THEORY, EQUIPMENT

AND TECHNIQUES,

This chapter has three sections. These
sections are subdivided into various parts. Thus
section 1 relates to the magnetization meésurements,
section 2 to the electrical measurements and section
3 to the Mdssbauer Effect spectroscopy. The first
part of each section reviews mostly well known
theory relating to the type of experiment performed,
the second part describes experimental equipment and
the third part indicates the experimental procedures
adopted. Section 3 deviates somewhat from this recipe
but not in a manner that is likely to be confusing.

In preparing the parts on basic theory
we have made use of a number of standard text books.
Thus, we found {1,2,3} useful in preparing the notes
in section 1.1 and in section 2.1 we have been guided
by {4,53. There are many good descriptions of the
Mossbauer Effect and the observable hyperfine inter-

actions,we found {6,7,8 usefull. We do not wish to
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imply that other works were ignored, there are
references to various papers and reviews but some-
times we are forgetful of our sources of common

knowledge.

1. MAGNETIZATION MEASUREMENTS.
1.1 Theoretical Background.

There are several topics that ought to
be introduced in this section for these days, magnetism
covers a wide range of phenomena,but only a few of
them can be briefly dealt with here. All materials
exhibit the phenomenon of diamagnetism when a field
is applied, by virtue of the motion of the electrons
and Lenz's Law. Paramagnetism is the magnetism
associated with ions that have well localized
electrons in partially filled d-subshells. If a
field Happis applied to an array of such ions subject
to the condition that:

qMe Rogp << RT << D

where g is the gyromagnetic factor/UB is the Bohr
magneton & is the multiplet separation and T is the
absolute temperature, then a magnetization arises
because the field tends to align the electronic angular
momenta associated with each ion. The results of an
experiment where Happ and Y are varied show that, the

magnetization at constant temperature is proportional
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to the applied field and the molar susceptibility
KM:M(T) /Happ
is proportional to the inverse temperature. Thus,
7KM=CM/T

where Cmﬂis the molar Curie constant given by:

_ 2,,2
cM—Nog,uB J(J+1)/3k (IT.1)

) Y .
The quantity g J(J+1)° is called the effective

magnetic moment/'/teff and is clearly given by:

Vo
3kC Iy (I1.2)

N g
If the orbital angular momentum is zero then g=2 and
S is used instead of J where S is as defined in
Chapter 1 section 4 and J=L+S or L-S as the d-sub-
shell has more or less than 5 electrons. If there
is more than one sort of ion present, then‘each
contributes its own/iteff and a term like (II.1l) must
be added for each type of ion in the array.

The topic of superparamagnetism is one
that is gaining popularity lately and, although we
shall not deal with it here, a short section is
devoted to the subject in Chapter III section 1.

The phenomena discussed so far have a
common feature; they are not associated with any
long range magnetic ordering. If this parameter

is introduced then there exists several ways in
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which the ground state of the spin system may be
described. There are,.however, four broad catego-
ries that may be distinguished:

(i) Ferromagnetic,
(ii) Antiferromagnetic,

(iii) Ferrimagnetic,
(iv) Noncollinear.

In order to decide which of these
possibilities pertains to a given compound, consid=-
eration must be given to a number of factors. A
rather thorough account of the procedures involved
is given in {_9}n This aspect of long range order
will not particularly concern us, what we shall do
is define what is meant by each of the terms.

A ferromagnetic ground state implies a
parallel array of equivalent spins on equivalent
crystallographic sites. Such ordering leads to
spontaneous magnetism below some critical temperature
Tq called the Curie Temperature. At low temperatures
«?{TC“ a saturation magnetization is measured, cor-
responding to complete alignment of all the spins.

At higher temperatures the magnetization is smaller

as thermal energy tends to randomize the spin system.
The spontaneous magnetization, associated with long
range order, disappears at T, although a magnetization

associated with short range order may persist up to
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perhaps ZTC° Far enough above T, the magnetic
susceptibility follows a relationship:

%M=CM/(T—8) (II1.3)
called the Curie-Weiss Law and 8 is the positive
intercept on the temperature axis when’K; is
plotted against T. The parameter 0 is the wWeiss
parameter.

An antiferromagnetic ground state implies
the existence of at least two magnetic sublattices
arranged so that an ion on sublattice 1 has nearest
neighbours that belong to sublattice 2 only (and
vice-versa). The ions on the two sublattices are
identical and their spins are aligned antiparallel.
The temperature at which this type of long range

order occurs is called the Néel point, T Below

N
TN the sublattices have magnetizations of equal
magnitude oppositely directed. Crystalline anisotropy
determines the cémmon axis of the magnetizations and
the magnetic susceptibility is different as a field

is applied ll orl to this axis. Thus,} to the easy
axis the susceptibility is roughly constant with
temperature whereas |l to the easy axis the suscepti-
bility increases with increasing temperature up to Tye

There is no spontaneous magnetization, i.e. M»0 as Happ~O.

The Néel point is often illdefined in magnetization
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measurements and may only be detectable because
the susceptibility follows a Curie-Weiss Law above
TN i.e,
K= CuAT+0) (II.4)

Here, {} is the Weiss parameter and is the negative
intercept on the temperature axis of a?{; -T plot

A ferrimagnetic ground state has some of
the characteristics of both the previous arrangements.
Thus, there are at least two magnetic sublattices
that may have ions of different types associated with
them. It is easier to consider a specific example
and we shall consider the spinel structure and for
simplicity, we shall lump the B-sites together and
all the A-sites together and call them the B-sublattice
and the A-sublattice., Thus, even if the ions on A
and B are identical, ferrimagnetism arises when Ma
is oppositely directed to Mp since IMAy=%lMB\° Hence,
a ferrimagnet shows a spontaneous magnetization below
some critical temperature called the Ferrimagnetic
Néel point, Tpy. In this definition, MA is always

collinear with M, so the low temperature saturation

B
magnetization depends on the number and magnitude of
the spins associated with A and B. The temperature
dependence of the spontaneous magnetization depends

on the individual temperature dependencies. of M, and

My in accordance with theoretical predictions by Néel {10}
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for which a large body of experimental evidence
exists{il,lé}, Just above TFN the susceptibility
is extremely complex but far enough above Tpy the
susceptibility follows a Curie-Weiss Law:

TKM=CM/(T+9) (II1.5)
similar to an antiferromagnet. The constant Cy

however, is complicated because of the presence

of different ions:

CM=CA+CB=2$Nig%iA‘EJi (Ji+l)/3k+?Njg§M;Jj (J5+1)/3k  (II.6)
where Nj is the number of ions per mole of compound
with angular momentum Ji on sublattice A etc.

Non=Collinear spin arrangements arise
because of competing magnetic interactions or
anisotropy axes. In {Qﬁthere is a detailed review
of the theoretical basis for such spin arrangements.
A good deal of work has been done on spinels. For
example in{l3} the relative stabilities of the Néel
(Ferrimagnetic) arrangement, the triangular
(Jaffet—Kittel) and the ferromagnetic spiral are
considered. In fi43the relative stabilities of the
antiferromagnetic and the ferromagnetic spiral
arrangements are considered. A concise account of
the subject with various examples is given in{ZK°
The existence of Helical spin arrangements was

predicted by the authors of {15,16,173. Canted



antiferromagnetism and weak ferromagnetism also
represent examples of non-collinear spin arrange-
ments. The first arises from single ion anisotropy
terms and the example of NiE is dealt with in {2i,
the second arises from antisymmetric spin inter-
actions first considered by the author of {18 to
explain the weak ferromagnetism in Haematite.

At this point we give some consideration
to the type of information that we can obtain in
our lab. and see in what ways this can be used to
draw inferences about the microscopic behaviour of
the material. Regardless of whether there is a
long rangé ordering temperature or not, we can
measure the magnetic susceptibility and, providing
the compound is not simply diamagnetic, we shall
determine CM° If the data yield a non zero § then
we ought to be able to find the long range ordering
temperature. The Curie constént yvields information
about .ugee and the sign of f will yield up informa-
tion regarding the principal magnetic interaction
in the compound, (This point will be dealt with
later.,). If b is positive then we shall probably

be able to measure a spontaneous magnetization and

45.

find an approximate value of the long range ordering

temperature. For a ferromagnet, the low temperature
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magnetic moment is given by:

At =ngJ
in units ofqu/molecule where n is the number of
ions per molecule. A measurement of A therefore,
vields information that can be compared with
deductions made from the value of Cy- For a ferri-
magnet the low temperature magnetization must be
compared to values deduced from the various possible
ways of arranging the sublattice magnetizations.
It is also of interest to determine whether there
is any difference between £ and Ty or Ty; how
nearly saturation can be approached, and the temp-
erature dependence of the spontaneous magnetization.
To obtain useful information from measurements of ¥

and TC or T we need to consider rather specific

N’
models so we look at this problem next.

At the basis of the concept of a magnetic
exchange interaction is the Pauli Exclusion Principle
and for localized electrons in orthogonal orbitals
the spin dependent contributions to the total energy
of a system can often be written as the operator {2{

H =-27J3..S..8. (II.7)
this expression is commonly known as the Heisenberg-
Dirac Hamiltonian. From a classical viewpoint Jij
is the exchange interaction energy of two spin vectors
s 3 and S 3 and a parallel or antiparallel alignment

of the spins is favoured as Jij is positive or negative.
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In the Weiss Molecular Field Theory, we
take a system of identical spins on equivalent
crystal sites and consider one magnetic atom. The
interaction of this atom with the rest of the system
is represented by an effective field proportional to

the average magnetization of the crystal, i.e.

H =N M (II.8)
—eff w—
where Nw is called the molecular field constant.
The single ion Heisenberg Hamiltonian is from (II.7):
H —_29s, . 2o
H 2J§i°j=|§j (I1.9)
where Z is the number of nearest neighbours to
the ith ion and Jij has been replaced by J since
all Z interactions are identical. The magnetic

energy of the ion is:

H =4@.§eff (11.10)
where U is the magnetic moment which we consider
here to be the spin only value, i.e.

M =g S (II.11)

so from (IT.10) and (II.1ll):

H ==gi,8 ¢H_ ¢ (11.12)
equating (II.9) and (II.12):

Z
Hoeem23/9 4p $l§.j (I1.13)

"Now, with the assum?tion that all magnetic ions
are identical, we replace the éj by the average

value <S> and the average magnetization is then:

= Ng4 (8 (II.14)
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so from (II.l4) and (II.13):

H -.=2Jz S. =2Jz M (I1.15)
eff === = ok =
A 7

With these results one finds by employing well
known methods {l} that:

f =T =23zs(S+1) (TI.16)
C T3 —

for a ferromagnet and:

£ =-T =228 (S+1) (IT1.17)
3%

for an antiferromagnet, with consideration of just
the intersublattice exchange.

The reason why § and Tc are identical
in this model is that each spin is considered to
be statistically independent of all the others.

Thus, if we write down a short range order parameter:

U =<8 P <Ei> <85>

S.S S.S

because of the statistical independence.

Introducing the reduced magnetization § as:

00 =<«¢s8z>
S
we have:
= T<T,
= 0 T™>T
c

Thus any short range order is proportional to the
square of the long range order parameter and there

is no difference between § and Tc
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There are other effective field theories,
perhaps the simplest to include here is that commonly
called the Oguchi method. In this model the statis-
tical correlation of the spins is included explicitly
for one randomly chosen pair consisting of a central
ion and one of its z nearest neighbours. The Hamilto-
nian becomes:
Ep=—2J§i,§j ~gllg (Siz+S4z) H (I1.18)
where:
Ezgeff+ﬁapp
and Hggs is the effective field due to the (z=-1)
nearest neighbours. The properties of the system
can be found by seeking the simultaneous eigenstgtes
of §i°§j and (Siz+SjZ)° The effective field is found
in a method similar to that described for M.F.T. and

the expression:

Hope=2(2z-1)J , M - (IT.19)
NSy

is obtained. It differs from the Weiss Field
expression only in that z-(z-1) because, of the z
interactions between the central atom and its
neighbours, one has been treated exactly and the
other (z-1) are treated in the M.F. approximation.
In appendix A, various expresSions are derived in
the case of z=6 $=3/3 . We find for example that:

J/kT, =0,0688 while J/k6 = 0.0666, ’V“/TC =1,03
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These may be compared with the M.F.T. results that:
J/KT_ = J/kb =0.0666 b/r, =1
In addition, the model predicts finite short range
order above the Curie Temperature and for high
enough temperatures the short range order parameter:
TL J/KT,

In fact, the Oguchi model does not represent
a great improvement over M.F.T. but the concept of
pair correlation is used with more success in model
known as the Constant Coupling approximation.

In this model, the effective field is
regarded as a parameter to be determined self consis-
tently (In the previous models H,gg Was included
explicitly). Specifically. (2} the model predicts
for z=6 S8=1/2

G/r, =1.65

In fact, we have greatly oversimplified
the problem by considering only one of the many
possible exchange interactions i.e. nearest neighbours
only. Molecular Field Theory does have a rather
unique advantage over most other effective field
theories in that a large number of interactions may
be considered. If we, for example, consider the
antiferromagnet, then with just the inclusion of
second nearest neighbours, several interesting results

emerge, among them the fact that:



51.
~3< U <41
N

from which we see that a positive value of U can
be associated with an antiferromagnet, this occurs
when the ratio of first to second neighbour inter-
action is less than ~l1. We can also assert that
ferromagnetism is impossible if the nearest neighbour
interaction is negative, no matter how large and
positive the second neighbour interaction may be.
However, as a rough guide, & gives the sign of the
nearest neighbour exchange interaction and in certain
simple systems, it is possible {19% to deduce the
magnitude of this interaction. In general, we

should not expect § and Tc, T to be equal and we

N
should expect at least some degree of short range
order above the long range ordering temperature.
Finally, this section would not be complete
without a note on the nature of magnetic interactions
and their relationship to the chemical bonding of
the crystal. We have seen the expression for the
Heisenberg-Dirac Hamiltonian that is at the heart
of magnetic exchange but this expression does not
account properly for the strengths nor the observed
systematic behaviour of interactions between cations.
For example, it is possible to calculate the inter-

action energy of two spins assuming it to be of the

dipole-dipole type. It is found {Lﬂ that the inter-
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action falls off as 1/r%® where r is the separation

of the ions. There are many systems where the

strength of the exchange interaction increases with

increasing r¥. A solution to the problem was suggested
in {203 extended in {21} and more recently a set of
guide 'lines called The Goodenough-Kanamori rules of
superexchange{22,23} have been given.

We now set down these rules:

(1) Superexchange between two empty or two half
filled orbitals will be negative (antiferro-
magnetic) ;

(2) Superexchange betwéen a half filled and an empty
orbital will be positive.

The physical explanations of these rules
are as follows: Because of the Pauli Principle
electron transfer between half filled orbitals can
only occur without a change of spin (i.e. spin
angular momentum is conserved), if the two cations
involved have their net spins oppositely directed,
i.e. an antiferromagnetic alignment. The Pauli
Principle allows either kind of alignment in the
case of transfer from a half filled or a full orbital
to an empty orbital but Hunds rule stabilizes the
highest possible spin states so that ferromagnetic

alignment is preferred.



53.

Superexchange as such, is a mechanism
by which neighbouring, though widely separated,
cations may exchange electrons virtually with the
aid of an intermediary anion whose state does not
change. The important parameters involved are the
net transfer energy U and the transfer integral b

that we already met in Chapter I section 4.

1.2 The Magnetometer.
In our laboratory, we have a vibrating
(1)

sample magnetometer The magnetic fields used

in experiments are supplied by an electromagnet to

a maximum of 18k0e(2). The field is regulated by

(2)

a precision control unit , for which the field
sensor is a gaussmeter probe (3). The magnet is
water cooled through a primary, closed system filled
with distilled water and a secondary system operating
through a heat exchanger off the mains water supply.
Two, fail safe, relays, monitor the water temperature
and pressure in the primary circuit. The current
in the magnet will also cut off if the power supply
to the field monitor fails.

The operation of the magnetometer has been
described previously in a number of theses from this

laboratory {243 and technical descriptions are con-

tained in several manufacturers' manuals filed in the
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lab: A brief outline of operation will, however,
be given here. The magnetometer is based on a design
described in {255. The main features of our system
are shown schematically in figure 9. The sample, 1
is attached by means of a rigid rod, 2 to the trans-
ducer, 3. The transducer causes vertical oscillations
of the sample relative to a pair of sensing coils, 5
that are fixed to the pole pieces of the electromagnet.
The rod is also attached to a pair of circular metal
plates 6a which together with a pair of fixed plates,
6b make up a vibrating capacitor. With a field applied
to the sample an a.c. signal at the vibration frequency
is generated at the sensing coils and its amplitude
is proportional to the magnetic moment of the sample.
A signal of the same frequency appears between the
fixed plates 6b with an amplitude proportional to the
d.c. voltage applied to the plates 6a. The phases of
both signals are determined mainly by the mechanical
motion. Suitable electronics allow these two signals
to be added in phase opposition. If their amplitudes
are equal, then their combined out-put is zero. The
signal from the plates 6b is called the reference
signal, the other, the sample signal.

Two manners of operation are possible. In
the first, the "Meter" switch on the control consul is

turned to "Reference Signal" in which case the meter
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reading is proportional to the d.c. feed-back signal
going to 6b to render zero the combined sample and
reference signals. In this mode the sample magnetic
moment is given by: |

(Calibrated Meter Reading x Range) /100
where the range is determined by the setting of a
six decade precision attenuator necessary to span
the entire change of sample magnetization. In our
lab, we generally use the second mode‘in which the
"Meter" switch is set to "Output Balance”. In this
mode the meter is used as a null detector in conjunc-
tion with a 5 decade digital potentiometric divider
and a direct measure of the difference between the
sample and reference signals is obtained.

The magnetometer is extremely sensitive,
the main reason for which lies in the design of the
sample signal pickup assembly and it is worth making
a few comments about it, Soge preliminary remarks
are in order. A sample with non-zero magnetic
susceptibility, placed in a uniform magnetic field,
changes the field in its vicinity so that as well
as the uniform field, there now exists a non-uniform
field arising from the sample. The. P.A.R. magnetometer
operates by detecting and measuring that part of the
field due to the sample. In the neighbourhood of

the sample, the ratio of the non-uniform field to
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Figure 9. Transducer

assembly in the magnetometer.

H
i

=3

Figure 10, To illustrate the
operation of the pick-up coils.
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the applied field is of the order of the sample
susceptibility and the design specifications of the
magnetometer are such that susceptibility changes

C‘

5% 10 ' e.m.u. may be detected. Put another way,

we are able to detect changes of about 5 parts in

10?

of the applied field. The pick-up assembly is
designed so that fluctuations in the magnet field

do not set the lower limit of detection. The

system is based on a modulation technique, in
describing it, we shall refer to Figure 10, a,b,c.
Figure 1l0a shows the laboratory co-ordinate system
with its origin at the centroid of the pole pieces
of the magnet. The field will be in the y direction
and the z axis is vertical. The sample is vibrated
sinusoidally along the z axis at a nominal frequency
of 82Hz. The non-uniform field, therefore, varies
at 82Hz and a narrow band width detection system
centred on this frequency senses the field plus any
fluctuations in the lab.magnet field of the same
frequency. As it turns out, most lab. magnets have
negligible noise fluctuations at this frequency.

The operation of the sensing coils is
indicated in figure 10b in terms of one turn loops
Ly and Ly. For an arbitrarily shaped sample, the
field will be complex, but for reasonably shaped

samples, the dipole component dominates and in figure 10b
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the sample magnetization indicated by the heavy
arrow, really represents the y component of the
dipole term. A pair of magnetic field lines are
shown in figure 10b, so long. as Ll’ L, and the sample
lie in the x-y plane the net flux in Ll and L2 is
zero but if the sample moves downwards the net
flux is non-zero and currents circulate in Ly and

L. as shown. Note that these currents circulate

2

in opposite senses. Ll and L, are connected in
series so as to add the two currents. Thus voltages
induced in Ll and L, that are produced by spurious,
time varying fields cancel out, provided the fields
are uniform over the volume of space containing
the loops. Conversely, time varying fields that
are not uniform over the sensing volume do contribute
to the signal detected. Thus, the size of the sample
is limited to typical dimensions ~ %". The actual
pick-up coil arrangement is indicated in figure 10c.
It is desirable from the point of view
of repeating experiments to position the sample at
the origin of the co-ordinate system since this is
supposedly a well defined point. To this end, the
transducer assembly head is fitted with 3 adjustments.
One to enable small adjustments of the sample along

each co-ordinate axis. Intuitive considerations

show that the output signal is a maximum at the
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origin along the z-axis, a minimum at the origin
along the y=-axis and a maximum along the origin on
the x-axis. In principle, it is a simple matter
to adjust each of the controls in some fixed order
%z,Y,x for example until the saddle point is reached.
In fact, this adjustment is tedious and extremely
time consuming because the controls do not operate
entirely independently of each other and the set of
adjustments {z,y,xi must be made several times
before the:magnetometer reading after the (n+l)th
set agrees with that found from the nth set to
better than 0.5%. However, we usually find that
three sets are enough to obtain 1% agreement
between the nth and (n+l)th set. The machine is
calibrated with a standard sample, usually nickel,
that occupies the same physical volume as the samples

to be studied.

1.3 Ancillary Egquipment.

Unless the magnetometer is to be used
exclusively at room temperature, at least two
facilities are required; a cryostat to reach tempera-
tures below 300°k and a furnace to reach temperatures
above 300°k. Our lab. possesses both of these
attachments and they are described in the following

paragraphs.
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Our cryostat (4) is a flow through type
with a working range of 4-300" K. Figure 11 shows
the basic features. In operation, the cryostat is
suspended from the flange fitting, 7 in figure 9.
The main feature of the cryostat is the capillary
tube, 1 that connects the helium reservoir, 2 to
the bottom of the sample chamber, 3. The flow of
liguid through this tube is controlled by the needle
valve, 4. A small 10w heater, 5 supplies enough
power to the sample chamber to cover the working
range quoted above. It is possible to use liquid
nitrogen as the cryogenic fluid but temperature
stability is noticeably poorer & 1'K compared with
a figure of * 0.5 K when liquid helium is used. The
temperature is measured using a calibrated carbon
resistor in the range 4,2-30" K and a copper/constantan
thermocouple otherwise. An important, and rather
attractive feature of the cryostat is the activated
charcoal getter, 6 affixed to the bottom of the
liguid nitrogen radiation shield. The common vacuum
space 1in the dewar is rather small so even small
leaks and outgassing of the walls can seriously
impair the vacuum. The getter, however, allows the
dewar vacuum to remain hard for periods of a week
or more. More important, the cryostat can be used

without continuous pumping and a 3 litre £ill of
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Diagram of the magnetometer cryostat,

Figure 11,
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helium, carefully managed, can last up to 12 hours.,
Our furnace (1) is sketched in figure 12.
The outer case, 1 is of stainless steel and is 3/4"

outer diameter. The radiation shielding, 2 consists

of a sheet of tantalum rolled into a tube so that

in effect, there are a large number of concentric

radiation shields. The heating element, 4 is of
nichrome, non-inductively wound on to a closed end
corundum tube, 5. The windings are held in place

by high purity alumina cement. Electrical connection
to the windings is through the vacuum sealed recepti-
cal, 6. A pumping port, 7 allows the vacuum space

to be evacuated. The maximum operating temperature
is specified as 770° C,for this, a power input of
~0.5Aa, 50V d.c. is required. The furnace is straight-
forward in operation and temperature stability of
+2°K can be readily obtained. The sample chamber
itself, is lined with a stainless steel tube, 8.

In use, this tube becames dirty, presumably because
of the high temperatures involved, and must be
cleaned periodically. During operation, the vacuum
space in the furnace must be continuously pumped
because of outgassing of the corundum and alumina
cement, this represents a disadvantage because some
vibration is transmitted along the pumping line and

and the line itself restricts the movement of the
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Diagram of the magnetometer furnace,

Figure 12.
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furnace so that care must be taken when setting up
the furnace in the sensing coils. When working with
paramagnhetic materials, it is necessary to check

and allow for the background signal, since this can
be fairly large.

To complete the description of the
magnetometer equipment, we describe the assemblies
by which the sample is supported in the field of
the magnet. The items to be discussed here are the
sample support rod and the two extensions needed for
use in the dewar and furnace described earlier,

Figure 13 shows the details of the assemblies. The

support rod, {(a) is common to both the dewar extension,

(b), and the furnace extension, (c). The overall
length of (a) is 29 11/16"., It is constructed of
telescoping brass tubing soft soldered together.

At the uppér end is a captive knurled screw which
allows mounting in the transducer unit described in
section 1.2. On the shaft are two cone shaped brass
bushings that carry keying slots to ensure that when
the transducer head is rotated, the rod also rotates.
The lower end of the rod carries a 6-32NC female
thread that is used to mount the extension pieces.

The low temperature extension piece, (b)
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Figure 13. Magnetometer support rod (a),
high (c¢) temperature extension pieces.

low (b),

65,

and
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has an overall length of 10%" and is made from epoxy
bonded fibre glass. At its top end, it is threaded
6-32NC male to mate with the sample rod. It carries
two teflon bushings that allow the sample to centre
in the dewar sample tube without producing excessive
resistance to the vertical vibrations. At the lower
end is an aluminum sample holder support that also
acts as a thermal sink for the copper constantan
thermocouple.,

The high temperature extension, (c) is
also 10%" long and is constructed as follows: the
main shaft is a quartz tube. At its upper end, it
is sealed to a partially hollowed brass rod that is
threaded to mate with the support rod. At 9"‘from
the upper end, a boron nitride bushing is cemented
and the tube is closed with a boron nitride, sample
holder, support. The bushing and the support together
provide the centering restrictions for the sample in
the furnace tube.

The temperature of the sample is determined
by a thermocouple. In the case of the low temperature
work, the thermocouple leads run down through the
support rod, along a flat in the thread on the exten-
sion, are coiled around the shaft on the extension,

and the junction is clamped between the lower teflon
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bushing and the aluminum holder support. A similar
arrangement exists for the high temperature work but
the leads run down through the quartz tube and the
junction is butted against the boron nitride holder
support. This avoids weakening the boron nitride
bushing by obviating the need to cut or drill it to
afford access for the thermocouple to the sample area.

The high temperature extension described
was made in the lab. The original extension, supplied
by P.A.R., was constructed from a solid rod of quartz
and was extremely fragile. The extension described
has proved itself to be much more durable and is
somewhat more convenient to use because of the ease
with which a thermocouple can be introduced into the

sample region.

1.4 Experimental Details.

The samples were in the form of polycrystalline
powders and were contained in aluminum sample holders.
The holders were machined from rod to an 0.D. of
7/32" and length 1/2". One end was recessed to a
depth of 1/8" and threaded 10-32N.C. to mate with

the lower end of either extension piece described

earlier. The other end was recessed to a depth of 11/32"

and again threaded 10-32N.C. to accomodate a plunger

1/8" long that had a slot cut in one of the flat faces.
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Figure 14. A schematic magnetization curve,

In use, the sample was placed into the larger recess
and the plunger was turned in as far as possible using
a screwdriver; thus, immobilizing the granules.

Before use, the sample holders were cleaned
in detergent and diluted HCl, rinsed in water and |
acetone, and allowed to dry. Finally, the holder was
weighed, filled with the sample, and re-weighed.

With the aid of figure 14, we shall explain
how a full magnetization curve is obtained for a ferro-
or ferrimagnetic sample. It should be stated, however,
that this full curve was not measured for all the
samples at all temperatures, the description is to be
regarded as a model and in the later discussion of
specific samples, it will be made clear which parts

of the full curve were actually measured. For anti-
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ferromagnetic specimens, we measured the suscepti-
bility over the whole temperature range of interest.

First the support rod and extension piece
is assembled and the sample holder attached. The
sample is positioned in the sensing coils and the
optimum position is located as described earlier.
The field is increased from zero and the region
OBlBZCl is obtdined. The ill-defined point Bl' the
knee in the curve, is often regarded as the point
at which saturation occurs. -We generally take the
region B2Cl where the curve is reasonably flat as
the region of technical saturation. Cl defines the
point at which the maximum attainable field has been
applied. The field is decreased in the region C_D_E

111

and E, defines the remanent magnetization MR for

1
which the applied field is zero. On reaching El' the
sample is rotated through 180° and the signal measured
on the magnetometer reverses polarity. From El to Fl’
the field is increased slowly and it is now oppositely
directed to the sample magnetization. When the magneto-
meter signal has reduced to zero, the point Fl has

been reached and F, defines the coercivity of the

1

sample H The magnetometer signal again reverses

Cﬂ
polarity and the region F1D2C2 is traced out by continu-

ing to increase the field. The region C,E, is obtained
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by decreasing the field, the sample is once more
rotated 180 ° on reaching E2 and the rest of the
curve, E_F _C_, obtained by continuing to increase
the field.

This description has already defined the
remanence MR and the coercivity HC; it remains to
define the saturation magnetization MS° Two common
conventions exist in our lab., both derived from
the region B,C; on the magnetization curve. In the
first, the data are extrapolated linearly to the
magnetization axis at H=0., This magnetization is
denoted MS° In the second, the magnetization data
are plotted against 1/H and linearly extrapolated
to 1/H=0 corresponding to H->~ ., This magnetization
is denoted M,

The extension of the measurements to find
the temperature dependence of all or some of the above
quantities is obvious. No "critical point" determina-
tions were made although we did estimate the long
range ordering temperatures from the steeply falling
regions of the MS versus T curves.

The magnetization in the paramagnetic
region was determined in a conventional manner, and,
except for work in the furnace where a background

signal was subtracted off, the slope of the curve of
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magnetization versus applied field was taken to be
the susceptibility. For the furnace work, the back-
ground signal was measured at a few temperatures as
a function of field. Figure 15a indicates that the

required susceptibility7’(.S is given by:

—K's:(Ao"Ab)_(Bo_Bb)z(AO—Bo)-(Ab_Bb)
Hy-Hy (Hp-Hy) (Hp=-Hp)

where the subscripts o and b refer to the observed
signal with a sample and the background signal in

the absence of a sample. Thus, the required suscepti-
bility is the difference of the two slopes. Figure 15b
was obtained experimentally and it may be seen that
the background is linear in H. The background is
diamagnetic in character (negative slope) indicating
that the major contribution is from the aluminum
sample holder and its boron nitride support. There
must also be some contribution from the vibration of
the furnace induced by the pumping line.

After obtaining all the7LS as indicated,
the data from the furnace work was normalized to that
from the dewar at the common temperature of 296" K.

The magnetometer was calibrated using
spectrographically pure nickel for which the magneti-
zation was taken to be 54.8 e.m.u./g %26%, a more

recent set of measurements {27§ gives MS=55°07 e.m.u. /g
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for nickel. 1In table 4 we show the results of cali-
brations obtained by various experimenters in the
lab. over the last year. These group around a mean
value of 7.289 x ld4e,m,u/division with a maximum

deviation of 08.8%.

Table 4. Calibration constants for the magnetometer.

Experimenter Date Sample Value

Weight (g) e.m.u,/Division
I. Maartense May 1971 0.011 7.350 x 10°
C. Boumford August " 0.225 7.289 x l()h4
M.R. Spender Aﬁgust 1972 0.225 7.257 % 164
G.G. Hembree October " 0.372 7.258 % 164
2. ELECTRICAL MEASUREMENTS.

2.1 = Basic Theoretical Results.

All the compounds that we investigated
showed semiconducting type behaviour. We made two
sorts of measurements, conductivity and magneto-
resistance. In appendix B, we show how the well-

known formula:

e =G expCE/kT] (I1.20)

may be derived. This relates the resistivity ¢ to

the energy gap2E between the highest occupied state
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and the conduction band as a function of temperature.
The agreement between this prediction and the observations
will be tested. We also mention the effect of magnetic
ordering on the energy gap. This is a topic that has
been dealt with recently %28} . Basically, a break
in the curve 1n€ versus fi is expected at, or just
below, the magnetic ordering temperature because of
the spin splitting of the valence and conduction band
induced by the (s,p~d exchange interaction.

Perhaps of more interest are the microscopic
scattering mechanisms that contribute to @y In the
particular approximation used to find@fo in appendix
B, we obtained an expression for the mobility.#4 which

was:

.
A= (m*T)35

Here,h is the mean free path between scattering events
and m* is the effective mass of the carriers.
It is worth listing some of the processes
that contribute to A . First we consider scattering
by lattice phonons for this is consistent with the
approximation made for the relaxation time ¥ in Appendix
B i.e. ¥ =a.51 where c was the total velocity. As it
turns out, a simple analysis of electron phonon scattering

in the Debye model {4} yeilds:

K T{L E‘%m*;%'
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where € is the energy of the electron, so that:

AL T

=3
Hence M A T />

for lattice scattering., Next
important is impurity scattering. In a simple
approach, we ignore the screening effect of the
collective electrons and consider the scattering of
a conduction electron using the approach suggested

by Rutherford for « -particle scattering. It is

found that approximately {4%:

&
where C is the velocity of the electron. With this
approximation for " in the formalism of Appendix B

we find:

This effect dominates the mobility at low temperatures
whereas lattice phonon scattering is the dominant
factor at high temperatures.

There are many other scattering mechanisms
and there is certainly insufficient room to discuss
them all but one other that we shall discuss briefly
since it may have application to sulphide spinels is
magnetic polaron formation. This mechanism has been

considered by the authors of 229,30,31}, In this
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process a conduction electron in a magnetic semi-
conductor can become self trapped by polarizing
the 3d spins of nearby cations. A narrow-conduction‘
band is required also a large s-d exchange and it
is necessary that the susceptibility of the catibns
be large for the polaron to be stable; hence, T TC,
Under these conditions, the mobility is found, in a
first approximation, to be independent of temperature.
The analogy between these polarons and conventional
lattice polarons is seen by noting that:

"s-d exchange corresponds to lattice deforma-
tion potential and magnetic susceptibility
corresponds to lattice compressibility."

We have some good guides Eéé% as to results
expected in magneto-resistance measurements on magnetic
semi-conductors. If the magnetic polaronbeffect is
viable or even if spin-spin scattering is important,
then in a compound that is essentially ferromagnetic,
we may expect that a decrease in resistivity would
occur on applying a magnetic field. For an anti-
ferromagnet, it is shown in %29% that increasing s-d
exchange increases the effective mass of the magnetic
polaron so we might expect an increase in resistivity

as a result of applying a magnetic field.
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2.2 Equipment.

The equipment used in these experiments was
fairly simple. A descripton of the specimen preparation
will be given in the next section, for the present we
shall state that the specimens were prepared as small
bars 1/4" x 1/8" x 1/32" and 4 leads were soldered to
them using Inl5%Sn solder. Figure 16 then, shows the
electrical circuitry used to make the measurements.

A dry cell battery provides the current through the

(5)

circuit, and a digital voltmeter with a maximum
sensitivity of 1lA¢V was used to measure the voltages
dropped across the specimen and a standard 100 .

resistor. The input impedance of the D.V.M. ivalO8--lOlZ-~<L
depending on the range used. Generally, we measured

voltages-ﬂ'ld3v and currents A/ldsA in the specimen

so that the power dissipated was small nfldsw,
} z
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Figure 16, Circuit for electrical ;‘
measurements, |
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We attempted measurements in the temperature
range 4,2-300"K by making use of the dewar described
in section 1.3. The lower temperature limit of the
measurements was in fact, set by the actual value of

the resistance of the specimen, our equipment failed

to function for resistance values 2= 10541 . Presumably

stray currents become comparable with the steady
circuit currents and the measuring equipment is unable

to distinguish between them {3239

2.3. Experimental Procedure,

In section 5 of chapter I, we described
how sulphide samples with densities approaching theore-
tical x-ray values could be prepared. It is from these
samples that specimens for the electrical measurements
were cut. We used a diamond saw to slice bars that
were typically 1/4" x 1/8% x 1/32". A micrometer
screwgauge was used to determine the actual dimensions.
After slicing, the bars were soaked in acetone for
about 12 hours and then degreased by suspending them
over hot toluene for about 4 hours. After this, the
specimens were readily wetted by the Inl5%gn solder
that was used to make contacts to them. The specimens
were fixed to aluminum holders from which they were
electrically insulated by a 0.002" thick mylar sheet.

The thermal contact between the specimen and holder
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seems to be reasonably good since the thermal e.m.f.
found during the experiments was generally <2 parts
in 500. The ohmicity of the contacts was excellent;
we checked this at room temperature and at some other
much lower temperature. Figure 17 is typical of the
results we found; the tests are made by measuring
the V,I characteristic of the specimen for forward
and reversed current flow. The V,I characteristic
should be linear and pass through the origin, departures
from this expectation may be interpreted in terms of
"diode" type contact behaviour.

In use, the specimen holder is screwed
onto é replica of the extension piece and support rod
described in section 1.3. The dewar was suspendéd
from the magnetometer drive head and the specimen was
introduced into the field space of the magnet in the
same fashion as for magnetization measurements. We
were, therefore, able to make both resistivity and
magneto—reéistance measurements. Standard current and
voltage reversal techniques were used throughout. At
one time, we also made some Hall Effect measurements,
but because of the large magneto-resistance effects,
the data proved to be altogether too confusing and
are neither discussed nor presented in the reports

on the compounds.
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3. MOSSBAUER EFFECT STUDIES
3.1 Review of Theory.

When a nucleus is bound into a solid and
excited in some fashion, it will naturally decay to
its ground state. At the heart of the M&ssbauer
Effect is the fact that this decay can result in the
emission of a Y-ray whose energy is well defined in
the event that no phonons are excited in the process.
The experimental evidence was obtained by Mdssbauer
during an investigation of the nuclear resonance

lglIr 533%, The point is,

absorption of ¥ -rays in
that normally, the recoil energy of the nucleus as

it emits the photon, is enough to excite one or more
lattice phonons so that the energy of the emitted

Y ~ray is ill-defined. However, it was shown by

Lamb {3% that this is not the only possibility for
there was a finite probability of the recoil momentum
being taken up by the crystal as a whole without
changing the vibrational state of the crystal.
M&ssbauer envisaged his discovery as a method for
investigating low lying nuclear energy levels but,

as it turns out, the effect has had its greatest
application in the field of solid state physics. As
such, the M&ssbauer nuclei are used to probe the

immediate environment produced by the surrounding

solid. The important characteristics of this
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environment are the charge density, the electric
field gradient and the magnetic field. These quantities
are sampled by the nuclear properties; radius,
gquadrupole moment and magnetic moment in the ground
and excited states. Each of the observable MOssbauer
parameters; isomer shift, gquadrupole interaction,
and hyperfine field consists of a product of a solid
state and a nuclear property so that a knowledge of
the nuclear parameters 1is required before the solid
state properties can be deduced.

Not all nuclei exhibit the Mossbauer effect.
In fact, of all the elements, only about 40 have
suitable isotopes and of these 70 isotopes, only a
few have found wide application in solid state physics.
In our lab. for example, the effect has been exploited
in 57Fe and llgS'n° To see what the limiting conditions
are, we examine the expression giving the number of
nuclei that absorb or emit a Y¥-ray recoillessly.

This is called the recoilless fraction, f where:

f=exp [-E7 <x>> /ac?) (II.21)
in which Ey is the energy of the emitted Y -ray and
<Zx2> is the component of the mean square vibrational
amplitude of the nucleus in the Y-ray direction. For
large £, Ey and <:x2> must be small. 1In fact if
sources are to be used at room temperature Ey < 5Q0keV.

It is clear that f=1 for <~x2>‘=o, the case of a nucleus
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in a completely rigid lattice and £s50 for <(x2>-@w9 ’
the case of a completely free nucleus. In addition,
since the recoil energy imparted to the emitting

nucleus is:

Ef=E§ /ZMLC2

where ML is the mass of the whole lattice, there is

a lower limit to the size of particles that may be
utilized because we must have ER less than the

natural line width. There are two other conditions

to be_satisfied. First, we need to have the half life
of the excited state about an order of magnitude less
than the various hyperfine interactions and secondly,.
internal conversion in the solid must be small so

that a & -ray is detected rather than an electron.

Of all M&ssbauer nuclei, the 3/2&%1/2
transition in 57Fe best satisfies all the conditions
and the decay scheme for 57Co-=%57Fe, together with
the various X-rays emitted, is shown in figure 18.
The stable isotope 57Fe represents 2.17% of natural
iron, quite enough for most iron compounds to be
used as MSssbauer absorbers. The important nuclear
parameters for 57Fe are listed in table 5., The
minimum possible observable line width is twice the
natural width because experimentally, we use a source

and an absorber and the line width of the source photon
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Table 5. Nuclear parameters for 57Fe°

Quadrupole Moment ground state Ch/z Ob

Quadrupole Moment excited state (%/2 0.2-0.29b
Nuclear g-factor ground state 91/2 0.1805
Nuclear g-factor excited state g 32 -0.1031

Half life of excited state ’33/2 0.98 x 1085
Line width of emitted photon I’ 4.67 x lO9eV
Minimum possible absorption

line width WO(=2F‘) 0.19%94mm/s
Energy of emitted photon Ey 14,413 x lO3eV

is folded with that emitted from the absorber. The
units of W, are given in the natural MOssbauer energy
units, the relationship between mm/s and other energy

units can be obtained by considering the energy E of
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a photon emitted from a moving source viz,

E=Ey, (v/c)+vEy
or (E-Ey )/Eg = %E/EX =v/c (IT.22)
where v is the source velocity and Ey the unshifted
photon energy. Thus, for the 14.4 keV ¥ -ray from

57 Ol9mm/s corresponds

Fe a source velocity of 1.298 x 1
to an energy shift %Ezs of 1 erg or, alternatively
a source velocity of 1 mm/s corresponds to a shift

of 4.804 x 10'ev.

3.2 Hyperfine Interactions.
We shall describe briefly the three
hyperfine interactions of interest to us, namely:
(i) The Isomer Shift;
(1i) The Quadrupole Interaction;
(iii) The Magnetic Hyperfine Interaction.

The isomer or chemical shift arises because
the radius of the nucleus in the ground state is
different to its radius in the excited state. Experi-
mentally, it is related to the difference between the
centre of gravity of the observed MOssbauer spectrum
and the zero of velocity in the spectrometer. We
say related, because in fact that difference is the
sum of two effects. One being the isomer shift Si
which is usually independent of temperature, the other,

which is strongly temperature dependent, is the second
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order Doppler shift SD, The experimentally
determined shift §t is called the total spectrum

shift i.e.

gt'—‘ Si +SD (IT.23)

A first calculation of bi {6} involves the
charge densities resulting from s-electrons since
this type of electron has a large probability of

being located at the nucleus. Thus,

821 ze’(ly (o))’ q)<>2}\2—R2]

where %2 is the atomic number e2

is the square of the
electronic charge, R.ex is the nuclear radius in the
excited state, Rgd is the nuclear radius in the

ground state, —e\ya(o)2 and —e\VS(o) 2 are the
s-electron charge densities at the nucleus in absorber
and source respectively. Notice that Si is, therefore,
read relative to some standard. In our work, this

57Co in chromium, although there is now

standard is
some international feeling that isomer shifts should
be quoted relative to sodium nitroprusside.

This picture however, does not show up all
the details and §; depends rather sensistively on two.
other important features. First, the chemical nature

of the compound in which the nucleus is bound. To

be specific, let us consider the two isomorphous
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compounds (Fe)iFeé§O4 and (Fe){fe£§S4 magnetite and
greigite respectively. Both compounds have the spinel
structure and in both,the iron shown thus, %Fe%,'is
octahedrally co-ordinated by 6 anions. The isomer
shifts however, are 0.82 and 0.70 mm/s respectively.

At least part of the difference results from thé ways
in which the cations and anions bond together. We
have already discussed the chemical distinction
between ionic and covalent bonding in chapter I
section 3. Thus, in the moderately ionic oxide, the
valence electrons from the cations reside mainly in
anion orbitals and the M8ssbauer nucleus experiences
little or no contribution to 81 from 4s like electrons.
In the sulphide, the low cation=-anion electronegativity
difference results in more covalent bonds so some
charge is shared between cations and anions, enhancing
the electron density at the nucleus. The reason why
the extra charge results in a smaller Si is that Bi

is intrinsically a negative number since R, <R

in
gd
57

Fe 135%,

The second point to be made can also be
illustrated by an example. Consider the two compounds
(Fe) tCro$ 84 and (Fe)iFeéﬁS4, Again both are spinels,
the iron shown (Fe) is tetrahedrally co-ordinated by

the sulphur anions. The isomer shifts are 0.78 and
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0.41 mm/s respectively. At least part of the difference
is caused by the different valence states of the iron
thus, in FeCr,8,, the (Fe) iron is ferrous, whereas,
in FeFeZS4, the (Fe) iron appears to be essentially
ferric. It may seem rather surprising that the removal
of one d-electron that does not itself have a signifi-
cant charge density at the nucleus should change &5
so noticeably. To discover the reason, it is necessary
to consider the spatial distributions of the 3d and
3s electrons. The 3d electrons spend an appreciable
time closer to the nucleus than the 3s electrons. As
such, the 3d electrons help to screen the 3s electrons
from the nuclear charge. Therefore, the more 3d
electrons there are, the better are the 3s electrons
screened and the smaller is their density at the
nucleus. Recalling the negative character of § , it
is clear that Fe2%(3s23d% will have a largersz than
Fe3+(3523d5)°

We mentioned the second order Doppler shift
earlier; here we consider briefly the way in which
it arises and give an expression for its magnitude.
The shift SD is relativistic in origin and is associ-
ated with lattice phonons {36,37'. If E, is the
energy of the unshifted photon and E the energy of

the Doppler shifted photon, Ve the velocity of the

emitting nucleus in the direction of the emitted
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photon then:
2 -k
E=E (1-(V_/c) . (1-(vi/c®))?
B E
Phonon frequencies are much higher than the frequency
associated with the nuclear excited state lifetime,
1012 compared with 1085l so that:
<<VE/cf>4%O
2 2
but <vg; /c >#0 so that

2 2 =%
E=E3 (l"‘ (VE/C ) )

2
and since VE<< c

we have AEX/EK=—<Vé>/2C2

The nexf step requires the use of a specific model
usually a montomic solid with an energy U per atom
of mass M and in this approximation:

8,=-E4U/2c%M
U is calculated by assuming one of the models for
the frequency distribution of the lattice vibrations,
often the Debye model and the expression for &

becomes:
O/t

3
8_=-9kTENB, + 27T x  dx (IT.24)
53 Zn = X
Dowet (9&5) et -1 3

At this point, we recall that:

f=exp[—E§ < x2>/1;3 202}

and note that in the Debye approximation, the expression
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for £ becomes: &/

2 2. 2 %[ X
= - L —_—
£ expB 3Ey/Mc kGD)(4 +(T/5D) ) =T dx)l
which can be approximated for T>f%/2 as:
P
f=exp[—3E§T/Mczk 8D1

or 1ln f=-KT (I1.25)
with K=3E§/Mc2k9;

Thus, a plot of the area under the absorption curve

for various temperatures can be used to determine SD
and so SD can be calculated assuming @D is the same
over the whole temperature range, It is therefore,
possible to subtract SD from 8£ and discover whether
there is any temperature dependence of Bi° Care must
be taken however, because &D may itself, depend on
temperature, either directly or as a result of magnetic
order {38&, In addition, it has been suggested that

in a polyatomic solid, the value of M maybe different
in the high and low temperature limits ﬁ?é}, Thus,

at high temperatures, where phonon frequencies are

high M=M(57Fe) because the wavelengths involved do

not involve much more of the lattice than the Mdssbauer
nucleus itself. ‘However, at low temperatures T GD
phonon wavelenths may involve much larger portions

of the lattice so that M-+ M the average mass of the

atoms in the lattice.
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The isomer shift may depend on temperature
via a number of effects for example, if a crystallo-
graphic transition occurs, if there is a change in
band structure, if magnetic ordering is accompanied
by magnetostriction, and it has been shown {Ad} that
a small, probably immeasurable, change occurs when
magnetic order sets in, regardless of any other
considerations.,

The next hyperfine interaction of interest
arises from the coupling of the nuclear quadrupole
moment with the electric field gradient produced by
the surrounding crystal and the electrons belonging
to the nucleus itself. This is called the guadrupole
interaction. There is no quadrupole moment associated
with nuclei in spherically symmetric states (I=0,%),
where I is the nuclear spin guantum number. Thus,
in 57Fe, there is no quadrupole coupling with the
ground state, I=%, but there is coupling with the first
excited state for which I=3/2,

The electric field gradient (E.F.G.) is
found by taking the gradient of the electric field
at the nuclear site and is therefore, a 3 x 3 tensor
that reduces to diagonal form with the proper choice
of co-ordinate system. The three diagonal components

\% \4

N2y /- .
o V/c)xibxi are generally abbreviated as V! vy’ Vaz
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and by convention lvzzb»{vxx\éf\vyy\n Now at the
nuclear site the charge density is almost entirely
due to s-electrons but since these electrons are
spherically symmetric, their charge does not contribute
to the E.F.G. and therefore, Laplace's equation must
be satisfied by the components of the E.F.G. at the

2

nuclear site. Thus, the requirement that ¥°V=0

leads to VZZ+VYY+VXXEO° Hence, only two independent
components of the E.F.G. remain. By convention, one
of these is V,,=eq (see appendix C), the other is
called the asymmetry parameter "¢ defined as:
i =’Vxx"vyy % whence 0% M €1
Vzz
The Hamiltonian for the interaction is:
H=0 .V_E
In the paramagnetic state Vzé defines the axis of
guantization. The Hamiltonian is therefore, written:
H=eQ {sz B1i-1(z+)| (V= Vo) (Ii—Ié)}
41(21-1)

Then using the definition of V,, and ! , we have

the eigenvalues:

EQ=e2_gQ . [3m%—I(I+l)]» (l+_"_L;_)%

41 (21-1)

n&=I,(I—l)oe°—I

where My is the nuclear magnetic guantum number.
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Figure 19. Splitting of the two lowest states of
the >/Fe nucleus as a result of:

(a) An electric quadrupole interaction;

(b) The magnetic hyperfine interaction.

Since the expression contains only mi, states that
differ only in sign are degenerate. Hence, in the
particular case of 57Fe, in an axially symmetric

E.F.G. (1=0) the I=3/2 state splits into *3/2, X1/2
with the splitting given by:

£ = e’qQ
-2

The situation is illustrated in figure 19a.

Of particular interest in solid state
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physics is the mechanism by which the E.F.G. arises.
In appendix C, a few specific mechanisms are considered.
These divide into, mechanisms that are related to the
behaviour of electrons in incomplete shells of the
parent atom, especially in the case of ferrous iron,
and ﬁhe mechanism by which charges on distant ions
in the lattice produce on E.F.G. which is of interest
in the case of ferric iron.

The third hyperfine interaction results
from the coupling of the nuclear magnetic dipole
moment with the magnetic field arising from the
electrons associated with the parent atom. It is
called the magnetic hyperfine interaction. The

Hamiltonian is:

~

BE-ate Bpg=m9p Lo Bog
‘and the eigenvalues are:

Em="',g,t th mI
I

with n&=I,I—l,,°,—I and th

Here, £ is the nuclear Bohr magneton and g, the

the axis of guantization.

nuclear gyromagnetic ratio. Thus, the magnetic
hyperfine interaction lifts the (2I+1l) fold degeneracy
of the nuclear states completely, and the situation
for °’'Fe is illustrated in figure 19b.

Of interest are the contributions to the

field thafirst we list them and then consider the
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origin of each term:

(1) The Ferwi Contact field (H_)

s

(ii) The Orbital field (Horb)

(iii) The Dipolar field (Hgip)
(iv) The Local field (Hl)

(v) The field resulting from
Conduction Electron Polari-

zation (Hcep)

(vi) The Supertransfered Hyper-
fine field (Hsthf )

Numbers (v) and (vi) are included for complete-

ness and will not concern us.
The term Hg is usually the largest contribu-
tion to Hp¢ and it arises from the direct coupling‘
of the nucleus and the s-electrons. An expression
can be written for HS in terms of the up and down
spin densities ST, S} of s-electrons at the nucleus:
HS=—(16'¥I/3)/¢4-B< 2 (5t -s% ) >

but the expression for Hg is not particularly trans-
parent especially when ions with completely filled
s-shells can show large contact fields. In figure 20,
we attempt to illustrate how a difference in spin up
spin down densities can appear at the nucleus even
for filled s-shells as a result of the exchange
interaction between the s-electrons and d-electrons
in an incomplete shell. Thus, the exchange between

dt and s1 is attractive and between d! and st
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Figure 20, To illustrate the core polarization
mechanism for Hg.

repulsive. Hence, s electrons are pulled away from

the nucleus and vice-versa. Therefore, the spin densities
st and s{ no longer cancel and HS# 0. Notice that

HS is parallel to the magnetic moment of the parent

ion, antiparallel to the spin of the parent ion.

In order for the term Ho to appear, two

rb
conditions must be met. First, the ion must be in a
state where the orbital angular momentum is non-zero
second, there must be at least partial lifting of
the orbital degeneracy of the ground state. Hence,
for ions in S states where I=0, Hypp=0 and for ions
in cubic environments H,,.;,=0. Otherwise the expression
for Hypp is:

Horp="2 dtg < 2> 0 <17
where <f3>3d is the reciprocal of thekaverage cubed radius
of the 3d electrons and L, is the average z-component
of the orbital angular momentum. In the event that the
orbital momentum is quenched and the electronic currents

circulate in the x-y plane only then:

-3
H =24 L1 -2)<S8
orb ‘>3d (9-2) 3
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There are two distinct dipolar fields, one from
surrounding magnetic atoms, the other from the spin of the
parent atom. In sulphide spinels the distance between mag-
netic atoms is —~4-5A so that dipole fields from the sur-
roundings are rather small. The dipole field from the

parent atom is given by:
- r) -8
Hyip 2/4B<3_J;_(§_ r)-s >
r> r3
Choosing the z axis as the axis of quantization:
2 : -3
Hdip=-2/i(B {3cos“¥ -l> {r >3d (SZ)
where 8 is the polar angle in an ordinary spherical

co-ordinate system. Notice that this term is zero for
spherical and cubic symmetry since {3cosﬁ§—i> =0
under these circumstances.

The local field consists of any externally
applied field Happ plus. the Lorentz field and the

demagnetizing field. The expression for Hl is then:
H1=§.app+_‘31_ . M-DM

In general, in an ordered compound all
thgee hyperfine interactions are present simultaneously
and except in one or two special cases, the Hamilton-
ian has no closed form solutions and the eigenvalues
and transition probabilities must be computed. Such
computing facilities are available in our laboratory
and further comments will be made on this point in
a later section. The problem arises because, in

the most general case, the quadrupole interaction

introduces off diagonal elements in the Hamiltonian
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when the magnetic field direction is taken as the
axis of quantization. These elements are too large

to be ignored unless equ'<€%H If we suppose

hf’
that this condition does in fact obtain, then the
eigenvalues for the case where the E.F.G. makes an

angle & with the hyperfine field and "M =0 are:

1 -
E(3/2)=g3/2 B thmI+(—l)imI+ | equ{Gcoszﬁ -1 %
4 2

with neglect of the isomer shift.
There are a few points worth noting about
these results.

(i) When & =0, there are only six allowed
transitions between the ground and
excited states corresponding to
zme=o, +1 and the relative probabil-
ities are:

-1/2  -3/2) 3 -1/2 —1/2§ 2 -1/2 +1/éi 1
+1/2 +3/2j +1/2 +1/2 +1/2 -=1/2
(ii) When 0+ 0, there are eight allowed transi-
tions corresponding to mI=O,i].i2, The
transition probabilities depend on the
magnitude of equéﬁthf
(iii) When O =cos~1l(1/J3), the spectrum looks

superficially as though there were no
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quadruple interaction and the intensi-
ties of the lines must be carefully
examined to see whether deviations from
the»expected 3:2:1 ratios are acceptable,
for frequently, the two.AmI=$2 lines
are of rather small intensity and may
not show up as distinct absorption peaks.
This critical condition is not beyond
the realms of possibility. It is easy
to determine that the angle between
£ 001> and <111> 1is precisely
‘cos_l(l/f§) in a cubic crystal and if
the easy axis of magnetization is a
cube axis and a small trigonal distortion
occurs along <111> the situation has

been realized.

3.3 The Mbssbauer Spectrometer.

The spectrometers (6)in our lab. have
been most thoroughly and comprehensively described
previously {41%, There.is nothing more to add, but
for the sake of completeness a block diagram of the
spectrometer is given in figure 21. The transducer,
on which the source °/Co in a Cr matrix is mounted(7)

allows the energy of photons emitted from the source

to be modified according to equation (II.22). The



PG VoL AGE: . 100,

SUBPLY
PREZAME pulse SINGLE
> ”
LEECT O, .
SHNNG ChANNLL
) - + WALMESE R
COLMARYRTTOR, AMPL Mo ANALNGE
o 4 .
Al SORBER @%mm
e 4
= ' N/ Counits
TRANS DUCE R
/
A N —— PRINTER
( - Lo Pumde
T ST XN RELORLER
TERRS DRCER T neTion MULTL - WY RECOV
DRAVE Lyt QENERATOR, CHANNEL

ANALYSE R

Figure 21. Block diagram of the M8ssbauer spectrometer.

photons pass through the absorber and of those whose
energy corresponds to the energy separation of states
between which transitions are allowed, a fraction

is absorbed. A detector counts the number of photons
passing into it after collimation. The detector is

(8)

either a crystal scintillator or a proportional
counter(g), Pulses from the counter are shaped and
amplified, energy analysed and recorded. The method
of recording depends on whether the transducer is used

in the constant acceleration or the constant velocity

mode. For the latter, the transducer stays in one
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velocity channel for a pre-~determined length of time
and the total number of counts is recorded in a
‘scaler and printed out(lo). If constant acceleration
is used then the transducer is driven through the
whole pre-selected velocity range in a pre-determined

(11)

number of steps. A multichannel analyser scales
synchronously and the number of counts per velocity
step is recorded in a memory bank. Subsequently,

the memory is read out onté punched paper tape (12)
and printed paper(lo). The data may also be recorded
graphically by means of an x-y recorder fitted with

a point plotter(lo),

3.4 Ancillary Equipment.

A great deal of the ancillary equipment
used in these experiments has been described previously.
A description of the furnace used to collect spectra
in the range 300% T4 700° K can be found in i42,43}.
Several people have described our 50kOe supercon-
ducting solenoid {41,43,44} as it is used in Mdssbauer
Effect studies with and without the room temperature
bore in position. We can however, contribute a
description of a liquid nitrogen flow through cryostat
for use in the solenoid room temperature bore and a
(

description of a cryostat which was custom built for us

and used to collect spectra in the range 2° K<T<250° K,

13)

14
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The flow through cryostat is sketched in
figure 22. The temperature achieved by the sample
is 81% 2°K as measured with a copper constantan
thermocouple. The instrument found some use 241,433
but it will soon be replaced by a rather more
sophisticated cryostat. It is very simple in design.
The outer case is of stainless steel 2 inches 0.D.
and 11 inches long. There is a 1 inch diameter
mylar window at the lower end and a 2 inches diameter
mylar window at the upper end. Copper tubing carries
liguid nitrogen down to the sample area. The ligquid
flows through the rectangular cross-section annulus
and back up a second tube where it exhausts to air.
The absorber can be of the rigid matrix type or
clamped between 1 inch diameter Be discs. Aluminum
foil provides radiation shielding along the optical
path and aluminised myla wrapped around the sample area
and enclosing the copper feed tubes provides sufficient
radiation shielding from the outer can. A 50 litre
dewar of liquid nitrogen lasts about 20h. which is
long enough to collect some 50-60,000 counts per channel.
The top window tends to get rather cool because of the
proximity of the feed tubes so it is provided with a
small heater to prevent icing.

A sketch of the custom built cryostat is

shown in figure 23a. In the centre, we have the
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sample tube 2, at the bottom of the sample tube in
the common vacuum space 3, is attached a 100 5:, 9
watt heater that is wound on a massive copper former,
4, Three reservoirs are in thermal contact with the
sample tube. The highest 5, is the main liquid
helium tank, capacity 5 litres, the lowest 6, is the
subsidiary helium pot, capacity 1 litre, which is
used when sample temperatures below 4,2° K are required.
Liguid helium is introduced into 6 from 5 via a needle
valve 8, operated at the top of the cryostat. Between
5 and 6 is an exchange gas reservoir,7. The ligquid
nitrogen reservoir 9 surrounds 5 and has a capacity
of 15 litres. 77K shielding is provided through
the rest of the dewar by means of copper sheet. The
reservoir 6, also has a 4.2° K radiation shield, 10.
The lower part of the sample tube is of Be thus,
providing a "wrép around" ¥-ray window. The windows
in the 77 K shield are mylar and the outer windows
are of Be,

With the exception of the port on 6, all
pumping parts come to a manifold that is valved to
enable all volumes to be evacuated either at once or
individually. The pumping line from 6 goes to a
separate pumping station.

The absorber is introduced into the cryostat
on the end of a long, thin walled, stainless steel tube.

This assembly is shown in figure 23b. A flange seals
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the sample chamber against air via an o-ring on tﬁe top
of the cryostat and another o-ring on the sample support
tube. On the sample tube are two circumferential Be-Cu
springs that allow thermal anchoring for the exchange
gas in the sample tube. The upper spring locks onto

the wall of the sample tube in the vicinity of the

77° K region 12, the lower spring locks on near to

the top of the main heiium pot, 13. These anchors help
to induce layering of the exchange gas and provide for
temperature stability. The sample support is of copper
and is fairly massive. Buried in it is a germanium
thermometer precision calibrated from 2.1° -99.8°K.
Electrical leads from the thermometer run up through

the sample tube and pass through a sealed connector at
its top end. The sample temperature may also be measured
using a Gold Iron/Chromel thermocouple that is fixed to
the copper foot of the sample tube. In the absorber
support are two stainless steel pins that provide for
positive location of the absorber with respect to the
optical path.

The operation of the dewar is straight-
forward. Before use, all reservoirs, exchange gas
chambers and the needle valve capilliary and seating
must be thoroughly flushed with clean dry helium gas
in order to prevent freeze up, icing or blocking of
the various vents and access holes. The sample chamber,

exchange gas chamber and lower reservoir are connected
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to a supply of helium gas and the needle valve is
closed (access of gas to the lower chamber can be
had by means of a T junction in the pumping line).,
The nitrogen can is filled and about 3 litres of
liquid nitrogen is poured into the main helium
reservoir. Precooling of the dewar takes 5-10h.
After this period, the nitrogen in the main helium
reservoir is syphoned off and the reservoir is again
flushed with clean dry helium gas. Ligquid helium is
then transferred into the reservoir, usually ~14
litres of liquid is regquired to complete dewar cool
down to 4.2° K and fill the main reservoir.

It is‘simplest to describe the use of the
cryostat in various temperature regions; 2.1« T<4,2° K,
T=4,2°K, 4.2°< T<10°K, 10°< T<300°K,

(1) 2.1¢T<4.2°K.

The exchange gas reservoir and the sample
chamber are evacuated., Ligquid helium is admitted to
the lower reservoir via the needle valve. When the
boil off subsides, the needle valve is closed.

The T junction on the pumping line to the
lower reservoir is now closed. The pumping line to
the lower reservoir is shut and the pump is then
switched on. The pumping line is opened gradually
and a Bourdon gauge monitors the vapour pressure of
. the liquid helium in the lower pot. About %h. after

the pumping line has been fully opened, the sample
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will achieve a steady minimum temperature ~2° K,
that can be monitored with the germanium thermometer.
The 1 litre capacity allows a spectrum collection time
of at least 10h. Temperatures in the rest of the
range can be obtained by increasing the pressure of
exchange gas in the sample tube. Temperature stability
is 20.2°K for periods up to 5h. We shall be able to
achieve something better than this after the pressure
control for the helium pumping line is operative.
(ii) T=4.2" K.

If the steps prior to (i) have been adhered
to the sample will be at 4.2 K. It has been found
that opening the needle valve to allow liquid to fill
the lower reservoir is just slightly advantageous.

(iii) 4.2°< T<10°K.

In this range, the needle valve is closed,
the exchange gas chamber and the lower reservoir are
evacuated and temperatures are achieved by varying
the exchange gas pressure in the sample tube.

(iv) 10 <T<300°K.

In this range, it is possible to use a
temperature controller which we shall describe briefly
later. The exchange gas chamber and the lower reservoir
are evacuated and the sample tube is partially evacuated
to ~10mmHg. Temperature stability is excellent :0.1" K

for periods up to 24h.



110.

(12) has both

The temperature controller
proportional and differential feed back loops. The
output from a thermocouple junction at the sample
chamber is compared with a pre-selected emf corres-
ponding to the desired sample temperature. The
difference is amplified, fed to a power stage that
increases or decreases the power supplied to the
cryostat heater as the difference voltage is positive
or negative. A differentiating net monitors the time
rate of change of the difference voltage and adjusts
the power supplied to render this rate zero. An
integrating net averages out large random noise
fluctuations.

The cryostat and temperature controller
function extremely well. Exchange gas cooling of
the sample gives confidence in sample temperature
homogeneity and the germanium thermometer allows
precise temperature measurement even at the lowest
temperatures attainable. The design of the sample
chamber and the manner of sample insertion allows
specimens to be changed without warming the entire
cryostat. A very large temperature range can be
covered. The cryostat is relatively inexpensive to
run; a 5 litre £ill of liquid helium will last 24 h.
although it is necessary to top up the liquid nitrogen

tank at 1l2h. intervals.
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In some of our earlier work, we used a cold

finger cryostat that has been described previously {43?a

3.5 Experimental Procedure,

In this section, we shall mention four
aspects of MOssbauer experimental technique; absorber
preparation, experimental conditions, spectrometer
calibration and line shape considerations.

In all the MOssbauer work that will be
described, absorbers were in the form of finely ground
polycrystalline powders. One of the pre-requisites of
a MOssbauer absorber is that it should have a reason-
able recoiless fraction and some of the compounds
investigated had a very low iron content of which 57pe
represented only ~2% ordinarily. It was therefore,
necessary to boost the 57Fe content by using iron that
had been enriched in 57Fe(15)° In order to determine

57

by how much the Fe content should be boosted, we

adopted the following recipe. We set a minimum accept-

57 57 2

Fe cm”

able Fe content of 0.03mg in a 100mg absorber

on an area of lcm2° The figure of 0.03mg 57Fe cm—2 was
derived from experiments on «~-Fe;03. Hence, if the
natural iron content of the compound is Xwt$%, then

of the XmgFe in the absorber 2.17.X mg are 57Fe, if

100
this weight:
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2,17 x> 0.03 i.e. x 2> 15%
100

then there was no need to enrich the samples. For
example, FeCr,S, has 20% iron by weight. If the
inequality did not hold, then a weight F of the iron

57

was added as Fe where:

F=0.03-2.17 x mg
100

The powders must be contained in some
fashion for use in the spectrometer. In some of our
experiments, low temperature absorbers were made
by mixing the powder with G.E. varnish and allowing
this mixture to set in a 0.6 inch diameter disc
on a clean aluminum foil. In later experiments,
we have clamped the powders between 1 inch diameter
Be discs in a manner which is similar to that used
for the high temperature (T 73000K) absorbers. For
experiments where an external field was applied,
absorbers were made by mixing the powder with a
thermosetting plastic. This immobilizes the granules
and makes a rigid, self supporting, absorber but this
rigid matrix puts strain on the granules E45§ and
we think this strain has some unfortunate effects.

We shall discuss this possibility later,

The experimental conditions have already

been mentioned to some extent and here, we remark

that we attempted to gather information about the
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three hyperfine interactions as a function of tempera-
ture in the range 2°4¢ 74500 K, Some experiments were
madé in applied external fields up to 50kOe.

The M8ssbauer spectrometer mast be cali-
brated using some standard absorber. In the course
of our experiments, we have used iron foil, o ~Fe,04
and sodium nitroprusside, table 6 shows the calibrétion

data that has been employed %463,

Table 6. Calibration Data for MOssbauer Spectrometer.

Standard Isomer Shift Peak Separa- Q.5 4 Heff

Absorber Relative to Co tions (mm.s™ ™) (mm.s” ) kOe
in Cr(mm.s™ 1) Al6  A25 434

Iron Foil 6.152 10.657 6.167 1.677 330

#-Fe,0, 0,512 16,70 9.66 2.63 517

Sodium 0.105 . 1.712

Nitroprus-

side

Calibration of the spectrometer for experiments in
applied external fields is of particular importance,
for, inspite of precautions taken against it f@iﬁ, the
stray field from the solenoid affects the motion of
the transducer. Therefore, it is necessary to cali-
brate the spectrometer at each field used and to

maintain precisely the same geometry for the calibration
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Figure 24, Effect of stray fields on velocity
calibration.
as for the experiment. In figure 24, we show the
calibration constants for our spectrometer as a
function of external field as determined during a
particular experimental run. The stray fields are
~1020e but it can be seen that their effect is
remarkable, especially on the velocity calibration.
Calibrating with iron foil allows some
assessment to be made of the linearity of the velocity
scale. We have found that linearity in our spectro-

meter is z2%.
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i.e. (L£q,- A56)/A12$ 0.02

The final point concerns the collimation
of the spectrometer. The problem of collimation
effects has been dealt with by several authors and
a survey is given in {4730 In figure 25, a schematic
arrangement of a point source, a collimator and a
detector is shown. If it were possible, we would
like to detect only those 'K—rays emitted parallel
to the source velocity but this so severly attenuates

the counting rate that it is impractical. Therefore,

D

TECTOR
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a finite solid angle is allowed. This solid angle
is characterized by’? or the ratio D/2d indicated
in figure 25. Whether a point source or, a more
realistic, extended source {45%, is considered the

fat]

line broadening introduced by a non-zero ¢ 1is

found to increase as (D/2d)2 and to be greater, the
greater is the displacement of the absorption line
from the zero of velocity on the spectrometer. This
effect is illustrated in figure 26 where we plot

some experimentally determined line widths at various

velocities for various values of (D/2d). Also,
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Figure 26, Line widths as a function of collimation angle

for various line positdions.
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indicated in figure 26 are the values of (D/24d)
usually obtained in the various laboratory set ups.
The line widths plotted in figure 26 were obtained
from the spectra of figure 27 which are from an
o(—Fe203 absorber. These spectra also illustrate
the other effect of increasin@ collimation angle, i.e.
the velocity shift of each peak pdéition° This

effect does not matter provided the spectrometer

geometry is held constant.

/2d =335

LoumTS

NUMBER of

-10 -8 -2 2 6 10
vetocrsy (may/d)

Figure 27. Illustrating the effect of collimation on
«~Fey04 line widths and positions,
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3.6 Data Analysis
Mdssbauer spectroscopy produces a very large
amount of data that is usually analysed initially
with the aid of a computer. At this ﬁniversity, we
are fortunate to have an I.B.M. 360 system. Data
from the spectrometer on punched paper tape can be
readily converted to card form by means of an I.B.M.
1620 machine. Following this there are two routes
that may be taken:
(i) If the spectrum is obviously simple, then
a least squares fit to the peak positions
is usually sufficient for the various
MOssbauer parameters to be extracted;
(ii) If the spectrum is fairly complicated then
a least squares fit of the exact nuclear
Hamiltonian to the data is required. This
type of fit is then checked against the
rather freer fit given in (i).
The fitting program used in (i) is known as "MONKEY" and
was given to us by the Applied Mathematics Division at
Argonne., The fitting in (ii) is accomplished by means
of a programme called "POWDER" that utilizes as a sub~-
routine the solutions obtained for the complete nuclear
Hamiltonain by the author of {48§,
These programmes are described in a little

more detail in appendix D.
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(1) PRINCETON APPLIED RESEARCH, P.O. Box 565, Princeton,
New Jersey, U.S.A. 8540;
Magnetometer Model FMI1,
High temperature facility model.

(2) MAGNION, 144, Middlesex Turnpike, Burlington, Mass.
U.S.A. 01804;
Field Control Unit Model FFC4.

(3) RAWSON ELECTRICAL INSTRUMENT CO., 101 Potter Street,
Cambridge, Mass, U.S.A.;
Gaussmeter Model 920 M,C.M.

(4) ANDONIAN ASSOCIATES, 26, Thayer Road, Waltham 54,
Mass, U.S.A,.;
Cryostat to P.A.R. Spec.

(5) DANA LABORATORIES, Irvine, California, U.S.A., 92664;
D.V.M. Model 5270.
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ELRON, 9701, N. Kenton Ave., Skokie, Illinois, U.S.A.,
60076,
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Crystal Scintillator 6SHDO 2M/2G-Q
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(9) 20TH CENTURY ELECTRONICS, Surrey, England;
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PX 130f/A.

(10) HEWLETT PACKARD, 395 Page Mill Road, Palo Alto,
California, U.S.A., 94306;
Printer Model J18565A.
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(11) NUCLEAR DATA, P.O. Box 451, Palatine, Illinois, U.S.A.,
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(12) TALLY CORP., 1310 Mercer Street, Seatle, Washington,
98109;
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I EXPERIMENTAL WORK ON

FOUR COMPOUNDS.

In this, the first of two chapters
describing experimental work, we present and discuss
the results of our investigations of four quite dif-
ferent compounds. Three of these compounds Fe3s4,'
Fe{Crp{ 4 and Cd{Cry} s, were known to exist before
we started our work. They had been investigated in
various experiments and explanations of many of
their properties were either established or at least
suspected. We have reviewed, albeit briefly, the
results of relevant experimental work, in an attempt
to place our own investigations in perspective. Our

studies of these compounds are described in sections
1,2, and 3 respectively. The fourth compound is
described in section 4., We suspected its existence
but so far only rather impure samples have been

prepared.
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1, A STUDY OF Fe[Fe; 8,

The work described in this section has
been reported previously {1,2} and is given here in

much the same form.

1.1 Introduction.

In contrast to the iron éxides, a large
variety of phases are found in the compounds of iron
and sulphur, many of which have recently been reviewed
{3} . Two structures are known for the compound Feg5,
and both have been identified from natural minerals.
Smythite has an hexagonal layer structure rather like
pyrrhotite 14t and it appears to be difficult to syn-
thesize pure material{_5$63; greigite has the spinel
structure {7§° It is an extremely rare mineral and
a number of syntheses have been proposed, all of which
yield reasonably pure greigite with small crystallite
size {6,8,9,10,11,12%.

By comparison with magnetite, its isomofphous
oxide, greigite has not been very extensively studied.
It has been shown to be thermodynamically unstable
relative to pyrrhotite fl4§ but natural greigite
shows no tendency to decompose in air at room tempera-
ture. When heated in vacuum, it is stable up to 280 C

§7% where ' it decomposes to pyrrhotite. Under other

AN
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conditions, there is a much more limited range of
stability §9%.

The compound crystallizes in the spinel
structure with an ideal cubic sulphur array %7,9%@
The lattice parameter is 9.876 2 but values between
9.81 and 9.90 ﬂ have been reported for the synthetic
material. Some workers §6§report a distortion in
the structure although this is not mentioned by anyone
else,

In addition to x-ray studies, synthetic

Fe.S, has been studied by electron diffraction

374
£8,9,10,15,16} and it has recently been shown that
anisotropy can be induced by an electrostatic field
above 313°K 517%, Some magnetic properties have been
reported {9,10,16} . No coercivity was detected,
the saturation magnetization was 1.344 per formula

unit (=24emu/g) and an ordering temperature of 580° K

was deduced from low temperature measurements.

MGssbauer spectra have also been reported
{6,16,18} ., These show several superposed spectra with
hyperfine fields 300kOe.

Our study of Fe was conducted on synthetic

354
samples that we found to be rather poorly crystallized

and non-stoichiometric to varying extents. Based on
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their Mossbauer spectra alone however, we judged them
to be no worse and in some cases slightly better than
other samples studied previously. Put another way,
they are typical of samples of synthetic greigite and
since the natural mineral was unavailable, it seemed
that a study of synthetic material was the practical
way to study the compound. We, therefore, judged

it to be very important to make some attempt to distin-
guish between observations pertinent to the compound
proper and observations resulting from deficiencies

in sample characterization.

1.2 Preparation of Samples.

AThis compound was not prepared in the
manner outlined in chapter 1.5, that method does not
work in this case. We used the method reported in
f9§° The precise details of the method are given in
appendix E since it makes tedious reading. Suffice
to say here that we made thirty samples. For the
first 20 attempts, equal quaﬁtities 5ml of 0.15M
Mohr's Salt Fe(NH4)2(SO4)26H2O and 0.2M sodium
sulphide were used and the yield was 100-200mg. in
an effort to produce larger quantities, 0,6M Mohr's
Salt and 1.6M sodium sulphide were mixed in a 2:1

ratio for the last 10 batches, the yield was~1lg.
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The final product varied considerably and
although we can offer no definite explanation of this
fact there are several factors that may contribute:

(i) The preparation method is a hydrothermal
synthesis and the reaction temperature is
critical;

(ii) There must be a very rapid quench of the
final product to prevent the formation of
other phases;

(iii) Fe3S, tends to oxidiée when in contact with
water so washing and filtering the final
product may have had a bad effect, especially
on small crystallites.

We examined our 30 samples visually and only 20 that
Were black in colour and attracted by a hand magnet
were retained for x-ray examination.

X-ray diffractometer traces were obtained
for the samples and Debye-Sherrer photographs were
taken of those that showed strong greigite reflections.
Manganese filtered FeK« radiation was used throughout.
The high angle lines were rather broad but all except
the very weak spinel reflections could be identified.
We also found some extra lines in each sample that
did not belong to the spinel pattern. In some cases
these lines were identified by their d values, we

found different impurities in different samples. This
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suggests that the problem is not a systematic fault
of the preparation but rather a consequence of the
ability of iron to form a large number of sulphides.

In table 7 we show the x=-ray powder patterns
for three of our samples together with the published
pattern {7} for natural greigite. The spurious
reflections are indicated by asterisks and we conclude
that samples 7 and 24 contain traces of pyrrhotite
and that sample 14 contains smythite and a trace of
some unidentified phase. The amounts of pyrrhotite
must be <5% since its Mossbauer pattern does not appear
in our spectra, on the other hand, there must be »1%
for the x-ray pattern to show up. Therefore, the
purity of our samples is estimated as being between

95~-99%.,

Table 7. Part of the powder pattern from synthetic
Fe,S, samples; the intensities were esti-
ma eé visually and the radiation was FeKe/Mn

hkl! 7 14 24 Greigite
(Spinel) dy () Iy dy (A) Iy dy (A) Iy dy (A) Iy
I 5.72 2 5.691 2 5.720 2 5.720 8.0
220 3.472 4 3.467 3 3.482 3 3.498 31.5
311 2.968 10 2.972 10 2.975 10 2.980 100.0
222 2.853 1 - N.O. 2.839 <1 2.855 3.9
* 2.637 2 2.909 1 2.637 2
* 2.537 2
400 2.471 6 2.466 5 2.466 5 2.470 54.8
331 — N.O. — N.O. — N.O. 2.260 1.2
* 2.062 3 2.062 3
422 2.014 1 2.004 I 2.012 1 2.017 9.2
g?f 1.902 5 1.897 3 1.902 3 1.901 28.6
440 1.746 9 1.736 10 1.745 9 1.746 76.8
840 1.104 4 1.098 2 1.104 3 1.105 16.4
844 1.006 4 1.003 3 1.007 5 1.008 30.9

*Reflections not belonging to the spinel pattern.
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From the high angle spinel reflections,
we determined the lattice parameters given in table 8
and these same reflections were used to determine the
apparent crystallite size D. According to ilQi :

D=(ﬁ/p)cosﬁ

where /A is the x-ray wavelength O is the Bragg angle
and ﬁ is the line broadening. We assumed that:

£ =Fops=Prvst.
where ﬁOBS is the observed full width at half maximum
intensity andfgINSTa is the instrumental broadening
determined from a standard. The three samples
described in tables 7 and 8 are among the bhest that we
made. We chose to study them further because we
believed that a strong correlation existed between
bulk properties and apparent crystallite size.
Chemical analyses of the iron contents of samples 14
and 24 are given in table 8 but we had a very low
yield of sample§7§and no chemical analysis was made,
but where necessary, later,we shall assume the iron
content of sample 7 to be the same as that of sample
14, since in some other respects the two samples are
similar. The formula Fe3S, has 56.64% of iron by
weight. Some of the discrepancy between observed
and expected iron content is presumably a result of
non stoichiometry which we assume manifests itself

in the form of B-site vacancies. Some of the difference
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Table 8. Crystallographic and magnetic data for

synthetic Fe_ S
3°4
Magnetic moment 4.2 °K,
Lattice H— o
Size parameter Wt.% Fe ug/formula unit
D+ 10 ay, + 0.01 (Wet chemical
Sample (A) (A) analysis) Observed Corrected *

7 137 9.86 — 2.05 2.26
14 117 9.83 54.6 2.04 2.25
24 91 9.87 49.0 1.58 2.21

*See page 148.

however, may arise from water absorbed onto the
particles’ surface, an idea that we were able to
check by means of infra-red absorption spectra.
Figure 28a shows the absorption spectrum of sample
13, it is compared there to a spectrum taken from a
natural crystal of pyrite Fe(82)=(b)u it may be
seen that there is strong absorption at 1450 em~1

in both cases. These absorption bands are characteri-
stic of H-OH or OH™, but the test is not altogether

conclusive, although the absorption is stronger in

Fe3S, than in Fe(82)=a

1.3 Magnetization Measurements,

The equipment and techniques described
in Chapter II sections 1.2, 3 were used +o determine
the complete magnetization curve for two samples 7,
and 24 in the temperature range 402-—30001{° For
these samples we also measured the first part of the

curve in the range from 300-700°K. Our objectives

were:;
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Figure 28. Infra-red absorption spectra from (a) Fe,S,
(b) FeS'Z'° The deep absorpticn at ~3000 cm~l comes
from the organic binder used to disperse the powders.

The absorption at «1450 cn~L is typical of OH infra-red
spectra but the fact that it occurs in both sulphides
is curious when one of them (b) was a well crystallized
natural sample.

(i} To determine the low temperature moment;

(ii) To determine the magnetic ordering temper-
ature;

(iii) To find out whether there was any evidence
for a Verwey type transition as in Fe30,
{205

(iv) To see whether there was any evidence of
superparamagnetic behaviour.

We made thermal scans of the remanence and of the
magnetization in various fixed applied fields to
determine the long range ordering temperature as more
conventional techniques failed on account of the
tendency of the compound to decompose after long

periods, at elevated temperatures.
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In figure 29 we show the variation of
H, with temperature for samples 7 and 24 while figure
30 shows the temperature variation of the function
Mp/Mes - In figure 31, My 1is plotted against tempera-
ture for samples 7 and 24, At low temperatures the
magnetization is a slowly varying function of
temperature and shows no discontinuities. At 4.2°K, Mo is
37.6 and 28.5 e.m.u./g for the two samples respectively.
The correspdnding moments per Fe3S, formula unit are

given in column 5 of table 8.
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The high temperature behaviour of the
magnetization shows the thermal decomposition of the
compound. The magnetization levels off at about 500°K
and then continues to fall above 600°K. After heating
to 670°K, the greigite had decomposed to a dark brown
powder and we could find no trace of the original
reflections in the xX=-ray powder pattern. The phases
present were not identified.

The thermal scans in the fixed applied
fields are shown in figure 32. Following {213 we
attribute the peak in the curve at high temperatures
to the balance of anisotropy and magnetization
energies and conclude that it occurs below the ordering
temperature. We, therefore, extrapolated the steeply

falling parts of the curves above the peaks to M=0

read right

5 - -7

0.8
15

06

APPLIED FIELD (kOQe)

MAGNETIZATION (ARBITRARY UNITS)

D2

50 00 0 200 250 300 333
TEMPERATURE (°C)

Figure 32, Thermal scans of magnetization in various
applied fields and extrapolation of T.(H) to H=0,
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and obtained the four ordering temperatures that are
plotted against applied field in figure 32. A linear
extrapolation of these data to H=0 yields an ordering
temperature of 606°K. A scan of the remanence, however,

yielded 570°K for the temperature at which MR=O°

1.4 Electrical Measurements.

We were unable to make any decisive
electrical measurements because we could not produce
any high density samples. The powders we did have
could not be sintered because of their low decomposi=
tion temperature. We did, however, press some powders
into discs that we estimated to have about 55%
theoretical x-ray density. We could not solder leads
to these discs so a four point probe was used. We
found resistivities in the range l—lOzilocmu By
compressing the discs between brass contacts, we found
lower resistivities and a decrease of about a factor
of four when the temperaturée was lowered from 300 to
4.2°K. We do not have much regard for these results
and consider them, at best, indicative of semimetallic

behaviour.,

1.5 Mossbauer Effect Spectroscopy.
Spectra were recorded for 12 samples at

room temperature., All consisted of a six line magnetic
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pattern with a hyperfine field of about 310kOe
superposed on a central doublet. Both the magnetic
pattern and the central doublet had rather broad
lines that suggested the presence of more than one
spectrum. The intensity ratio of the doublet/magnetic
pattern varied quite a bit from sample to sample,

In figure 33 the patterns of three samples are dis-
played, and marked at the right hand side of each
pattern are the results of the room temperature
measurements of M, and Hc together with the intensity
ratio of doublet/magnetic pattern. More detailed
investigations were made on samples 7, 14 and 24,
and their room temperature spectra are shown in
figure 34. If the area under the outer pair of lines
is assigned a value 3, then table 9 shows the ratio
of intenties for outer pair: middle pair: central
area. It can be seen that the intensity of the central
portion increases as the effectiwe crystallite size
‘decreases. The quadrupole splitting and isomer shift
of this central doublet are estimated to be 0.64
and 0.52 mm/s respectively.

In figure 35, the temperature dependence
of the Mossbauer spectrum of sample 24 is shown. The
central peaks are reduced in intensity as the tempera-
ture is lowered, in fact, by 100°X, 78% of all the

absorption is in the magnetically split pattern. By
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Figure 33. MOssbauer spectra at 296°K for various

samples
of synthetic FesS5,.
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Figure 34. Mosshauer spectra 286°K
(a) Sample 7 D=137 A,
(b) Sample 14 D=117 A,
(c) Sample 24 D= 91 A,
Table 9. Intensity ratio of outer, inner

pairs of lines.

138,

and middle

Experimental

Sample number

conditions 7 14 24

296 °K 3.00:2.07:2.45% 3.00:2.14:3.10 3.00:2.00:4.79
296 °K, H =50 kOe 3.00: — :1.40 — —
100 °K — — 3.00:2.23:2.84
296 °K after

prolonged cooling 3.00:2.21:4.02 = 3.00:1.76:7.08
100 °K after

prolonged cooling 3.00:1.98:6.70
270°K, H =90 kOe

after cooling to

Hsek - e 3.00: — :5.34

*Errors are +0.15.
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4.2°X, however, the spectrum again becomes complex.
It appears to be composed of three magnetically split
patterns with intensity ratios 2:2:1. The most widely
split pattern has very broad outer lines ~ 1,45mm/s
and a hyperfine field of 470kOe. The other two
patterns resemble each other and have fields of about
327 and 313kOe. These results are collected in
table 10. On returning to room temperature, the
magnetically split pattern is weaker, relative to
the central portion, than in the original room
temperature spectrum. This may be seesn by comparing

figure 35a with figure 34c¢c or by considering the

Table 10. Hyperfine parameters for sample 24 deduced
from zero field spectra.

296 °K 100°K 42°K
Pattern Hyy (kOe) 1.§* . H, (kOe) LS Hy (kOe)t 1.5%
JorA 308 0.51 316 0.57 313 0.64
2or B 291 0.60 321 0.80 327 0.77
3 — — 472 0.6

" *Isomer shifts are given relative to the source, 10 mCi of *’Co in Cr; the units are mm/s.
tWe estimate an error of +10 kOe,
**We estimate an error of +0.05 mm/s.

intensity ratios given in table 9. We found a similar
effect in sample 7 and a comparison may be made between
figure 34a and figure 36a. We took x-ray powder
diffraction patterns after cooling these samples and

found that two weak reflections had appeared at d=3.94
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Figure 35, Mossbauer Figure 36, Mossbauer spectra of
spectra of sample 24 at sample 7 in applied fields;
(a) 296°K (b) 100°K (a) Happ=0 (b) Happ=20k0e
(e) 4.2°K (c) Happ=50kOe.

and 2.19 A and we conclude that prolonged cooling
induces an irreversible change in the structure
that has an'app:eciable effect on the Mossbauer
spectrum,

In order to determine the spin arrange-
ment in Fe3S4, MOssbauer Spectra were obtainéd for
several samples in an applied field of 50kOe and
the field dependence was found for sample 7. Some
of the spectra are shown in figure 36 and the varia-
tion of effective field with applied field is shown
in figure 37. Each of the outer lines of the magnetic
pattern are split by the applied field into two lines
of unequal intensity, these are marked 2 and B in

figure 36, and the middle lines disappear when Happ



141,

1 !
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Figure 37. Variation of H,¢s with Happ for the two
sublattices.

exceeds 10kOe. There are three points to be made:

(1) The splitting of the original pattern
indicates the presence of two magnetic
sublattices;

(ii) The disappearance of the middle lines
indicates that the magnetizations on
the two sublattices are collinear;

(iii) The data in figure 37 shows that at one
sublattice, the effective field decreases
while at the other, it increases indicating
that the magnetizations are antiparallel,

The third point requires some explanation and in figure
38 we have tried to illustrate how the conclusion can
be drawn. We recall figure 20 and note that HS is
directed opposite to the ionic 3d spin. In figure

38, @B is supposed to be larger than My ' so that
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> Hagp

Figure 38. To illustrate the effect of Happ on Hyg.

Happ aligns the dipoles associated with B ions and

therefore, Happ is opposed to Hyg for B ions so that

for B ions Heff=th—H If we suppose that MA is

app*®
antiparallel to M, then at A ions we have:

Her e~ HpstHapp
As a broad principle then, we can say that for
M&ssbauer spectra in applied fields Happ adds to
Hy s for sublattices whose magnetizations are anti-
parallel to the net sample magnetization, and vice
versa. It is now clear why points (i) and (iii)
can be made, so for completeness, we explain point
(ii). To understand this, we first recall that the
middle pair of lines correspond to transitions
where A»mI=®, The angular dependence of the radiated
intensity from these transitions has the form

3sin6 , where ¢ is the angle between the axis of

quantization and the direction of the emitted 3 =ray,



143,
there is therefore, zero intensity along the guantiza-
tion axis where (9“=O° When Eapp has aligned all the
dipoles, it defines the axis of gquantization and if

H,

app N §/=ray velocity, the é§m1=0 transitions vanish.

The transitions corresponding to ZSmI=il
have intensities with angular dependencies
9/4 (1+ (sin®9 and 3/4(1+cosz@ ) respectively which
are 9/2 and 3/2 when #=0. As a corollary, if Happ
cannot align all the dipoles e.g. if Happ is too small
to saturate the magnetization, or if there is a canted
spin arrangement, then the éamI=O transitions do not
completely disappear because under these circumstances,
§ is not zero for all crystallites, a fact that can
be used to determine canting angles {223,

To return to the original discussion,
there is one other point to make, from the spectrum
in figure 36¢c, we can determine the relative intensities
of the A and B patterns. This turns out for sample 7
to be:

1:1.8+.1
and a similar analysis for sample 24 gave:
1:1.5%.1

The line widths for the two patterns were 0.38 and
0.59mm/s for sample 7 and 0.62 and 0.67mm/s for sample

24. Finally, we remark that the hyperfine fields and
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isomer shifts for the two patterns extrapolated to
Happ=0 are given in table 11,

Table 11. Hyperfine interaction parameters in some iron sulphides.

Hyperfine
Field or
Formzl Ionic Co-ordingtion Iscmer Shift Quadrupole
Compound State of Iron Site Relative to Cr Splitting Comments References
Fess, (greigite) Fe* tetrshedral 0.4 mls 311 koe Hyperfine fields and 1,2
isomer shifts extra-
polated to zero applied
. fleld
Fez+ or Fez'5+ octahedral 0.70 310 koOe
rell (octahedral) 0.52 0.64 mm/s
1-‘63810 (smythite) Fe2+ octahedral 0.71 295 kOe 24
Fen octahedral 0.48 0.69 m/s
FeS (pyrrhotite) et octahedral 0.93 ~260 k0e ~ Several hyperfine 5
patterns depending
on vacancy distribution
Fes, (pyrite) ' 'r‘eu octahedral 0.48 0.61 mn/= Low-spin ferrous iron 5
Cubes, re3* tetrahedral 0.36 360 koe 25,26
FeCr,S I"ez+ tetrahedral 0.75 206 kOe Normal spinel Hpe at 27
274 h{
77°K 28
FelnySy, Fe2+ octahedral 0.96 3.3 m/e Inverse gpinel 27
29

1.6 Discussion of Bulk Properties.

We consider the characteristic feature of
the MOssbauer spectra for Fe3S, to be the magnetically
split patterns and justify this apparéntly arbitrary
assumption in the following way. The intensity ratio
expected for the spinel structure for iron on all
the A and B sites is 1:2; the ratios that we found

were 1.8 and 1:1.5 + .1; however, if non-stoichiometry

leads to B-site vacancies in Fe3S4 as it does in
pyrrhotite, smythite and non-stoichiometric magnetite,

then the discrepancies can be accounted for. Our

chemical analyses showed that the iron deficiency in
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sample 24 was 13.4% and with the assumption stated
earlier, the iron deficiency in sample 7 is 3.5%.
If all the discrepancy is reflected in B-site
vacancies, then in sample 24, 20% of the B-sites are
vacant and the intensity ratio expected is 1:1.6,
whereas for sample 7, Qe estimate 5% B-site vacancies
and expect an intensity ratio of 1:1.9. If we take
into consideration the errors introduced into the
chemical analysis by adsorbed water, we are justified
in concluding that the observed intensity ratios are
in good agreement with what is expected. An additional
refinement is in order if the recoilless fraction at
the two sites is different, for example in Fe30y4:
fr/fa=0.94+.02

at room temperature {253,

The extrapolated zero field data indicate
that the hyperfine field at both A and B-sites is
the same »310 kOe and this is a curious result if
Fe;8, contains both ferrous and ferric iron. Certainly
the isomer shift at the A-site is considerably less
than that at the B-sites suggesting that Fe3S,; may
be directly compared to magnetite where the inverse

3+

spinel cation arrangement pertains with Fe on A-sites

2++Fe3+ on B=-sites,

and Fe
In chapter II section 3.2, we discussed

the isomer shift and the ambiguity that arises when
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chemical bonds contain substantial covalent contribu-
tions. In Fe3S, we encounter such a problem. In
table 11, we collect together hyperfine field and
isomer shift data for various iron sulphides and we
shall make use of these data in the following discussion.
The isomer shift data of table 11 indicates that if
an iron sulphide has an isomer shift » 0.7 mm/s
relative to chromium, then it is essentially a high
spin ferrous species. For octahedral sites, the range
of isomer shifts for such species is 0.96 or 0.93 to
0.71 mm/s. Now in the spinel lattice, the volume
of the two sites is different so that the same iron
species would show a smaller isomer shift on a
tetrahedral site than on an octahedral site because
of the extra covalency on the smaller A-site. The
covalent reduction may be expected to be the same
at both ends of the isomer shift range. So, if we
ﬁake the isomer shift of iron in FeCr,S, as an upper
limit for high spin ferrous iron on A-sites and

compare it with the isomer shift of Fe2+

in FelInySy,
we obtain a scaling factor that allows an estimate

to be made of the lower limit of isomer shifts of
high spin ferrous iron in tetrahedral sites. To
summarise, high spin ferrous iron in octahedral and
tetrahedral sites in sulphides may show isomer shifts
in the ranges:

0.71 - 0.96 mm/s and 0.56 = 0.75 mm/s respectively.
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The A-site iron in Fe;S, appears to be

ferric in view of the considerations above, the B-
site iron presents more problems. For purely ionic
bonding, half would be Fe2+ and half would be Fe3+,
the observed isomer shift (0.70 mm/s) is at the bottom
of the rough,; estimated range, above but there are
several arguments to suggest that in sulphides,
octahedrally co-ordinated iron is invariably ferrous:

(i) In wet sulphurous solutions iron is always

in the ferrous state;

(ii) In the case of pyrrhotite, the combined
evidence of MOssbauer and transport studies
shows that all the iron is ferrous and that
there are holes in an anion=-anion overlap
band iiﬁ;

(iii) The mineral smythite has the same chemical
formula as greigite)Fe3S4>but Mossbauer
studies show that the mineral is a ferro-
magnet and all the iron is ferrous {24} :

(iv) There is considerable doubt concerning the
existence of Fe,S, which would contain only
ferric iron and be analogous to Fezo3 El%@

One effect of non-stoichiometry has been
discussed in terms of B-site vacancies that lead to
a discrepancy between the observed and ideal A:B-site

intensity ratios. We shall discuss a second plausible
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effect later but we shall mention now that non-
stoichiometry probably leads also to local regions
of strongly covalent bonding that cause low, rather
than high spin ferrous states to exist in these
regions., fhese low spin ions reduce the expected
magnetic moment since they have S=0. Thus in each
molecule of Fe3S4 containing a B-site vacancy, we
propose that the other B-site will be low spin, This
is consistent with the view that all the B-site
iron is ferrous. It follows then that the magnetic
moments measured for samples 7 and 14 should be
increased by ~10% and that of sample 24 by ~40% since
we have already estimated 5% and 20% B-site vacancies
in these samples. These corrections lead to the
figures shown in table 8, column 6. We, therefore,
conclﬁde that a magnetic.moment of 2,2i,3/ﬂB/molecule
is typical of Fe3S,. This figure is inconsistent
with any arrangement of high or low spin cations on
the A and B-sites that would yield the observed
field dependence of the MOssbauer spectrum. Further,
the conductivity check indicates that at least some
‘of the charge carriers must be delocalized.

In order to account for these results in
terms of a band scheme, the cation valencies should

be known. As we have seen, there is some uncertainty

concerning this point and as a result, we shall propose



two band schemes. The first is based on the
proposal that Fe;S, has an average of ferric and
ferrous iron on the B-sites. It has its origins
in the scheme suggested for magnetite 30,31 and
is shown in figure 39b. The scheme in figure 39a
is that for magnetite and in keeping with ionic
considerations for the oxide, it results from the
effect of intra-atomic exchange on crystal field
split d-orbitals at octahedral and tetrahedral
sites. In the sulphide, as we have remarked in
chapter I, section 3, we should take account of
the extra d-electron covalent overlap 632% with
the anions so in figure 39b the tzg(A)egT(B)egT(A)
orbitals constitute a €% band. Exchange splitting
is supposed to be smaller in the sulphide than in
the oxide so that tngB overlaps &0*. As a first
approximation, the electrons in ¢ * are supposed
to be collective and G * is u_npolarized° If it
is to remain so, then tsz(B) accepts electrons
from it in pairs so that the magnetic moment is:
(2(3—x)-2)ﬁ{B per molecule
where 2x is the number of t2g$(B) electrons per
molecule. The measured moment shows that x%1

so that the B-site cations have an electron con-

149,

figuration like (tzg@y<y*l°5)y an intermediate spin

state similar to that proposed in %33& for Ru>t in
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Figure 39. Proposed one-electron energy band.schemes

for (a) Feq0y and (b) Fe3Sy. In (b), the tzgv(B? band
has 2x electrons per formula unit, leaving 8-2%x in the
unpolarized & * band., The Fe (B) electronic configura-

tion is approximately tégg?*lc5°

LaRuO3. A moment greater than 2A%B/molecule will
result if G * is polarized suitably. Conduction in
ﬁhis model is presumably via & * electrons with some
contribution from tng'(B).

The second band scheme is based on the
idea that Fe3S4 has only ferrous iron on the B-sites.
This scheme is sketched in figure 40. In order that
the B-sites have only ferrous iron, the sulphur lattice
must reduce one ferric ion per molecule to the ferrous
state so that there is one hole per molecule in the

2+

valence band. The Fe levels are below the top

of the valence band. Figure 40 shows the positions
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Figure 40. Alternative energy band scheme for
Fe3S, assuming that only ferrous ilons are stable
on octahedral sites in the sulphur lattice.

of the ionic terms not the oné electron orbitals
of figure 39 and the energy U is that needed to add

N+ o an pe(R-1)+

an extra electron to convert an Fe
ion. These excited states lie above the Fermi level

B The magnetic moment in this case is 3,aB/molecule°

e
This may be reduced by spin polarization of the
valence band in the sense suggested in {34§for
CuCr,S, but an opposite valence band polarization
was suggested for CdCr4S4i32}e Conduction in this
model would be via holes in the valence band.

Our study does not allow us to choose

between these models although the magnetization

measurements tend to favour the first.

1.7 Discussion of Sample Peculiarities.

As we said earliexr, this study had two
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parts, the second of which will be discussed in this
section. It will, by now, be apparent that the
MOssbauer spectra of FesS, are not what would be
suggested for an ideal spinel with iron on A and B-
sites; all the samples show a central doublet; our
samples are, however, typical of synthetic greigite,
In case some basis of comparison is required, the
spectrum from our sample 1, figufe 33 ghows about
as much magnetically split absorption as the spectrum
for greigite in 55%0 There are four points to be
made about the central absorption:

(i) It is of greater intensity relative to
the magnetic pattern as (a) the apparant
crystallite size is smaller (b) the devia=~
tion from stoichiometric iron content is
larger; |
(ii) It tends to disappear from the MOssbauer
spectrum as the temperature is decreased;
(iii) It diminishes only slightly at room tempera-
ture on the application of an external field;
(iv) It has a quadrupole splitting and an isomer
shift similar to  that of pyrite {5 and
the doublet that is observed in synthetic
samples of smythite {24%m
Points (i)a and (ii) suggest that perhaps the samples

are partially superparamagnetic, although (iii) indicates
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that most of the central absorption arises from
some other source E35%,initial efforts to determine
“the origins of the central absorption consisted of
testing for superparamagnetism. We shall first
outline briefly the basic ideas behind the tests.

Suppose we consider a magnetically ordered
solid with one easy axis of magnetization. Under
normal circumstances, there exists an anisotropy
energy barrier KV, where K is the anisotropy energy
per unit volume and V is the volume of the solid,
that causes the magnetization to be in a well defined
direction parallel to the easy axis. If the volume
of the solid becomes so small that:

RVekT
then the solid can become superparamagnetic, which
means that the magnetization flips back and forth
along the easy axis. The existence of such behaviour
was first predicted by Néel $36,37% and although more
sophisticated analyses of thq phenomenon are available
f38§, the relationship he proposed between the
superparamagnetic relaxation time Y , and K,V and T
is still of immense value. This relationship is:

1/% =Qexpl -Kv/kT] (ITI.1)
where the constant QlelO/s@ Superparamagnetism is
observable experimentally when ?fé;tc where T c is

the characteristic time of the experimental measurement.
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In static magnetization measurenents,

the characteristic time is‘wgs and the disappearance
of remanence and coercivity indicate superparamagnetism,
The magnetization curve tends to follow the Langevin
function {393; In MOssbauer measurements, superpara-
magnetism is evidenced by the collapse of the hyper-
~fine splitting and the characteristic tiﬁe is ﬂ?lO—gs
ie. the Larmor precession time of the nucléus in the
hyperfine field. The nine orders of magnitude dif-
ference in these two “C: means that the same sample
can be superparamagnetic in magnetization neasurements
and yet stable in M&ssbauer measurements {35,46},

. The magnetization data of figures 29
and 30 cannot be unambiguously interpreted, In
figure 29, it may be seen that H, is a decreasing
function of T for both samples but it is lower at
ordinary temperatures for sample 24 which ﬁad the
smaller apparent crYstallite size. Pigure 30 shows
that Mp/M, decreases steadily with increasing
temperature but at a faster rate for the sample with .
the smaller apparent crystallite size, At no time
is H, or MR/MDO =0 as would occur if the entire sample
was superparamagnetic but there éxists a strong
possibility that part of each sample is superpara-
magnetic on account of a distribution of particle

sizes, It is also worth noting that in other investi-
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gations {9,10,163 no coercivity was detected.
Before we look at the evidence from the
Mossbauer investigation we must consider the impli-
cations of the possible distribution of particle
sizes. There will be a range of volumes in any real
powder sample and we can define a critical volume
Vc at each temperature for which Y= ’Kc° Those
particles with V>V, will be stable and giwe a
magnetically split pattern, those with V(.Vc will
give a central superparamagnetic peak. There will
in fact be a small fraction with V2V, that gives
an intermediate relaxed spectrum. For example, if
we assume a normal distribution of particle volumes
between 0 and 10° A 3, K=106erg/cm3 and T=300°"K
in (IIT.l1), 10% of the particles have:
1079, T <1077
Egquation (III.l) suggests two tests for
superparamagnetism:
(i) The central peaks should be more intense
for samples with smaller crystallite size;
(ii) The central peaks should gradually disappear
as the temperature is lowered.
From our previoué remarks, we.see that there is some
qualitative agreement with these predictions. To be
specific, if in figure 34 we assume that the observed

central pair of peaks belonging to the magnetically
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split spectrum have 1/3 the;intensity of lines 1
and €, then, the magnetic absorption represents 81,
75, and 61% of the total and decreases with decreasing
particle size., Figure 35 shows that the central
absorption does tend to disappear as the temperature
is lowered.,

A third test for superparamagnetism is
suggested by the analogy of a superparamagnetic
partiéle with a single ion of very large spin (~104/LtB)°
That is, it ought to be possible to polarize the
particles by the application of a large enough
magnetic field %35% and therefore, remove the central
peaks. On applying this test, we find that for sample
7 the central intensity decreases from 19 to 9% in a
50 kOe field while for sample 24 the decrease was -
from 48 to 35% in a 90 kOe field at room temperature.
We, therefore, conclude that only about 10% of the
particles are superparamagnetic in MOssbauer measure-
ments at room temperature. As a check, we can assume
a normal distribution of particle volumes and make
use of (III.1l) and the known ratio of the characteristic
times viz, 10_8/10O to calculate the ratio of critical
volume in magnetization measurements to that in
MOssbauer measurements ie. 5/1 which leads, with

the assumption above, to the prediction that 40% of
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particles will be superparamagnetic in magneétization
measurements at room temperature. As a resulg, MR/MM
should decrease by 40% on raising the temperature
from 4.2 K (where we assume no superparamagnetism)
to room temperature. For sample 7 the decrease is
~45% while for sample 24, the figure is ~60%. When
we consider the approximations made, the agreement is
not at all bad.

We are still left, however, with the problem

of explaining almost all of the central absorption,

" We hinted at our explanation earlier. We propose
that it is associated with the B-site vacancies in
the following way. The effect of the defect structure
regions is to deplete the anion p-orbitals of electrons
and as suggested in chaper I, section 2, this should
lead to the formation of the complex anion S; at
least in localized regions. Any d-electron overlap
with such a large anion is bound to be much greater
and lead to a considerable increase in the covalent
nature of the bond. As a result, the octahedral site
e, orbitals forming the & * band are even more de-

g
stablized and in the local region, the iron takes a

\

low spin, lAlg state., Furthermore, S; has axial
rather than point symmetry and a small guadrupole
interaction arises because of the disymmetry of the

surrounding anions. In keeping with the estimates
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made for the magnetic moment corrxections, we should
find about 10% absorption from this effect for sample
7 and about 40% for sample 24, In fact, the room
temperature spectra in applied fields give 9% for
sample 7 and 35% for sampie 249 These numbers

appear to be in decent agreement so we conclude that
this explanation is reasonable.

The last of our findings to be discussed
is the appearance of the extra magnetic pattern at
low temperatures; What we observe is that, at 4.2°K
there is no central absorption, but instead, an
extra magnetically split pattern that accounts for
the same absorption intensity as the original central
doublet. We propose that the observations can be
accounted by way of the following:
| (i) A vacancy ordering must occur;

(ii} The lAlg state is somehow changed to a
state where S#0;

(iii) The ordered structure must be antiferro-
magnetic since no sharp changes are
observed in My at low temperatures.

The first and third points seem quite reasonable. The
iron-sulphur system is repleat with vacancy ordered
structures fﬁ and even in the spinel structure,cation
ordering can occur but we doubt whether this vacancy

ordering is in any way comparable with the Verwey
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transition in magnetite. It probably bears more
resemblance to the A-site ordering observed in
Iny sCuy Cr,8, i4i§ . In fact, the extra reflection
at d=2,19A observed after cooling the specimen,
corresponds fairly precisely to a reflection from
(4,2,0) planes which is a known A-site superstructure
reflection for the spinel lattice.

It is difficult to arrive at a reasonable
explanation of the second point. It may be a simple
matter of asserting that the two states, (t2g4 G'*Z)S'I‘2g
and (t2g6cr*0)lAlg, are very close together and very
small changes in covalency allows their positions, on
an energy scale, to be reversed. On the other hand,
it may be necessary to consider the ways in which «
bonding destabilizes the lAlg state to the point
where it is easy for the anion lattice‘to oxidize
the ferrous iron to the ferric state and create a
6Alg(Fe3+) state, Such a state would have to be
extremely well localized, presumably in the band
gap. The spectrum shift of the extra spectrum is
given in table 10 as 0.61+.05 mm/s at 4.2°K which would
not be unreasonable for Fe3+ at this temperature 5423°
On the other hand, this isomer shift is too low for
high spin Fe2+ on B-~sites since our earlier crude,
estimated lower limit was 0.71 mm/s and this was for

room temperature. There is of course the possibility
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that the spectrum arises from high spin ferrous iron

on A-sites.,

1.8 Conclusions.

The compound Fe;S, is a ferrimagnet and
has a Neel temperature of 606 K. The low temperature
magnetic moment is Z,ZA%B/molecule and this figure,
combined with the conductivity check and the field
dependence of the Mdssbauer spectrum indicates that
the d-electrons must be regarded as partly localized
and partly delocalized. It is hard to be certain as
to the cation arrangement because of the large degree
of covalency in the cation-anion bonds, but, as
far as our measurements go, an inverse arrangement
like that in magnetite seems to be more in keeping
with the data.

The préparation method used, produces
samples of reasonable purity but of varying quality
in as much as the specimens tended to be poorly
crystallized and non-stoichiometric to varying extents.
The small crystallite sizes leads to some superpara-
magnetism that contributes to a central absorption
at room temperature. Most of the central absorption,
however, arises from low spin ferrous iron formed
because of the depletion of the anion p-orbitals.

There is some evidence of a vacancy ordering at low
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temperatures and there may be some interesting

ramifications concerning the behaviour of octahedral

site ferrous iron in sulphides.

2. A STUDY OF FeCr,8,.
2,1 Introduction.

The compound FeCryS, is known to exist
naturally as the mineral daubrelite %4i§, so far as
we are aware, only its x=-ray structure has’been
examined. This is presumably because it is a very
rare mineral occurring in some meteorite fragments
mixed with other sulphides. Synthetic samples are,
however, easy to make, and as such, the compound has
been quite extensively studied.

The compound crystallizes into the spinel
structure with a lattice parameter of 9.996 % {44,45,46§'
and a special position parameter u=06385f47§° The
strong octahedral site preference of Cr3+ causes
the compound to be a normal spinel with only iron on
the A and chrominum on the B-sites. This cation
distribution has been confirmed by neutron diffraction
measurements {47§ and it was also shown that the spin
arrangement was of the Néel ferrimagnetic type and that
the structure remained cubic down to 4.2° K. The
structure has also been studied by means of X=rays i48§

and found to remain cubic to 77°Kg
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The magnetic properties have been reported
by various authors and in table 12, we summarise the
results of ordering temperatures and low temperature

moments with appropriate references to the literature,

Table 12. Magnetization data for FeCr,S, from literature.,

Ordering Magnetic moment Experimental
Temp., (°K) (zﬁ/molecule) . Conditions References
195 1.5 T=0°K 49
180 1.52 1,5°K H»w» 50
195 1.55 4,5°K  H=9 kOe 51
177 1.79 T+0°K H=0 52
180 1.59 ' 47
1.86 1-0°k Hil<100>= 18 kOe
1,44 T-0°K HI<111y= 18 koe >

Most of the experiments were performed on polycrystal-
line powders and‘yield magnetic moments rather lower
than the spin only value of Z,Q’B/molecule° One
experiment,{SB} was made on single crystals and it

~was found that a moment of 1086/MB is obtained parallel
to the <100) direction but only 1044A(B/molecu1e is
achieved parallel to the <111»> direction.

The MGssbauer spectra of FeCr,S, have been
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reported by a few workers 527,28,53,54p55,56,57§9 At

room temperature, the spectrum is a singlet with a
shift of 0.75 mm/s. This spectrum remains a singlet until
~170°K when a magnetically split hyperfine pattern
appears and, rather interestingly, a guadrupole shift.
The hyperfine field increases steadily as the temperature
decreases, until 70° X when the field starts to decrease.
In this respect the temperature dependence of the
hyperfine field resembles that of the magnetization of
polycrystalline samples.

The appearance of a quadrupole shift in
the Mossbauer spectrum of FeCr,5,; has prompted three
explanations. The first {56} was given in terms of a

magnetically induced electric field gradient (E.F.G.)

and the calculation of the expectations of this model
is given in appendix C. The second explanation was given
in terms of magnetostriction effects, i28,57§ although
no detailed calculations have as vet appeared. The
third {54,55% was given in terms of a Jahn-Teller (J-T)
stabilization of the 5E(Fe2+) ground state.

The electrical transport properties of
FeCrpSy have also been studied §44,45,58,59,60% .
The compound shows p-type conductivity and is a semi-
conductor. Magneto-resistance measurement indicate
that the resistivity falls on the application of a

magnetic field with a maximum effect close to the
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magnetic ordering temperature. There is an anomaly
in the thermopower just below TFN that has been
attributed to magnon-drag {58} . In the plot of

1 three distinct activated conduction regions

log@ -T"~
appear and there is a region just below TFN where

conduction is non-activiated.

2.2 Theoretical Considerations.
From Chapter I, section 4, it is clear

2+

that a Fe ion in a tetrahedral site has a ground

state °FE that is doubly degenerate. Jahn and Teller
f6i§ have shown that degenerate ground states may be
stabilized by a spontaneous distortion of the site to
some lower symmetry that removes the degeneracy. The
physical reason being that the distortion can be
regarded as a small perturbation of the crystal field
and treated in first order pertukbation theory. In
this theory energy is conserved so that the distorted
state has a lower energy than the high symmetry state.
Moréover, the elastic enexrgy of the lattice increases
as the square of the distortion so that there is a
well defined minimum energy for the complex {623 at
any given temperature.

The magnitude of the J-T stabilization
depends on the strength of the coupling between the

electronic states and the lattice vibrational modes



165,
that govern the positdions of the anions in the complex.
At high enough temperatures thermal energy becomes
comparable with the stabilization energy and allows
a complex to re-orientate the distortion, in a
stochastic fashion, along any one of three equivalent
crystal axes. This is referred to as dynamic J-T
stabilization and was first recognized by the
authors of {633, The situation described earlier
is the limiting case of the dynamic stabilization
and is commonly referred to as the static limit.

The approach to the static limit from the dynamic
regime is of interest and is the kernel of the
important work by Ham %6% . | What emerges from
this work is that; provided the electronic and the

vibrational co-ordinates are simultaneously transformed,

then, the Hamiltonian describing the complex has
the full symmetry of the undistorted configuration
and the degeneracy of the complete electronic-
vibrational ("wvibronic") problem is not lifted. What
the coupling does is to aésociate the electronic and
vibrational parts of the wavéfunction in different
ways for the various vibronic eigenstates,

To deal with the problem, the concept of
"reduction factors" is introduced. These measure the
overlap between the wavefunctions describing the

equivalent distorted configuratidéns. Then, in a
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formal fashion, the static limit is reached when the
overlap integrals vanish. In case this sounds like
a tautology, we should remark that the overlap integrals

diminish as the J-T coupling increases.
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Figure 41. To illustrate the potential well for the
vibronic problem (a) weak coupling (b) intermediate
to strong coupling (c) static limit.

The problem is quite difficult to
visualize although some insight can be obtained by
thinking in terms of a potential well that gradually
changes shape as the coupling increases. In figure
4la, the high temperature, weak to zero coupling limit,
is illustrated. The potential well has rotational
symmetry about C the undistorted configuration.
The J=-T stabilization is indicated EJT'
vibrates freely but’always avoiding C. As the coupling

and the complex



167,
increases, figure 41b, the three distortions become
well defined and separated by saddle points S. The
rotation is hindered and may be thermally activated
or occur by coherent tunnelling. Finally in figure
41c, some perturbation has set the distortion Z at
much lower energy than either of the other configu-
rations and there is no overlap between the eigen-
functions describing X,Y,Z.

In fact, it is not possible to see why
the situation in c should occur at all without
introducing some influence external to the complex.,
Therefore, static limits occur only because of
anisotropy in elastic strains in the crystal or by
the application of some exterhal, magnetic field
or stress,

To be more specific, we now consider the
case of the 5E(Fe2+) ground state for ferrous iron in
a tetrahedral site. This ground state is doubly
degenerate, the orbitals describing it are ¢l' and

@2 of chapter I, section 4 and for each of these
orbitals m1=0 so there is no spin orbit coupling.
Group theoretical considerations dictate that the
electronic states will only couple to vibrational
modes that are also doubly degenerate. Two modes
do exist for the tetrahedral site that subtend the

doubly degenerate representation E; these are referred
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to as Q, and Q3 and in figure 42, we have attempted
to illustrate the motions of the anions associated

with them,

Figure 42, To illustrate the nature of the two
degenerate modes associated with a tetrahedral site.

Q, represents a twisting of the complex about 0z
say, while Q3 represents a flexing. The cation-anion
distances remain fixed but the anion-cation-anion
bond angles change. If in a solid, the net elastic
anisotropy that dominates the J-T stabilization of
the complex favours Q3, then the static diétortion
is to tetragonal with c/a either greater or less than
one., If the elastic anisotropy favours Q3, then the
distortion is to orthorhombic {65%.

There is, of course, a vast literature-

on the subject of the J~-T effect most of which is
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reviewed in a recent book {663 .

'The few notes presented here represent
only the most rudimentéry ideas given in the hope
fthat later discussion will be at least a little
clearer.

As it is, we have rather begged the
question of why we favour a J-T stabilization rather
than one of the other explanations for the non-zero
E.F.G. in FeCr284a Basically, when considering the
possible causes of a crystallographic distortion
or some other manifestation of deviation from cubic
symmetry, it is nécessary to consider the relative
magnitudes of two terms in the Hamiltonian describing
the d-electrons., These are the non-cubic part of
the crystal or ligand field V. and the term ﬁhat
results from spin orbit coupling Vige The J-T
effect puts a non-degenerate orbital lowest in energy

and thereby quenches L on the other hand, if the

77
stabilization that results from a spin orbit coupling
is greater than that from the J-T stabilization, the
VLS term quenches the J-T effect. Thus, J-T effects
may be anticipated if Ehe cubic ligand field itself
quenches the orbital angular momentum. This situation

exists for 5E(Fe2+) in a tetrahedral site.

It is necessary however, to be circumspect
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for the experimental evidence does not altogether
support this view. For example, in ZnS:Fe2+, the
optical spectra appear to be consistent with the
view that a straightforward crystal field approach
is all that is required to explain the observed
effects {67}. Spin orbit coupling, that in second

5 5T2, splits the 5E ground

order, couples “E and
state into five spin-orbit levels and accounts for
all the observed optical transitions. On the other

2+, there is good evidence $68} that

hand, in CdTe:Fe
the J-T dynamic coupling introduces extra optical
transitions. Neither is the situation completely
clear when the spinel structure is considered. 1In
FeCr,0,, the transition at 135°K {69} appears to be
induced by a J-T stabilization of the 5E(Fe2+) state,
however, in FeAl,04 no crystallographic transitions
occur down to 80°K {65§ . We shall return to these

points later and discuss a possible underlying

correlation.

2.3 Preparation of Samples.

Our samples were prepared in the manner
described in Chapter I, section 5. Debye-Sherrer
x-ray powder diffraction patterns were obtained and
showed that the compound was a spinel. In table 13,

we show the reflections obtained and the indices
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Table 13. X-ray* powder diffraction data for FeCr284e

?siiiel) dcal doba ’ Ikﬁﬂ
111 5.771 5.779 1
220 3.535 3.535 2
311 3.014 2.998 6
222 2.886 _ 2.888 1
400 2.499 2,489 4
331 - - N.O,#%#
422 2,040 2,001 2

333,511 1.924 1.914 4
440 1.767 - 1.76% 10
533 1.690 1.689 1
442 - - N.O.
620 1.580 1.580 1
533 1.524 1.523 1
622 1.507 1.507 1
bbb 1.443 1.441 3

711,551 1.400 1.401 1
642 1.336 1.334 2

731.553 1.301 1.300 3
800 1.249 1.249 3
733 - - " N.O.
644 - - N.0.

822,660 1.178 1.179 1

751,555 1.154 1.156 2
662 - - N.0.
840 1.117 1.118 3

753,911 - - N.0.
842 - - §.0.
664 . - - K.0,
931 1.0481 1.049 s
864 1.0202 - 1.0207 g
862 0.9800 0.9806 3

% Radiation was FeKe/Mn, T=298°K,
%% Ip estimated visually from powder photograph.
#4aN 0,wNot observed.



172,

assigned. We used Mn filtered FeK« radiation at
room temperature. The lattice parameter, obtained

from the high angle reflections, was 9.996 A,

2.4 Magnetization Measurements.

We used the eguipment and techniques
described in Chapter II, section 1 to measure Mg,
HC, and‘){M° In figure 43, the temperature dependence
of H, is displayed. The gquantity Hc falls rapidly
as T is increased from 4.2°K and appears to level
off by about 77 K. We show M and.%M_l as functions
of T in figure 44. The main results of these experi-
ments are summarised in table 14, We find
Ms=l°35,&%/molecule at T=4,2°K while Mw(4,2)=l¢55463/moleculee
The Curie constant, estimated from the linear portion
of the XM_I—T curve is 7.0 while 8=-330+10°K. From
the steeply falling part of the Mg -T curve, we estimate
a long range ordering temperature of 170-1-4°K°

These results are in fair agreement with
other published work for the compound; they should
be viewed in relation to the expected cation distribu-
tion and the expected spin arrangement. We expect the

3+

B-sites to be occupied by Cr ions and the A-sites

2+

by Fe ions with their spins aligned in a simple

Néel ferrimagnetic fashion. The expected spin only
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Téble 14, Magnetic crystallographic and electrical
resistivity data for FeCry8,

Lattice Parameter

Mg (4.2 K)

Mo (4.2°K)

Welss Parameter
Ordering Temperature
Cy

€ (296°K)

C (77°K)

9,996 A

1.35 4 /molecule
1.55 ég/molecule
-330 + 10°K

o

170 + 4K
7.0
10,030 .em

119. 08 .cm
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molar Curie constant is in that case, 6.75, and the
low temperature magnetic moment for the spin only
situation is.zﬁ‘lB/moleculee

In figure 45, we show some of the magneti=
zation data in the form of magnetic moment versus
applied field. It may be seen that the slope on the
curve obtained at 4,2°K is rather large, in fact,
in the range from 10 to 18 kOe, it is ~10 times the

value predicted by M.F.T.

2.5 Electrical Measurements.

We made measurements of the resistivity
and magneto=-resistance as a function of temperature
in the range 30 - 296° K using the methods of sample

preparation and technigques discussed in Chapter II,
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section 2. In figure 46, we show the temperature
variation of the resistivity. It may be seen that
log® is a fairly linear function of T1 in the

range 300 - 170° X at which point ¢ decreases until
Ter 140° K, There is then a second,nonélineag_increase
until ™60°K. At this temperature log@ versus T--l
again becomes a linearly increasing function. The
solid lines are drawn in accordance with equation
(II.20) and yield the high and low temperature slopes
0.0496 eV and 0,0146 eV from which we may conclude
that the energy gap between the highest occupied
state and the conduction band is 0.1 eV T>l70°K and

6.03 eV T460° K. Although no great sjignificance can

(LoG ScOLE)

Q,
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Figure 46. Temperature dependence of the resistivity,
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be attached to the value of(Z(T=296GK),~lO£L°cm
because of the nature of the samples, we remark that
our value is in reasonable agreement with other
published values and that thé behaviour of logg--T_l
is similar to that observed by other workers. It is
important to note that the behaviour is essentially
semi-conducting over most of the temperature range.

The curious anomaly at T~ 170 K requires some
explanation and coupled with the comparatively low
value of @ it seems to indicate that at around 170°K
the electrons become at least partially delocalized.
The subsequent recovery, however, indicates that this
is only a temporary event and that behaviour consistent
with localized electrons may be expected at high and
low temperature limits.

The magneto-resistance measurements show
that the resistivity decreases on applying a field

when T”VTF In the temperature ranges just above

N°
and just belqw TFN’ there is an increase in resistance
as a result of the applied field. 1In figure 47, the
variation of resistance with applied field is shown
for a few temperatures and in figure 48, we show the

function AR/R in a field of 10 kOe as a function of

temperature.

2.6 MOssbauer Effect Studies.

We collected MOssbauer spectra in the
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temperature range 2 - SOOOKV using the eguipment
described in Chapter II, section 3. 1In figures 49,
50, 51, we show some of the spectra typical of
temperatures below =~ l7ODK, (at higher temperatures
the spectra are simple singlets). In accordance
with the findings of other workers, we find a magneti-
cally split spectrum with a non-zero quadrupole inter-
action. We also notice a curious line width effect,
Consider for exaﬁple figure 49b, this appears to
be a simple six line absorption. spectrum, it was
actually collected through the bore of our super-
conducting solenoid so there are no collimation effects
and yet, although line 2 and line 5 are almost equi-
distant from the zero of velocity, line 5 is almost
twice the width of line 2, Even more strikingly
different are the widths of lines 1 and 6. 1In spite
of the fact that line 1 is somewhat nearer to the
zero of velocity then line 6, it is more than twice
the width. This is a feature that we also noticed
in the publiéhed spectra in {2é§, There, no attempt
was made to explain the feature and indeed the spectra
were fitted with line widths constrained equal. Only
near to the ordering temperature do we find that the
line widths in the spectra are equal.

Another observation is illustrated by

comparing figure 5la and figure 50a, Both spectra
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were collected through the custom built cryostat at
2°K. There are clearly some gqualitative differences
between the two spectra and experimentally, the
difference is that for figure 50a, the absorber was
in the form of a rigid disc of thermo-setting plastic
whereas, for figure 5la, the absorber was a loose
powder clamped between Be discs. The conclusion is
that the plastic matrix exerts a strain on the
crystallites and causes the loss in resolution,
especially in lines 1 and 2. There are also some
quantitative differences between the spectra of figure
50 and those found when the sample was a loose powder.
This may arise either because of the loss in resolution
or because of some more fundamental effect of the

strain on the behaviour of the Fe2+

ground state {7@ o
The data that may be extracted from the

spectra‘are shown in various ways. In figure 53,

we show the temperature variation of the hyperfine

field T>20° K and compare our results with those of

other workers. In figure 52, the temperature dependence

of the guadrupole shift T720°K is shown. The defini-

tion of € is:

€ =2[% (B)+E;) -%(E,+E,+E +Eg)]
where the E;, i=1,6, are the positions of observed

absorption lines. The quantity £ is related to the

gquadrupole interaction % e? Q but the exact nature of
q
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Figure 54. The total spectrum shift in FeCr,S, as a
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relationship depends on how the spectra are fitted
and the values found for §,™ and‘% . The quantity &
is to be regarded as raw data. In figure 54, the
temperature dependence of the total spectrum shift
is indicatedo Open circles with crosses indicate
data obtained from rigid absorbers, open circles
otherwise indicate data obtained from magnetically
split spectra while closed circlés show data

obtained from paramagnetic spectra,
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Figure 55, The temperature dependence of the quantity
e qQ,I?220° K: @powder absorbers, + rigid absorbers.
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Figure 55, shows the temperature dependence
of the quantity %equ(T>20°K) found after fitting the
spectra according to the discussion in Chapter II,
section 3.6 and appendix D. We found for the spectra
above 20°K that @ was égi- v , that f? was Zero and §
was zero,

The detailed variation of all the hyperfine
parameters at the lowest temperatures 2¢T<20%K is
shown in figure 56. Crosses show data obtained from
rigid absorbers, otherwise these data were obtained
with powders clamped between Be discs. For the powder
absorbers, the hyperfine field,SSaﬁhas a cusp like
minimum at ~9° K when the spectra ére collected with T
decreasing. When the spectra are collected with T
increasing, the minimum seems to be displaced to
slightly higher temperatures g;lO°K. The quantity
%equ, figure 56b, has a most striking temperature
dependence on account of the sign change at ~10°K.

The various parameters are listed in table 15. So
far as we can teli,”? remains zero until T=9" K and
then begins to increase to a flat maximum of 0.24+.03
by about 5°K. It is clear that something different
dominates the behaviour of the absorbers in the rigid
matrix compared with those used as loose powders.

We must be careful in dealing with the data
that was collected with applied external fields. For

these experiments, it is absolutely necessary to
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Spectra,Powder Absorbers.

189,

Hyperfine Parameters for FeCrZS4 M&ssbauer

&

T Hy ¢ 5e2qQ gt 8 | i
(°K) (kOe) (mm/s) (mm/s) (deg) (deg)

2.0 197,8 ~2.67 0.898 90 0 0.23

3.1 196.6 -2,66 0.898 90 0 0.23

4,4 196.6 -2.65 0.911 90 0 0.23

5.7 196.6 -2,66 0.892 90 0 0.25

6.0 195.9 -2.61 0.892 90 0 0.23

6.3 195.9 -2,61 0.888 90 0 0.23

6.7 195.9 -2160 0.901 90 0 0,20

7.8 194.4 -2.49 0.893 90 0 0.19

7.9 194.4 w2,40 0.900 90 0 0.18

8.5 190.6 -2.23 0.902 90 0 0.11

8.7 193 FITTING WAS UNRELIABLE IN THIS REGION,

9.0 192  PERHAPS BECAUSE TEMPERATURE FLUCTUATIONS

9.3 196 BECOME VERY IMPORTANT HERE,

9.7 186.9 -1.81 0.933 90 0 0
10.0 191.9 +1.04 0.911 5 0 0
13.8 190,3 +1.00 0.898 4 0 0
19.0 193.1 +1.02 0.898 6 0 0
39.5 200.6 0.87 0.868 12 0 0
77 206.6 0.50 0.871 11 0 0




190.

116,000

112,000~

108,000 Happ <50k0¢ .
(a)
104,000) 4

27,200

T
Il

26,400

25,600

24,800

Happ = 20kOe

(b)

T

24,000

23,200
14,500

T
| g

=

14,000+

NUMBER OF COUNTS

13,500+

13,000
Happ =30k0Oe

12,5001

12,000
23,200#

22,400 "7
21,600

20,8001

(d) . Happ = S0kOe
20,000 i

19 200 L~ ! 1 L 1 1 3 X
! -60 -40 -20 [¢] 20 40 60 80

VELOCITY (mm s™)

Figure 57. Spectra obtained in applied fields:
(a) 7°K, (b), (c), (d) 81l°K. The field was applied

parallel to the ¥ -ray velocity.



€ (mm/s)

191,
mix the powder with something that will give a rigid
matrix, If this is not doﬂe, then the particles
simply align their easy axes with the field. One of
the objects of the applied field experiments was to
determine whether the E.F.G. occured because 6f a
static crystal distortion° This can only be done if
the particles are immobilized for then any gquadrupole
shift is abseﬁt from the spectrum bécause of the
random arrangement of the crystallites. The spectra
that we obtained are shown in figure 57 and the data

extracted are shown in figures 58 and 59. First we
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Figure 58, The variation Figure 59. The variation of
of € with applied field at effective field with applied
various temperatures: field at various temperatures.
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note that the data obtained in zero field at 81 K
with the rigid absorber are in decent agreement with
data obtained at similar temperatures with ordinary
absorbers. As we have already noted, the data at
7°K is not in reasonable agreement. It appéars that
we can only make use of the 81’ K data., It is clear
from the spectra of figure 57b,c,d, that the quantity
£ where:

€ =2[% (B +Eg) % (B +E,+ E, +E)]

is not zero in an applied external field. The field
dependence of &, figure 58 indicates that the quantity
decreases from its zero field value and becomes
essentially constant when Happ§>20 kOe. It is also
clear that the magnetization is saturated for
H » 20 kOe because then: the ﬁsmI=O,lines are absent.
The effecfive field shown in figure 5% increases with
Happ almost linearly at BlDK and exactly linearly at
300°K and 7°K. This result for 81° K and 7°K does not
contradict the postulated Néel ferrimagnetic spin
arrangement and the absence of the & mI=O lines shows

that there is no canting of the A-site spins.

2.7 Discussion.
So much is known about this compound that
in our discussion it is important to pay attention to

details rather than offer something that merely covers
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the broad features. With this in mind, we shall
discuss and set down those items that must be explained
by or incorporated into any energy band diagram for
FeCJ‘:ZSQa

At high temperatures, both the magnetic
and the electrical properties support the idea of
localized electron behaviour. The conduction is of
the activated type but the energy gap is fairly small,
we find 0.1 ev. 1In {58}, the Hall mobility is reported
as 10 cmz/vasec which is consistent with narrow band
carriers i323 so the low resistivity (compared with
other ferrimagnetic semiconductors f45§ } means that
there is a large number of carriers. The Curie constant .
is somewhat higher than the spin only value but

2+ is not

this may be because the g-factor for Fe
exactly two. Allowing a spin orbit coupling of 5E
with 5T2, a second order perturbation gives:

g=g0—4§\ﬁg = 2.133
where gd=2péiis the spin orbit coupling constant ~-100 cm—l
for the free ion and & is the cubic crystal field
splitting ~3000 em™l,  In iSZ%, a figure of 2.10 is
calculated, however, the value of CM with the number
above is 7.16 which is fairly close to the value measured.

3+

We should remark that the g=-factor at the Cr ion has

been carefully measured by ferromagnetic resonance in

CdCr s, “andfound to be 1.993 713 .
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The value of the Weiss parameter, -330"K
indicates that the dominant exchange interaction in
this compound is antiferromagnetic which suggests
that the interaction involved is the:&lZSo super=-
exchange between re2¥(a) and Cr3+kB)e In 5523,
a molecular field theory fit to the paramagnetic
suéceptibility and the magnetization gave JAB/k=—lO°K
and —lngBB/k<}l©K& We checked this using the high
temperature series given in 2723 and although our
results probably suffer from truncation errors (there
were only six terms in the series) they do not differ
too greatly from the M.F.T. result. We found:

J,p/k=-12"K and  Jgn/k=+2" K

These results are certainly in keeping with the criteria
for the étability of the Néel spin arrangement given
in %7335 The basic arguments, in terms of the super-
exchange rules, that justify the magnitude and
signs of the interactions have been given in {323,
At the B-sites, electron transfer creates two excited

2+

states; a high spin state, 5 and a low spin

g
state 3Tlga Ferromagnetic coupling between Cr3+ ions
results from the coupling of the 4

Cr

3+
Alg(Cr ) ground

states via SEq€Cr2+) whereas, antiferromagnetic coupling

., 3 2+
4Alg(Cr3+) states interact via Tlg(Cr )

results if
According to our calculation, the former dominates in

FeCr,S, ie, Jpp is positive. Antiferromagnetic A~B



195,
coupling is effected by a coupling of the 5E(Fe2+)
state with the 3Tlg(Cr2+) excited state via the
sixth d-electron on the Fe2+ ion whose spin is parallel
to the B~-site magnetization.

As the temperature is lowered tovvl?OoK,
we have two effects to account for: the first is
the decreasing resistivity, the second is the deviation
of the MOssbauer isomer shift from the Debye model
calculation. We believe these two effects are
related. We deal with the isomer shift results first.
The solid line in figure 54 is the expected shape of 6D
calculated fﬁom (IT.24) numerically, using the value
of @D that best suited the slope of the spectrum shift
data in the range 400—500°K, the value of QD is 250° K,
The solid line is clearly a reasonable fit at high
temperatures but not below 3OOQKe It is not reasonable
to expect a change in @b in the paramagnetic region. For
the region below Tons there are problems, three possibi- e
- lities were discussed in Chapter II, section 3.2, the
predictions of reference @9§ thexe are indicated by
the dotted line. The possibility of changes in @D
" or 6i at Trn make us doubt whether a realistic inter-
pretation of the data T<Tyy may be utilized at least
initially. In addition to this, there are obvious
criticisms that may be made concerning the accuracy

with which 6T may be determined for ordered Mossbauer
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spectra unless very special steps are taken. In the
paramagnetic region, we are on safer ground, and even
allowing an error of +0.02 mm/s for these data, there
is a very clear departure from the Debye prediction
towards smaller 5i values.,

We first described this decrease in 6i

2+ electron.

in terms of delocalization of the,gvspin Fe

This is reasonable, in view of the positive temperature

coefficient of the resistivity, however, we should

also have noted that, in passing from the localized

to the collective regime, an increase in cation-anion

covalency is required, in keeping with the discussion

in Chapter I, section 4. Thus, the decreasing gi

(300>T>170°K) may reflect the covalency increase that

presages the change over to the collective regime.
Decreasing the temperature to~140 K

apparently causes the d-electrons to become localized

because the conduction once more becomes activated.

The simplest explanation of this would be via the

mechanism of exchange narrowing of the d-electron

bands. While we have no data of our own to support

this idea, we recall that there is an anomaly in

" the thermopower reported in iSSéio Analysis of the

data led to the conclusion that the effective mass

of the charge carriers had first to increase and then

to decrease as T was increased through TFN° The
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authors rejected exchange narrowing in favour of
magnon-drag because of the difficulty in explaining
the decrease in m¥*., If however, covalency increases
continuously with decreasing temperature, because
of the contraction of the lattice, then this diffi-
culty disappears. We note that the shape of the
logC—T’l curve is non-linear between 140 and 60°K, a
fact that suggests at least two factors determine
the energy gap. One of them is likely to be increasing
covalency that tends to diminish the band gap,
another, the effect of increasihg magnetic order
within each crystallite that tends to further narrow
the bands. We note that the slope is greatest just
after the minimum in @ and starts to decrease at about
80°K, our conclusion is that band narrowing is complete
by Bd)K and that the flattening results from covalency
increases. There must also be a third factor involving
the J-T effect that we propose causes the E.F.G. at

the Fe2+

site. Furthermore, we expect that the J-T
stabilization will eventually determine the energy

gap at the lowest temperatures T<50°K, via the splitting
of the eg orbitals in a manner essentially consistenﬁ
with a tetragonal distortion. At this point then,

- we refer to figure 60, where our proposed band diagram

is sketched.

The band gap is estimated as a2eV from work



198,

~2eY

\ 45} ©)

A )
1705T PIL0% TL60%%

£
R " S

D

Lo,

(p-p) &
@) T2110°K

Figure 60. Suggested band scheme for FeCr,5,:
(a) Showing 1 electron orbitals and
the positions of the various d-bands
T>»170°K; :

(b) Illustrating the _destabilizing effect
of covalency on E(Fe2+) state T~160°K;

(c) Illustrating the effect, at TLT._ ,
R FN
of exchange narrowing andsthe o4
J~T stabilization of the E(Fe“') state
T<¢60°K,

on CdIn,S, f749323, Optical measurements on CdCrZS4
place the eg?B orbitals about 1.8 eV above the top of
the valence band %75, 323 and since Cr3+ has éex;—gécefa
this is also the approximate position of the tzg%B

5 3

2+
orbitals. This positions the Eg(Cr ) and Tlg(Cr2+)

created by electron transfer among the B-sites. Our
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electrical resistivity measurements yield 0.1 eV
for the separation of the 5E(Fe2+) state below the

2+ states so that the positions of one

excited Cr
electron orbitals at the A~sites can be estimated
assuming Ac,fa=0337 eV and & ex=2.2 ev %31% o
Conduction in figure 60a is via holes in a narrow
Fe2+ band because of the excitation of the spin up
ey electrons into what becémes a €% d=-band in the
crystal. As T decreases and covalency increase% the
gap between eg(A?) and G°* vanishes, at least for
some crystal directions, and leads to a non-activated
semimetallic type of conduction. Finally, figure 60c,
the effects of exchange narrowing and J-T stabilization
reassert the energy gap but it is now diminished to
~0.03 eV, a number deduced from our conductivity
. tests.

Magneto-resistance measurements in the
region of Tpy Should indicate that the exchange
interaction Jpg between the A-site d-electron spin
and the holes responsible for conduction should be
considerably greater than the corresponding interaction
Jpg at the B-sites. The solid line in figure 48 was
calculated in {59} using the theory given in {763 with
JAK/JBK=10a The agreement is not too bad and had wé

used TFN=174°K instead of l70°K, it would have been

~excellent.
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We now justify the idea that the E.F.G.

. is produced by a J-T stabilization of the 5E(Fe2+)
ground state. First we note that the isomorphous
oxide FeCréO4 exhibits a distortion at 135°K f69}

that has been attributed to a J=T distortion {65}e

We note that our M&ssbauer spectra collected below

9°K are qualitatively similar to those obtained for
FeCrZO4 {7?} when T<50°K and that the low temperature
x-ray studies on FeCr204 27é} are eminently consistent
with a tetragonal distortion to c/a<l, Méreover, the
electric field graddient in FeCr,0, is negative,
consistent with a stabilization of the orbital &le
Since magnetization measurements on single crystals

of FeCr284 show €100> to be the easy axis, and our
E.F.CG. is negative with 8=90 (T<9°K), we conclude

that c/a<l. The small non-zero ® indicates that

the distortion is not due entirely to mode Qg but

that some of the Q, mode is mixed in and a small
orthorhombic component is also present. The possibi-
lity that the ground state would be complicated in this
. way was first discussed invg79}, It happens because
of the complexity of elastic strains in the crystal.
The principal strain arises because of the non-ideal

u parameter that prevents an ideal octahedron of anions
around the B-sites., The distortion to c/a¢l allows'a

more cubic arrangement of these anions {65}0 The
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conclusion is that the low temperature transition
in FeCrZS4 is the result of a J-T distortion.

It follows then, that for T»9°K the
E.F.G. is essentially consistent with c/a%¥l. The
fact thaté?%o precludes the magnetically induced
E.F.G. becauée,th is parallel to <100» and Vo
should then be parallel to Hy ro The fact that
& alf does not preclude a J~T effect since this is
mostly an orbital effect and is spin independentg
Although we have not excluded magneto-striction effects
we offer this thought. There is no evidence of anything
but a simple Néel spin arrangement in FeCr,s, so it
is extremely difficult to understand why the E.F.G.
should reverse sign.

We conclude that above 9°K the E.F.G. is
caused by a dynamic J~T distortion, in‘the manner
suggested in {82%, Several arguments support this
view:

(i) The fact that the line widths depend on
temperature, suggests the presence of a
relaxation effect $80-843 ;

(ii) The fact that the average line width is
proportional to the gquadrupole shift down
to~77 K as shown in figure 61, suggests
that the relaxation is slow compared with

the Lamor precession frequency %813 and
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manifests itself as lifetime broadening
of the nuclear states.

(iii) The fact that the experiment in applied
fields at 81° K does not yield a zero
guadrupole shift indicates that whatever
causes the E.F.G. 1s not a static crystal
disfo;tiony neither is it particularly

i

sensitive to the spin direction.

=
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Figure 61. Dependence of average line width on the

quadrupole shift in the spectra, o this work powder
absorbers, ¢ this work rigid absorbers.

Our explanation is, that for fields » 20 kOe,

the spin and orbital angular momentum can be decoupled.
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This allows the magnetization to saturate ieséamI=O
lines are absent but the dynamic J~T stabilization

is not precluded provided the anisotropy introduced
by the applied field does not exceed the splitting
of the vibronic states of the complex {62§a There

is however, a different anisotropy in each crystal-
lite, with a méximum related to the maximum magnetic
anisotropy 3x106erg/cm3 at 4.2°K {53%° The E.F.G.,
that originally made an anglewloD with th now
makes a different angle with Hoss in each crystallite
because the (elastic + magnetic) anisotropy is dif-
ferent to the zero field (elastic only) anisotropy.
There is however, a maximum angle determined by the
additional maénetic anisotropy. Thus there is a
"built in" saturation effect, the magnitude of which
we can estimate in the following simplified fashion.
The greatest magnetic anisotropy energy difference is
between the €100» and £111>» directions; therefore,

by assuming that the E.F.G. makes all angles O with
Happ between 0 and @ =cos™1(1/43) the expectation
value of (30052@—1) for this range of 9 values can
be found viz., 2/3 and we may expect the observed &
to be reduced by about this factor. In zerxo field
€=0.38 mm/s, in 50 kOe £=0.22 mm/s so the reduction

is 0.58 compared with an estimate of 0.67.

There are still a couple of details that
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need consideration. Not least of these is the question
of why the results from rigid absorbers at low tempera-
tures differ from those from powders. The effect of
strain on the MOssbauer spectra of Fe2+ in tetrahedral
sites has apparently been known for some time {85%
but unfortunately, it was rather new to us. The effect
is apparently rather severe presumably because the
J-T coupling at these sites is extremely sensitive
to strain {§5§° It may be that random strain is one
reason why different samples examined at different
iaboratories seem to yield slightly different MOssbauer
properties,

| The last point that we shall concern our-
selves with is the interpretation of the total spectrum

shift data below T Starting at the lowest tempera-

FN°®
tures, the first question.is, if there is a J-T
distortion at~ 9°K why is there no obvious sign in
the data of a first order phase change. In FeCrj04
the tetragonal distortion leads to c¢/a= 0.975, we
have shown {55% that the distortion in the sulphide
is probably an order of magnitude less than this so
£c~0,0025 A. We can make use of the relationship {863
that:

MnﬁgﬁéO) az/alnv=—1
where V is the volume and 3@4S(O)§2 is the 4s electron

density at the nucleus and write:
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2
%§‘¥4S(O)E /{w4s(0)\2=- 1nv=0.0025

Then using the isomer shift calibration {87,88?, we can
find the shift expected ie. ﬁ&é&(4s)=0,004 mm/s.
This is rather too small to show up in our experiments.
We note however, that there is a very slight "blip"
in the data so it would be interesting to compare
data for FeCry04, it seems that isomer shift data for
this compound are not évailable as yet.

The larger anomaly at Tel70° K is, therefore,
due either to a much larger volume change that does
not show up in x-ray measurements or to covalency

effects such as we have already discussed.

2.8 Conclusions.
The compound FeCrZSé has properties that
appear to be mainly dominated by the sixth gz—spin)

2+ jon. At both high

electron associated with the Fe
and low temperatures, the compound should be described

in terms of a localized electron picture. The combined
magnetic and electric properties support this view

and for low enoﬁgh températures there is good evidence

2+ ground state SEy is stabilized by a J-T

that the Fe
distortion., At intermediate temperatures the compound
tends to exhibit properties that are closer to those

éxpected of collective electrons and we conclude that

this is brought about’ by the éffect of covalent overlap
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of the/3—spin electron with surrounding anions.

3. A COMMENT ON CdCr284,
3.1 Introduction,

We include our comments on this compound
partly because the discovery that it existed as a
ferromagnet sparked the interest in chalcogenide
spinels in our lab. and partly because it is still
an academically interesting compound. Although a
a great deal is known about it, the question of the
spin arrangement is, so far as we know, still in
doubt.

According to {8Q3, the compound was first
investigated as part of a Ph.D. program 59@ but the
work received no attention. Only the paramagnetic
susceptibility was measured from which it was found
that & was positive (~130°K) and, on the basis of
M.F.T., it was predicted that ferromagnetic ordering
would occur somewhere below this temperature. In
the early nineteen sixties, the eompound was re-
discovered. The first published work {913 revealed

that 6 =+152 K, C.=3.7, Tc=8405°K and the low tempera-

M
ture magnetic moment was 5,15MB per molecule. Almost
simultaneously the properties of the compound were

reported in §92} , there § =+156 K, c,=3-66, TC=86° and

/%&432°K)=5.55@%/molecule, so there was reasonable
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agreement.,

Electrical transport and crystallographic
properties have also been reported. The compound
crystallizes in the spinel structure with a lattice
parameter of 10.244 A and a uwparameter‘of 0.390 {89%.
In conductivity measurements {89,93§, the compound

3..Q.e cm

shows semi-conducting behaviour with 63(296°K)=2x15
and Q(77°K)=2.86x159.m°cme The Seebeck coefficient
has been reported {93} as -60mV/°K indicating w -type
conductivity; the Hall mobility was apparently too

low to measure but it was 0.5 cmz/Vseca The resisti-
vity showed rno discontinuities near the ordering
‘temperaturee These results are consistent with a
localized electron picture, the conductivity arising
from a hopping type mechanism. By doping with acceptor
and donor type impurities, it is found that holes have
a very large mobility; presumably from valence band
conduction, and that electrons have a very low mobility
£943 .

A variety of optical and magneto-optical
experimenté have been performed {75,95,96,97,98§°
Originally it was thought§75§, that the absorption
edge occured at ~1.6ev( 12.9x10° /em). With this
assignment, the absorption edge wés found to haye a
"hlue® shift f95,9@ , whereas, most magnetic semi-

conductors show a red shift {96,993, as the temperature
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is lowered; the assigned absorption edge also began
-to show considerable structure with decreasing
temperature. Three explanations were given {32,100,10ﬁ
and the absorption spectrum was réninvestigated %75%,
It then turned out that the étrong absorption found
at ~7800 g was not the semi-conductor band gap
absorption at all, but the long wavelength tail of
(Cr3+) crystal field transition.

29 .
As the photon energy was increased, the absorption

4 3+ 4
the Ay, (Cr™ )= T

e
peaked at 6700 A, fell and then rose to a second peak
3+

at 5500 i, This was assigned to the 4Azg(Cr3+)a%4Tlg(Cr )
crystal field transition. This second peak is
resolved only at low temperatures as it overlaps the
true band edge absorption. at ~5000 i (= 2.5eV) in_
agreement with results.on Cdinzs4{743p A third,
rather low intensity absorption was also found at
7600 A and temtatively assigned to 4A2g(Cr3+)¢@2Eg(Cr3+);
however, the oscillator strength is four orders of
magnitude too large for this assignment and the transi-
tion might result from some other source.

Anothervtype qf experiment was repqrted in
{98} where the Raman scattering of the solid was
studied. It was found that there were certain Raman
lines whose intensity depended gquite strongly on

temperature. There was a sharp decrease in intensity

as T was increased through T,. A gqualitative explanation,
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" based on a theory given in £1023, was offered. It .

is suggested that through the spin orbit interaction
of an excited state, the spin system is coupled to

the lattice phonon modes. Essentially, the "breathing”

d2+

mode of the anions around a tetrahedral (C ) site,

3+_g-ce3t n.n.

modglatesbthe bond lengths of the 90 Cr
 superexchange paths, and, since the magnetic exchange
interaction depends on the anion positions, the Raman'

intensity can be temperature dependent in a manner

- gualitatively similar to the spin correlation.

3.2 Magnetization Measurements.

We used the equipment and techniques
described in Chapter II, section 1 to measure the
full magnetization curve for CdCr,Sy samples that were
synthesized in the manner described in Chapter I,
section 5. Our x-ray powder diffraction éattern_is
given in table 16. From the high angle lines, we
found ao=10,242 % in good agreement with previous
values.

At no temperature could we find any remanent
magnetization or coercivity.. The material does not
appear to be superparamagnetic, however, because an
attempt to fit all the magnetization data on a
universal curve {3@3 of M versus (H/T) failed. The
conclusion is that the material has a very low anisotropy

consistent with a completely quenched orbital angular



210.

Table 16, X-ray* powder diffraction pattern for

CACr,S, .
hkl dobs dgalc IR**
(Spinel) . (&) (A)
220 3.610 3.621 5
> 311 3.099 3.088 | 7
400 2.560 2.560 1
331 2,350 2.349 ' 1
422 2,095 2,091 5
333,511 1,974 1.971 6
400 1,813 1,810 10
620 1.620 1.619 1
533 1,571 1.562 2
642 1.370 1.368 2
731,553 1.331 1.333 | 2
800 1.281 1.280 %
733 1.251 1,251 5
822,660 1.208 1.207 1
751,555 1,184 1,183 3
931 1.074 1.0737 3
844 1.046 1.0453 6
933,755 1,029 1.0293 %
1020,862 1.005 1.0041 4
951,773 0.9905 0,9905 9
* Mn filtered FeKx radiation at room temperature,

%% Egtimated from powder photograph.
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Table 17,v Magnetic and Crystallographic Data from

212,

CdCr284,

- Lattice parameter A 10.242
M_ (4,2“K),4B/molecu1e 5.65
Meo (4.2 K),.((B/molecule 5,82
T (°K) _ 86+4
C

6 (°r) - +15143
C . 3@7

M
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momentum at the B-sites that are occupied by cr3t ioms.

We show MS and K; as functions of tempera-
ture in figure 62. While in figure 63, we show the
- variation of Ms with applied field for a few tempera-
tures. 1In table 17, we show the results of the
investigation.

It is worth pointing out that from the
value of P and equation (11-16) a value of JBé/k=lO°K
is found which is in fair agreement with the value
obtained in {89} using a high temperature expansion,
JBB/k=lI,8°Ke 'Wé also- remark that the compound shows
a considerable degree of short range order above the

long range ordering temperature.

3.3 Discussion.

We first consider the value found for Cy
ie. 3.7; this is ﬁo be compared with éxpected spin
only value of 3.75. If we take account of the ferro-
magnetic resonance results in E?i%, where g(Cr3+) was
found to be 1.993 then CM=3°73e We.might therefore,
conclude that our sample has the desired composition.
The question that must be asked then is, why is the
low temperature moment not 5°98A%/molecule (6.0 for
spin only values)? The highest reported value {10§
is 5,86@%/molecule at 1.5°K obtained after extra-
vpolation.to 1/H=0, in agreement with our value of

Mu,=5,82é%/molecule at 4.2°K after extrapolation to
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1/H=0. At the other end of the scale, the momenté
reported range from 5.15 to SBGS,MB/molecule°
According to {103§ the deviation occurs because

2+

of the presence of Cr antiferromagnetically coupled

+ o 2+
to Cr3 on B-sites and the Cr is there because of
an anion deficiency. If this is the case, then our

éample composition should be written:

32154—x

and the magnetic moment would be:

2+ 3+
cd [(»:r2—2x Cr

(6—14xL&%/molecule

from which x=0.013 and CM would then be 3.78(4)

2+)°

assuming g=2 for 5Eg(Cr Two similar possibilities

are that, Cr2+ is present in a low spin state or that
catiQn rather than anion vacancies exist. Given these
possibilities, our value of CM indicates x=0.01 in

the formulae:

2+ 3+ II .
cd Cr Cr- S or
£ 2=2% 2x] 4-x

24, 3+ O *
cd [CrZ?ZX eyd 8, O 6x

where the symbol E3+ indicates a hole in the anion
p-orbital and we can assune these holes to be localized
by way of vacancy'trapping {1043° The expected low
temperature magnetic moment is then 5994/MB/moleculea
From our work on Fe3S,, we would favour an explanation
in terms of cation vacancies; however, this does not

lead to the correct values of the low temperature
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moment which seems to be 5584+e02/MB/moleculee On
the other hand, postulating high spin Cr2+ to obtain
the correct low temperature moment leads to a CM value
that is outside the spread of measured values 3.66-3.7.
Our conclusion is that in CdCr284 some explanation
other than vacancies or high and low spin Cr2+ must
be found to explain the low temperature moment. In
view of the large number of competing exchange inter-
actions that exist in such compounds {89,105,1063, it
seems reasonable to postulate a non-collinear spin
arrangement. Estimates of the canting angle from
.the low temperature moments yields values between
31 and 13°.

Substituting small amounts of Co2+ or

3+

Ni2t into the compound to replace Cr replacing a

suitable amount of Cd2+ by In3+

and then finding that
the low temperature moment is roughly consistent with
an antiferromagnetic alignment of Cr3+ with the guest
ions {103} does not prove the existence of cr?* in
the compound. The slope on the magnetization curves
of these doped compounds, even at 1.5°K, indicates
the presence of strong anisotropy. Extrapolation to
1/H=0 should overestimate the magnetic moment. The
fact that all the observed moments fall below the

values calculated for A.F. alignment shows that the

model is incorrect in detail. Our explanation would
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‘be that the substitution weakens the n.n. exchangé
and therefore, makes possible larger canting angles
among the B-site spins. In fact, the difference
between observed and expected moments for these.
doped compositions is greater than the deviation from
expected moment of the pure composition.

A neutron diffraction study of the compound
is required. This would be expensive because the
cadmium used would need to be 99.999% free of 113¢q
in order to reduce the capture cross section to
reasonable values. Material like this typically
costs ~ $10/mg so the cost of lg of compound would
be $4,000. Alternatively, an investigation miéht be
made in the following manner. Put a small amount of
some transition metal on the A=-site that will produce
a strong anisotropy and will provide a strong A-B
interaction. Under these circumstances, we can be
almost certain that a collinear B-site arrangement
will pertain. Unless there is overwhelming evidence
of a co-operative distortion of the spinel lattice,
in which case a vaffet-Kittel arrangement may be
expected {1073 o
| The energy band diagram for the compound
can be deduced from the optical measurements £753 and
we sketch it in figure 64. The broad conduction band

is formed from the (s-p) & * antibonding orbitals and
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Figure 64. Suggested energy band scheme for CdCrZS4
in terms of multi-electron cyystal field states;

the stable Cd * state is not shown but is likely to
be well below the valence band.

is empty, the valence band is full. The band gap
is 2.48 eV. The positions of the ionic terms are
indicated and the dotted line shows the position
of the weak lowest energy absorption. It is not
assigned but some of the possibilities are:
(1) 4a, (et SPE (e’
(ii) Magnon assisted ¢ -spin valence electron
”?SEg(Crz"') ;
(iii) Phonon assisted electron transfer among
B-sites &wsEg(Cr2+);

(iv) Magnetic Polaron peak?
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3.4 Conclusions.
Most properties of this compound seem to
be well understood. There is some evidence that the

spin arrangement is non-collinear,

4; ~ EXPERIMENTS ON FeRh,S,.
4.1 Introduction.

In an attempt to study tetrahedral site
Fe2+ ions without the complication of magnetic B=site
ions we decided to make Fe[Rh2]S4, Although a litera-
ture search revealed no previously published work on
the compound there was good reason to believe it
‘e_xisted, The spinel compounds Co{RhZ] Sy and Cu [Rhél Sy
have been synthesized {108,109,110,583 and there is
also a report on_(FeOOSCuOQS)Eﬁhé}S4 {llise On octa-
hedral sites the eg orbitals of Rh3+(4d6) are so .
heavily destabilized by covalent overlap that Rh3+
always takes the low spin configuration lAlg(tzg,G c*%,0).
It, therefore, has S=0 and is essentially diamagnetic.

It is perhaps surprising to find that
Co[ha'lS4 orders antiferromagnetically at a much higher
temperature than the corresponding ferrimagnet {112,52}
'Coi?ré}s4, 400°K compared with 220°K, The compound
‘Cu{?héls4 is metallic and shows only a Pauli temperature

independent paramagnetism yet CuECrélS4 is a metallic

ferromagnet {105, 32, SQ} with Tc~4OO°K° On the other
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hand, substitution of half the copper in Cu[Rh2184
by iron leads to antiferromagnetism with TN=14O°K gili3,
The same substitution in the chromium thiospinel
reduces the ordering temperature to ~300°K,
The conduction in (FeOBSCuOGS)ERhélS4 is
reported flllls as semiconduéting with a Seebeck co-

efficient of +159aV/deg, the logC ~p~1

plot is weakly
curved with @(296°K)=1.lxrcm and (88 °K)=15.1.acm,
The susceptibility is field indepeﬁdent down to 4.2°K
however, the temperature dependence of the inverse
susceptibility is unlike that of Co[Rhé}S4e It is
observed that?{.Mml increases from 4.2°K reaches a

flat plateau around 50°K falls to a weak minimum
around 140°K and, thereafter, follows a Curie law.
From the high temperature data, a CM=2°32 is deduced
and a #=-420°K is found. The value of Cy is supposed

3+

2+
to be a result of Fe rather than Fe on the A-sites

1+ as the other A-site ion. No

consistent with Cu
MOssbauer study was made but this would provide a

check on these cation valencies expecially in view

of the semiconducting behaviour of the compound. The
neutron diffraction study, however, found S=1.95 for
one A-site and zero for the other. It is suggested that
this lower than expected result arises because of

about 20% inversion of the A-sites from a true 1l:1l

’ 2+
ordering but the possibility of Fe is not considered.
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There still exists some controversy

over the ways in which the energy band schemes of
the copper containing Rh and Cr thiospinels account
for their observed properties {;2,993° Although
the properties of (CuoesFe0°5)[Rh£SS4 may not be
directly applicable to our experiments any scheme
suggested for Fe[Rhé]S4 must, with suitable modifi-
cation, be capable of explaining the properties of the

similar compound.

4,2 Preparation of Samples.

We found one reason why no reports have
appeared on this compound when we tried to prepare it
. by the methods in Chapter I, section 5. It is indeed
difficult to synthesize as a single phase spinel. We
tried a variety of heat treatments and had partial
success. This is in keeping with results on Co[Rh; S4
ﬁjjl, There also, some spurious reflections are
found in the x-ray powder pattern. These difficulties
may be caused by the nobility of rhodium which makes
it slow to react or there may be some more fundamental
reason associated with the bonding of the sulphur
lattice in rhodium thiospinels.

In our first attempt at synthesis, we
ground stoichiometric quantities of the elements

together and fired them for 2 days in an evacuated
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quartz ampul at 1100°C. Slow cooling produced at
Aleast two phases. From a room temperature Mossbauer
3pectrum; it was found that one phase was ordered,
the other was not. The product was not attracted
‘to a hand magnet.
B We reground the product and refired for
a further two days at 1100°C and this time gquenched
the ampul into ice water. A powder photograph showed
all the spinel reflections and several fairly intense
spurious lines. A room temperature M&ssbauer spectrum
showed what appeared to be an asymmetric doublet
which in all likelihood was two doublets superposed
with different isomer shifts. Further MOssbauer
spectra collected at increasing temperatures showed
that this doublet gradually disappeared and on returning
ﬁo room'temperaturé, the spectrum was quite different.
A second x-ray powder picture showed that some of
the hitherto intense spurious reflections had disappeared
and all the others had been reduced in intensity.
A MSssbauer spectrum of this "annealed" sample at 77°K
showed that the compound had ordered by this temperature
but a small amount immersed in liquid nitrogen was not
attracted to a hand magnet. A MSssbauer spectrum of
the as quenched material showed no evidence of magnetic
order at 77°K.

A series of quenching tests showéd that the



Table 18. X-ray** powder dif

fraction pattern for

Fehasée
hkl ° dgbs ' dcal gk
(Spinel) (4) [29)
111 5.496 5,722 3
220 3.431 3.504 1
" 3.248 - Y
* 3,101 - b
311 3.029 2.988 8
222 2;812 2.860 1
* 2,626 - k
400 2,444 2,478 6
% 2,391 - %
311 2.271 2,273 1
# 2,202 - 1
422 2,008 2,023 2
333,511 1,900 1.907 5
400 1.744 1,752 10
442 1.622 1.652 4
620 1.610 1.567 1
533 1.509 1,511 1
622 1,487 1.494 1
L44 1.438 1,430 3
711,551 1.382 1.388 2
642 1.321 1.324 1
731,555 1.292 1,290 4
800 1,238 1.239 2
644 1,206 1.211 X
751,555 1,143 1,144 3
840 1.108 © 1,108 7
753,911 1.087 1,088 3
931 1,039 1.039 4
844 1,010 1,011 5
- 933,755 0.997 0.996 3

* Reflection not belonging to the spinel pattern.
4% Mn/FeKx radiation was used at room temperature.

s%% Estimated from the photograph.

222,
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(spinel + spufious lines) type of pattern could be
obtained at all temperatures down to 950°C with an
upper limit (determined by the softening of the quartz)
of 1400 C.

Our final approach was based on the previous
findings together with a prior knowledge that rhodium
is a very noble metal. We ground stdichmetric quanti-
ties of the elements together, pelleted the mix, fired
in a sealed quartz ampul for two weeks at 1100°C, and
quenched into ice water. The ampul was then placed
in a furnace at 500°C for two more weeks, then slowly
cooled to room temperature. A Debye-Sherrer x-ray
powder diffraction pattern containing all the spinel
" reflections plus 5 weak or very weak extra lines was
obtained from the final product. In table 18, the
pattern obtained is showh together with the indices
assigned. The spurious reflections are marked with
asterisks. The conclusion is that the product has a
small amount ~5% of some second phase but it is
essentially a spinel.

From the high angle reflections, we deter-
mined the lattice parameter as 9.91+.01 %a The error
is large because'the high angle lines were rather diffuse,
" as ﬁight be expected if these were quenched in random

strains.
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403 Magnetization Measurements.

We used the equipment and methods described
in Chapter II, section 1.3 to measure the first part
of the magnetization curve. We found no evidence of
a perménent magnetic moment at any temperature. Figure
65 shows some of the magnetization data as a function
of field for various temperatures. It may be seen
that the magnetization is independent of field at
4.2°K, 77°K, and 196 K. The slope of the curves

givesKM and in figure 66, we'show'XM-l versus T.

i B § B. u
300 “
.,..,.%/ ‘
‘ 200 | - ,,«,/@-..,,,,,
X -
™\
i ‘ | ‘ i
0 100 .00 800 s L

TEMPERATURE (°K)

Figure 66. 1Inverse molar susceptibility of FeRhj§y
as a function of temperature.

Above 220°K,'7§M_l follows a Curie law and we find
8 =-240°K and CM=3°2° The change in slope at ~210° K
is interpreted as the Néel point. Table 19 summarises

the various results. If spin only considerations are
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in order, we would expect CM=3,O and aAM.eff=4a9A%B/moleculeo

Table 19. Magnetic and Crystallographic Data for

FERh254 [
Lattice Parameter (i) 9.91 + .01
Cy ' | ‘ 3.2
8 (°x) ‘ ~240 £ 5 -
T (°K) 210 £ 10
AMeff - 5.06

At much lower temperatures, the suscepti-
bility shows a complicated behaviour. It is similar,
in every respect, to the behaviour reported for
(Fey .5

300°K, we measure 1,75 times the susceptibility reported

Cuoss)[?hégs4, over the temperature range 100-
in f1113.

4,4  Electrical Measurements.
This compound appears to sinter quite readily

~and after the final heat treatment, the measured density
was 97% of the theoretical density calculated using

the lattice parameter above. It is readily wetted by
In.1l5%Sn solder so conductivity and magneto-resistance
measurements were made in the manner described in
Chapter II, section 2.2. The results are shown in

figure 67. A positive magnetoe-resistance is found over
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and magneto-resistance (insert) of FeRh,S5,.
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the temperature range investigated and the resistivity
increases steadily with decreasing temperature until
about 15°K when there appears to be a leveling off.

At high enough temperatures 75250 ‘K, a plot of logC ~rl
is linear with a slope corresponding to an activation
energy 0.14 x 10 3ev. At higher temperatures, the

| plot is gently curving. The resistivity takes values

_ - -1
of 3.2x10~2, 1.34x10 © and 4 .1x10 -0 .cm at 296, 77

and 4.2°K respectively.

4.5 Mossbauer Effect Studies.

Tn addition to the spectra examined in
connection with the preparation of the compound, we
collected a series of spectra in the temperature
range 4.2 - 700°K. Some of the spectra are shown in
figures 68 and 69. First we consider the room tempéra-
ture spectrum figure 68b. In order to fit this
. spectrum adequately, we required 4 lines. The major
part of the absorption was fitted as a singlet., It
turned out to be broad ~0.5 mm/s and has a total shift
of 0.71 mm/s. In fact, it is probably a narrow doublet. -
On the shoulder of this line, there is every indication
of a second doublet which we fitted with constraints
on the full widths and intensities. This resolved
doublet constituted 10% of the total absorption. The

line widths were 0.3 mm/s and their centre of gravity
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was shifted 0.75 mm/s. Their splitting was 1.4 mm/s.
The fourth line turned out to be a broad singlet of
low intensity constituting 10% of the total absorption
with a total shift of 0.21 mm/s, this, we associate
with impurities in the compound.

As the temperature is raised, most of the
structure is lost from the spectrum (68a), such
spectra were fitted as broad singlets only for the
purpose of determining the spectrum shift. As the
temperature is lowered the appearance of the spectra
remains substantially the same as at 296°K, although
by 230°K, there is evidence of an ordered phase giving
weak absorption in the base line of the absorption
curve, figure 68c.

| On cooling fufther, the spectra become
magnetically orderéd, The temperature at which this
" occurzed was found to be 215 * 5°K which agrees
fairly well with the Ty adduced from the magnetization
measurements. Superficially, these ordered spectra
appear to be fairly simple, figure 69, Six well
defined absorptidn peaks are found and there is a
second very weak ordered spectrum with a larger
splitting. On fitting the spectra however, it is
found that the intensity in the central region is
much stronger than it should be. Furthermore, our

best fits to the spectra show that just below TN
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Figure 68.

Mdssbauer spectra of FeRhZS4 at
234°K
296°K
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(b)
413°K
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p=59°, figure 69a, that by 126°K, figure 69b, §=50°
and the spectrum shown in figure 69c has 6=20°.

At 4,2°K,§§l@'° and at 77°K &= 15°., The values of 8
are only approximate because the "Powder" program
converges only very slowly under conditions where
§=40-60° (see appendix D) and we did not always obtain
a set of final values. Only for a selection of the
spectra did we allow the computer to iterate to
conclusion and even then, it was necessary to con-
strain & and U equal to zero. As a result, the
guantity %eZqQ is determined only very roughly and
the values found are shown in figure 70b. The
4errors placed on these data result from allowing

a + 5° error on & and taking no account of errors
introduced by the constraints on Q and 1 . Figure
702 shows the values found for Hpg and in figure 71
we show the variétion with temperature of the total

spectrum shift,

4,6  Discussion.,

It is necessary to be cautious in drawing
conclusions about this compound from the results of
this particular investigation. The reasons are
fairly clear. In the first place, we could not
produce a single phase sample and in the second, the

magnetization data suggest interpretations that are
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TOTAL SPECTRUM SHIFT (mmls)

i

{ ] ] ] .
60 - %0 200 400 600 600 700

TEMPERATURE (K)

Figure 71. The temperature dependence of the total
spectrum shift of the major part of the spectrum of

FeRhZS . Error bars on the closed circles (paramagnetic
spectra) are +0.02 mm/s; they are probably underestimated,
The error bars on the open circles (ordered spectra) are
+0.04 mm/s. The soldd line is a calculation of §. assuming
- — ° D

GD-ZSO K.
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not ap?arently supported by the Mossbauer Effect
studies.
| The magnetization data indicates that
the compound is a simple antiferromagnet with
_orderiﬁg of the first kind §@/TN§=1,1 consistent
with the expected arrangement of magnetic cations
on A-sites only. The Curie Constant is close to
that expected and could be brought closer by either-
allowing g to be slightly greater than two or by
making a correction illlﬁ for the temperature
n3t,

independent susceptibility of R FPor a mole of

3?%4, the Van'Vléck contribution is estimated

A{Rh,
as ~3.8x10"4 e.m.u./mole and the diamagnetic
contribution as ~-2x10"% e.m.u,/mole, a net contri-
bution Qf +].,8x10"4 e,mau,/molea’ Such a correction
gives Cy=3.01 and 0= -215°k. From our value of—6 ’
'and assuming just one magnetic exchange interaction,
We estimate J/k=-15°K. The data is somewhat compli-
cated at low temperatures but there may be important
Van Vleck contributions here or more likely, impurity
. effects. A localized‘electron pictiire seems reasonable
and is confirmed by the resiétivity data which shows
essentially a semiconducting type of behaviour. The
low temperature flat region is likely a result of
impurity conduction.

When we come to consider the Mossbauer

Effect data, however, the picture is distinctly less
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encouraging. We might have expected a doublet or a
broad singlet plus an impurity peak but the observa-
tion of the other doublet is confusing. If we take
account of the fact that we had to gquench the compound,
then we may expect a small amount of B-site iron. if
this is where the resolved déublet originates, then

in view of the fact that its spectrum shift indicates
high spin ferrous iron {2} , we should expect the

~ compound ﬁo be a ferrimagnet ,similar to the compounds
Co[Rh,_,Cr, 15, f113} . The estimated low temperature
moment would be2;0°4A%B/molecule assuming a triangular
spin arrangement and taking note that the doublet
absorption represents 10% of the total. Two things
prevent us from assigning this absorption to low spin
iron on B-sites as was the case for Fe3Sy. We have
mentioned the spectrum shift. For low spin iron, we
expect 0.50 + .02 mm/s from table 11. The other
feature is that the quadrupole splitting is temperature
dependent, something that is never observed for low
épin_iron° We, therefore, sought other explanations
for the origins of this extra doublet.

First, we considered the possibility that
the doﬁblet résulted from another impurity phase in
addition to that associated with the impﬁrity peak
having chemical' shift ~0.2 mm/s. This places the

total impurity content at 20% and makes nonsense of
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the magnetization data and probably the conductivity and
x-ray data. It is highly unlikely that the observed
Cy would be as close to that expected, if the compound
had this much impurity. In addition, a comparison
may be made between our susceptibilities and those
in 111} for (Cuy g Feg 5)[RhylSs. Table 20 indicates

the nature of the comparison.

Table 20. Comparison of the paramagnetic suscepti-
bilities of (&) (Cujy g Fe0°5[Rh2]S4 and
(B) Fe[Rhy1S,.

A% B
X, 300°K(e.m.u./mole.e) 3,24x1073 5,95x10™3
Ry 500°K (€.m.u. /mole,6e) 2,54x1073 4,35x1073

‘effective spin 1,95%* L 2.1%%%

# - Calculated from the quoted C and @ %lll} .
#% Neutron diffraction result 1113 .
%#%*FEgtimated from CM=3°3 and g=2.

Although the authors of {111} claim e " rather than
Fe2+ as the magnetic ion, models do exist that suggest
ferrous rather than ferric iron. Their measured
effective spin is certainly closer to that expected
for ferrous (S=2) than for ferric (8=2,5) iron. The

fact that 'KJB)w’le75'K(A)¢ then suggests that our

compound is reasonably pure.
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Our second explanation was suggested by
the work on FeCrp04 {77,75} where slight shoulders
are detected on a broad singlet just above the
crystallographic transitieon temperature., An explana-
tion of this feature was offered in {83 in terms
of coherent tunnelling between equivalent J-T
_distortions. This explanation would be suitable
since now all the iron could be assigned to A~sites,
a localized picture for the d-electrons would héld
and consistency with the magnetization data could
be argued. One of the predictions of the theory
in §83} is that the four line spectrum that results
from the tunnelling effect is symmetrical and we
did not find this result. In addition, computer
‘fits to.the spectra showed that, below the tempera-
ture at which the bulk of the material ordered, there
was extra intensity in the central region that must
be explained.

Our third and most plausible explanation
is based on the observation that the as queﬂched
material does not order magnetically above 77°K.

Two spectra from as quenched material are shown in
figure 72. We make use of this to explain the extra
central intensity below 200°K and argue that an addi-
tional doublet may be expected at room temperature.,

The extra doublet arises because the



240,
annéaling temperature is too low to completely
remove all quenched in strain (We may not use much
higher temperatures because we know that another
phase is'formede)° That such random strain can
_have this effect on A-site Fe2+ ions is established
in §85}, from a study of ZnS@Fe2+ in both the zinc
blend and wurtzite structures. There, isomer
shifts range from 0.8l mm/s to 0.89 and the guadrupole
splitting of doublets superposed on singlets range
from 0,56 mm/s to lolskmm/s; They find the greatest
.splittings when pairs of dopants are n.n. separated
by an anion as in the wurtzite structure, but the
exact origin of the strain is unknown.

With this explanation, we can conclude
that the MOssbauer data are in keeping with our other
results. We can offer no explanation for the fact
that the angle between V,, and H,¢ changes as the
temperature is lowered. It is reasonable to assume
that the easy axis of magnetization will be either
(111> or (100> as is generally found for spinels.
The nature of the strain field is a cbmplete unknown,
If a situation similar to that in FeCr,S, pertains,
then the principal strain axis is roughly <;00> and
as such, the easy axis of magnetization would be
¢111> just below T and rotate towards £100» as the

N
temperature is lowered below ~100°K, It seems more
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likely, however, that a more complex situation exists
in which the strain field changes with temperature
and causes V,, to alter direction.

The type of band scheme we would suggest.

is sketched in figure 73.

<
TER) CIXT
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Figure 73. Suggested band scheme for FeiRhé§S4a

The positions of the ionic terms are shown. The

Rhodium ions are in the low spin (lAlq) state while

the iron is in the 5E state., The empty eg orbitals

associated with the B-sites form a g * band only

3

1x10 ~ eV above the 5E(Fe2+) state., Conduction may

be via holes in a Fe2+ band or via electrons in the



242,

tf* band. Since there is a stringent requirement
that Rh.III remain diamagnetic, any electron excited
" into 6~ * must be accompanied by an another with
spin antiparallel to the first. This demands that

the A=gite Fe2+

ions be antiferromagnetically coupled
because it is the /3~spin electron on these ions that
is most easily transferred between A and B-sites.,

To go over to the (Fe0g5Cu035) Rhy S,
we would take the view that the copper was essentially
2+ but the t2g orbitals form a 6 * A(Cu) band carrying
no magnetic moment. This requires quite a lot of
covalent overlap for the copper d-orbitals, never-
thealess/since the compound is ordered, ie. one A
sublattice is occupied by iron ions, the other by
copper, the 5E(Fe2+) states can still be quite well

localized. The same conduction mechanism might.hold

provided the * A(Cu) band is sufficiently narrow.

4.7  Conclusions.

The properties of this compound would bear
further investigation expecially if better samples
could be prepared. From this investigation, however,
we conclude that Fe{phégs4 does exist in the spinel
form but there are some difficulties associated with
its preparation; The iron occupies the A~-sites and

from its MOssbauer isomer shift at 296°K, we conclude
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f.that it is in the ferrous state. The compound orders

- antiferromagnetically at 220°K. The value of \E/TN\wl
is consistent with the expectation that the ordering

is of the first kind. Above the Néel temperature,.the
Curie constant is in fair agreement with the spin only
value. We note that the ordering temperature is the
second highest reported for A-A ordering in the spinel
lattice, the highest being 400°K for Cof{Rhy} §,, and
that the ordering temperature is higher than thét of
the corresponding ferrimagnet Fe {Cr,3S,.

The magnetic and electrical properties
suppoft the idea of a localized electron picture where
the £ -spin Fe2+ electron is most easily transferred
to other sites. |

It is difficult to analyse the MOssbauer
spectra properly; therefore, our values of th and

%equ below T, are only approximate. There is evidence

N
that random strain causes local distortions at about
10% of the A-sites so that these sites yield a diffe-
rent Mossbauer spectrum to the rest at all temperatures,
eventually ordering independently at or close to 77°K.

We note that the main spectrum at 77°Kbis
remarkably similar to that which we obtained for Fe{Cré§S4
using a rigid absorber at 4.2°K. This tends to confirm

our earlier suspicions that these rigid absorbers

were strained by the plastic matrix.



244,

Literature Cited in Chapter III

3. J.M.D. Coey, M.R. Spender and A,H. Morrish,
Solid State Commun., 8, 1605, 1970.

2. M.R. Spender, J.M.D. Coey and A.H. Morrish,
. Can. J. Phys., 50, 2313, 1972.

3, J.C., Ward, Rev. Pure Appl. Chem., 20, 175, 1970.

4, R,C, Erd, H.,T. Evans, and D.H. Richter, Am. Min.,
42, 309, 1957.

5. D.T. Richard, Nature, 218, 356, 1967.

6. J.A. Morice, L.V.C. Rees and D.T. Richard, J. Inord.
Nucl. Chem., él, 3797, 1969.

7. B.J. Skinner, R.C. Erd and F.S. Grimaldi, Am. Min.,
49, 543, 1964.

'g. S. Yamaguchi, and T. Katsurai, Killoid 2., 170,
147, 1960.

9, M. Uda, Am. Min., 50, 1487, 1965.
10. M. Uda, Z. Anorg. Allgem. Chem., 350, 105, 1967,

11. A.M. Freake and D. Tate, J. Biochem. Microbiol.,
Technol. Eng., 3, 29, 1l961.

12. E. Flaig, H.P. Boem and B. Nuber, Naturwissenschaften,
54, 515, 1967.

13. R.A. Berner, J. Geol., 72, 293, 1964.
14, R.A. Berner, am. J. Sci., 265, 773, 1967.
15. D.P. Bobrovnik, Mineral. Sb., 21, 282, 1967.

16, M. Uda, Sci. Pap. Inst. Phys. Chem. Res., 62, 14,
' 1968, '

17. S. Yamaguchi, H. Wada, and H. Nozaki, J. Phys. C.,
4, L172, 1971.

18. D.J. Vaughan and M.S. Ridout, J..Inorg. Nucl. Chem.,
33, 741, 1971.



245,

19, L.V. Azaroff, Elements of X-ray Crystallography,
McGraw Hill, New York, 1968.

20. E.J.W. Verwey and E.L, Heilman, J. Chem. Phys.,
15, 174, 1947, 15, 181, 1947.

21. J. Smit and P.J. Wijn, Ferrites, Phillips Tech,
Library, Eindhoven, 1957.

22. See for example L.K. Leung, Ph.D. Thesis University
Manitoba, 1972.

23. G.A. Sawatzky, F. Van der Woude and A.H. Morrish,
Phys. Rev., 183, 383, 1969.

24, E.F. Makardv, A.S. Marfinin, A.R. Mkrtchyan, G.N.
~ Nadzharyan, V.A. Povitskii, and R.A.
Stukan, Fiz. Tvr. Tela., 11, 495, 1969.
(Eng, Transl. Sov. Phys. Solid State.,
11, 391, 1969).

25, N.N. Greenwood and H.J. Whitfield, J. Chem. Soc.,
A, 1697, 1968.

26. G. Donnay, L.M. Corliss, J.D.H. Donnay, N. Elliot,
and J.M. Hastings, Phys. Rev., 112,
1917, 1968.

27. C.M. Yagnik and H.B. Mathur, Solid State Commun.,
i, 841, 1967e

28. G.R. Hoy and K.P. Singh, Phys. Rev., 112, 514, 1968.

29, M., Eibschutz, E. Herman and S. Shtrikman, Solid
State Commun., 3, 529, 1967.

30. J.B. Goodenough, Progress in Solid State Chemistry,
Edited by H. Reiss, Pergamon Press,
London, 5, 145, 1971,

31. D.L. Camphausen, J.M.D. Coey and B.K. Chakraverty,
Phys. Rev. Lett., 29, 657, 1972.

32, J.B. Goodenough, J. Phys. Chem. Solids, 30, 261, 1969.
33, J.B. Goodenough, Mat. Res. Bull., 6, 967, 1971,

34, R.P. Van Stapele and F.K. Lotgering, J. Appl. Phys.,
36, 1088, 1965.

35. J.M.D. Coey and D. Khalafalla, Phys. Status. Solidi.,
% “1la, 229, 1972.



36,
37.
38.
39,
40.
41,

42,

43,

44,

45,
46.
47.
48.

49.

50.

51.

52.

246,
L. Néel, Compt. Rendu (Paris), 228, 604, 1949.
L. Néel, Ann. Geophys., 5, 99, 1949.
A, Aharoni, Phys. Rev., 177, 793, 1969.

I.S. Jacobs and C.P. Bean, Magnetism III, Edited
by G.T. Rado and H. Suhl, Academic
Press, New York.

W.J. Schwele, S. Shtrikman and D. Treves, J.
Appl. Phys., iﬁ, 1010, 1965.

F.K. Lotgering, R.P. Van Stapele, G.H.A.M. Van 8er
Steen and J.S. Van Wieringen, J. Phys.
Chem. Solids, 30, 799, 1969.

J.M.D, Coey, Ph.D. Thesis, University of Manitoba, 1971.

C. Palache, H. Berman and C. Frondel, The System
of Minerology, John Wiley, New York,
1946, ' ,

F.K. Lotgering, Phillips Res. Rep., 11, 218, 1956.

R.J. Bouchard, P.A., Russo and A. Wold, Inorg. Chem.,
4, 685, 1965.

M.R., Spender and A.H. Morrish, Can. J. Phys., 49,
2659, 1971,

C. Shirane, D.E. Cox and S.J. Pickart, J. Appl.
Phys., 35, 954, 1964.

P, Gibart and A. Begouen-Demeaux, C.R. Acad. Sci.,
- 268c, 816, 1969.

P.F, Bongers, C. Haas, A.M.J.G. Van Run and G.
zanmarchi, J. Appl. Phys., 40, 958,
1970.

M. Robbing, R. Wolfe, A.J. Kurtzig, R.C. Sherwood,
: and M.A. Miksovsky, J. Appl. Phys.,
41, 1086, 1970.

F.K. Lotgering, R.P. Van Stapele, G.A.M. Van.der
Steen, and J.S. Van Wieringen, J.
Phys. Shem, Solids, 30, 799, 1969.

P. Gibbart, J.L. Dormann, and Y. Pellerin, Phys.
Stat. Solidi, 36, 187, 1969.



53,
54,
55,
56.
57.

58.

59.

60.
6l.

62.
630

64.

65.
66.

67.

68.
69.

247,

R.P., Van Stapele, J.S. Van Wieringen and P.F.
Bongers, J. de Phys., 32,C=53, 1971.

M.R. Spender and A.H. Morrish, Can. J. Phys., 50,
1125, 1972.

M.R. Spender and A.H. Morrish, Solid. State., Commun.,
11, 1417, 1972,

M. Ebschutz, S. Shtrikman, and V. Tenebaum, Phys.
Lett., 24-A, 563, 1967,

A.M, Van Diepen, Int. Conf. on the Mdssbauer
Effect., Israel, August, 1972.

G. Haake and L.C. Beagle (a) Phys. Rev, Lett., 17,
427, 1966; -
(b) J. Phys. Chem. Solids,
28, 1699, 1967;
—— (c) J. Appl. Phys., 39,
656, 1968, "—

L. Goldstein and P. Gibbart, A.I.P, Conference
Proceedings, Magnetism and Magnetic
Materials, Edited by C.D. Graham and
J.J. Rhyne, 1971, pages 883-886.

F;K. Lotgering, Solid, State. Commun., 2, 55, 1964.

H.A. Jahn and E. Teller, Proc. Roy. Soc., A-161, 220,
1937.

FaSe Ham, Ja de PhYSQp 22_’ C 1—952, 1971a

A. Abragam and M. Pryce, Proc. Phys. Soc., (London),
- A-63, 409, 1950,

F.S. Ham, Phys. Rev., 106, 1195, 1964; Phys. Rev.,
166, 307, 1968.

J.B. Goodenough, J. Phys. Chem. Solids, 25, 151, 1964.

R. Engleman, The Jahn-Teller Effect in Crystals and
Molecules, John Wiley, New York, 1972.

G.A. Slack, !S. Roberts and F.S. Ham, Phys. Rev., 155,
.~ 170, 1967.

J.T. Vallin, Phys. Rev. B., 2, 2390, 1970.

E.R. Whipple and A. Wold, J. Inorg. Nucl. Chem., 24,
23, 1962. .



70.

7l°
72,
73.

- 74a.

75.

76,

77.
78.
79.
80,

8l.
82.
83.
84.

85,

86.

87.

248,
A, Gerrard, P. Tmbert, H. Prange, F. Varret and

M, Wittenberger, J. Phys. Chemn.
Solids, 32, 2091, 1971.

s.B. Berger and H.L. Pinch, J. Appl. PhysS., 38,
942, 1967.

P.J. Wojtowicz, Int. conf. Mag., Nottingham, 1964,
pages 11-14.

T.A, Kaplan, K. bwight, D. Lyons and N. Menyuk, J.
Appl. Phys., 32, 138, 1961.

M. Koelmans and H.G. Crimmeiss, Physica, 25, 1287, 1959,

vt

H.L. Pinch and S.B. Berger, J. Phys. Chem. Solids, gﬁ,
2091, 1968.

. Wittekoek and P,F; Bongers, Solid State Commun.,
' 7 1719. 1969,

P.K. Larson and Wittekoek, Phys. Rev. Lett., 29,
1597, 1972, “‘

C. Haas, Phys. Rev., 168, 531, 1968.

P. Imbert and E. Martel, C.R., Acad. Sci. (Paris), 261,
5404, 1965.

G.L. Bacchela, P. Imbert, P. Meriel, E. Martel and
' ‘M, Pinot, Bull. Soc. Sci. (Bretagne),
121, 39, 1964.
J.H. Van Vleck, J. Chem. Phys., 7, 72, 1939,

F. Van der Woude and A.J. Dekker, Phys State. Solid,
9, 775, 1965.

M.J. Clauser, Phys. Rev. B., 3 3748, 1971.

J.A. Tjon and M. Blume, Phys. Rev., 165, 456, 1968,

F. Hartman<Boutron, J. de Phys., 29, 47, 1968.

M. Blume and J.A. Tjon, Phys. Rev., 165, 446, 1968,

A, Gerard,'Po Imbert, H. Prange, F. Varret, and

' M. Witenberger, J. Phys. Chem. Solids,
32, 2091, 1971.

R.V. Pound, G.B. Benedeck and R. Drever, Phys. Rev,
: Lett., 7, 405, 1961.

W.R. Walker, G.K. Wertheim and V. Jaccarino, Phys.
Rev. Lett., 6, 98, 1961.



88.
89.
90.
91.
92.
93.

%4,

95.
96.
97.
9.
99,

'100.
101,

102,
103.

249,

J. Danon, Lectures on the Mossbauer Effect, Gordon
and Breach, New York, 1968.

P.K. Baltzer, P.J. Wojtowicz, M. Robbins and E.
Lopatin, Phys. Rev., 151, 367, 1966.

K. Stegemann, Ph.D. Thesis, Technische Hochschule,
Berlin, 1941,

P.K. ﬁaltzer, H.W., Lehmann and M. Robbins, Phys.
Rev. Lett., 15, 493, 1965,

N. Menyuk, K. Dwight, R.J. Arnott -and A. Wold, J.
' Appl. Phys. 37, 1386, 1966.

H.W. Lehmann and M., Robbins, J. Appl. Phys. 37,1387,
1966, -

H.W. Lehmann, Phys. Rev., 163, 488, 1967.

G. Harbeke and H. Pinch, Phys. Rev. Lett., 17, 1090,
1966. ——

G. Busch, P. Junod, and P, Wachter, Phys. Lett., 12,
11, 1964.

G. Busch, B. Magyar and P. Wachter, Phys. Lett., 23,
438, 1968,

E,F; Stegmeir and G. Harbeke, Phys. Kondens., Materie.,
12, 1, 1971.

C, Haas, Rev. Solid State Sci., 1, 47, 1970.

E_a Callen, PhYSn ReVQ Lette ¥4 2_9_,‘ 1045’ 19680

W. Baltensperger and J.S. Helman, Helv. Phys. Acta.,
’ 41, 668, 1968,

W. Baltensperger, J. App. Phys., 41, 1052, 1970.

M. Robbins, M.A, Miksovsky and R.C. Sherwood, J. Appl.
Phys., 40, 2466, 1969.

J.M,D. Coey, A.H. Morrish and G.A. Sawatzky, J. de
Phys., 32, Cl-271, 1971.

F.K. Lotgering, Proc. Int. Conf. Magnetism, Nottingham,
1964, 533.

K. Dwight and N. Menyuk, Phys. Rev., 163, 435, 1967.



107,

108.

109.

110.
111.

112.
| 113,

250,
T.A. Kaplan, Phys. Rev., 116, 888, 1959,
G. Blasse, Phys. Lett., 19, 110, 1965.

F.K. Lotgering, Solid. State. Commun., 3, 347,
1965, -

G. Blasse and D.J. Shipper, J. Inorg. Nucl. Chem.,
26, 1467, 1964.

F.K. Lotgering and R. Plumier, Solid. State. Commun.,
8, 477, 1970.

F.K. Lotgering, Philips, Res. Rep., ll, 190, 1956.

F.K. Lotgering, J. Phys. Chem. Solids, 29, 699, 1968.



251.

This chapter describes the investigation
we have made of the properties of the mixed crystals
.(Cdl_XFex) Cr, Sy. Mixed systems have been studied
_in our laboratory in the past for they promise, but
rarely give, a chance to study the dependence of
exchange interactions on cation separation. The
reasons why such studies tend to have only partial
success are numerous.. For example, changes in
covalency may be at least as important as changes
in lattice paraméter even given that the mixed
crystals form very precisely +he same crystal structure.
Dissimilar cations in the same lattice may produce
rather subtle changes that are not obvious from x-ray
measurements. For example, differences in crystal

anisotropy that lead to superparamagnetism at low
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enough dilutions of the magnetic ions or tiny random
crystal strains that are difficult to allow for and
even distinct changes in spin arrangements. It is
probably better to accept that all these possibilities
are probabilities and to treat each member of a mixed
system as a separate entity. After stud?ing the pro-
perties of interest, it may be possible to discern

and correiate similarities observed as the system is
unravelled. In the opposite approach, the assumption
that there will be a systematic variation of properties
needs to be justified,

1. THE FAMILY OF COMPOUNDS Cdl_XFeXCr254°

1.1 Introduction.

This family of compound was investigated
rather briefly {l}o The magnetic moments, Curie
Constants, Curie-Weiss parameters and ordering tempera-
tures of.3 members were reported. Thé data was not

given in detail; the numbers in table 21 below, were

taken from graphical presentations.

Table 21. Magnetization data from referencefﬁ°

X T (°K) f (°r) Cy Mg (Mg/molecule at 0°K)
0.1 112 +150 3,7 5,4
0.3 130 +100 4,0 4,6

0.7 160 =100 5.3 2.9
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The trend of the results is as follows. As the iron

content is increased from zero, the ordering tempera-
tures increase and both magnetic moment and Curie
Constant decrease, It was also reported there that a
complete series of cubic spinels was formed although
no lattice parameters wére given,

When the compounds are doped with acceptors
for example silver, fairly large magneto-resistance
effects are observed 83° The resistance decreases
on applying a magnetic field, the ratio AR/R being
about ten times that observed in "pure" FeCrZS4°

There has also been a Mossbauer Effect
study made on one member with x=0,02 {230 A magnetic
hyperfine pattern is observed below 96°K and at a low
enough temperature ~78°K a guadrupole splitting appears.
This latter result has been explained using the magneti-
cally.induced field gradient discussed earlier and in
appendix C.

Our own magnetization study {3} included
a greater number of members and forms the first part

of this chapter.

1.2 Preparation.
All the compounds for this study were pre-
pared in the manner described in Chapter 1, section 5.

Debye-Sherrer x-ray powder diffraction patterns were
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obtained for all of the compounds using manganese
filtered FeKsx radiation at room temperature. All
the reflections obtained could be indexed on the
basis of a spinel structure with no extra lines.,
The high angle reflections were very well defined
With gdod resolution between the FeK«ﬁ, and Ko&z
wavelengths. We, therefore, feel confident that
the purity of the samples is better than 99%, that
the samples are homogeneous and tolerably strain
free. The patterns obtained are given in tables
23 and 24, together with the indices assigned. To
save space and tedious references of the form, the
" member with x=.5 or the compound Cd0,9Fe0°lcr284 etc.,
a simple code has been introduced as shown in table 22.
ansideration of tables 23 and 24 shows that the com-
pounds certainly have the spinel structure and, in
view of the heat treatment given to theﬁ,there is
every reason to beliéve Ehét the cation distribution
will be the expected one, ie,.only chromium on the
B-sites and iron or cadmium on the A-sites. In addi-
tion, it is possible that CD50 has a 1l:l ordering of
Fe2+ and Cd2+ jons on the A-sites. This would be in
keeping with results from similar spinels, eg.
(Feq_sCug.5) [Crolsy, 4, (Feq sCug 5)RN,Sy 135,

and (InOSSCuOOS)[Cré]S4, {43, Although we inspected
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Table 22. Magnetic and crystallographic data for
members of the family (Cd,_ Fe )Cr,S,.

X Code Lattice MS- Mpo CM* ) Ordering

(Nominal) Parameter QQB/molecule (°K) Temperature
(a) (°K)

0.05 CDS5 10,232  5.62 5,91 3.87 130 96

0.10 Cb90 10.222 5.20 5.83 3.98 127 108

0.20 CD80 10.195 4,70 5.40 4,00 117 123

0,40 CD60 10.141 3,51 4,16 4,08 60 132

0.50 | Cb50 10,120 3.35 3.75 4,76 ~70 140

0.80. cpD20 10.050 2.16 2,66 5.79 <134 160

0.90 CD10 10.023 1.72 2,06 6,06 -223 165

*The values of Cy and B in the case of CD50 have been
changed from those given in {ﬁ% as a result of extra,
high temperature, data,

the x-ray diffraction pattern for the reflection
‘corresponding to the (4,2,0) superstructure reflection
expected for such ordering, we were unable to find it.
The x=-ray scattering powers of iron and cadmium should
be far enough apart to allow the reflection to show up
but possibly the ordering is incomplete. In table 22

we collect together the lattice parameters determined
from the photographs and show them graphically in

figure 74. It may be seen that a linear dependence on
composition exists, The solid line jbins the parameters
for the two end members of the series CdCr254 and FeCrZS4°

There is obviously something that may be said about the
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Figure 74. Compositional dependence of the lattice
parameters of members of the family Cdl_xFexCr234a
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Table 23. X-ray powder diffraction patterns for four
members of the family Cdl_XFeXCrZS4°
CD95 CD90 CD80 CD60
hkl dobs dcal ‘dobs  dcal \dgbs dcal { dobs dcal
(spine) B A D & b d B D
111 3 ;
220 3.61 3.618 3.60 3.614  3.57 3.605 ! 3.57 3.586
311 3.09 3.085 3.09 3.081 | 3.05 3.074 . 3.04 3.057
222 i |
400 2.55 2,558 2,55 2.555 12.53 2.548 {2.53 2.535
331 2.35 2.347 2.34 2.344 12.33 2.339 22.31 2.326
422 2,09 2,089 2.09 2.086 :2.07 2,081 :2.07 2,070
333,511 1.97 1.969 1.97 1.967 :1.95 1.962 il.95 1.952
400 1.81 1.809 1.809 1.807 31.793 1.802 "1.791 1.792
442 |
531 : !
620 1.62 1.618 .1.62 1.616 §1.6l 1.612 1.606 1.603
533,731 1.56 1.560 1.56 1.558
622 - f
L4 '1.47  1.471 1.463  1.464
711,511 ! '
642 1.37 1.367 1.367 1.366 {1,360 1.362 1.356 1.355
731,553 1.335 1.332 '1.330 1.330 11.326 1.327 :1.321 1.320
800 1.281 1.279 :1.280 1.278 !1.273 1.274 11,269 1.269
733 1.252 1.250 '1.250 1.249 | 1.244 1.245 11.239 1.238
644 : |
822,660 1,208 1.206 1.206 1.204 1,200 1.201 1.197 1.195
751,555 1.182 1.181 1.181 1.180 il.l76 1.177 - 1.173 1.171
662 T '
840 . ;) 1.1397 1.1398 1.136 1.134
753,911 ©1.1185 1.1191 1.115 1.113
842 , ;
664 . ©1.0871 1.0868
931 1.071 1.072 1.069 1.071 .1.0682 1.0687 1.0617 1.0604
844 1,045 1.033 1.0415 1.0395 1.0405 1.0405 1.0341 1.0343
1020,862 1.004 1.003 1.0015 1.0019 0.9998 0.9995 0.9944 0.9942
773,951 0.9899 0.9896 0.9871 0.9884 0.9857 0.9859 0.9807: 0.9807
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Table 24, X-ray diffraction patterns for three
members of the family Cdl_:XFexCrZS4°
CD50 CD20 CDh10
hkl dobs  dcal dabs dcal | dobs  dcal
(Spinel) L @ (&) @& W )
111 _ : 5.80 5.786
220 3.57 3.578 3.53 3.554 : 3.54 3.544
311 3.05 3.051 3.01 3.030 ¢ 3.02 3.021
222 :
400 2.53 2.530 2.50 2.513 % 2.50 2.506
331 2.31  2.320 b2.34 2.299
422 2.06 2.065 2.05 2.051 2.04 2.045
333,511 1.949 1.948 1.93 1.934 1.93 1.929
440 1.780 1.789 1.775 1.776 1.77 1.772
442 '
531
620 1.595 1.600 1.587 1.589
533,731 1.540 1.543 1.534 1.533
622
T 1.457 1.461 1.447 1.451 1.446  1.447
711.551
642 1.350 1.352 1.344 1.343 1.339 1.339
731,553 1.316 1.316 1.308 1.308 1.305 1.305
800 1.265 1.265 1.257 1.256 1.254 1.253
733 1.236 1.236
644
822,660 1.193 1.193 1.185 1.184 1.180 1.181
751,555 1.167 1.168 1.160 1.160 1.158  1.157
662
840 1.130 1.131 1.124 1.124 1.120 1.121
753,911 :
842
664 :
931 1.061 1.061 10.53 1.053 | 1.051 1.051
844 1.033 1.033 1.0254 1.0257 ¢ 1.023 1.023
1020,862 0.993 0.992 0.9853 0.9853 | 0.9826 0.9826
773,951 0.978 0.978 0.9715 0.9719 1 0.9693 0.9693
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-packing of the atoms under the circumstances. Clearly,
even in FeCr,85,, the sulphur lattice is far from being
close packed so that gradual substitution of the iron
by cadmium causes a smooth continuous expansion. Based
purely on volume considerations, we may expect a
steady decrease in d-electron covalency in the A-sites.
By the same token, B-site covalency should also decrease
so that any o *(B)band ought to be narrower- at the

cadmium rich end of the series than in FeCr284°

1.3 Magnetization Measurementsol

We used the egquipment and techniques
described earlier to measure Ms, M, and H, at 4,2°K,
We also determined the temperature dependence of Ms°
The susceptibility above the ordering temperatures was
also measured as a'f;nction of temperature. The main
results are collected in table 22, The various data
are shown graphically in the next dozen or so figures.

In figures 75 aﬁd 76, the magnetic moments
of the compounds are shown as functions of temperature.
So far as we can tell, the amount of short range order
in the mixed érystals is very much less than in the
.“pure" CdCrZS4a Members with x>0.5 show anomalous
magnetization curves similar to that observed in FeCr,S,.

Figure 77 shows the temperature dependence

of the inverse suscéptibilities for the members studied.
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CD90 (b) CD80, CD60, CD50 and (c) CD20 and CD1O as a function

of temperature.
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It may be seen that beginning at the Cd rich end,
theleé -T plots are concave downwards, become
‘linear at x~0,2 and are then concave upwards for
x20.5,
| Figure 78a shows the compositional
dependence of the ordering temperatures. These
were estimated from the steeply falling parts of
the magnetization curves and errors of +4°K are
given. We note that the ordering temperature
increases rapidly with x at first and then more
slo@ly, The dependence of B on x is rather dif-
ferent. The data are shown in figure 78b. It may
be seen that ¥ falls slowly with increasing x until
x~0.4 and then there is a very sudden change and
g changes sign. The errors on 6 rather depend on
the shape of the susceptibility curve, for curves
‘that are concave upwards, the error is +20°K.
Figure 78c shows the compositional variation of Mg
and MQ . The solid line I shows the spin only result
. expected for ferrimagnetid alignment of relt (A=site)

3+

and = Cr (B-site) ions, while line II indicates

the result expected if our result for FeCr284 gives
correctly the Fe2+ moment in such compounds. Neither
line properly fits to all the data but it should be
noted that My is larger than the spin only result

_fdr CD95, CD90 and CD80. Finally, figure 784 shows
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"+he variation with x of the molar Curie Constants.
The solid line indicates the spin only result from
which there is a clear departure.

Although some general trends are evident
in the data the most striking feature is that the
magnetic properties do not vary in a systematic
fashion. In fact, three distinct regions exist; a
region 0<x<0.2 where Msﬁzspin only value, Mwar
‘spin only value and CMwspin only value; a.region
0.7¢x¢l where the data are reasonably extrapolated
from data on FeCrZS4; and a céntral region 0.2<x<0.7
where there are obviously some very peculiar effects.
In figure 78, the data indicated by crosses are from

reference {l} .

1.4 Electrical Méasurementso

We made conductivity and magneto-resistance
megsurements on CD?O, CD80, CD60, CD50, CD20 and CD10. It
may be seen from tge data in figure 79a,b,c,d,e,f that
all the compounds show semi-conducting characteristics
ié. the resistivity increases with decreasing tempera-
ture. Figure 80 shows results of magneto-resistance
measurements in a field of 10 kOe, it may be seem that
all compounds exhibit negative magneto-resistance with
maxima close to the ordering temperatures, CD90 shows

the largest magneto-resistance effect. Table 25
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collects the room temperature resistivities and the
:high and low temperature energy gaps that may be

deduced from the data.

Table 25. Resistivity data from some members of the
family Cdl—xcr284°

(296°K) Energy Gap ' " Density %
X (. .cm) T> TC(eV) (T<:Tc(eV) Theoretical
0.1 1.34x103 0.200 0.086 94,9
0.2 1.12x103 0.306 - 96.3
0.4 1,16x10% 0.250 0.096 96.1
0.5 9.67x103 0,266 0.050 95.3
0.8 9.76 0.100 0.034 95.4
0.9 9.36 0.190 0.04 95,7

Apart from CD50, the resistivities fall as
- x is increased; this would be expected since CdCr,S,
is an almost insulating Q(296°K)N‘104 and FeCr,Sy is
‘-a semi-conductor with @(296°K) ~104..cm. At the mid-
way composition, however, the resistivity is nearly an
order of magnitude higher than that of Cb90. The
densities of these samples are comparable, so we con-
clude thatvthis result is evidence of cation ordering
on the A-sites as is found in (CuO,SFeO,S)[CrZ]S4°

- All the compounds show some change in the
slope of the log@e =T curve. The changes are not, in

general, simple in character.
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For CD10 and CD20, the behaviour is similar to that
observed in FeCr,S,. In CD50 loge rises above the
predictions of equation (II.20) which are represented
by‘the solid lines in figure 79. 1In CD90, we obtain
a simple magnetic‘semiconductor result, .the break in
the slope occurs at 133°K, 25°K above the magnetic
orderihg temperature. Departure fromjthe high temper-
ature llnear behaviour occurs above the ordering
temperatures for all the compounds w1th closest agree-
" ment in the iron rich members. |

Once again three distinct regions in the
compositional range may be distinguished. The
resistivity decreases as x is increased from zero
until x~0.4. On the other hand, @ also decreases
as x is decreased from ~1.0 and there, therefore,
exists a central region where ¢ increases again as
x is increased from ~ 0.7. The member with x=0.5
is clearly a special case. The behaviour of the
whole system mirrors that observed in Cu;_,Fe Cr,Sy

but we shall return to this later.

1,5 Mossbauer Effect Investigation.

This part of our study turned out to be
most difficult. The main reason for this was that
the Mdssbauer spectra appeared to us to'be‘very

complex. We shall deal with three regions of the
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composition range, present the spectra and, where
possible, the data extracted.

(i) This region is the cadmium rich end
of the series exemplified by CD95 and
CD90;

(ii) This‘region is the iron rich end
exem?lified by CD20 and CDQO;

(iii) The central region exemplified by CD50.

1.,5.1 The cadmiuﬁ rich region.

Sets of spectra covering the entire
temperature range investigated are shown for CD95
and CD90 in figure;8le In both compounds there is
evidence of a guadrupole interaction above the
ordering temperatures. The doublets are not well
resolved in CD95 bﬁt the lines are far too broad to
be singlets° Just below the ordering temperatures,
however, the spectra appear to be six line patterns
with no quadrupoleinteractiono

It is very difficult to envisage a situa-
tion where an E.F.G. exists at one temperature then
disappears only to reappear again when T approaches 77°K.
Our conclusion is that the E.F.G. exists at all
temperatures and it is only the guadrupole shift of

the spectra that vanishes for T~ T (We shall use

Mo

TM to mean magnetic ordering temperature since we do
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not wish to categorise the compounds at this stage.)

In the case of CD95, we fitted the spectra
T> TM'with a single line and in figure 82, the tempera-
ture dependence of 1/3 the line width is shown. Also
shown in that figure is the observed quadrupole
splitting for CD90 %ﬂ< T L150°K but for T >150°K, 1/3
the observed line width is plotted. The spectra
below TM gave immense difficulty, not‘because they
" cannot be fitted but because they canﬁot be fitted in a

manner that might be considered physically meaningful.

We already know that interactions between
A-sites can be qguite strong, stronger in fact than
the net interaction between B-site ions. Most of the
magnetic A~sites in these "dilute” compounds have 4
cadmium n.n. A—site ions,vbut an appreciable proportion
have 1 or more magnetic A-site n.n., assuming a
random A-site distribution of Cd and Fe. The actual
numbers are given in table 26. This variety of |
enviroﬂments;may give slight differences in_%equ and th
‘and, therefore, to differences in the ratios

%ezqu/ %, BHp £

The shape of the‘spectrum is extremely sensitive to
ﬁhis ratio. The;superposed spectra are not well
resolved so although the correct way to £fit the spectra
" might.be to fit the several spectra in their correct

probabilities, the results are somewhat less than
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convincing. We adopted a pragmatic approach in which
the observed peaks were taken as averages and we found
the set of parameters th, %equ, g FQ,@v, and st
that best gave the observed peak positions. As an
additional criterion, we demanded that %equ be continu-
ous through the magnetic transiton. This yields the
‘rest of the data T <TM in figure 82, 1‘At'the lowest
temperatures achieved these difficult?es vanish, as
may be seen in the spectra of figure 81 . At 4e2-and.
1.6°K, the spectra are reasonable and can be fitted
quite easily with %eZqQ=3a0 mm/s & =0° @ =0° 1 =0,

In the case of the unresolve&‘doublets, we took 1/3
the line width because this was roughly the ratio
between line width and observed splitting in the CD90

paramagnetic spectra below 150°K.

Table 26. Probability P(N) of N nearest neighbour
magnetic A-site ions for various x,
assuming random distributions.

N O

X P(N) for various x
N 0.05 0.1 0.5 0.8 0.9
0.815 0.656 0.063 0.002 0.000
‘0,172 0.292 0.250 0.025 0.003
0.013 0.049 0.375 0.153 0.049
3 0.000 0.003 0.250 0.41 0.292

4 0,000 0,000 0.063 0.41 0.656
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Given that the wvalue of %eZquﬁl/B the
observed line width then the values of %equ for
both compounds can be approximately fitted onto a
curve:

EQ(T)= EQ(O)tanh(AS/ZkT)

Where A is the ground state splitting and 4/k=20°K
DEH(0)=3.0 mm/s. This is the solid l%ne in figure
82, The data in figure 83‘are the reéults for the
hypérfiﬁe fields, at least all the valﬁes we could
actually obtain. It may be seen that the behaviour
in both compounds is similar. The crosses in figure
83 are data taken from {2} for the member with x=0.02,
The magnetic hyperfine field was observed below 91+3°K
in CD95 and below 101+3°K for CD90. These figures are
in fair agreement with the estimates from the magneti-

zation data. We leave the subject of the total spectrum

shifts until later.

1.5.2 The iron rich end,
Spectra covering the temperature range
' investigated are shown in figure 84 for CD20 and CD10.
Once more the spectra are complex and in the para-
maghetic_regions guite definite structure appears in
the absorption of CD20 below ~250°K., In the case of
CDlO, the absorption remains a broad singlet down to

T Since we could see the structure in the case of

Me
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Cw20, we considered that the many environment approach
to the fitting should be emp.oyed. The main doubt
about results obtained in this fashion arises from
fhe fact that an enormous number of parameters are
~introduced and it is difficult to decide whether
the bettef fits really reflect a significant model or
whether they arise because of the extra parameters,

' We made our first investigation using CD10
paramagnetic spectrao These we considered could be
fitted with two singlets constrained to have equal
full widths but heights constrained in the ratio
indicated in table 26 for 4 and 3 magnetic n.n..

The result was that the absorption ascribed to the
3-1 environment‘occurred at a slightly higher energy
than that from the 4-0 environment. In additiony
the centre of gravity of the entire absorption occurred
close to the peak of the 4-0 absorption. We then
ﬁsed these results as criteria for testing similar
fits to the paramagnetic spectra of CD20. Here, there
were three environments with significant probabilities
4-0,3-1 and 2-2. Now there are several ways the spectra
might be fitted:
| (i) Three singlets all full widths equal;

(ii) Three singlets with a variety of full

widths and total absorption constrained

in the correct ratios;
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(1ii) Two singlets and one doublet, one singlet
and two doublets, all with or without a
variety of full widthsg

(iv) Three doublets;
(v) A systematically varying choice of fit
depending on the temperature. |

Choice (v) was found to give the best fits to the spectra.

5
0oL © ) N
00 ] o (:Q\
o ~
o § l:o -
. 150 L N A ’
g . %
4 o~
~ 0l . ' q J 2
W ! . -
Ko i 7 0S5 r
=
sol b
' 1
] Pt
[
0 A | N 2 N " i
100 159 o0 %00 300 4o 500
TEMPERATURE (°K) - TEMPERATURE (°K)
Figure 85. The temperature Figure 86, Quadrupole
dependence of H in CD10. interactions in CD10 and

he CD20, In CD10, open circles,

there is an E.F.G. below

Ty with §=10°, 8=0, 7=0.

¥or CD20, we show the -
apparent quadrupole split-
ting for 2-2(+), and 3-1(x),

type environments T}?TM°
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‘The results were that absorption from the 4-0
henvironment was always a singlet with the smallest
spectrum shift, absorption from the 2-2 environment
-was always a doublet whose spectrum shift was roughly
equal-to‘the centre of gravitybof the entire absorption
pattern and finally absorption from the 3-1 environ-
ment changed in character from a narrow singlet at
high temperatures to a broad singlet at T~200°K to
a doublet at T<'2065K° One conclusion that may be
drawn from this is that, at these concentrations of
magnetic A-site ions, the behaviour of the Fe2.+ ion
is extremely sensitive to lattice imperfections even
when the source of the perturbation is quite far away.
This means that the primary cause is long range in
nature. We note that the paramagnetic spectra bear
a strong resemblance to those obtained in {65 . It is
then a short step to the conclusion that the type of
perturbation we are observing is associated with the
strain field in the crystal and therefore, the problem
in understanding the spectra resolved itself to finding
out how the cadmium ions affect this strain field.
Below Tvaor these compounds we héd some
success in fitting the spectra at least down to 77°K.
Below this température, the specﬁra become far too

kcomplex, Figure 85 shows the temperature dependence

of Hps and figure 86, the temperature dependenée of
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%eZqQ° ‘We note that CD10 shows no quadrupole splitting
above Ty rather like FeCrgS4, but CD20 has a splitting,
at least that is what the fits to the spectra above

T . indicate. It is also interesting to note the CD10

M
spectrum at 162°K.. This temperature is perhaps 1°K

below ‘I'M

that %equ is positive'i?%° (The transitions associ-

and the spectrum shows quite conclusively

ated with the +% excited sub-state always broaden out
before those associated with the + 3/2 level.) This
is an important result because it bears directly on
FeCr,S,. The ordering temperatures determined via
the MOssbauer Effect are 158 + 4 and 163 + 1°K for
CD20 and CD10 respectively in fair agreement with

the values obtained from the magnetization measure-

ments,

1.5.3 The central region,

This region was studied via CD50. Some
spectra are shown in figure 87. We could fit none
of the spectra collected in the ordered region
(T <131 + 2°K). This temperature is lower than that
estimated from the magnetization work. The way in
which the spectra manifest magnetic order is extremely
odd. At 139°K, the absorption is a broad doublet, by
129.5°K, the absorption is almost triangular, decreasing

the temperature to 125.9°K produces a flat almost
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featureless absorption and by 77°K some structure
appears. It is clear that some class of relaxation
mechanism is operative. Above TM we were able to
fit the spectra with a doublet, figure 88 shows the

temperature dependence of the doublet splitting.

1.5.4 Total spectrum shift,

The Debye temperatures were found by
making use of (II.25). The total absorption was
determined by numerical integration of the area of
.the absorption spectrum. The temperature region of
interest was TM< T £ 600°K, The integration is sensi-
tive to the geometry of the spectrometer, the velocity
range and number of channels utilized. To cover the
range above,two experimental set ups are required so
'a normalizing'factor, based on the ratio between the
two results at room temperature, was applied to the
high temperature data. This gives the data shown in
figure 89. The Debye temperatures that may be inferred
. from the plots-are collected in table 27. Equation
(II.25) is supposedly valid for T » ¥, /2 so that the
departure from expection in the case of CD95 T < 200°K
cannot be regarded as significant. It seems reasonable

that these compounds have Debye temperatures ~300°K

compared wtih QD'V450°K in oxides.
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The total spectrum shifts cannot be
determined with much accuracy because of the
complexity of the spectra. In table 27, we show
the values of the room temperature shifts which
were obtained from the peak positions. All spectra
at 296°K were fitted with single lines for the
purpose of this measurement. For CD90 we performed
this kind of analysis over the whole temperature

range and the results are given in figure 90.

Table 27. Total Spectrum Shift Data for some
Members of the Family Cd,__ Fe Cr,S,.

X B, o) 6, (296°K) (mm/s)
0.05 315 0.80
0.1 200 0.79
0.5 288 0.78
0.8 270 0.75

0.9 296 0.71

The data in the-baramagnetic:region are more reliable
than those from the ordered region and show a devia-
tion from the Debye model fit., On the other hand,
figure 91 shows the result of fitting CD95 spectra
with two singlets assuming the intensities to be

in accord with the probabilities of O and 1 magnetic

n.n. as given in table 27. The temperature dependence
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of &, for the 0-4 environment is in accord with
the Debye model at least for T}>TM, while that
for the 1=-3 environment is obviously not. We also
note thaﬁ the total shift of the 1-3 line is not too
large to be attributed to Fe3t impurities. Clearly,
the temperature dependence of Et in these compounds

is problematical.

4,6 Discussion,
Thete'are several points that may be
immediately made about these compounds:
(i) They are all essentially semiconducting;
(ii) The iron is always in the high spin
ferrdus state judging from the room
temperature spectrum shifts;
(iii) They are all spinels and the room
| temperature Mossbauer spectra are all
consistent with the view that there is
iron only on the A-sites.
In view of these pointé, it is reasonable
to expect behaviour consistent with localized d-electrons.
Furthermore, it is reasonable to assume that all the
compounds are ferrimagneﬁs with antiferromagnetic align-
ment of the A-site ions and B-site ions because of
the ~125° A-B superexchange interaction. Given this

situation there seems to be no reason why the band
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scheme suggested for FeCr,;S, should not be valid for
éll these compounds. Slight modifications are in
order because the lattice spacing increases as the
cadmium content rises. This should lead to smaller
d-electron covalent overlap, at the A-sites especially
but also at B-sites, giving rise to the gradually
increasing values of the energy gap between occupied
and unoccupied bands and gradually increasing values
of the A-site spectrum shift. We, therefore, expect
that the principal charge carriers will be holes in
a fairly narrow Fe2+ band, but the role of less
mobile electrons in a narrow O *B-band will also be
important especially at the cadmium rich end of the
series°

We now consider some of the details of
the experimental results, starting first with the
magnetization data. initially, we test the notion
suggested in Chaptér III, section 3.3. What we
would like to know is whether substituting some
transition metal ion for the neutral Cd produces an
anisotropy that allows a collinear alignment of the

3+ spins and a value of the magnetic moment closer

Cr
to 6AMB/molecule for the B-sublattice. The basis of
our idea is very simple and hinges on the premise

that extrapolation of the magnetization data to 1/H=0

should always overestimate the magnetic moment if the
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’*magnetization is not saturated in ordinary fields.
That this is the case for CD90 and CD95 is apparent
from table 22, We, therefore, take the M, and Mo
data for these two compounds and extrapolate them
‘to zero iron content. This is done in figure 92.
Extrapolating M, yields 5a99/aB/molecule while the
figure from Mg is 6.04 My/molecule neither extra-
polation comes close to the figures for CdCr284a
This result, therefore, suggests that:
(i) The spin arrangement in CdCrpSy is

non-collinear:;

2+ on the A-sites

(ii) The preéence of Fe
provides an anisotropy of some descrip-
tion that produces a collinear B-site
arrangement at least for small amounts
of iron.,

Since this anisotropy exists, it is easy to understand
why the Ms results for these compounds always fall
below the expected spin only result. Provided the
anisotropyv is strong enough, it will never be possible
to saturate the magnetization in ordinary fields.
Therefore, in order to properly explain the observa-
tions, we must seek a mechanism that allows a strong,

2+ ions, This is

single ion anisotropy for A-site Fe
perfectly in keeping with observations on FeCr;Sy

where single crystal experiments reveal {83 that the
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<111 is very hard and the <100> is easy.
At the iron rich end of the series,
we find that our data can be reasonably extra-
polated from our results on FeCr284° Replacing
relt by Cdz+, therefore, causes a simple dilution
of the A-site magnetic moments without seriously
affecting the spin arrangement. The single crystal
work gave a value of 1,861%B/molecule for FeCr,5,
H #(lOO) so the effective moment for ret is
4.14 My- Assumingfthat orbital and spin angular
momentum are parallel at 4.2°K then a g of 2,07
is deduced for the ion.
In the centre of the series, to be
precise, for 0.24x40.8, we have problems:
(i) The Curie constants fall well below
expected values;
(ii) both Mg and Mg fall below the spin
only values.
Tt may readily be ascertained that these two points
are impossible to explain by the same mechanism. If
we propose that the moment associated with Fe2+
increases as X is decreased in order to obtain the
voorrect" low temperature moment, then the CM should
be greater than those expected and vice versa.

Our explanation of the low Cy {3} was

given in terms of the temperature dependencies of
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the various exchange interactions. The lower than
spin only magnetic moment results were then explained
via an effective moment for the Fez+ ions greater
than 45144@&B/ione The physical basis for the low
CM is derived from the compositonal dependence of
the Curie-Weiss parameter # . we consider figure
78b. The parameter é supposedly gives the sign of
the dominant magnetic exchange interaction. Now
each A-site has 12 nearest neighbour B-site ions.

A magnetic A-site interacts antiferromagnetically
with the B-site neighbours; furthermore, substituting
iron for cadmium decreases the separation of the
B-site ions and this enhances the antiferromagnetic
component (JBB-X and decreases the ferromagnetic
component (JBB+) of the net B-B interaction. There-
fore, we would expect § to decrease quite quickly

as the iron content is increased from zero. The

fact that 0 is positive until x~0.4 suggests,
therefore, that there is yet another important
positive interaction that bolsters the otherwise
diminishing JBB+ exchahgee One possible origin

would be JAA which is positive so long as J,p is
effected by transfer of ?—spin Fe2t
3

electrons to

2+ . . s
Tlg(Cr ). Another possibility is the indirect
effect of charge carriers in the ¢ *B-band that polaxr-

ize the B-site spins in the vicinity of TFN°
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The temperature dependencies of the

various interactions can be inferred by assuming
that the lattice expands on heating and noting how
+he interactions change in a variety of simple
compounds. In passing from ZnCrZS4 ~ CdCr,S5, - CdCr,Sey
all the guantities, lattice parameter, Curie temperature
and, 0 parameter increase ié}, This means that as
the B-B separation increases, JBB+ increases and Jap~
decreases. The exchange JAB‘ must decrease with
increasing lattice size because it depends for its
strength on an overlap integral between Cation and
anion, and similarly for Jpa. These considerations
are summarized in figure 93. The effect of @ *B
electrons is indicated by JBB(d). They are only
effective in enhancing the magnetic exchange when-
the susceptibility of the B-site spin system is large
ie, near to and just above TFﬁ' They have the
character of magnetic polarons, for stability the
band should be very narrow Eldi and the interaction
between the carriers and the B-site spin large. At
both high and low Femperatures they are ineffective
because of spin—sp&n and electron-phonon scattering
at high temperatures and at low temperatures the
susceptibility is too small for stability. The

magneto-resistance should be dominated by the proper-

ties of such carriers even if they are not the principal
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current carriers in the system, and it should be

large and negative. With these considerations we

arrive at the temperature dependence of_JBB(d) in

figure 93. It is not important to be definite
about naming this interaction, only to note that
it will have similar effects to magnetic polarons,

that above T 5JBB(d) has a negative temperature

FN
coefficient, and that it contributes positively
to Jgpe AS such, we can qualitatively explain how
6 stays positive so far intc the composition
range and by considering the Weiss molecular field
parameter to be;temperatureudependent, we can explain
the low values of CMQ Suppose that:

Nw = NWo

then XK= Q/(T-CNy) = Cexp/ (T = CexpNwg)

+dWT+ e 0o o

where Cgyp = Cy/ (1 - MWCM) is the experimentally
found Curie constant, CM is the expected value and
q@ contains all the temperature dependence of all
the exchange interactions then:

X = AIgpt) + K(Tgp-) + H(Tpp) + K(Tpp) + KT
From figure 93 some of the o« are positive and some
are negative and low values of Cexp result if:s

o™t = JotT
and vice versa.
Another explanation is suggested by the

2+

work in {Q}. Here a very dilute system of Fe“" ions
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in tetrahedral (sulphur) sites was studied. The
interesting result in question was this; at 4.2°K
the syétem showed no induced hyperfine field in a
MOssbauer spectrum even in an applied field of 30
kOe. Now this is very strange and must either
mean that the spins align with the applied field
for times less than the‘nuclear Larmor precession
time (~6x10"8 s in a field of 30 kOe) or that there
is no spin associated with the ions. A very large
trigonal distortion might produce low spin ferrous
ions on a tetrahedral site, but it seems more likely
that a relaxation effect is present. Whatever the
cause, there is some evidence that tetrahedral site

Fe2+

ions can behave as though they were non-magnetic,
and given this possibility, we may explain the lower
than spin‘only Curie constants in our compounds.

The last feature of the magnetization
results that we wish to discuss is the abrupt varia-
tion of the Curie-Weiss constant around x=0.4 to 0.3,
We previously explained this i3} in terms of the way
in which JBB(d) affected the strength of the effect-
ive B-B interaction. The magneto-resistance measure-
ments shed some light on the matter. Magneto-resis-
tante is determined by the extent to which the d-electrons

are affected by conduction processes. In FeCrZS4 we

suggested that conduction was via holes in a narrow
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re?t band and found JAK/JBKNlOa Comparison of the
data for CD10 with same theory suggests Jpx/Ipg ~1.
At the Cd rich end of the series, we have argued
that the magneto-resistance results from a sort of
magnetic polaron effect having an essential role in
the B-B exchange. It follows then that any enhance-
ment of JBB resulting from electrons transferred to
G *B or 3Tlg(Cr2+) states must fall as x is increased
and consequently SO should any mégneto—resistance
effect. The compounds with x £0.5 in figure 80,
however, all show moderate magneto-resistance but at
%x=0.5 we find only a very small effect. Consequently
we assume that O is held strongly positive until
x~0.5 mainly by JEB(d) but that this contribution
vanishes near x=0.5 so that JAB dominates the magnetic
ordering.

Although our model does not contradict
any of our experimental data, it does not really
help us in understanding the MOssbauer spectra. First,
consider the work that has been published on such
Systerﬁs° In {23 the authors examined a compound verv
like some of ours. They state (without showing any
spectra) that the paramagnetic absorption was a single
line and that no quadrupole interaction appeared until
T~ 78°K, However, they fitted the ordered spectra

assuming Hy,e//Vy,. In our view, this begs the question,
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and it must be remarked that their spectrum at 78° K
is gualitatively similar to ours for CD95 at 86.7° K
(see figure 81) for which we found §~50" in keeping
with the view that an E.F.G. existed at all tempera-
tures, the guadrupole shift of the ordered spectrum
having vanished because of the value of @ (see remarks
in Chapter II, section 3.2).
A system that shows rather similar effects
to those we observe is Cul_xFeXCr284a This system
has been reported in several papers %4,li§p but
Mossbauer spectra of interest are reported in %léio
'Figure 94 collects some of the data for the two
systems and we divide the compounds into metals and
semiconductors at about x=0:5.in the copper system.
Mossbauer spectggtfr@m\themregion:;
to the left of this dividing line are all rather
similar in the ordered regime. It has been claimed
f4§ that the copper in the system is 3dlo and in {121
the authors suggest that the rather odd looking
spectra reéult because of the coexistance of Fe2+
and re3t on the A-sites and claim that their spectra
show at least 9 lines. No computer fit is given
and the most conclusive remark that can really be
i made about the spectra is that they are complex.
| The main reason for the suggestion that

. 10 , . .
copper is 3d in the system is that no magnetic
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moment is associated with it but then, a similar
result obtains for the FeZ+ in i6§ as we have already
noted. - In order to make some sense of all this we
would suggest that the copper is Cu2+(3d9) and, like
Fe2+(33%) on a tetrahedral site is a J-T ion. 1In

2% should have a large spin

spite of the fact that Cu
orbit coupling that ought to guench the J-T effect,
there is good evidence %133 that the coupling of the

5 tag electrons to the E modes of the tetrahedron is
so strong that a J-T distortion is favoured {14} over
a spin orbit stabilization. It was pointed out by
Ham %153 that when the spin orbit coupling was strong
enough, even the spin angular'momentum of an ion could
be quenched, at least partially by a dynamic J-T
effect. |

| We arebfar from proving anything but
evidently many of these suggestions could be
investigated theoretically. The important parameters
would be the J-T coupling, the spin orbit coupling,
the characteristic frequency of vibration, and the
effective mass of the tetrahedron. Also some account
should be taken of thé type of experiment performed,
because in dealing with a relaxation effect, the
observation time should be compatible with the relaxa-
 tion time.

For the moment we remark that with this
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type of explanation, the similarities between the
M&ssbauer spectra in Cul=xFexcr284 (¥7.5) and
cd,_,Fe,Cr,8, can be correlated. That a dynamic
J-T relaxation can produce the type of paramagnetic
spectra we observe has been demonstrated %;6,17,18}
but the behaviour in the ordered region has not
been thoroughly investigated. Proximity effects
such as are observed in {63 probably result from
the way in which the neighbouring atoms change
the elastic anisotropy to which the A-site J-T
ion is so sensitive ﬁléfe This presumably explains
why the spectra in FeCryS, are similar but considerably

simpler then those in the mixed systems.

4,7 Conclusions.,
We have found that all the compounds in

the family Cd Cr_S 0£ x €1l are spinels and

1-x" %25

~are semiconducting. There appears to be some evidence
~that the member with x=0.5 is ordered although there
is no confirmation from the x-ray pattern. Apart
'from this compound the resistivities fall with
increasing x. Ail aspects - of our investigation

favour a localized electron type of model and a

band diagram_similar to that prepared earlier for
FeCr,Sy is likely to be valid. As such, the indica-

tions are that the ﬁ ~-spin electron on the re’t ion
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has a large role in determining the properties of
these compounds.

The MOssbauer effect studies present us
with more problems than they solve. The iron in
all compounds is ferrous. All spectra obtained show
that some type of relaxation effect is present and
that this is plausibly due to a dynamic J-T stabili-

zation of the Fe2+ >

E ground state, as in FeCr,5,.
Some extra evidence has been offered for

a non-collinear spin atrangement in CACrySy.
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V CONCLUDING REMARKS.

1. SUMMARY.

If there is a unifying factor in the work
we have described, it is that the properties of all
vthe compounds studied can be understood to greater
or lesser extents, in terms of the empirical ideas
offered by Goodenough $1}. It may be argued that
other ideas would do just as well, but it is worth
making the following point. His discussion of the
relationships between a multitude of solid state
parameters and the energy b available for electron
transfer from o&erlap integrals implies an almost
unigque role for the £ -spin electron on a ferrous.
ion. This arises because a single electron outside
of a filled subshell of 5 d-electrons enjoys little
or no exchange stabilization and is most susceptible
of all d-electrons to covalency effects. Therefore,
b for this electron is abnormally large and Goodenough
summarises this as:

gﬂ 7 by especially in Fe2+ ions.
This represents a testable hypothesis and in all our

experiments, but one, we have pointed out how the
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ﬁ -spin electron influences the behaviour observed.

Briefly, there are the following points:

(1)

(ii)

(iidi)

In‘FeRhZS4 a plausible mechanism for
very strong negative A-A exchange
involves transfer of f-spin electrons
into empty O *B orbitals while main-
taining a zero net moment in O *B;

In FeCrzs4 we require some model that
is extremely sensitive to temperature
and magnetic order, to expiain; a
change from activated to non=activated
conduction, departures from the Debye
model in the temperature dependence of
6t(TI>TFN) and a negative magneto-
resistance that requires exchange
between'chargevéarriers and A-site cations
to. be greater than exchange between
carriers and B-site cations. By taking
the view that the £ -spin electron was
of primary importance, these various
effects could be correlated, without
contradicting the experimental facts,
eg. strong negative A-B exchange and
localized electron behaviour at high and
low temperatures.

At the cadmium rich end of the mixed system
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cd the compositional

1-x Fe Cr284,
dependence of the Curie-Weiss parameter
indicates the presence of an additional
contribution to the positive component

of the B=-B exchange interaction. This
was plausibly attributed to an indirect
type of'effect‘in which the B-site spins
were polarized by charge carriers with
large effective mass. It was found
possible to associate this indirect
contribution with transferred /9—spin
A=-site electrons.

While the previous points tend to be
rather qualitative, an opportunity arises
for a more quantitive type of test. All
the compounds Cdl Fe Cr.S, with x>0.5

24
and Fel Cu Cr.S, with < 0.5 are ferri-

254
magnetic semiconductors with negative
values of # and the principal magnetic
interaction is JAB and if we are correct,
this is dominated by transfer of P -spin
A-site electrons into 3'I‘lg(Cr2+) states.,
The transfer is made possible by the

A2 A .,

energy b ~ (Rﬂ) where AK is a cova=

lent mixing parameter. The Mdssbauer

spectrum shift gives information, on a
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relative scale, about RQ@ In fact,

the difference between the value of

6t(296°K) for ionic Fe?' and covalent

Fe?® must be at least a crude indicator.

If we yepresent this difference by-A;St

then:

b~ (87
According to either Goodenough iii or
Anderson {2}, the ordering temperature is:
T o b2/u

In the group of compounds of interest, the
B-site cations are always the same, the anion co=-ordin-
ation of the A-site is the same so it seems reasonable
to suppose that U'will be substantially constant.
Therefore:

T o b2oC (AG)*

We took ét(296°K)=l,65 mm/s for ionic Fe?”t

and the
smoothest curve through the at(296°K) values shown
in figure 94 to find values of (ﬁxgt) and used the
published values of the ordering temperatures of the
various compounds to plot log TFN versus log (Z&gt)o
The result is shown in figure 95. The solid line
there has a slope of 3.8 so there is at least some
basis for our proposals, and even if the result is
not completely convincing, it is fairly interesting.

In table 28 we show the numbers used in the plot.
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Figure 95. Illustrating a correlation between TFN
and the total spectrum shift,
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" Table 28. Data used to Plot Figure 95.

COMPOUND 6e Abe T (K
D50 0.78 - 0.87 140
CD20 0.75 0.90 160

. D10 0.73 0.92 165
FeCr,$, 0.71 0.94 170
cu10 0.66 0.99 210
cu25s 0.59 1.06 285
Ccus0 0.47 1.18 360

:We tested the idea on a different system, viz.,
(Fel?thx)203 using data for 0&x £.66. This data
was taken from {3}. The iron in the compounds is
_,férric rather than ferrous and the structure is

'  éorundum. A siope between 4.4 and 6 was a reasonable
fit . |

| In the detailed results of the investi-

' gatiqn, there are perhaps three highlights. ‘The
observation of paramagnetic doublets in the Mosébauer

' spectra of CD90 and the definite broadening of the

- paramagnetic absorption in CD95 show that, at this

iron concentration, a magnetically induced electric
field gradient is inadmissible. Decreasing the iron

further'seems to provide a favourable situation for
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~this mechanism but thére seems little doubt that
some class of relaxation mechanism is responsible
for the spectra at higher concentrations, possibly a
dynamic J-T stabilization of the 5E(Fe2+) ground
étatee

The observation of what seems to be a
low temperature transition in FeCrZS4 and a plausible
consistency with a J-T stabilization is interesting
and indicates a localized electron character in the
compound., It suggests a moderate to strong J-T
coupling of tZg electrons to the anion modes that
has a very small effect at high temperatures.

An obvious extension is to suggest that this may be
true for a larger number of sulphides than we think
and that the outward manifestations of J-T coupling
in sulphides are somewhat different to those in
more ionic materials,

In FeFe,S, we have a sulphide that is
intermediate between the localized and the collective:
regime and studies of well crystallized samples would
be of real interest. So far, we have determined the
spin arrangement and the probable valence state of
the A-site cations. Our studies also give, in a
. rather indirect fashion, the probable order of iron
valence states in the sulphur lattice, viz:

Fe2+;>FeII>'Fe3+ (Octahedral sites)
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2, SUGGESTIONS FOR FURTHER WORK.

The experimental study of magnetism as

manifested in sulphides can be rather a messy business.

Tt is hoped that the following experiments have some

chance of success.

(i)

(ii)

Magnetically induced electric field
gradients can only be properly studied .
with single crystals and it would be well
worth making some crystals of

cd Cr.S, and investigating the

0.985%0. 02254

E.F.G. as a function of applied magnetic
field. The results should be unambiguous
accordihg to‘thé theory in ?430 There

are reasonable details of growth techniques
in'{S}° Considerable care should be taken
to anneal the crystals after growth. It
is likely that some form of mosaic will be
used but epoxy or other glues must be
avoided as a méans of immobilizing the
crystal slices.

A theoretical investigation of the type of
Méssbauer spectra to be expected for an
ordered material with a time dependent
E.F.G. would be useful. The method of
superoperators suggested in {63 might be
suitable for someone with a feeling for

the mathematics. A comparison with experi-
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mental spectra should provide important
information espécially if J-T effects are
present.

(iii) A further investigation of Fehas4 would be

worthwhile; there must be a way to prepare

it strain free. It would be interesting to -
f£ind out whether the low temperature suscepti-
bility is affected by a Van Vleck type of
temperature independent paramaénetism or
whether there are some J-T effects.

(iv) It would be worth considering whether Cu2+
in a tetrahedral sulphide site might satisfy
the Ham/Van Vleck condition {7,8} of spin
quenching. The ion nominally has a moment
of 14, so a reduction factor of ~~ 0.5 might
.be enough to make the moﬁent undetectable
via neutrons. If such a result is obtained,
then it would help to clear up the diffi-
culties concerning the Mossbauer spectra
of Cuj_4Fe,Cr,8, X >0.5.

(v) PFinally, it seems reasonable to suggest that
a proper theoretical basis for figure 95
be sought., If this is forthcoming, then
simple systems dominated by 2 antiparallel
electrons eg. CoCr,Sy could be studied by
means of Mossbauer Effect spectroscopy using

57Co in the samples.
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Appendix A The Oguchi ferromagnet in the case $=3/2,

Al The model,
At the heart of the Oguchi method is the
following statement. Consider a small region of the
crystal and treat the exchange interaction within this
region exactly then treat the interaction between the
small region, and the rest of the crystal, in the
effective field approximation, "If we suppose tHat
a particular atom has Z nearest neighbours, then the
small region chosen is a central atom exchange coupled
to one of its nearest neighbours. The Hamiltonian for
the pair is:
~
P=—2J§i°§

—g&B(Siz+sjz>(§eff+Eapp)

" and (Siz+sjz) commuté so we

3

The two operators §i°§j

seek their simultaneous eigenstates. We set:

1
S =Si+sj'
where Sl is the total spin of the pair so that the
eigenvalues of Sl are:

1
$°=0,1,2 ... 28

(s

iz+sz) is then just the total z component of the

angular momentum of the pair, and the eigenvalues are:

wlogl sto1,st-2, ..., -sl.

The eigenvalues of —2J§i.Sj are found by considering:

1,2_.2 2 a2 2 1,2
)T=8, + Er 2_s_i,_s_j or -28,.5:=8; + 85 - (87)

(s J -1 J
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Table Al Eigenvalues for the case S=3/2,
1 1 Contribgtion to 1
Sv M -EP Zp . Sz
0 0 0 1 0
1 -1 11J/2+h
0 113/2 2sinh h exp [2j]
+1 11J/2-h (1+2cosh h) exp[2j]
2 -2 3J/2+2h
-1 3J/2+h (14+2cosh h+2cosh 2 h) exp[6j]
0] 33/2
+1 3J/2-h 2(sinh h+2sinh 2h) exp [6j5]
+2 33/2-2h
3 -3 ~9J/2+2h
-2 ~9J3/24+2h
-1 -9J3/2+h (14+2cosh h+2cosh 2h+2cosh 3h) exp {123}
0 -9J3/2
+1 ~-9J/2-h 2(sinh h+2sinh 2h +3sinh 3h) exp [12j]
+2 -9J/2-2h
+3 ~-9J/2-3h
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So the @igenvalues of Hp are:

) 1
E =J[25(5+1)- st(stery-guu g Begetl )M ]

The partition function for the pair is then:

Z (j,h) = :i 22: exp[jSl(Sl+l)+Mlh]
P Ml=-gl sl

eff+§a
term J2S(S+1) has been omitted since it is the same for

where j=J/kT and'h=,é%g(ﬂ p)/kT and where the

all states as it depends only on S, the expectation

value of the z-component of spin of the pair is:

o~
1< > ~Hp/ KT
Sz= Siz+sjz = Tr(Siz+sz)e
ih
z{' Zp(J ) ;
:% . b oexpli sl(sl+1) + m'n] Al-1
M s
Z (jn
P(J )

For the specific case of S=3/2, we write out the
values of Sl,Ml, and Ep and show them in table Al.I

along with their contributions to Zp(jh) and Si°

A2 Specific application.

In order to obtain some specific expressions
we first require a relationship for the effective field.
This calcualtion was indicated in Chapter 2, 1.1l. The
expression will be rather similar but we must recall
that, of the Z, nearest neighbours, one has been treated
already so that only (Z-1) need be considered, and:

_ 2 2
H pp=2(2-1)IM/Ng’ mg A2-2
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where M is the magnetization of the whole sample.

Now we must have that the magnetization of any
randomly chosen pair be the same as the magnetization
of the whole sample and this leads to the consistency

condition that:
M=% (Ng/ﬂB<S%>) and so A2-2
Mg = % (Ng#28)

is the magnetization at 0°K. The reduced'magnetiza-

tion is therefore:

M Si Si
6’ = = = = 2 ' A2‘-3
M 55 3 for §=3/
1
thus Sz = 38 A2-4

So from A2-1 and A2-4, we have:
Hegs = 3(2-1)36/gu, A2-5

Hence from Al-1l, A2~4 and A2-5, we obtain, after
substituting the values for Zp(jghﬁ and Si from table
Al,I; an expression fbr G~ that can be used to gene-
rate the shape of fhe magnetization versus temperature
curve, 1t predicts too low a value of 9573 T\ 150
compared with the exact result from the Heilisenberg
model:

i.e. §~ 1 + AT3/2 + oeo
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We shall therefore, deal with two special solutioﬁs,

viz. the result of allowing T—‘>Tc %50 under the
condition that Happ=0; and, the result of allowing
j-> 0 under the conditions J constant Happ=0 but

%S
gﬁtBHapp/kT ‘ i.

The first case allows sinh(x)-»x and cosh(x)->1, j-%>jc

hence,
2jC 6jC 12jC
Q =2 e [3(z-1)63 1+e ~([15(z-1)5] 1+e (42(z=1)07 )
(T T) % c c c
¢’ 3 : : :
ZJC 6JC_ 12j
43e S+5e “47e €

If we consider the case Z=6, then we have:
, 2jC 6jC 123
l=(10jc-3)e + 5(10jc—l)e + 7(20jc—l)e
For which we find a numerical solution namely:

§,=0.0688=3_
KT

so that kTé = 14.5

J

The second case implies =20 so that sinh(x)-»x cosh(x)-5x
as T-»*2 and we shall find the assymptotic limit of the
susceptibilityvx\provided ha<< 1. Thus dividing through

by H__, we have for the case Z=6:
app

G

l:l’o(x

N, s Sy, A 124 , ,
2" (053 Tyt 3Hfl7) 2" (15 g + S84 pT)r e “)(:uoj §/klanp + 149 U ur) ?
P +3eM s 7N

o i

Rearranging and solving for CT/Hépp gives:
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.23 6] 123
0 =e MBg/kT+e SMBg/kT+e lAMBg/kT
H

3 53 (.1+3e2j+5e63+7e123)—3,5je23—15.5je63—42.Sjelzjj
3 A

In this limit j-»0 so 2= 14+aj, we also recall that

o) =M/MO S0 that:

X =M =6 .M=20 . Ngdt 3/2 (S=3/2)
—— O —
H H H .
app  app app

2 el
so that & / 2Neg“ 1 <?20 + 2007
(T~>T, )=€3 Eg B 3o 120%%
T "

%
- 6/’ M, 20 .
kT (24-120%) (1+10j)’l

since j is supposedly small:

(l+10j)—l¢§{, 1-107
2 2

and 42(_ =(3/2)(5/2)Ng/1/kB 1
3kT (1-53) (1-103)
« = c = C
T-15J/k , T -0

where C is the Curie Constant for $=3/2 and @ =153/k J<O

Hence g__=0.0666
k®
Hence{ & | 0.0688 _
ir i’ 0.0666 03
c
Oguchi

which may be compared with the straight M.F.T. result that
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A3, Short range order,

We expect to find some correlation of the
spins even above the transition temperature where thé
long range order vanishes, 1f %7 is a measure of the
short range order, we may take:

Y = % {si . Si> for S=3/2

Now since

~281 . 89 = si% + 532 - (sh?

The -values of ? corresponding to the various values

of st (0,1,2,3) are:

st = o 1 2 3
= -15/9 -11/9 =3/9 +1
Si.Sj= -15/4 -11/4  =3/4  +9/4

In general -5/3¢¥ £ +1, but for Jy0 0<¥£ 1 we

have:

“H_ /KT
= 4 . Tr(si . Sj e p/ kT,

9 - =H_/kT

Tr(e P
as T»0 h, j-»0 we have:
?& 0 = 4 .9/4(1+2cosh h +2cosh 2h+2cosh 3h) = 1
> 9 (1+¥2cosh h +2cosh 2h+2cosh 3h)

for T}Tc, h->0 we have:

Co1s/a-(11/4) 3e23-(3/4)5e%3+(9/4)76223 64

4
? Z/ 25 64, 123
1+3e“I+58°%I+7e
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and as T reaches very high values where the exponential
terms may be expanded.

o J/kT
so that the amount of short range order depends on the
strength of the exchange coupling as weli as the inverse

temperature.
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Appendix B Derivation of basic transport results
from the Boltzmann Equation.

Bl Formal theory.,

Suppose that at some time t, the number
of carriers in a volume of phase space x-»x+dx,
y-—>y+dy, z->z+dz, u->»utdu, vp v+dv, w—wtdw is given
by a function:

f=f(X,y,2,u,V,w,t,dxdydzdudvdw)
Then it is straightforward algebra to show that at
time t+dt, f is unchanged unless extra carriers are
introduced by virtue of some scattering process,
hence:

F(x+dx oo , utdu ... , tHdE)-£(x oo 5 U oo 5t)

=12 f\) dt

QETE €OLL

We then make use of Taylors theorem to find:

9f + 2f U+ ... +0f du + ... =(5f Bl-1

|
5t ox 5S¢ dt St/ coLL
In the steady state éi = 0
zt
We now make sure assumptions aboutﬁéﬁ viz, suppose
: \7t/coLL

that the carrier distribution is disturbed, then the
stimulous is removed and that f regains its equilibrium
value,fo in an exponential fashion ie.

£=f (1 —ae~E/

where A is a constant and ¥ is a relaxation time.
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\ -t/
Whence:/ O f | = £, Ae = - [f - fol . B1l-2
dt /COLL < Y
B2 Electrical conductivity.

In order to calculate the electrical
conductivity, we need only to consider the Boltzmann
equation in one dimension and to suppose that an
electric field E = (Ex,0,0) has been applied long
‘enough for equilibrium to obtain ie. 9f/ Dt =0
and there is no variation of £ through the medium,

hence from Bl:

/

j2 £ = Jf du B2-1
{ ot jCOLL u dt

du = e Ex

t m#* B2-2
where e is the electronic charge and m* is the
effective mass. Combining B1-2, B2-1, and B2-2,

we have:

- fo] = e Ex Of B2-3
% m¥  Ju

We set £ = fo +<¥ where§is supposed to be small

ey

compared to fo and aﬁlis small compared to dfo
du Ju
and we obtain:

f=f - eExy Ofo B2-4
m* Ju

The current density J, is given by:
. R S >

J = ejyf’u[fo - e ExV afo] dudvdw
, Y5 m* A u

Since we are dealing with fermions

fo du dv dw ='2(?§)3 F(¢) du dv dw
h
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where F(&) = (exp[(& —EF)/kT] + 1)"1
& =k np* (u2+V2+w2)
2€ - w4
du

So O0fo = Jfo . 3% =m&yg 2 g*}a JF (%)
ou ot 2 u h ot

2{m*\3 du dv dv= 8T [2m%3 JE dE

h ; 3 .
: h

Considering the expression for Jx, in particular

the product \f u fo du = 0 because fo is a

-0
function of energy and is, therefore, an even function

of u so ufo is odd Also, <‘u2> = (2g£/3m*), so

Jx = -e Ex ?f m%* 2& 8] 2m* 3 J%j JF (L) d&
3m* h3 2 &
Jx = O Ex where O is the electrlcal conductivity
given by &6 = -16 ezﬂ 2m*3~[\ ’Z‘ %?/2 JF(E) d¢ B2-5
3m%hs DE.
B3 Specific application.

This expression can be evaluate& for what-
ever type of material we are interested. In particular,
for a semi-conductor where carriers are excited from
a valence band to a conduction band, we can make the
approximation that the carrier concentration is low
enough that:

F =(exp[(£-—EF)/kT]+l)—l.,@a7 exp[ —(i-&'}ﬂ since Fze¢ 1
kT
We must also, perforce, make some assumption about

¥ , and its dependence on the energy of the carriers.
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Now ¢ is related to the average time between colli- ¢
sions and, if we defin& a mean free path ¢ then for
lattice phonon scattering U= A—c—l where %ﬁ%z =z
The integral in B2-5 can be evaluated to obtain:

G = 4 n e2 ™~
3 (2T m*kT)*%

where n 1s the number of carriers per unit volume.
As is usual for semi-conductors, the reél temperature
dependence comes from the temperature dependence of n,
For this particulér intrinsic semi-conductor:
n= N, exp[-(E- €.)/kT]

the zero of energy being the top of the valence band.
Therefore, & is the energy gap between the conduction
and valence band and conductivity measurements allow
us to make an estimate of this gap. Usually the result
is expressed:

0 = 6; exp[-E/kT]
it being understood that the Fermi energy lies mid-way
between the highest occupied'band or level and the
conduction band.

In a magnetic semi-conductor, there is
often a change in E at the ordering temperature. This
occurs because of the exchange interaction between the
s-p band electrons and the spin associated with the
d-electron states. Thus, electrons in the s-p valence
band having their spins parallel to the spin of the

d-electrons are stabilized with respect to those with
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spin antiparallel. To first order the centre of
gravity of the states in the conduction band plus
valence band remains unchanged so that for the
conduction band the antiparallel spin states are
stabilized and the parallel spin states destabilized.
Hence, E for electrons antiparallel to the spin of
d-electrons 1is decreased. This topic has been
treated quite thoroughly by Haas in a review article

[99] Chapter III.
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Appendix C Noteg on the electric field gradient
Tenser.
Cl Definition.

Consider a point charge e at the origin

of a cartesian co-ordinate system. The potential
at a point (r,8 ,%) is: V(¢{9¢):-63%V)

g=-(§.v}=-(§_}?+_§_y+%_z_>v

and the electric field gradient is defined as:

(Sz . g} a 3 x 3 tensor.

As a specific example consider finding the element

Vzzs
Ez = - é__ (=e/r) = _é__(e/(x2 + y2 + zz)-;5
. oz S Z
B, = - es/(x2 + y?2 + 22)3/?

So sz=—[e(x2+y2+zz)_3/2+e§(&3/2)(22)(x2+y2+zz)—5/2]

V_zz=e(3cosze -1) (r-jks eq
where <r~3)means the vélue of the inverse cube of
the radius. The other elements can be found in a
similar fashion; we shall list only the other two

diagonal elements, ie:

Vxx=ei<r"3> (381n2@ cosz& -1)

Vyy=e<r—3> (351n29 sinz& -1)

c2 Applications.
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C2-1 An electric field gradient arising from lattice
asymmetries. '

This is at once the easiest and the most
difficult problem. It is conceptually straightforward
because it is easy to see how an asymmetric charge
distribution around a given nucleus could produce a
non-zero electric field gradient. It ig extremely
difficult to calculate in practice because of an
incomplete knowledge of the atomic positions or
because of an incomplete knowledge of the charges
on the surrounding atoms or because a point charge
model is not in order., However, assuming all these
factors to be accounted for, the E.F.G., is calculated
by aésigning a charge (ne)i to each atom and summing

over the number of surrounding atoms thus:

2
\Y = : . (3 G-1
22 / Fne) g cos )

r

i
and the asymmetry parameter ? =(Vyx - Vyy)/sz is given
by:
12
= 1 E (ne) , (351n2@L cos “®;)
i

There are some important multiplicative factors that
ha?e_been discussed by Sternheimer; these tend to
increase the E,ffG. as ‘calculated above and arise
because of thg influence of the nucleus® own electrons
‘which tend to amplify the E.F.G. For this reason,

they are called antishielding factors.
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An E.F.G, such as this is important for

3+ or Fe2+ in a low spin state.

S state ions eg Fe
Generally the contribution is fairly small and almost

independent of temperature,

C2-2 An electric field gradient arising from the
nucleus' own electrons.

This contribution is particuiarly important
in the case of ferrous ions. It arises because the
3d orbitals are aspherical. For Fe3+, the 3d shell
is half full so the problem never arises But the

2+ ion must eventually occupy

sixth electron on the Fe

one of the orbitals and so give rise to an E.F.G.
Initially, we set out to find the eleétric

field gradient created by a single electron in each

of the 3d orbital functions. A suitable basis set

is that given in Chapter I, section 4. As defined

there, the d-orbitals are symmetric and any E.F.G.

is entirely a result of V_, and the asymmetry parameter

is zero. We must calculate:

LV, 7 = -e (r_%a 34 ‘<3cosz& -1

where e is the charge on a proton and the introduction
of the negative sign takes care of the fact that we
~are dealing with an electron. In the literature there
is frequently confusion over this point and here, we

wish to write out as plainly as possible what is going



xxxviii
on, To see how the calculation goes, consider QZB

of Chapter 1, section 4:

@3¢~ xy/rz = sin@’cos9 sin? B
| A
solV_ % =-j]]}f’3> ,e(3c0829—l)sin%bcoszésinéﬁrz sinbafdrdq
zzt%, Y 34 : ;
00 .

[ . 2 2, . b2 .
J sin Qcos 481n fr s1n6d9d§dr

¥ o0 »
ie. we find <¢3QVZZ\&5> /4&3[& 3» which reduces to
the integration above becausee\"3 is real. It is very
important to note that (r“%>3d is a number that must
be determined independently, usually using Hartree~Fock
gself consistent field calculations such as have been
done by Watson and Freeman.

The result is -4/7 (e(r'3>3d) . There

are similar results for all the other orbitals and

theselafe summarised in table Cl below:

Table Cl. V,; for the 3d electron orbitals of Chapter I.

Oribital Function V., Transform Group
&, —4/7(ez™35, ) \j e,
%, +4/7 (e3>, )
b, | -4/7(ets™3 )
%, +2/7(e<z™3 2 £y
& +2/7(e<x™3 )

Unfortunately, this represents only half the
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prdblem for ferrous ions, to see why, consider figure

Ci,

. s |
H-— 8,88,

Figure Cl. Illustrating the effect of orbital
degeneracy.

Here, we assume a ferrous ion in an octahedral site
with perfect cubic symmetry. Consequently, the ground
state is triply degenerate and the sixth electron
spends equal time in each of the three tre orbitals.
From table Cl an equal admixture of the E.F.G. from
each of the tzg orbitals yields zero. A similar
result holds for the eg group. It is clear that we
require a mechanism for lifting the orbital degeneracy
of the ground state, to create a new ground state

with one orbital at a lower energy than the rest. In
‘this event, the sixth electron spends longer in the
stabilized orbital than in the others and a non?zero
E.F.G. results, This rather naturally leads to a

strong temperature dependence of the E.F.G. because
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of the Boltzmann population of the various possible

gtates,

C2-3 Specific mechanisms for lifting orbital
degeneracy.

Two basic mechanisms 1ift the orbital

degeneracy:
(i) Crystallographic distortions;
(i1) Spin orbit coupling.

Sometimes these two mechanisms combine together, for
example strong spin orbit coupling may induce a
crystallographic distortion. Sometimes the distortion
can be spontaneous (J-T effect) sometimes a distortion
occurs that does not 1ift the ground state degeneracy
e.g. a trigonal distortion of a tetrahedral site Fe2+
ion, then spin orbit coupling splits the ground state
orbitals. |

Distortions are easier to deal with because
most of the work has already been done as a result of
interest in other experiments. Consider figure C2, here
we show how the non~cubic part of the crystal field
-affects the 3d orbital functions. The pafticular dis~
tortion is to c/a> 1l via a tetragonal field (axially
symmetric)., Reference to table Cl reveals that the
E.F.G., in €2 will be positive in both cases and ™ =0.
because of the axial symmetry. A tetragonél distortion

that yields c/a<1l clearly reverses the sign but not



free iontcubic field+tetragonal field (axial)

b s 4,

%3

%
—
AN b,

free ion+tcubic field+tetragonal field (axial)

Figure C2, Illustrating tetragonal distortions at
(a) Octahedral sites;
(b) at tetrahedral sites.
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the magnitude of the E.F.G. produced which is
4/7e<r™3 .
/ >3d
As an example of a spin orbit mechanism

consider the question of a ma&gnetically induced E.F.G,

at a ferrous ion in a tetrahedral site. The representa-

tions chosen for this problem are:

=fA. = yl = = y©
trg —%Al =Y ey = By = Ygq
\ = 2_ -2 - 2 -2
Ay = 1/ 2(Y5 ¥ ) B, = 1/ 2 (¥, + ¥,)
= -y-1
Az = =¥

m
Here the Yll are the spherical harmonics which we

use because we shall be involved with raising and
lowering operators and there are known relationships
that we can make use of. We also need some spin states,
we take Sz=2,l since S=2 forvall the states., The ey
qrbitals behave like an L=0 state, as we noted earlier.
The t2g orbitals behave like an L=2 state. There is
no spin orbit coupling in first order, the calculation
is done in second order and we consider matrix elements
‘like:

L8, AL . s| ssz> i=1,2,3 §=1,2
Now AL . §=?\iLzSz+%(L+S++L—S—)} and to see how
the calculation goes, we consider how L.S couples
Bl with Ay, Ag, A3. There will be 12 matrix elements:
Z1,A0 |AL.S(1,By> =0 {2,A1 )2L.8\2,B7>=0

C2apln L8 |18y =0 L1,A1AL.512,8) =8 A
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<1;A AL.S|1,8>=0 £2,8,\AL.8| 2,8} =0
2,85 PL.S|1,B>=0 C1,8,|2L.8(2,B =0
<{1,A5/AL.8]1,B5>=0 £2,840aL.8(2,8p =0
{2,44|AL.8|1,B =0 L1,85\0L.8\2,B> =0

’

Second order perturbation theory then gives that the
state!Z,Bi) is lowered by an energy 6 ?g/ﬁ; via the
spin orbit interaction., If we do the same exercise

for the orbital B we find twe non-zero matrix

25

velements, ie.

(1,A3(a_;_',§\2,32>=-ﬁh)<2,Al{2@_,§\ 2,B>=4 7
Second order perturbation theory then yields up the
fact that the state 12,B,> is 1oﬁered by an energy

e+ BN = 18/
So that the original states {2,B; and {2,B£7>are
split by an energy

1890 /n - 62lln = 1220/

Provided that the spin-orbit interaction does not
mix in too much of the upper states, we can calculate
the E.,F.G, expected by assuming 12,357.remains
unchanged. We take just the orbital part

() (Y2 + 132~ &Pz of table Cl
so the E.F.G. ‘si +4/7e<r—3>3d gnd'z =0,

There are, of course, many other spin-

orbit effects that we might consider but this example
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illustrates the nature of the techniques. Implicit

in this example is the assumption that:

Win 44 g AyH,
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APPENDIX D COMPUTER FITTING OF MOSSBAUER SPECTRA.

D.1 The "MONKEY" program.
This program is stored on permanent disc and may be

called by means of the.J.C.L. cards shown below.

e

1{//JOBNAME | 'nnnn,m‘:x,n‘n,T=tt,Z[=ii,L=2,R=12'OK,,‘g "NAME '
ZPJOBLiB DD UNIT=DISK,VOLUME=SER=UM1404,

3|4 DSNAME=COEY.A0830.MAR71,DISP=SHR

414 EXEC PGM=MONKEY,REGION=120K

5|/ FTO6F001 DD "SYSOUT=A

§// FTOSFO0L DD *

The program was given to us by the Applied Mathematics
Division, Argonﬁe National Labs. It is a least squares
fitting routine in which the intensities full widths and
positions of a prespecified number of Lorentzian absorption
lines are varied until a best fit to the experimental
spéctrum is obtained. A complete listing of the program
is available in the lab. together with a rather cryptic
description of its main program and the various sub-
" routines.
D1.1 Input Data.
Card 1 Title ie. name of data to be fitted
| Format 72 HO.
Card 2 Specification of type of spectrum to be fitted
and output required
Format 211,212,316,811,B10.0,86.0,2E12.0

Column 1 Choice of plotted data or not
O=yes l=no

Column 2 Choose format of data deck,
0 means 6 data points per card in



Column

3,4

5,6
7212

13218

19,24
25

26
27

28

29

30

31
32
33%43

4449

xLvi

the format X Yi°°°

i Xit67446

1 means 5 data points per card
in the form.XiYi AN Xi+4Yi+4

2 means 10 data points per card

in the from X, ¥, ¥, 1Yi40 ... Yit0
i=0 10 20 ....

Choice of integrated total intensity
and intensity Weighted centre of
gravity l=yes O=no. Specify

Sgecified number of peaks 14 max.
Specified number of data points 500 max.
Specified nature of base line l=constant

velocity base line assumed to be of form

Y=k, X 2=Constant accelerationzbase
line assume to be of form Y=k2X

Number of constraints 30 max. specify’
Number of random steps

Line shape = 0 for Lorentzian = 1 for
Gaussian

Gradient Vector output optional = 0 for
none

Errors and guesses must be imputed if = 1

Adding counts ifzl adds 106 counts to
dat%;Z adds 2x10° counts to data

Data table output option=1 for yes

Parameter listing after each iteration
optional=0 for no,=1 for yes

Parameter listing option O for no = 1 for
every 5 iterations

Minimization parameter & . If 33=0
£=1x10" otherwise specify €&

Random step size control if=0 program
calculates vnumber of points
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50461 0.0
6273 Value of X, (this is a fixed para-

meter and must be imputed from a
calibration spectrum)

Card 3 A guess for the number of counts, Yyon the
' base line at the specified zero of velocity

Format 12 E 6.0 X
Card 4 A set of guésses for the percentage absorp-
tion of the Lorentzians to be fitted, one

for each peak

Format 12 E 6.0 X

Card 5 A set of guesses for the full widths in
channels of the peaks to be fitted, one for
eack peak

Format 12 E 6.0 X

Card 6 A set of guesses for the peak positions in
channel numbers are for each peak

Format 12 E 6.0 X
Card 7 Guesses for the values of k, and k2

Format 2 E 6.0 X
Note if column of card 2=1”k.2 0.0+00

if Column of Card 2=2 k, 0.04+00
Since X. has been specified “on card 2

0
Card 8 Estimated squared error in YO’ format
Format E 12.0
Card 9 Estimated squared errors in intensities
Format 12 E 6.0 X
Card 10 Estimated squared errors in full widths
Format 12 E 6.0 X

Card 11 Estimated squared errors in peak positions

Format 12 E 6.0 X
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Card 12 Estimated squared errors in kl and kz
Format 2 E 6.0 X

If columns 19924=0 on card 2 then the experimental data
follows.
If Column 19424#0 then the experimental data is preceeded
by the constraint cards. A word of explanation is needed
concerning the nature of the constraintvimput. First of
all, only two parameters can be constrained at any one
time and these two parameters must be of the same type
"{e. two full widths or two intemsities. The constraint
is otherwise unlimited. Next a constraint consists of 3
cards; if there are $12 peaks, 6 cards if there are 0912
peaks. The reason for this is as follows. The program
sets up two vectors a row and a column, the product of
which it requires to be zero. Therefore, for every peak

jmput parameter, there must be a corresponding space for

a constraining element. Each constraint will contain
only two non-zero elements and the format of the con-
straint card is the same as that of the imput parameters
for the peaks. As an example consider a2 linevspectrum
in which it is desireable to constrain the intensities

equal and full widths equal.

: v 1234567891011 12 — — =— -—
Card 4 reads 6 . 0-026 .0 —:0 2

Card 5 reads 8 .0+008 .0+ 0 O

Card 6 reads 316+00425+ Q0 0

etc.



Constraint Deck
Intensities first
Card 13 1

Qard 14 B
Card 15 B
Full widths second
Card 16 B
Card l? 1
Card 18 B

ZLix

. 04+406-1.+06
L ANK BLANK
LANK .BLANK
2 constraints
LANK BLANK
. 0+06-1.+06
L ANK BLANK_

If it 1s required that line 1 be 4 times as intense as

line 2 but of equal

full width then:

When the column and

has:

1234567891011 12— e = — -

Card 4 8.0~022.0- 0 2
Card 5 8.0+008 0+ 0 0
etc.

" Constraint Deck
Intensities
Card 13 2 .54+05~-1.4+ 0 6
Card 14 BLAUNK BLAN K
Card 15 BLANK BLAN K
Full widths
Card 16 BLANK BLAN K
Card 17 1.0+06-1.+ 0686
Card 18 BLANK BLADN K

row vectors are multiplied out, one

(8.0-02,2,0-02;8.0+00,8.0+00;5 ....)f2.54+05

-1.4+06
0
0

3 0

= 8x2,5x103+2x(—l)x10 +0+0...=0

This process being repeated for each constraint present.,

Note that the parameters must be imputed in the desired

ratio. Note that the exponent on the constraint must be
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D1°3

large eg. 106, otherwise they tend to be ignored.

Output.

The ouﬁput is up to programmer's choice. The usual output is
A Table showing number of points xZDiff2 a measure of

ﬁhe goodness of fit.

YO thevbase line counts at zero velocity

Peak intensities

Full Widths

Peak Positions

kl and k2 (the base line parameter)

Counts

Counts

éNumber

‘A Table showin channeEExper imentaEEcalculateﬂ Differenc e2

Optional Output is:

I (a) A table showing

Calculated
Baseline Qounts
~(b) A table showing
Ehannel Numbe%EBaseline -Calculated) counts §inténsity§

E: Intensities = A |
2z Inteﬁsity x channel number = B
and B/A = centre of gravity°

II A plot showing the experimental and calculated spectrum.

The program will handle as many sets of data as desired;

there is no need to specify how many; it will run until

either the C.P.U. time or the estimated lines printed

has been exceeded or until it rums out of data to fit.
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A complicated spéctrum takes about 2 minutes C.P.U. time.
The "POWDER' Program.

A complete description of this program is already
available in the lab. but a few words concerning its
practical use are in order. As we said before, it is
a least squares fitting routine that utilises the complete
nuclear Hamiltonian as appropriate to MBssbauer spectra
viz:

'ﬁ=—gﬁ B Q. VEFQT ZeRZIe l @S CO)§21/5
Input data appropriate to a particular spectrum are
specified with errors and final limits and the computer
seeks an exact solution of the Hamiltonian, that best
fits the experimental spectrum both from the point of
view of intensities and peak positions. The parameters
reqﬁired are H.hf,g ,% ,’Z, the quadrupole and isomer shift
and the approximate line width. The program is restricted
to fitting‘equai line widths and since this rarely occurs
in practice, it is esgsential to check the fit obtained
against that found from "MONKEY'". The latter can be
made to reproduce the "POWDER" spectrum simply by speci-
fying zero errors on the peak positions. MONKEY will then
give the experimental intensites. One can, for example,
take the product (fuil width x peak height) as a measure,
or plot out the peak on the '"Calcomp" and measure the area.

In addition, with six parameters to vary the program
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will overdo the iterations and é suggested technique is
to find out first what the values of % and @ are. This
can be done quite simply using the graphs supplied by
Kunaig (see reference 48 in Chapter 2). These graphs are
quite accurate and enable one to specify these two para-
meters before going to the trouble of using 'POWDER".
In fact, for moderately simple spectra, the use of the
graphs is more than adequate.

The "POWDER" program was written by D.C. Price
and tﬁe subroutine to calculate the spectra by W. Kundig,

who very kindly supplied us with a copy.
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Appendix E The hydrothermal synthesis of FegS,.

1 Solutions of sodium sulphide (NaZS) and Mohr's
salt (Fe(NH4)2(SO4)26H20) we made using distilled

deionized water,

2 We mixed equal quantities (5ml) of 0.20M sodium
sulphide and 0.15M Mohr's salt together in a clean
closed end pyrex glass tube. A black precipitate

resulted.

3 The open end of the pyrex tube was connected to a
rotary pump and the closed end was immersed in a
cold bath., Under the resulting, rather modest,
vacuum the pyrex tube was sealed off with an

oxygen/gas torch,

4 The glass ampul was placed inside an aluminium

reaction vessel fitted with a high pressure valve.

5 The reaction vessel was sealed and nitrogen was
intrbduced into the vessel to a pressure of 90 p.s.i.
The temperature of the hydrothermal reaction was
to be 190°C. The nitrogen pressure would rise to
140 p.s.i. but the pressure within the glass ampul
would also rise on account of the aqueous solution
contained in it. According to-the C.R.C. steam tables

the internal pressure would be ~130 p.s.i. The
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pressure differential across the pyrex tube

would therefore, be close to zero.

The reaction vessel was placed in an oil bath
at 190 + 2°C for 1 hour. After this time, it

was quenched into a large ice water bath.

The reaction vessel was opened and the ampul
was removed, opened and the precipitate was
filtered off, washed several times with dis-

tilled water and vacuum dried.



