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vut

ABSTRÁ,CT

The validity of the derivative expansion (DE) method for calculating one-loop

quantum vacuum densities is investigated. Source contributions from fermionic ìoops

in a nonuniform, spherically symmetric background scalar field are considered. The

convergence of a derivative expansion for the fermion vacuum scalar density is ex-

amined in 3+1 dimensions b5' means of a partial wave analysis. This is done by

comparing the contribution to the density from each partial wave with that of â nu-

merical calculation based on an exact evaluation of the fermionic Green function. For

cases where the expansion is not rapidly convergent, a method is introduced that en-

ables us to interpolate between the exact calculation and the full derivative expansion.

The procedure combines a derivative expansion for the contributions from large loop

energies and high partial waves with the numerical evaluation of the small energy and

low partial wave part. It is found that a diminishing sum of correction functions yield-

ing the exact result can be calculated and applied. The effect of including vacuum

corrections in self consistent models is then tested. For the quantum hadrodvnamics

model of finite nuclei, including terms up to second order in the derivatives of the

background mean fields gives an accurate evaluation of the one-loop vacuum. It is

found that the DE terms have a large effect on the value of the fitted parameters.

Small effects are found on physical observables, in accordance with relatively small

corrections from the DE terms in a background where the expansion is convergent.

The convergence of the derivative expansion is also tested for a soliton solution of
fermions coupled to a scalar field for the case of large Yukawa coupling bag model. In
this case the derivative expansion does not converge rapidly, and we apply the cor-



IX

rection method to obtain the correct one-loop fermionic vacuum scalar source effect.

For a coupling of g - 10, we need 4 partial wave corrections to reach convergence.

We see a decrease in the scalar field depth of. 27%0, and the fermion energy levels and

scalar field change by 49% and 570, respectively. However, the total energy of the

bag changes by only 0.6%. For a large coupling of g : 25, the fourth partial wave

correction gives a 103% change in the scalar field depth, while the total energy of the

bag changes by 2.6%. A small change in the total energy is important here because

for large coupling the energy of the bag is such that it is bound by less than 5To.



Chapter 1

OVERVIE\M

7.7 IntroductÍon

In what is known as the standard model, phl,sicists have devised a theory that has

the ability to account for a large portion of observable phenomena. The standard

model incorporates three of the four known interactions of nature: it includes Quan-

tum Chromodynamics (QCD), the theory accounting for strong interactions, and the

Electro-weak model in which the effects due to electromagnetic and weak forces are

unified. These interactions take place between quarks and leptons (which are the fun-

damental matter fields). and are mediated b¡' gauge bosons (the force field quanta).

The standard model is a field theory. and therefore quantum fields play the part of

the underlying physical degrees of freedom. The accuracy of this model has been

repeatedly reaffirmed by experimental findings (such as the recent discovery of the

top quark).

Despite its manl'successes, the standard model is by no means complete or fully

understood. In fact there are many reasons that make an extension of the model a

necessity, such as unification, the hierarchy problem, reducing the number of input

parameters, and explaining phenomena such as the flavor structure and CP violation.

Also, many questions remain regarding the tractability of the model itself. A major

part of this problem lies in the difficulty of doing calculations in the strong coupling

regime, where perturbation theory is not applicable. One of the more important

manifestations of this problem is that of solving the bound state problem in QCD.



For QCD at low energies, the dynamical quarks and gluons are strongly coupled

with three and four body forces, and large vacuum effects that have so far made

direct solution impossible. Even promising lattice gauge techniques have yet to yield

an accurate solution. It is in this context that it becomes useful to make solvable

approximations to the theory.

In the low energy domain, on the scale of a few fm, the hadronic particles and

their interactions are the items of physical observation. This is the realm of so called

nuclear interactions. One possible approach is to make use of hadronic field theories

- effective field theories which incorporate hadronic particles as the effective degrees

of freedom. Here rü/e are really considering interactions mediated by bound states of

the exact theory. We attempt to gain an understanding of the bulk properties of the

nucleus by solving for interactions between nucleons using meson exchange fields. By

gaining an understanding of how far the phenomenology will fit with such a model,

we hope to gain a better understanding of the exact theory. Examples of such models

include the Walecka model of nucleons and neutral scalar and vector mesons. some-

times called Quantum Hadrodynamics (QHD) [3], and the linear sigma model (witli

nucleons, pions and neutral scalar mesons) [ ]. Other phenomenological theories are

often attempts to incorporate the exact QCD theory in a solvable manner. A proto-

type is the Friedberg-Lee non-topological soliton model, which models confinement

in QCD by adding a phenomenological scalar field that mimics the gluon condensate

and confines the quarks to color singlet states [5]. This model incorporates both the

MIT and SLAC bag models in appropriate limits.

The starting point in dealing with all such phenomenological theories is the La-

grangian density. For example, the QHD Lagrangian density is

Lqno : ,þ[tr(iô' - 9,V') - (M - s,ó)þþ + l@ró ôpó - ^3ó')
1",

-1' ¡"rFP' + lm?"VrVP + 6L, (1 1)

Here tþ is a two component nucleon spinor field (neutrons and protons), d is a scalar



freld, Fr, : ôrV, - ô,V* is the field tensor for vector field V* and gu, gr, m,, mr, ãnd

M , are coupling and mass parameters. As is customary, 6 L is taken to represent the

terms necessary to renormalize the Lagrangian. Units are chosen so that h: c:7.
A further example is furnished by the Lagrangian density of the Friedberg-Lee non-

topological soliton modeì [5]

where

Lpr : rþlipu - (M - s,ó))rþ - )O.lø)r;,ry"
+Lõ,óat'ó - î*3ø' - f,ø' - |ø^ + 6L,

^?,Dp : ôr-59,À,Ai,

F;, : ôrAo, - ô,Ai+ g"ff,AluAiu.

(r 2)

(1 3)

Here y' represents the quark spinor fields (flavor indices are suppressed), @ is ascalar

fr,eld, Ai are the gluon fields, 0@) a dielectric constant, and 9", K, À, m, are the

coupling and mass parameters. In the literature the scalar field may often be found

in one the following equivalent forms:

g,o(r) - M - s,ó(r) : 9,(ôo - óþ)) (1 A\

A general feature of the theories we consider is the appearance of large couplings

so that nonperturbative methods must be used if contributions from the vacuum are

to be included. A brief background of the relevant field theory formalism will be

given in the next section. In addition, the details of our notational convention can

be found in Appendix A.

This thesis investigates the calculation of vacuum effects in the context of including

them in self-consistent bound state solutions. In particular, we consider including

effects from the one-loop effective action, where our background source may have

arbitrary spherically symmetric form. For cases other than a constant background

field, the one-loop effective action cannot in general be evaluated analytically. For



this reason it is important to investigate local approximations, such as the derivative

expansion, which make analytic methods possible. Often the validity of such an

expansion is taken for granted in a particular problem even though its convergence

properties have not been well determined. To remedy this, a systematic method is

provided for testing the degree of convergence and interpolating to the exact Green

function result. The manner in which this is done makes it suitable for inclusion in

self-consistent calculations. For simplicity we deal solely with the case of fermionic

loops coupled to a background scalar source. It is possible to generalize the method to

other background sources (in particular to a vector source). Including boson loops is

also a possibility, although the necessity of a self-consistent solution makes it harder

to study the density in this case.

7.2 Quantum freld theory forrnalisrn

The following is a review of the main aspects of quantum field theory which will be

needed in the following text. Primary references include [3,6. 7,8,9. 10]. In classical

field theory we work with the theory of a Lagrangian of a continuous parameterized

variable, where our canonical variables are not a discrete set, but are functions of

continuous parameter. The variables in our case are the quantum fields and their

conjugate momenta fields, and the parameter is taken as the four vector of position,

or spacetime. The Lagrangian here is a density, and the action is defined by

S : I d,ar L(Q(r), ôró(r)). (1 5)

For illustration we limit ourselves here to the case of a Lagrangian depending on a

real scalar field @(ø). The dynamics are determined through Hamilton's principle,

ð,9 : 0, with suitable boundary conditions, and lead to the Euler-Lagrange equations

for the case of continuous media

ALAÔL
ñ -;-ãÃ---;;-::r''ôó ôr, ô(ðólôr) (1 6)



The quantum nature of the field theory can be introduced by making our fields

into Heisenberg picture operators that obey equal time commutation relations. This

method is known as canonical quantization. For spin-0 and spin-] fields, we have [7]

Bosonic Fieìd: ló(i ,t), øçt' ,t¡1 : ¿5G) (i - i'),

Spinor Field: {rþ(í ,t),rþI (i' ,ú)} : i6(3) (i - i')
(1 7)

(1 8)

The quantum states here are elements of a Hilbert space known as Fock Space [11],

and are multiparticle states representing particle occupation. The ground state is

chosen to be the vacuum state with no real particles, and is written l0)' However,

interactions with this state are nontrivial, as it must be interpreted as representing

an infinite product of oscillator ground states which are self interacting through ex-

citations. Observables are then expressed as matrix elements of the field operators

between these particle states.

Another important concept for understanding the structure of quantum field the-

ory is that of the Feynman diagram expansion. By expressing an interaction dia-

grammatically we not only have a way of defining the interaction but also a method

of calculating the corresponding amplitude by applying the appropriate Feynman

rules. One important quantity to knorn' when dealing with diagrams and calculating

observables are the n-point Green functions

ç(n)þr,...,rn)' (1.e)

These are defined so they represent the sum of all Feynman diagrams with r¿ external

legs [12]. In a free field theory, the two-point Green functions are simply the free field

propagators, and can be written in several equivalent forms [7]:

Free scalar theorY ProPagator:

i.D(r - s) : ló("), ó(u)l : Qlr @@)Ó(g)) lo)

: t t lL ".-: 
o-': - r* d4tr

-tc (n1aE=æ:'J-*ø4
-; I^.( - -q'\€. ''. t- vt

k2-m2*ie'
(i.10)



Free fermionic theory propagator:

i.S(r - s) : {rþ("),øfu)}: (01? (,,t'øøful) to>

: (iø+M)iD(,-a):i[ #t 
e-ip'('-a)

,-n ¡2r)a ø- AI rie' (1'11)

7 here is the time-ordering operator. The limits on the integrals are for ps, the energy

of the corresponding four-momentum. The curve C represents a closed path encom-

passing the poles of the integrand for this variable. This path is more simply dealt

with by introducing the ze shift in the pole, where e is a positive infinitesimal. so that

the energy can run over real values. When dealing with bound states, the propagators

will no longer be free, as interactions with other fields are taken into account. The

bound state propagator may be calculated by including diagrams representing the

interactions to the prescribed order.

The following manipulations 
"vill 

show us hou, to deal with the n,-point Green

functions in general. and will enable us to remove contributions from undesirable

disconnected diagrams. First of all we define the generating functional in the presence

of an interaction governed by an external source 7(r). In the interaction picture this

contributes a term to the Hamiltonian density with the form?l: ó(r)j("), and the

generating functional may be written

wtjl : (01? exp t I a^x þ(r)j(r)lo)
æ;n1

: Ð: I dnrr...dnrnj(rr)... j(r^)ç(")(rt,...,rn). (1.13)
r7:O'ot "

This expression allows us to determine the n-point Green functions by simple func-

tional differentiation

(1 12)

ç@)(r,, ,rn) 
: ::jr,î, l""ulr, ,",,,1\ '/ Wlolõj(rr) - Åj/,,)*Ull,-^

'./ -"

(1 14)

(1 15)

To eliminate disconnected diagrams, we note that each is composed of a finite

number of connected diagrams which, when counted properly, can be removed by



defining the generating functional for connected Green functions, G!"), as

'zlj) 
: Y{t , dnr, " 'dn", j(r,) " ' j(r,) G!)(,,, . ,rn) (1 16)

7:n! J -

A further reduction can then be made by considering truncated diagrams which essen-

tially have their external lines removed. These diagrams can then be further refined

to one-particle irreducible (denoted lPI, and also called proper) diagrams by taking

the truncated diagrams which remain connected when an arbitrary internal line is

cut [6]. The importance of these one particle irreducible diagrams can be seen as

follows [12]. Let -i,17(p') b" the sum of all such lPI diagrams that have had two

external legs removed. If we wish to consider the full propagator of a theory, this can

be obtained by adding up a sum of contributions from these 1PI diagrams with free

particle external legs (a so called ring sum) to give

(1.17)p2-m2-TI(p2)+ie

as the exact propagator.

The generating functional f for these proper diagrams is found by taking the

Legendre transformation of ZUl. Defrning

ó"(*) : -.!-""Ø,z0J\r)

ir[ó"]: (tttl-tIanxr(")d.(")) 
,\ rr'r 

r /j(r.):j,(x,þ)

we find that
åj,(r,ö): -;; ; if[d.].òQ,\r)

It can then be shown that

f [dJ : Ë : [ ¿nrr...dnrn¡(')(ør, ...,rn) ó,(n). ..ó"(r^)
IIL;J

(1 18)

(1 1e)

(1 20)

(1.21)

is the generating functional for the proper Green functions ¡(")(zr,...rn), which are

the sum of 1PI diagrams with n legs. For instance, in momentum space the two point



function is found to be

f(2)(p, _p) : p, - ^, 
_ Ð(pr), (r.22)

which contains the contribution X(p') from all two-point irreducibie graphs.

Another useful formalism of quantum field theory can be made in terms of the path

integral approach. Here the fields remain complex-valued functions, but the theory

is formulated in terms of functional integration over all possible configurations of the

field. The generating functional here can be written

(1.23)

where l/ is a normalization constant. in this approach, we define Zljl and f [-r] *
was done above, but use expression (1.23) lor IM[j). This formalisrn is useful for

variational calculations such as the one-loop expansion, which we now consider.

7,3 The loop expansion for the quantum vacuum

Our objective in this section is to derive the form of the well known loop expansion

[3,4,6]. The expansion in this case is with respect to the number of loops appearing

in the irreducible Feynman graphs. Therefore it remains exact to all orders in the

coupling to external fields at each level of the expansion. This will allorvs us to

perturbatively include vacuum corrections to the classical equations of motion. We

will deviate slightly from our system of units here by leaving in the facto¡s of à. This

is done because consideration of the following simple argument [4] reveals that ñ is

the natural bookkeeping parameter.

As we are considering one particle irreducible diagrams, only internal factors are

relevant, and we have the following relation:

wUl: N lldó)""n {, I o^, lL(ó,ôó) + j(r)ó(r\},

(ffLoops) : (ffi,nternal li,nes) - (ftinternal uert'ices) + t (1 24\



(where a line occurs between two vertices). In the Feynman rules, each propagator-

has a factor ä and each vertex a factor å-1, plus an overall factor ñ for each diagram.

Thus, for each additional loop we gain an additional power of ä.

To illustrate the method of expansion, we consider a self interacting scaìar theory

with the Lagrangian

L: +@póa,e - ^?ó') 
+ ió - v(ó). (1 25)

Here j is an external source and I/(o) is the self interaction potential. Taking @6

be the solution to the classical equation of motion

(ô' + ^?) óo * v'(60) : ¡, (1.26)

where the prime denotes a functional derivative with respect to /, we use the path

integral formalism and expand the action about /6. We set ó: óo* f, and make a

Taylor series expansion of V(þ) about do. Tlie action functionaì is therefore

l+{arøa, ø - ^',e') + i ó - v @)l

l!{urøou'øo - m?a\) + ióo - v(óo) + 0(ó)

stdl : I o^,

: lo^"
++@tõa'a - *',õ') -fpa' - 

"Ð-ryPn)
: ,sldol + | ¿^rl* (arøaro - @? +v"(óoDó')J I'\

_Ðv"'_\,0r1 ,r1 0.27)
q>2 Y' r

, .nt 1¡The order O(þ) term vanishes because do was defined to leave the action stationary.

Using Wick's Theorem [6], contributions from odd powers of / in the action will

vanish when we calculate the generating functional. Omitting the normalization for

now, we have

wtil: ltaø1."0{itføl\
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: ¿'åstdol ltaol*o{å | o^,1+(a,øa,6- @?+v,,(óo))ó,)

- t u'::'(9') ø',1) (1 28)
?r, (2q)t ' ))

The scala¡ field has h dependen"" ó - Itt/z. By rescaling the field to ftl/zõ v/e can

display this dependence explicitly:

wlil : ¿*stao) ltaøl ""n{z I o^,li (a,aa, õ - @? + v,,(óoDó,)
¡r()n\t, ¡

_ )- ñs-i 
v'"'' \Qo) 6zol\ /t 2ctì

#r' (2q)t Y )J \L'L¿)

We see explicitly that our expansion is in powers of ñ. Keeping terms up to those

quadratic in the fluctuation from the classical field yields values valid to one-loop

order. After an integration by parts, we have

wljl: ¿Ésrdor ltaøl "*r {, I o^, +óD-'ó}

The interacting and free scalar propagators, D and D6. satisfy

@3+^?+v"(øo)) D(r,r')

@', + m?,) Do@,r')

_5(n) @ _ ,,),

_5Ø) @ _ *,).

(1 31)

(r.32)

(1.30)

(1 33)

The path integral in (1.30) may be normalized by dividing out the free field result.

which is obtained by letting D-r -+ Dl|. The path integral of the quadratic part

can then be performed, giving the normalized result

WUI: sÊs[ôo) (Det(DoD-r))-', *

Making use of the identity

Der A - "rr 
lnÁ (1.34)

we can evaluate the generating functional for connected Green functions, Zljl, where

wIil:"*o 
{ i,tttl} , (1.35)
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as

zUl : s[do] + ]nr, h(DsD-l) + (t@2). (1.36)

To obtain the effective action from this connected generating functional, we make the

Legendre transformation

Note that as we are expanding about the stationary point,S(p) : ,S(øo) +O(h2), and

ó: óo + O(fr). Hence

rtdl : I on" l+@,øa,o - @? + v" (óDó,)

+inrr h(DsD-l) + otr\,
where the interacting scalar propagator D(r,z') now satisfies

@3+ffi',*v"(ó)) D(r,r'): -5(a) @ - r'). (1.40)

As this expression does not explicitly contain the field do, we have the freedom of

choosing the ground state of our theory to include the one-loop vacuum effects. The

one-loop effective action contribution from scalar loops is therefore
;

1,""1ól : 
Unfr 

In(DsD-l)

i * /,
= ;ñ (Tr tn(D-l) - Tr tn(Dt')) (1 41)

To see that this contribution includes one-loop diagrams with an arbitrary number

of external vertices, we may write [4]

Trln(D6D-I) : ttln(1 -DoV"(óo))
: -rr Ë !@or"(óo))4 n\n:I'"

î: - J On" Do(r, x)V" (þs(r))

- [ ant [ ¿n*' Do(r,r')v" (6s@'))Do(*', r)v,, (þs(r))JJ
(1.42)

(1 37)

(1.38)

(1.3e)
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The fermionic contribution at the on+loop level can be evaluated in a manner

analogous to the boson case given above. One important difference is that here the

fields of our internal loop lines have a different background source field. To derive

an equation similar to (1.41), an assumption must be made about this source. In

general the path integral is over alì the independent fields in the Lagrangian. In

the Relativistic Hartree Approximation (RHA) we treat the background fields that

appear as classical. Then the only difference in the derivation is that because of the

spin-| nature of the fermions, the fields in the path integrals are Grassman valued

[3]. This leads to a quadratic path integral u'hich evaluates to (Det(il1)) rather than

(Det(M))-tl2. The final result for the effective action in a background of scalar and

vector fields is [3],

1,",11þl: -zñ.(Tr In(S-1) - Tr ln(^9;1)), (1.43)

where the interacting and free fermion Green functions, ^9 and ,Ss, obey

(rQ - @ - s,ó) - s,()S(r,r')
(i.ø - (M - g,óo) - e"Y o)So(r, "')

õa(r - r'),

cA t /\0'w-r).

(1 44\

(1 45)

The effective actions given in (1.a1) and (1.a3) will be applicable to any Yukawa

coupled scalar-fermion field theory. However, these expressions still require renor-

malization. The relevant counterterms will be discussed when we use the actions to

calculate physical quantities. To go beyond one.loop methods similar to those devel-

oped by Jackiw [13] may be employed. For instance, Coppens and Verchelde have

applied functional methods to calculate the 3-loop effective potential for scalar /a

theory in 3 * 1 dimensions [t4] .

When we attempt to solve a model with effective fieìds the question arises whether

we should include interactions that occur beyond tree level. Should we include loop

effects if the field in question is not fundamental? Proponents [15] argue that their

inclusion makes the theory physically complete. It seems hard to justify the case for
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formulating a relativistically covariant rnodel while ignoring some of the dynamics

which the model predicts. In any case, it is interesting to include the loop terms to

see what effect they have on the dynamics of the effective phenomenological theory.

This will be our ideology when we examine loop effects in QHD for finite nuclei.

7.4 Bound state calculations wìth interacting frelds

For the calculation of scattering processes where the interaction occurs for a limited

time with a small coupling. a vaìid assumption is to use the analytically knou,n fi'ee

wave functions for the external lines of the various diagrams contributing to a par-

ticular amplitude. This is the usual Feynman perturbation expansion, and in the

case of small couplings calculations can be extended to many orders perturbatively.

However, when the problem we are dealing with has the form of a bound state we

must use wave functions that are solved u'ith source terms from the other fields. The

calculations are in general no longer possible analytically. 'When vacuum corrections

are included they must also be calculated with respect to the interacting wave func-

tion, yet these corrections will in turn affect the wave function solution, so they must

be included in a self-consistent manner. Also, for cases where the coupling is large.

expansions with respect to the coupling are no longer valid and methods such as tlte

one-loop approximation must be employed. This expansion is still, however, pertur-

bative in the number of loops, Below some methods that are used to deal with bound

state problems are outlined.

To attempt a steady state solution of an effective field theory model we begin by

working at tree level. Writing down the Euler-Lagrange equations from the appro-

priate Lagrangian gives us equations which are quantum in nature and represent the

interactions of many body states. As an example, we consider the Walecka model

Lagrangian (1.1). The field equations here are:

(0'+m2)ó : g,tþtþ, /r ¿nl



I4

The first approximation we consider in solving these equations is the Mean Field

Approximation (N4FA). Here the scalar and vector field equations are evaluated at

their classical expectation values [31. our dependent variables are

O -+ @) : óo, Vr + (Vr) : 6,oVo.

ôrP'u + m?rvu : gutþ-yztþ,

h*(iô, - e,Vp) - (M - s,ó)11þ : 0.

óo : 4<ørt>: 2p",rn; m;

vo : 4 þl'-roù - !:- r' ,mí mí

[iØ - g,t'Vo - (A,[ - g,óo)]7þ - o.

(1 47)

(1.48)

(1 4e)

(1.50)

( 1.Ð1,)

(1.52)

It is simplest to begin by considering the case of a spatially uniform system. The

spacelike component of the vector field vanishes due to rotational invariance. The

field equations then become

Equation (1.52) for the nucleon fields is the only remaining quantum equation. Be-

cause of the classical nature of the potentials, the fermionic operator can be expanded

in a normal mode sum. This reduces the equation to a single particle equation for

the mode wave functions, which can be identified as the Dirac equation with shifted

mass and energy. The solutions are therefore known analytic functions. The scalar

and vector fields are fixed by the fermion source expectation values, which define the

scalar and vector fermion densities p' and p", respectively.

In a uniform system the conservation of baryon number density fixes the value of

I/6. However, the equation (1.50) for the scalar field must be solved self-consistently

with the nucleon equation (1.52). This approximation is physically valid for the case

of media with an infinite extent, such as infinite nuclear or neurron mâtter. The

ground state is obtained by filling states of the MFA Hamiltonian up to the Fermi

momentum kp.In terms of diagrammatic techniques the MFT involves modifying the
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free propagators by adding the effect of tadpole diagrams self-consistently. However,

only contributions from nucleons in the levels filled up to kp are included, and effects

from the negative energy sea are neglected.

The MFA can be extended to apply to systems that are nonuniform in space

such as finite nuclei. If the scalar and vector fields are allowed spherically symmetric

spatial dependence, their field equations become Poisson like equations with source

terms from the fermionic densities:

v'ó(r) - m2,ó(r) : -g"p'(r),

V 2Vo(r) - m?,Vo1r) : -9up" (r),

l¿Q - s,tovo(ù - (M - g,ó(r))lrþ : o.

(1 53)

(1 54)

( 1.55)

The densities are derived in the same way as in the uniform MFA - from the ex-

pectation value of the appropriate fermionic fields rvith respect to the corresponding

state. The nucleon equation can again be reduced because the field equation allows

normal mode solutions. The angular momentum dependence in the equation for the

mode wave functions can be factored out in the standard manner [16], leaving a ra-

dial Dirac equation. Because the potential terms are now radially dependent, we have

three coupied equations to solve for a self-consistent solution.

To include the vacuum contributions in a self-consistent calculation we desire an

analytic form for the contributions that can be included in the field equations. To do

this we make use of the effective action formalism and one-loop approximation given

in section 1.3. Extending the MFT by including contributions from this approxima-

tion is known in nuclear physics as the Relativistic Hartree Approximation (RHA).

Note that the expression for the one-loop fermion action (1.43) is derived under the

assumption of the fields interacting at tree level. When the scalar field is constant,

the one-loop contributions can be evaluated exactly. We will see how to do this cal-

culation in section 2.3. When the scalar field is radially dependent, the zero-point

corrections can be calculated under the Local Density Approximation (LDA), which
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simply replaces the constant.potential in the MFA vacuum result with the radially

dependent potential. This essentially evaluates the one-loop level contribution under

the assumption of a locally uniform source field configuration.

To improve on the Local Density Approximation, we consider adding in one-ìoop

level terms that depend on derivatives of the field. This gives the so called Derivative

Expansion (DE) approximation. The exact one-loop quantity is expanded in a series

of derivatives of the source field, which is also an expansion in inverse po\¡/ers of the

effective mass (i.e. the local scalar field value). This follows in a straightforwarcl

manner from dimensional considerations [17]. These tu'o expansions are not identical

as essentially the choice of the expansion parameter defines what terms are included

at each order. Here we consider the order of the derivatives as they will be the

important factor in determining a solution self-consistently, and seem to have better

convergence properties [t7]. The termwise convergence of this series will give some

indication as to the validity of the expansion, although a much better method is

through comparison with the exact "brute force" result.

The convergence has been studied by several authors. In 1*1 dilnensions. Li.

Perry and Wilets [18] utilized the numerical Green function method to study the DE

convergence of the vacuum energy in soliton theories for both fermionic and bosonic

loops in a background scalar field. Blunden [19] has studied the convergence of

fermionic scalar and vector densities at the one-loop level for both scalar and vector

background fields in 1*1 dimensions by also comparing the results with exact Green

function calculations. To improve the speed of convergence of the exact calculation,

Wasson and Koonin [20] considered using the DE and WKB rnethods to account for

the high energy loops. Wasson [21] has devised a method of interpolating the 1*1

dimension loop results in a background scalar potential by incorporating the exact

calculation up to a cutoff. In 3*1 dimensions, DB results for the energy have been

tested by Perry through partial wave analysis of fermionic loops in a background

scalar theory [22]. These calculations have been extended to both fermionic and
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bosonic loops with an improved numerical method by Li, Wilets and Perry 12,23].

In this work these results are extended to include a calculation in 3+1 dimensions

of the fermionic vacuum scalar density in a background scalar field. This derivative

expansion is then tested for each partial wave. The advantage here is that using

the vacuum density allows the one-loop contribution to be included directly in the

equations of motion. This is an improvement over the method used by Li [24] who

attempts to gain self-consistency by minimizing the energy of the system with respect

to parameters in a postulated background field. Also, when we examine the conver-

gence of the derivative expansion energy, some of the information may be lost in

the spatial integration. Using the density. we can naturally examine the convergerlce

at different spatial iocations. When the density is not convergent, methods devised

along a similar line to those of Wasson [21] can be implemented to interpoÌate the

DE to the exact result. The result will be a derivative expansion improved exact

calculation of the dynamic vacuum density in 3*1 dimensions.
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Chapter 2

DERIVATIVE EXPANSIONS

2.7 Methods of derivatìon

The idea of a derivative expansion consists of writing the one-loop contribution to

the effective action as a series in an increasing order of spacetirne derivatives of the

background field. Consider a theory with Yukawa interactions between fermions and

scalar and vector bosons as well as three and four body scalar self interactions. !\/e

write the Lagrangian as

L : rþhr(iôu - s,Vt') - (M - s,ó)lrþ + Lôróô'ó - U(ó)
I

-1F,,,,Fr" + Lrn2V..Vu+ Ãf.
A P- | 

2ttuL'vPr 
I vP'

I

where
r, / t\ Tn2" ,, K ,'1 

^ 
,Au(ó) : ;ó' * 

,,.ô" 
* n.ó. (2 2)

The vacuum contributions arise from fermion loops in a background of scalar and

vector fields, as weli as boson loops from the scalar self interactions. We therefore

have contributions to the effective action under the one-loop approximation from

both equations (1.41) and (1.a3). The general form of the derivative expansion of the

effective action follows from Lorentz covariance, and to fourth order is:

f
roo" : J on"l-u,tøl + Lzr,(ó) ôt óapó + Lzr,(ó)@'ô)'

+t z r"(ó) @ *ó)' (0' ó) + I z n,(ó) (0 rÐ4 +

+L.zh(ó) Fp,Ftru + àzr,(ó)(ô,F"t")@P Faò * . . .

-uu@) + lzrb@) ôpóapó + Lz*(Ð(ô'ø)'

(2 1)
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+Lz*(O)(ô,ó),(ôró)+ïz*(O)@ró)4+ I (23)
J

Some effort is required to find the expansion coefficients. For the effective action they

have been evaluated by many authors. For most applications, considering the effects

of terms of up to fourth order is sufficient, although terms up to sixth order have

appeared in the literature [25]. In practical self-consistent calculations the expan-

sion is found to be useful only when the second order terms dominate higher order

terms, because including the fourth order derivatives tends to make the self-consistent

solution numerically unstable [261.

We define

g,o(r) -+ o(r) - M - 9,ó@), gsoo è oo: d[. (2 4\

The coupling has been absorbed into the definition of the effective scaiar field o(z)

to simplify the form of the foilowing equations. This convention will be followed until

the end of section 2.2. Results for the expansion in 3 * 1 dimensions with derivatives

up to 4th order of the scalar field. and 2nd order in the vector field are given below

(some terms can be found in [15, 23.24,27,28^29], a generai method is discussed in

Appendix B):

Fermion Loops:

(r, : -#{o^@),' (#) -' 
å r,oå-k(oo- o(,))'},

2,": -L*{'"(#) *,,"},
zz': #{;6.ft}'

11Àftìz3s : -T207rrt"r(r)1,

za,: h{Jr}

(2 5)

(2 6)

\t.t )

(2 8)

(2 e)
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z,u: #{'" (#)*",.},
zzu: -#{å.ft},

Boson Loops:

(2 10)

(21r)

uu : #{*' rù ^ (W) - ; (w @) - wo)(sw (,) - wo)

1 ( (r, 
+¡o(Ó)j'

z,u: #ti#)
t (,W\

zzu : ßnp \t p J.
17 t l(w')t (w')(w"))
L3b : -4go7t, 

iBI4Æ 
- ,yy, l,

17 t [(w')o (r4/')2(w,,) , (v,,,)r\¿'4b: 4gojrrlgl4i.*- sW * 4WJ,

(2.12)

(2 13)

(2.14)

(2.r5)

(2.16)

where W(r) : U!'(ó), prirnes denote differentiation with respect to /. and À is

the degeneracy parameter of the field y'. The parameters fn, zrr, z2s, zra,221)) and lhe

function fu(ó), are fixed by the choice of renormalization, and are written to facilitate

the different models we consider. In this expansion the terms with no field derivatives,

U,(ó) andU6(þ), give the local density approximation. The LDA is therefore the first

term in the derivative expansion. The next orders in the expansion are given by the

Zr(ó) and Z2(þ) terms respectively. The analogous results in 1 * 1 dimensions can

be found ln [t8].

There are several variations of the methods by which the above expansion(s) can

be derived that have grown from early work on the subject 127,30,31,32,33]. One

method by which we can quickly arrive at the expansion is that based on the knowl-

edge of the polarizal,ion insertion (nþ')) calculated for the appropriate Feynman

diagrams 122, 341. Often in a problem the form of the polarization insertions for a

particular diagrams or set of diagrams has been calculated. In this case it becomes a
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straight foru'ard exercise to calculate vacuum contributions to the effective potential

by simply expanding the momentum space polarization about zero momenta, For ex-

ample, Furnstahl and Horowitz [35] give a scalar polarization function due to fermion

loops whose momentum dependent terms are

n"(q) :# (-ç - lo' 
o,(o(*), - z(r - "¡q,¡ 

n(
/ \, /.o\r)- - z\r -

))
(2.17)

-\ ^2.)q
^2v0

The derivative coefficients can then be determined usins

(2 18)

As the expression (2.17) has previousll, been renormalized, tlie effective action with

these coefficients will obey the same normalization conditions.

An alternative approach to the derivation starts directly from the equation for the

one-loop effective action. In this method we work in momentum space and expand

the log of the inverse Green function in various derivative orders. Often. some sim-

plifying manipuiations are made depending on the exact form of the quantity being

calculated. Some authors 124.29,32], for instance. find it useful to introduce ad-

ditional parameters into the expansion. This involves making use of identities such

as

,7 ô n'(q') 
|uI : ----*, I

o\q" ) l^r-.n

Tr ln(X + Y) : Tr In X + 
fo' 

a" fl¡",
where X and Y are operators. A rather elegant derivation [2b] makes

identity

(2 1e)

use of the

(2.20)Tr ln(XY) : Tt (lnx + lnY) .

which follows from the Campbell-Hausdorff relation and contains no additional pa-

rameters. Special attention is made to the gauge invariance and symmetries in this

derivation, allowing the authors to obtain results for the bosonic expansion to 6th

order in the the derivatives. At this order 28 terms were found. In a later section

of this thesis a similar calculation will be made for the fermionic fields. However.
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we choose to expand the Green function directly instead of using either of the above

identities.

Before doing this we consider how the effective action expansion can be used to

give us the quantities of interest. The full effective quantum action is given by

This defines the effective Lagrangian Lel I (rvhere the renormalization still needs to

be defined). The energy functional is related to the effective action by

f : I anrt.*t,o,

: I o^, (L + L,",)

: I d.n, L",r.J -" (2.21)

(2.23)

(2 22)

where Õ is a general source freld. The ground state of the system Õ. is then defined

at the minimum of EfÕ], where

dEtÕl I| -nôÕ l.:".-"'
In this expression u/e see how the nature of the one-loop expansion allows us the

freedom of choosing the true ground state about which v/e are expanding after Lhe

expansion has been made.

The expression (2.23) is essentially equivalent to applying the Euler-Lagrange

equation to the effective Lagrangian. However, the effective Lagrangian depends on

higher order derivatives of the field so we reapply Hamilton's principle to generalize

equation (1.6) to

(2 )¿,\

where L: L(Q,Arø,A2ø,...). Recall that terms beyond the first two only have

contributions from the vacuum part ofthe effective Lagrangian. To group the vacuum

#-,,(ffi) *,,(ffi)* :0,
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contributions together in the Euler-Lagrange equations we may define

(2 25)

This is one way in which the vacuum density can be defined. As a result the vacuum

density can be represented in the field equations as a source term. We see that the

derivative expansions for the energy and the density can thus be derived from the

effective action derivative expansion using a combination of equations (2.21), (2.22),

and (2.25).

2.2 QED vacuum polarÍzation

As a simple example of the effective Lagrangian formalism and the validity of the

derivative expansion we consider the vacuum polarization process in Quantum Elec-

trodynamics (QED). Abundant evidence exists that supports the idea that QED is

the fundamental theory of electromagnetic interactions below 100 GeV. As well, it is
usually considered to be the most well understood physical field theory. The simplest

form is that of a theorv of spin-| charged fermions wiih field ry', mass M, and charge

e, with interactions mediated by the spin-1 massless gauge field for photons, ,4r. The

QED Lagrangian in the Feynman gauge is

Lqøn : ',þhr!ô' - eA') - M)lþ - )r*,r*' - l(Ar¿r)2 + 6L, (2.26)
T

where Fp, : ôrA, - ô,Ar. We treat a case which may be evaluated perturbatively

about the free particle solution. In this setting we will clearly be able to see the

effects of the shape of the source density in a calculation that has the same fl.avor

as the DE approximation. The analysis is simplified here by treating the interaction

perturbatively in the coupling and comparing quantities only to O(o), where a:
e2f 4r is the usual fine structure constant. This is accomplished by considering the

modification of the free photon propagator by the O(a) vacuum polarization insertion.

Puac:W-r,(ffi)*u'(ffi).
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In momentum space the propagalor iDoB(q) then becomes

iD"p(q) : i'Doop(q) + tDo"rçq) it7" (q) iDo,B@)

Note that from gauge invariance qpfl¡",(ù : 0, which dictates the

form

rrt , _ (sr, _{{1il(qr).'q¿
so that

iD,B@) : - J-7-sÉ- -, ]n'o, r,n(qr)q' + ?,(. \q' + z€)'

From the well known Feynman rules of QED with the usual charge renormalization.

the propagator's polarization insertion is found to be [8]

il(q') :'#n' 
lo' 

o, z(r -,1 t' (r - z(r - 'r#) (2 s0)

This integral can be evaluated. and for the case of a stationary source the momentum

is spacelike, Q2 : -i2, and

12.27)

Lorentz invariant

(2.28)

(2.2s)

(2,32)

nn?d,):_# (_:. v. . 2M2. | 4M2(1 
--l 

I1r-
-2 /\l- | -2q- \ q

^ I nt+ 
"ou ' 

n"!;!\ 
o,n(d).vå"(ñ): J t^y - líl^ t

The angular part may be integrated, leaving

'.( ))
(2 31)

1

1

+

To write an expression for the vacuum polarization potential we fold a background

spherically symmetric charge charge density source, prn(r)) over the new part of

the propagator. This is most easily done in momentum space, where for a time

independent source

vf.,(,) --': I o* 
onY 

^f 
p,n(Q),

p"n(q): I otr"-od'' p.n(E):4r 
lo* 

orr'Úffr,n(r).

(2.33)

4l\'Í2--="i-

where

(2.34)
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This expression gives the "exact" effect of vacuum polarization in our theory (to

0("))
For comparison, the derivative expansion coefficients can be evaluated using equa-

tion (2.18) and the integral form (2.30), giving

The result Zt : 0 is a manifestation of charge conservation, which implies that

corrections to the charge density are total derivatives that vanish under a spatial

integration. This allows us to write an effective Lagrangian for low energy photons

that takes into account the vacuum polarization loop in an additional derivative

term. The full effective one-loop Lagrangian will contain contributions for the photon-

electron vertex correction that are of order a2. It is referred to as the Buler and

Heisenberg Effective Lagrangian [4]. Here v/e are interested in the order a part (oniy

the vacuum polarization)

Zt:0, Zz: a 
a

t\rM2'

L"rt : -irr,rr" - #øtôt,Fp^)(a" F,s) - irAu.

#-'^(#Ð)*u'(#Ð) :o

o2 Ao : j, + #Mron Ao,

which for a time independent potential becomes

(2 35)

(2 38)

(2.36)

The fermion part of the Lagrangian has been dropped here, and an external

source current jp is included. The gauge fixing term can be dropped because we will

restrict ourselves to the time like part of the vector potential in the case where it is

independent of time. The suitable form for the Euler-Lagrange equations are

(2.37)

Considering the time'like part of the potentiaì ,46 and a source current jp : õpojo,

we obtain a modified form of Maxwell's equation

V'Ao: -jo- --9-vn,1.0.
LJ',7(,tVI '

(2.3e)
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Making use of the identity V2lllíl: -4rõ(ã) this can be written as an integro-

differential equation:

A,(i) : * | a3r' r4l(ro{,-') + #Mãv^Ao@))
: * | arr'! ¡¡l ztio(i') + 60#Ø | o',, F,w!e) v,ao1;,¡

: * I #r'| ,+l"') - ffiv',qo@) (2.40)

As the electromagnetic coupling a is smail, we can solve this equation iteratively by

substituting for the RHS ,40 with the LHS A0 in an iterative manner. For example.

with a point-like source with charge -Ze we have jo:-): -Zeõ{e)(z-). so

This is the familiar term which contributes to the Lamb shift in hydrogen [8].

To understand how useful the effective Lagrangian is here we consider the spher-

ically symmetric charge density, jo: p"n(r). Solving (2.40) iteratively we have for

the vacuum polarization contribution to the potential

A /-\ Ze' ùAo@) : - ^-,=, - *-r"rV tAo(ñ)
+1TW I rõ1f /tl
Za a5{z) @):
Itl ""* r5M2

^ 4m2V,i,(r): ffirp,h?).

p"n(r): i* "-('/a)2, p,n(Q) - e-o'ø'la,

This expression can be compared to the exact result which we also calculated to

O(o') (2.33). For simplicity, we choose a Gaussian source density

(2 41)

(2.42)

(2.43)

where the parameter ¿ controls the shape of the potential. (This potential has a height

of r-3/2a-3, a width at half max of aflní, and is normalized to unity). Equations

(2.33) and (2.42) can then be compared for different values of a, as seen in figures 2.1

and 2.2.
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Figure 2.1: Validity of the DE level QED vacuum potential for large ø.
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We see that for large a (small height, big width) the derivative procedure gives

a valid description of the vacuum. For smaller o, the height increases and depth

decreases, and the approximation loses its validity. It is important to remember that

ø is large or small compared with the length scale 7f M. In other words, we expect

the derivative expansion to be valid for fields that fall off slowly compared with a

length scale determined by the inverse of the fermion nlass. Here we have used the

mass of the electron, with m.r :386 fm, and observe that the derivative expansion

breaks down for a comparable or small than this value. For muon loops, we woulcl

expect the derivative expansion to be valid down to length scales of.m;l :1.88 fm.

2.3 Direct expansion

2.3.1 Erpress'ions for the energy and densi,ty

As an alternative method to deriving the derivative expansion for the effective action.

we can derive equations for the energy and density in terms of the Green function ancl

expaud the Green function directly. To see how this is done, consider the one-loop

fermionic contribution to the effective action for a scalar backeround:

luo, : -'iTr*t (tn s-t (ó,) - tn s;l(d.))

: -t I anrtr (zl (rn s-' (ó"(r)) - tn,S;1 (ø,(ù)) lr) (, 44\

Here TÌf' denotes a trace taken over spacetime as well as the internal degrees of free-

dom (such as spin, isospin etc.) whereas tr denotes simply the trace over the internal

degrees of freedom. This action has not yet been renormalized and is technically an

infinite quantity. To deal with the renormalization we consider all four dimensionaì

integrals in D dimensions. This is the method of Dimensional Regularization which

allows us to consider finite quantities in our intermediate steps and take care of the

renormalization at the end. As an even further simplification we drop the contribu-

tion from the free Green function ^9e, ând will pick it up again when performing the
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renormalization. so that

luo, : -iT\':' (tn s-t (d.))

The fermion Green function S(ó") can be written symbolically as

ã/ t \ 1

"\Yc)- iQ-o,(r)+i,e'

S(po) : I ot S (6,)s-'not .

Also, the energy functional E(Qò - -f I I dt, so we have

Euo, : -+ I d,psTr';ttn S-1(po).

4 / \ õEuo, 6Ðuo,
t'uac\*) - õgó.(r) 6or(r)'

(2.45)

(2.46)

where or(r): M - grór(r) Because the scalar field is independent of time we can

eouivalentlv use the Fourier transformed Green function

(2.47)

A Wick rotation of the p0 contour integral to the imaginary axis can be made by the

replacement, po -+ eø, where ø is taken to be real. This alleviates the necessity of the

ze prescription for getting the path right, so

S ('i,u¡ :

(2 48)

(2.4e)
'fi6a * i.i .V - o.(r)

Using this expression in (2.48) and an integration by parts of the resulting line in-

tegral, we obtain the following result for the energy in terms of the fermion Green

function

' I a. uTr'ft ("y6^9(zø)). (2.50)buor: - n L

The scalar vacuum density can be obtained from the energy by taking the functional

derivative

(2 51)

When this result is used in the expression for Eror, the spatial integral part of the trace

is removed, leaving simply the diagonal spatial matrix element, denoted S(r,r;i,u).

The result can be further simplified by making using of the identity [2i]

(2 52)
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This expression can easily be derived f¡om the form of the Green function (2.a0). An

integration by parts will then give the result for the scalar density,

P"r""(r) : (2 53)

One possible advantage of using equations (2.50) and (2.53) is that from a derivative

expansion of the Green function we obtain the expansion directly in terms of physical

quantities we are interested in. The importance of this will become clear when we

consider numerical calculations. Aìthough formally the vacuum density as given in

equation (2.53) is equivalent to that derived from the vacuum Lagrangian or energy

functional using (2.25) or (2.51), these expressions will differ when a finite numerical

cutoff is imposed on the ø integraì. This cutoff is in no way related to our methocl

of renormalization but is simply imposed by a numerical solution. Essentially the

formalisms will differ by a total derivative under the ø integral, which will not vanish

when a finite cutoff is imposed. Therefore, the convergence versus the cutoff becomes

an importaut issue. In 1 * 1 dimensions the connection between the two methods is

cited by Wasson [21]. However, no attempt is made to compare the the difference

of the two methods for cutoff convergence. A comparison of the convergence versus

the form of the expansion will be given in section 3.1. Sirnilar things happen in

3 + 1 dimensions. When a partial wave decomposition is made. we find that the

value of a particular partial wave term may differ if a total momentum divergence

is added before the decomposition is made. The calculation of each of the partial

wave terms involves imposing a cutoff which is again another dependence on any

derivative added under the ø integral. Thus here the form of the expansion may

affect the convergence with respect to both the partial waves and cutoff. The hope

is that by direct application of equation (2.53) to the Green function expansion and

careful manipulation of intermediate terms we will obtain a form of the densitv that

will converge rapidly with cutoff.

- * | dL,) tr(S (r, r; ia)).
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2.3.2 Fermi,on Green function ernans'ion

The method used here to derive the derivative expansion involves an explicit ex-

pansion of the fermion Green function in momentum space. This method was first

introduced by Chan [ZZ], who used it to calculate the expansion for the boson Green

function up to terms with four derivatives. Since then many others have made use

of this technique in different forms. 'Wasson 
[21], for instance, used this method to

expand the energy trace of the fermion Green function in 1 * 1 dimensions. Another

benefit of this method is that the terms are rept'esented in momentum space in a

simple manner. which tnakes it easy to expanded in a partial wave sum in 3 + 1

dimensions. This method is necessary not only to improve numerical convergence

but also to allow extrapolation away from the DE result in cases where it does not

rapidly converge. Here we make an explicit expansion of the fermion Green function

in arbitrary dimension under the influence of a background scalar field. The necessary

traces are evaluated at the end of the calculation, so that the expansion can be used

to directly give either the energy or the density.

As only the diagonal spatial elements of the fermion Green Function are required.

we can write

-&ld'dP"o'"
I
I

-d + o(i&)

Here the d denotes

the denominator is

: -1}ø 1"t'n' , !-,-== e-'o')._,1+ o(i&) /

the number of spatial dimensions, d

introduced for later convenience. To

-i.Q + o(r) lp') (p'l*)

e ""*

(2.54)

- D - 1. and the sign in

proceed we note that the
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translation operator e-'p' obeys the following relation:

Í Q!¡ ,-0" : e-'P' Í (r + ¿41o.p d.p

This can be easily proven by doing a Taylor series expansion of the

Therefore,

S(r,r;i,a): -Ttø
1

:d +;h + i5op/

(2 55)

function /.

(2 56)

(2 57)

(2 5e)

X+Y (2 58)

: 1- 1y1 *rrru7 *X X'X'X-X'X
Equation (2.57) is the covariant Taylor series expansion for the function / about

z, while equation (2.59) is an inverse operator series expansion where X a¡d Y are

operators. The choice of the separation of an operator into X and Y defines the

nature of the expansion being made. With respect to (2.56), two useful choices are

given below.

(i) For instance, to expand the interacting fermion Green function about the free

field configuration, where o(r) : o6 is simply the mass of the fermion, we let

Next the following two expansion equations are introduced:

rr- , ;A t, : S'- ( A ,r-,\ ôm
¡çr +z*) : þr^t \a"^ ar*^r\') ) aer, - ôe^

: Í(,) + i@,r@))# - j{u,u,r@ffi +

oc 1 / -1 rfi
:

#ox \ - x/

X : _ú+oo,

Y : o(r*¿!)-oo : o(r+i!)op op'
Then -llX : So(i,a), the free fermion Green Function, and

S(r,r;i,a) : rru (So(eø) + ^9¡(zø) o(r + tfi) Sr{tr)

+ ss(ta) õ(r + tf,) s,tt,) o(r + tf,)s,ttù * ) (2 60)
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This form of the expansion will be useful for deriving the necessary counterterms

in momentum sDace.

(ii) The derivative expansion is obtained by a slightly different choice of X and Y:

(2 61)

x : _þ+o(r),

Y : o(r -r r!¡ - ,çr¡
op

ô1 ô2: i(ôro(r))- - ;(ô,õ,o(r))--_ +ôpp 2l'-*-u- \- t t ôprôp,

In fact both of the above expansions can be handled simultaneously. Before plo-

ceeding with the expansion we convert to a slightly different form of the Green func-

tion ,9. This is done to reduce the number of terms that must be kept in the inverse

operator expansion (2.59), as well as to bring the spin structure to the numerator,

which makes taking internal traces straightforward. We put

S(r,r:i,a) : -1zt--=1 - 
trl-' (-iø * o(r))t*/

: _þ:ffi#i ç,fi;6r"t
, , i.0+o(r). t_\-\"tMt*t :

- lr ô.\ 1 I: -Trø lld + o(r-r ¿^ .) 
I

L\ "/) )'(262)
- F' : -r2 - i'. Again we will make use of the expansion (2.59)

operator term. The two expansions (i) and (ii) can be obtained by

where p2 : pB

for the inverse

setting:

Counterterm Expn.

X:
Y:

Derivative Expn.

-p2 + o(r), (2'63)

o2(r +¿91 - o(n)2 + ifuo(r+ ¿91' dp'

-p2 + 03

o2(r + r&l - o2o + i,Qo(r + tf,l
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By using equation (2.57), the contributions in the

series in momentum derivatives. To treat both cases in

work with the following notation:

Y term can be written as a

the table simultaneously, we

(2.64)

X

Y

-+ 4-t
/ a ã2 ,lso(r), 

,-+ (' * u'r** 
"*úur, 

+ tl(\ *;) +
)

where

OI ^- 
I

A 
- ---;------------P'+ o\r)'

A : i,Qo(r)A

^
Bp

C,,

-p2 + 03

: o'(r) - 03 + iQo(r) or

: 2i,o(r)0ro(r) - 1" ô")uo(r)

: - (ô*o(r)) (0,o(r)) - o(r) ôrõ,o(r) * Of*Pl
(2.65)

With this formulation only three terms in the inverse operator expansion must be

retained to derive the counterterms and obtain the derivative expansion up to second

order. To see this we can count powers of momentum and notice that the first

convergent piece (under ! dap) has p-s dependence. Terms beyond the third are of

order p-6 or higher and are therefore not relevant to finding the counterterms. For the

derivative expansion we see that each factor of Y contributes at least one derivative,

so terms beyond the third (which has two Y's) are order (d3 ldrs) and higher. In fact.

due to the covariance of the expansion, only even numbers of derivatives appear, so

that the next terms will be of order (da ldra).
Looking again at our definitions in (2.65) we see that A contains all of the p

dependence. Spacetime derivatives of A can be taken easily, and to simplify our

formulawe will denote aprderivative of A by Ap. The coefficients A,B¡",C* and

the factor þ + o(r + i&) contain the scalar field derivatives as well as the spinor

matrix structure. Using equations (2.57), (2.59), and (2.6a) in (2.62), we have
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S (r, r; i,ut)

/ â.r: -T'ø ll+ o("+t 
ôp)) {A - ava + avava + ...}

t/, .ô,\: -rtp- L(ø*o(r*nù)
' L'A - LLt" B t" - LLp'c p, + L3 A2 + L2 Lt" AB t"" tA - L" A - LLt'Bp - A.Lt"" Cp, + L'A' + L'Lt" AB, 

,
+L2Lt" ACp, + L(L\p8p,4 + A(42)t'"CL,,A + A(A^t',)',BrB"|

*or#t)

: _Trr_ |.L

(þ+ o(r)¡ {n - L2A- LL,Bt,- /.A/"ct",+ L3A2 + L2L/ABr

+L2 L," AC p, + L(Lz), B pA + L(L2)t"" c p,A+ a(aaø)' B rB" I

+ (lô¡o(r\ {n' - (a')^'4 - 1laø;À4, + (43)).42
(

+(a2ar'¡r ABt" + (a(nz¡ø¡r BrA\

+ (iõ¡l,o(r)) {a^" - (L')^'A+ (43)À'a2} + offill (2 66)

Recall that the scalar field is time independent, so when the four-momenta that

appear in the derivatives are contracted with the corresponding field derivatives they

contribute only through the spaceìike part. After simplifying the multiple p deriva-

tives we can reduce the above equation by noting that under the momentum trace

Trp terms with odd powers of 1 vanish. Hence

S(r, r;iø)
r: _Tba 
I.L

(

ø 4L- L2A- LL,Bt,- a,Lp"cp,+ LsA2 +3L2LlABt,
t-t

+3L2 Lr" ACr,, + zLLpL" AC p, + L2 Lt"" BpB, + AA/',^" nuB, j
. / \ l^+o(r) iA - L2 A - LLt""Cp, + L3 A2 + L2 Lt"',ACp, + 2L2 Lp'ACp,
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+zALpL" AC t", + L2 Lr"" B t"B, * /.Lt" L" B t,B,\
+(i.ô¡o(r)) {-nønÀa t, - LLø^ 8,, + 8AAøa^ABu+ 3a2A/,À oar}

+(ùð¡0,o(")) {a^" - zL^L'A - zLL^, A+ 6aaÀa" A2 + lL2a^" A2}
d3 I+(r(;) |o,r" I (2 67)

From this equation we can derive the general expansions for both the energy and the

density using equations (2.50) and (2.53).

2.3.3 Energg and densi,ty enpansi,ons

For the energy (2.50). we see that by incorporating the ø integral into the trace we

have an overall four-momentum trace of the form Trr,, (u1sS(i,a)). Consider the

reduction caused by the internal trace here. This can easily be done by recalling

some well known trace theorems for the gamma matrices [7]:

1p1, * 1r1p

tr(?rr ' ' '1rn)

tr(1r',r,)

29 r,,

0 (n odd),

Dgr,.

(2 68)

(2 6e)

(2 70)

The'y matrices that appear in the coefficients A,,B¡",C* do not include ?0 because

this matrix appears multiplied by the vanishing time derivative of the scalar field.

The trace of 7s times any number of y (i : L,2,3) vanishes so these terms cannot

contribute to the trace. The only remaining terms come from the 'ia part of the þ

terms. These are further reduced by the fact that some of the terms are now odd

with respect to f . The remaining contributions come from the following terms

Euo, : -iT¡'lÅ a y S(r, r;i'u)
r: T'.iJ ,',lx - n'z,1', + L3 (A2)' - a,Lp" c't", * 3L2 Lt"' (AC p,)'

+zLLpL',(ACr,)' + L2Lt""(BrB,)',+ AA¡'4"(BrB,)',f . Q.71)
J
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The prime here denotes the parts of the coefficient(s) with an even number of gamma

matrices.

Now consider the scalar density. Including the ø integral as part of the momentum

trace we see from equation (2.53) that the density involves the factor Tto S(zø). The

expression (2.67) can be reduced under this trace by vanishing internal traces as well

as factors that are odd in 1. The remaining terms are

Pi"'@) 
: ::'-s(r' 

r;i'a)

-'p 
L

I {- n xr B t" + J L2 L, A B, + g L2 Lt"" AC r", + 2 L Lt' a" AC t",\

+o(r)j n - L2A' +at(A')' - LLp'cp,' + L2Lr'(ACt",)'

+2A2 Lp" (AC p,), + 2A,Lp L' (AC ¡",),

+L2N"(BrB,)' + AAf A"( BuB,)'\

+(lô¡o(r)) {- xux^ar' - LLr^B*' r 8LL^N"(ABL,)'
t.

+3A2ApÀ ( nn ò, I
+(i.ô¡L"o(")) {a^" - 2L^L" A' - 2,66s' 4'

+6AA ^ L" (A')' + 3A2A) ',çn',)')
)

;òr
t/õ/utl-rL/lr ú / |d,r"' )

(2 72)

The prime again denotes the part of the coefficient that has an even number of gamma

matrices.

To go further we must insert a form for the coefficients. We choose to insert

the counterterm form of the coefficients, as it will be a simple exercise to obtain the

derivative expansion form from the resulting equations) so that we then have both

expansions. We note that since

A: Ao : --]," (-P'' * o3) '
(2 73)
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we have

Lp :2p, L' (2.74)

IJsing this expression to evaluate derivatives. and taking all internaì traces, we find

the following form upon grouping like terms:

Ero, : T'r,rD"l-L

{oo - @'(r) - oï l;f;+ (o2(x) - "3)'n3 + }

+o (r)(0u0,o(r)) {( tr'y" x[ + zs" L! )
+(o2(r) - o3) (trr'y" Lf; + 6su" 

"¿) 
* )

+ @ ro (r)) (ô, o (r)) 
{(anr r' nt+ e'" a3 )

-+o2(r) (tzpr1r" xi + 2gP'L[)

-(o'(r) - o3) (szp,p" xf+ 6e,"4ô)) ] , Q T5)

-r(ôrô,o(rÐl- (zorr" aå + s'" L3) + o2(r) (ro*r" Lfr + zsu" Ll)

+(o2(r) - o3) (ur'y" LI + 2sP" ¡S) * ]

+(ãro(r))(ô,o(r)){"þ) (ror'r'nf; + seø nfl)

-o'(;) (n orr'lf + aer" af;)

-o(r)(o2(r) - o3) (tzsp,p" n'o + tzst"' oå) ) ] Q.76)

The form of these equations can now be simplified using various transformations

that are valid under the momentum space trace. We must proceed with caution,

pi,,@) - -Tr, ,l
{"(r) A¡ - ø(z) (o'(r) - "'ò 

Afr + o(r) ("'(*) - "'ò' ¡3 + }
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however, as making use of a transformation under the ø part of this trace will affect

the convergence when a finite cutoff is placed on this integral. Any transformation

that vanishes under the / trace will affect the termwise form of any partial wave

expansion. This dependence will in fact allow us to consider which form converges

the most rapidly. For purpose of illustration we consider the density. The first thing

to note is that none of the terms pp will have an energy part contributing because

the time derivative of the scalar field ôo o(z) vanishes. This allows us to reduce the

dependence pPp" as follows:

Trr(pPp' L') : g" g'r Tt'(po p¡ L")

: s'os'j #!¡rçl'L")
nþu

' -;- rTro(f 
'L")'

To make the partial wave expansion, we will find that it is useful to

dependence from the numerator. This may be done by noting that

F,:(L)-7-a2-o2.

The equation for the density is then

Ptr""(r): -t'o D I
L

{"(r) A - o(z)(o'(r) - o3) A,2 + o(r)(o'(r) - o'ò'¡'* }

+(0ro(n))'{-Zr|, (o' - +(u2 + o2(r))La)

+8o3(r) (o'- 2(a2 + o2(r\L5)

+!o@)(o'z(,) - ofi) (zzxn - r28(a

+(02o(r)){- (å^' +?r{,'+ o2(r))a') -?uO) (^' - a(,

+2(o2(r) - o3) ({r' + oz(r))La)_r }

(2.77 )

, -.)remove the p -

(2.78)

' + "'çr¡1n)

'+ o'çr,¡xt) ) ] .(2.7s)
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So far we have done nothing to affect the convergence with cutoff or partial wave.

We now conside¡ a reduction that affects the partial waves but not the cutoff. Effec-

tively what we do is to add the total divergence of a function under the I integral

where the function is such that it vanishes at infinity. Although this term makes

no net contribution, it's individual partial wave contributions may be nonzero. This

mechanism may be implemented by letting

(r' + o2)L" - an'-i - F2 L", (2.80)

and then taking

(n+213-
(2 81)

where the integral is over the n

p'r""(r) - -o" ,I

2(a - I)

dimensional

{o(r) A¡ - o(r)(o'(r) - "3) 
A3 + o(r)(o2(r) - "3), 

¡3 + }

+(ô2o(r)) {-1¡3 +?o'{r¡x'o + @'(") - o3) ¡3 * },, | 2-u 3" \*,/-u ' \" \-t "ul -u )

+(0,o(r))'{! "t"lnf; - zo3(r) LI - o(r)(o,(,)- 
"3)oå] ] e.Bz)

The purpose of the manipulations between (2.79) and (2.82) should be, however'.

to maximize the convergence of the partial wave series. It will be seen in the next

section that in fact the expression (2.82) is the most useful. The purpose of these

manipulations has been simply to allow us to consider other forms. In particular.

once this choice has been established v/e see that expression (2.82) could have been

obtained in a much simpler manner by simply using the following formula

¡"'ffi 2)r.- i
- J o"P 

@F* ntry, '

Euclidean ¿2. This gives us

(2.83)

to reduce the form of the spatial part of the p integrals in (2.76).

It is important to note that we are not making use of the ø part of the p integration,

so this reduction again affects only the partial waves. Also, as the energy contractions
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vanish, formula (2.83) can be implemented by letting

pqp" _- _ g" 1 () eA\
(_p, + M2), 2(o _ I) (_p, + M2).,-t ' \!'u=/

Applying this shortcut to the energy expression (2.75) gives

Euor: Trr,rDu2l

{o. - (o'(r) - ,A)L + @2(r) - oro), n3 + }

+o(r)(ô2o(r)) {i"e + 2@2(r) - o3) 
^á 

+ }lÓ

+(ô,o(r))'{-*a| - zo2(r)LI - z(o2(rl - "31lf;] I (2 8b)\ É [ 3 u \ / v \- \--l -u/-u) J'

2 3.4 Counterterms

To see which of the terms in the expressions (2.82) and (2.85) are divergent, u'e can

count powers of p and consider whether the integral over all p space will converge

in the dimension \Me are considering. Alternatively we can make use of the following

formulas (see [3] for method of delivation ):

1 [don ,' : -i(-r)ar-Dl2 l@-r-Dl2) Larî\(2")oJ"r?pr+M2)" 2ly[2a-D-2 f(") ' \''vvl

i [ ¿rn 7 : i(-r)ar-D/2 l(o - Dl2) (, e7\
(2")o J * r ?p, + A,l2)" 117[2a-D f(") \''e' t

Terms that may diverge in 4 or fewer dimensions are

E,o, : -i n r-D/z ltD+2 rr,l

[-l(- D12) 
- (o2(r\ - n?\T(r - D12) _ t -2t -¡ -z,,zl(2 - Dl2))

I w _(o-(u)_uo) w _lo-lr)_"65-_ffi1

+o(r)(ô2o(r)) {-f(2- !12) } + (a"o(' rr' {rQ -2lz)\1, (2.88)"'|., 3du" ) |. 6¡16 )J
P'r"r(') : -i D 7T-D/2 MDI

( ,l(1 -Dlz) ,\,,,\ ".te-Dlz\)\_r(")-ff= _ o(r)(o,(n) _ oil-__y:______!:! 
'>(M¿v/M4)

+(ô2o(x)) { -r(2:912)\ l'"t 2^,r4 =lI (2'8e)
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Divergent terms are then the terms where a I function will be evaluated at a pole. If
we regularize our expressions under the p integral, the terms that must be included

in the counter term expression are the terms in (2.85) and (2.82) that correspond to

the divergent terms in (2.88) and (2.89). Depending on the renormalization scheme,

other finite terms may also be included in the subtraction. The mechanism for deter-

mining a scheme is simply to make our expressions reduce to those which satisfy the

appropriate relations placed upon the coefficients in equation (2.3). This reduction

is accomplished by evaluating the renormalized momentum integral.

2.3.5 Deri,uatiue erpansion erpressions

Looking back at (2.64) we see that expressions for the derivative expansion can easiÌy

be determined from the above counterterm equations by simply replacing (-p' + o3)

with (-p2 + o2(r)) and removing all factors containing ("'(") - "Ð From (2.8b) and

(2.82) we have

Ero" : Tr o,, D a2
2
;
ó )3

r\

;
)o'o(
i o'(

al¡

-p'(
+

"2(r))

1

+_p2lr

-! @p"("))2 - ro2(r)(0ro(r))21- 3 (-e, + or(r))3 - " Cp2 + o\ùYl'
p",,,(r) : -To D f,,-u",(t1,,,'u., -! ?'o(") - - +? ræ\ùa'îr?),- L(-p' + o(r)2) 2 (-p' + o(r)2)2' 3 (-p, + o(r)2)s

, 5 o(r)(õro(x))2 not(r)(0*o(r))2 1-i ce'? + o(rw - " Ce, + fu)ry J

(2 e0)

These expressions agree with [19, 21] in 1 + 1 dimensions, and in 3 * 1

(2 e1)

dimensions

that for thethe energy agrees with the results of [23, 2 ]. The new expression here is

3 + 1 dimension densitv in momentum space.

2.4 Terrnwìse convergence

In this section we evaluate the momentum integrals obtained above. When this is

done, we regain the original expressions which we quoted in section 2.1. The results
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obtained will agree with any other method that may have been used to derive the DE

energy and density. Our purpose here is to consider the termwise convergence of our

derivative expansion expressions for the energy and the density in 3 + 1 dimensions.

The direct derivative expansion for the energy can be evaluated by choosing the

counterterms that correspond to the 3 + i dimensional divergences in (2.88) and

subtracting them from (2.90). We obtain a result for which the p trace can be

evaluated and which agrees with the value given in section (2.1) with the choice:

,fo : 0, Ít :2, Íz: -7, fs:6, Í^: -|

Including the fourth order derivative terrns from section (2.7), and writing the energy

grouped in orders of the derivatives, we have

Euo,(o) : Eo(") + E2(o) I Ea(o),

Eo : ar.- -1 ( 
"^ mt4l - |rtr, - oå)(o, -"å,) ,

107T-' \ 
_r'ou' 

'¿'

E2:'tr u#-h(d)(Vo)'.

E4 : Tïr -1 / (v 2o\2 r7(vo\2(v 2o\ 11(Vø)a \
ßo"r(-;t-- g"t --rB"^ ),

where o: o(r). Note that the method of renormalization is such that

Eo(oo) : 0, 4nP : o,
d2 Es(os) 

^-åt :0, E2(o6) : g. (2.97)

(2.e2)

(2 e3)

(2.e4)

(2 e5)

(2 e6)

The derivative expansion for the density can be evaluated by subtracting the

counterterms corresponding to those in (2.89) from (2.91). A finite term given by the

term in (2.82) with o2(r)02o(r) dependence is also subtracted. By doing this we will

see that our expressions agree up to second order with the ones found by applying

equation (2.25) or (2.51) to the energy. As the fourth order derivative term is not

subject to renormalization and all traces have been performed) we can obtain the

fourth order density term from the energy by using equation (2.25) or (2.b1):

p'"""(r) : po(r) + pz(r) + p¿(r), (2 e8)



po(r) :

pz(r) :

p¿(r) :

I l" .o2. \
- 

^F 
("' ''t4l - 

o3 + "'3)
!(gü+Y2or'r4r),
ð7T'' \ o. 'o6' /

I (.,n_ 4Vo.V(V2ø) I6(V2o)2
802'2o2\' o go

77(ô2o I ô2r)2, a3(Vo)2(V ro)

vo - ,""
aa(V o)2 (02 o I ô2r) _ 1 1 (Vø)a 

1
9", - J"t )

(2 ee)

(2.100)

(2.101)

Note that the terms in pa(r) with second derivatives of r appear from covariant

expressions like (õrô"o)2 etc, All operators V are derivatives with respect to r, and

all operators V 2 indicate the radial part of the Laplacian.

We could now put the coupling explicitly back into these expressions for the

energy and density. However, we find it more useful to simply rescale these equations

in terms of the free field mass. AI : g o6, so that al] quantities are dimensionless and

explicitly coupling free:

r' : Too. (2.102)

With this choice our energy is expressed in units of A,ta and density in units of A,13.

Also. the explicit dependence on the coupling has been folded into the r' variable ancl

will thus only appear in the rescaled field as o'(r) -+ o'(r'). (The rescaling in (2.102)

may be implemented by simply setting goo : 7.) To test the convergence of these

derivative expansions we pick a representative analytic form for the field. We choose

a spherically symmetric field potential, o'(r), which has a form similar to that of a

shifted hyperbolic secant:

o(r) : os -

where at : a and b'

0. Note that o/(0)

aG+r) -+ o'(r') - 1- a'(I + f) (2 103)ebrn -L fe-br"
" I Jv eb' ,'n J- f e-b' r'n '" r J"

/ \t o(r)
u\e) 

- 

-r
O6

: blkoo)" are positive numbers, and n is an integer greater than

:0 in all cases (" > 1) and that o'(r -+ oo) :1. This choice of
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boundary conditions ensures that our field ø remains smooth at, r :0. and cìecays

to a constant value at infinity (the fermion mass). The effect of the parameters in

(2.103) are that

ø ¿/ controls the depth of the potential at the origin,

o ó/ affects the width and maximum slope of the potential.

o n controls how long the potential remains flat near the origin.

o / affects the "slope" of this flat piece near the origin.

From the definition of b' we see an implicit dependence on the coupling g. For a fixed

background field, increasing g effectively decreases b' and therefore gives a potential

with larger radius of effect. As g is a coupling this behavior is as expected. The

parameter / is included to make the Laplacian of the potential nonzero at r/ : 0.

The interesting case is where n :2, âß

(2.104)

For the purposes of the figures in this section, g was fixed at a value of 25. As

mentioned, a different value of g amounts to a redefinition of the given b's.

We begin by examining how the terms in the energy contribute as compared to

those in the density. For this purpose we look at the value of the density at the

origin r : 0. In figure 2.3 we see that for the energy the expansion appears to

be convergent for all ø whereas for the density it definitely is not. Notice that the

expansion is increasingly divergent as we increase the depth of the potential.

This behavior of the energy versus the density is of fundamental importance to

remember when solving the Euler-Lagrange equations. In this case it is the density

which is the quantity of interest. Bven though we are minimizing the energy functional

v2o,(r,_o) :rz?b1-r)
(1 +/)
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Densrty at r=0 vs depLh (b=30, f=,8)

Figure 2.3: Comparison of the energy and density DE versus depth of the scalar

background potential. The solid line is LDA, small dashes are DE to 2nd order and

large dashes include the DE 4th order term.

Energy vs dept.h (b=30, f=.8)
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by our choice of scalar field, to do so in an exact manner we must solve the equations

of motion which involve the density. We now confine our interest to the density terms.

In figure 2.4 we consider the termwise behavior for potentials of different width

and fixed a: .5. Small values of ó give convergent behavior in a similar manner to

what was found for small values of ø. In the figure the plots shown are concentrated

in the region of small widths (large b). At the origin the behavior is predictabie, with

steeper potentials having larger and larger contributions from the higher derivatives.

At a nonzero value of r, increasing ô is effectively pushing this point from a location

on the flat part of the potential near the origin, up the steep boundary and then into

the asymptotic region. Here this has been done for the point r : .I, which is fairly

close to the origin. Notice that for smaller å the DE shows oscillatory convergence,

but that this behavior disappears as our point moves out. In the asymptotic region

the dominant contribution is that of the fourth order derivative terms.

To complete the analysis of our potential parameters we give plots of the density

at a fixed spatial point versus n and /, figure 2.5. The depth and width are fixed at

the reasonable values ¿ : .5 and å : 30. In the first plot we see a similar effect

for n as was seen for parameter b at r : .I. The points with n ) 2 are on the flat

part at the bottom of the potential, while smaller n start up the slope. Looking at

the / plot, we see the value of / can completely control how different terms in the

DB contribute to plo,(r : 0) A value Í : 7 makes derivatives of second and higher

order zero at the origin, so that the 4th and higher DE terms can not contribute.

Smaller values of / make the flat piece of the potential at the origin slightly convex,

while larger values of / make it concave. We will favor a value of. f : .8 for our

fixed backgrounds as giving representative behavior while not suppressing the effects

of higher derivatives.

Finally, consider the shape of the entire vacuum density pi",?). An interesting

question is what effect the width of our potential has on the termwise convergence

at various points. In figures 2.6 and 2.7 we see three plots of p'r""(r) versus r. As
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rho(01

-0.006

-0.008

Density at r=.1 vs b {a'=.5,f=.8)

100 ,"200

,r/

Figure 2.4: Density at the fixed values r : 0,0.1 versus width parameter ó.



Densrty aL r=.1 vs n

4

Figure 2.5: The density at the origin for the parameters n and / in our background

potential.
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Bkgnd Ptnl.
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Figure 2.6: DE density terms for a background where the DE converges at alì points.

the width is decreased higher derivative terms contribute substantially to the vacuum

density at the origin. In the ð:30 plot of figure 2.7 the 2nd order expansion is still
qualitatively correct. For higher ó we definitely need more terms.

We may also ask what effect the potential depth has on the pointwise convergence.

Starting with the parameters of figure 2.6 and increasing a v/e see in figure 2.8 that

again the higher order terms contribute near the origin. Notice that keeping only the

2nd order terms gives an anomalous parabolic form which is removed at 4th order.

In this case \¡/e are on the borderline of being able to see what the vacuum density

looks like using only the derivative expansion.

Finally, in figure 2.9 the potential is taken to be a very deep well. Note the

interesting appearance of a local maximum and two minima in the density structure
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Figure 2.7: DÐ density terms for fixed potentials of smaller width.
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Figure 2.8: DE density terms for a fixed potential of larger depth.
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Figure 2.9: DE density terms for a very deep potentiai.

when the 4th order terms are inciuded. However, at this point it is entirely unclear

that we can interpret the form of the vacuum density using just terms from the DE.

It is interesting to note that the 2nd order DE seems to do qualitatively quite well

at approximating the vacuum scalar density. We can see the essential shape of the

vacuum density for potentials of depth of up to a : 0'8'
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Chapter 3

EXACT CALCULATIONS AND DERIVATIVE

EXPANSION IMPROVED CONVERGENCE

3-7 Exact fermÍon vacuuftl scalar density in 1 * 1 dimensions

As the next step in our formalism, we consider testing and improving the derivative

expansion series with exact calculations. In this section we restrict ourselves to the

1*l dimensional case. The usefulness of the 1*l dimensional DE has been considered

previousìy by several authors [18, 19, 20,2I]. Our purpose here will be to illustrate an

important idea about the numerical convergence of calculations with a finite cutoff.

This is done by making use of the framework given by Wasson [21], rn'here calculation

of the 1 + 1 dimensional scalar fermion density is discussed. To evaluate the one-loop

vacuum contributions exactly we must solve for the full interacting fermion Green

function. Thus we must solve the eouation

(ito, + il1, - go(r))S(r, *';i",) : 6(r - r'), (3 1)

where go(r) - M - g,ó(r) is the background scalar field contribution, and 10 - oo

and 71 - 'io" following the notation in [2i]. The Wick-rotated Green function in

momentum space may then be written,

\14l.r ì 
- i,louIi'y|ô,- g o(r) (3 2)

The propagator S(r,r') can be written in terms of the homogeneous solutions of

this equation [19] by the Wichmann-Kroll method 136]. (This is often referred to as

the Green function method.) This will allows us to solve for the trace in equation
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(2.53) for each value of ø. Then, by subtracting the appropriate counterterms and

integrating over all ø, obtain a solution for p'(r).

To consider the convergence of this exact method Wasson f21l works with a fixed

classical kink soliton background given by

o(r):tanh(rlt/i). (3 3)

As o(oo) : 1, the fermion has a bare mass g. Thus the convergence of the DE at

large distances depends on the size of llg. Also, this field has a zero at, r : 0,

so the derivative expansion is divergent at this point. Therefore, we subtract the

appropriate counterterms and calculate the vacuum density exactly up to a cutoff Â

in the ø integral. Wasson's expression for this contribution in our notation is

p';lu^,ù : -: [^ a, (t, s(iu) - so(r)--=+1-,=-.-)' 2r J-¡--- \ (a2 + (gos)2)3/2 )

- j ttr [.s(zÂ) + s(-i^)] (3 4)

The renormalization terms are displayed explicitly here. The superscript E denotes

that this is the exact result, up to the cutoff .4..

The tail of the integral was then calculated using the derivative expansion, which

will not diverge over this interval because the integrand is bounded away from zero.

Wasson derives his derivative expansion density by first calcuiating the energy DE

expression and then taking its variation,6El6þ (see equations (2.25) and 2.51)).

As this is a one dimensional calculation, the ø integral can be evaluated exactly.

This gives an analytic form with respect to cutoff for the tail of the density under

the derivative expansion approximation. However, because we are dealing with a

cutoff parameter, the way in which the derivative expansion is derived may effect

its convergence - the differences being total derivatives under the integrand. This

density can also be calculated using the Green function expansion. equation (2.91),

in i * 1 dimensions. Including the same counterterm as in (3.4) above, this latter
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method gives

Evaluating this expression over the tails (--,-A) and (Â,oo), and adding in the

exact contribution (3.4) for the interval (-^,^), we have the derivative expansion

improved result

p;,:.8@): -*l^Qaffi¡n.
_5 g3a2o(r)(0ro(r))2

8 (r'* g2o2(n))7/z

rf
p','|,*'u (t¡, r) : p',8 (L,r) a 1 

| 
go@) In

7rL

I g u202o(r)
4 (a2 + 92o2(r))stz

) (3 5)

ô2o(r\ / ty3 \
- næ@)\r - ¡¡, ¡¡66¡'n )
,(ôro(r))2 (. L3(2L2 +b92ø2(z))\l+s')-*7ç¿\1 -ffi)) (36)

This expression can be regarded as an interpolation scheme between the full DE

result, corresponding to Ä. : 0, and the exact Green function result, corresponding

to Â -+ oo. When (3.6) is used rather than equation (3.15) of Wasson's paper [21],

the convergence with cutoffÂ is improvedr. This can be seen in table 3.1. The first

two columns of this table reproduce the results found in table 1 of reference [21].

The last column shows the results using (3.6). Notice that at acutoff of lylG:0.5,
the variational method gets only 27% of the way to the exact result, whereas the

direct Green function method gets 80% of the way there. The direct Green function

method becomes asymptotic at a lower value of Â. We anticipate that this result will

be even more important in 3 + 1 dimensions, as higher partial waves converge at a

higher cutoff. In light of this result, we will use the direct expression (2.53) in 3 + 1

dimensions rather than taking the functional derivative of an energy expression.

'A special thanks to Peter Blunden for writing the numerical code for this calculation in one

dimension.

(n* rln, * sr"r(r)\
\ ,t+ Jtç+sro,o )
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Table 3.1: Convergence of various methods for calculating the fermion scalar density

of the kink soliton. Shown is density aL r :0.5 with coupling G : glJ| : 2.

LIG ^s/- - n <\y \e - w,u)

pt'E os,E+DE (68l6ó) ,s,E+DE (tr.9)

0.0

05

1.0

2.0

5.0

10.0

20.0

0.0000

-0.0069

-0.0249

-0.0463

-0.0584

-0.0606

-0.0611

0.0713

0.0344

-0.0495

-0.0606

-0.0613

-0.0613

-0.0613

0.0713

-0.0357

-0.0589

-0.0612

-0.0613

-0.0613

-0.0613

We can see the importance of using the DE density term to evaluate the high

energy tails by comparing figures 3.1 and 3.2. The former shows the convergence

with cutoff when just the exact calculation is performed. The latter includes equation

(3.6) to evaluate the tail and obtains much more rapid con\¡ergence. Also shown are

the LDA and 2nd order DE approximation. It is clear that neithel can adequatell,'

describe the density for this kink soliton. In fact, we see explicitly that the DE blows

up at the origin as mentioned previously.
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Figure 3.1: Convergence of the exact density expression (3.a) with cutofffor the kink

soliton. (G: glJr)
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Figure 3.2: Convergence of the DE improved density expression (3.6) with cutoff for

the kink soliton, (G : g lJr)
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3.2 Convergence in 3*l dimensions

3.2.1 Eract calculation bE partial uaues

In 3 + 1 dimensions we may attempt to carrSr out a procedure analogous to that of

the last section for calculating the exact one-loop densitl,. The solution. however, is

now complicated by the presence of angular momentum states. Here we must solve

(i4s.., * ii 'V - go(r) ) S(,7 ,i';i,a): ô(3) @ - i'). (3 7)

For a spherically symmetric scalar potentiaì o : o(r), equation (3.7) can only be

solved exactly for each partial v/ave. The full Green function is then expressed as

a sum of the contributiou from each partial wave. This exact solution in partial

\/aves was previously considered by Li. Perry, and Wilets in their exarnination of the

effective energy [78,24]. Here it is the density that we are interested in, so we review

the method of partial wave expansion in this context. To expand equation (3.7) in

partial v/aves, v/e use

1S(i,i':i,a) : 
- t Sn(r,r''.1.a) Ø!n*UI-,rr' i-,rn

1

d(3)(r - Í') : *¿U - .')I y^^yl_.
T1 Krr.

With the conventions of reference [3]. we have

(ã vr(ffr^-) : -i(#.;) G?w-*

(3 8)

(3 e)

(3 10)

The upper components of the 4 x 4 matrix 
^9^ 

(r, r' ; i,a) couple to ! o*, while the lower

components couple with )-o-. The result is the following equation for the radial

Green function:

dK
-;*-ATT

-1,u - go(:*,:, So(r,r';i".'):6(r - r'). (3.11)
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The Wichmann and Kroll reduction of equation (3.11) can be written

S-n(r, r

where W*(r)

(3 12)

(3 13)

(1 and 2 representing the upper and lower components respectively). The homoge-

neous solutions satisfied by U* and I/n are:

';i'u):

is the r

to (u*?)vJ ?')o(r' - r) + v^(r)uJ ?')e? - r))
w"(r) ,

independent Wronskian

w*(r) : ul(r)v] (r) - ul(r)vl (r),

/ d 
-f \

[-':*n-' -d'-; 
lr

\ i-t, -iu-s")
The boundary conditions are fixed by the condit

(i) outward solution Uo :

un

:¿IL

t (ro,r)
'io(zsrr)

cvKt

o*i'u

, and i^

Dortant

\
| ' v^o:
/

It* are modified

step for the dens

Uo or %) :0.

ions on the scalar field

do(r\l\ /l _n
r | - 

vt
Q,TI t̂r:t,

(3.14)

(3 17)

ctions of order

turns out that

(3.15)

(ii) inward solution I/^ : o(r -+ oo) : ao.

To smooth the singular nature of the homogeneous solutions we follow the method

given in [2], and scale the solutions componentwise by dividing out the known free

solutions:

(3.16)

where

7i

1 L^,

rr r" " +"'rlele Zgr: ¡9'oõ
rc. This scaling is an im

U^r: (

(i ) 
:(',:,'":Ì) (r* ) 

:(';;'ir)

)*^
por

puu'

g", i,u
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the solution must be extremely accurate near the origin (r:0). This is a result of

the fact that the Green function solution and r-dependent counterterms blow up as

r -ì 0. For the scaled solutions, the new equations we must solve are

( þ"?l - ir) F(r,u) -+
I a,(soo+ia) o'r

\ dr - Flr¿
where

(goo - iø) -r(r, ø) )
(go(r) + i",) 

|-7?a )
(u" o' ,*) : o, (3 18)

(3 1e)

The boundary conditions for this new differential equation can be derived from

the boundary conditions on the scalar field (3.15). For the outward solution we solve

the equations near the origin by making Taylor series expansions of the r-dependent

terms. This is necessary as the function f(r) is singular at the origin. with

( (goo + iu) i.^a(zs,r)
| 

- 

vuuw@ru,
Tln,.,\ ) "ot 

zn(zsrr)r \' 1w) ì (goo i i'c,) koa(zs,r)__________i_ ihiVäfù.
I zo, It*(z6rr)

we find

Ag:

u3

u4

uj (r -+ 0)

U2"(r -+ 0)

o(r -+ 0) t ia

I n, -O n^:f) øl-v) u¿-

/, + . r \ t
(01sd + 0ss1)z-o,

3(2K+1)(öo+i.o)'

as* a1r * a2r2 I a3r3 I aara ¡ ...

b6 I b¡ * b2r2 * b3r3 I bara * . . .

sf, + s1r * s2r2 -l- s3r3 + sara + ...

/+-r\
(sciso - z-or)

2(2rc + I) )

(3.20)

(3.21)
"r,(,.dib)
4(2n + L)2(2rc + 3) '

_2 ( (hst * bss2 +J?ÉÐ _ or)'0, \---1Øo + zø ) /

and



o4

bo:

b2:

h:

sl ØÔo + i'a)
a1

þOu

, (2o + I)(sOo t i,a)s1

(2n + 2)2fi, )

(2n + I)(sóo-r i":)(azsl + sz)

(2rc + 3)2fi, '

Gr(óo+¿r)-bt"8) -Qn+L)(óo!i.u)t- , ^ -* , ^
(2n -r J)(zn + 4)- + ffi(s3 + a3sf * a2s1)'

((óo + i'"¿)(sz + azso ) - bzC2,)

(2rc+3)(2rc+5)
(2x + 7\(ón + i".,\ .*-çz;ìq 

-t(sa 
r ssa2 * s1a3 * s[aa) (3 22)

++ . (-'çt -o(r) "0,)*o?),

ba

The boundary condition (i) corresponds to setting sl : 0 in these equations. This

extends the results in [2], which gives øs and bs. The large number of terms will

enable us to find the components of the Green function with great precision near

the origin. Also, it is possible to test the sensitivity to the boundary condition near

the origin by including a certain number of these terms. The reason for which such

accuracy is necessary is because when we solve for the Green function cornponents by

making a Taylor series expansion near the origin. it is found that the leadinp orcler

terms to the density under the ø integral are

(3 23)

where ft is the real part. Here c1 and W are unknown quantities (the former is the

upper component of V* at the origin). By making similar expansions of the DE ancl

counter term densities we find that an identical |fr piece appears. Therefore the

true information for the density at the origin comes from the next term in (3.23),

and depends on the numerically determined e, and W. This requires a numerical

evaluation of the Green function that is valid to 12 digits, and therefore a very

accurate boundary condition near r:0.
We solve the equations for r -+ oo by similarly making an expansi on in 7 f r of the

the r-dependent terms

V)(r-+æ): as*a1fr*...
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(3.24)

and find

Ø0 
- 

f r u0 - rr (3 25)

to be sufficient if these conditions are applied at fairly large r. This specifies the

boundary conditions for the incoming solution.

To define the partial wave contribution to the density, we combine (2.53) and (3.S)

to find

Vl (r -+ æ)

o(r -+ oc) * zø

S o(r, r' ; -i,u)

tr ,S" (r, r' , -i,a)

tr (S"(r, r';i,a) * ,S-o(r, r';i".,))

p"':(r) :

Æz rp;\r ) :

p",3?):-*I* ^ ^ä H"so(r,r:ia)

bs+hfr+...

cf,+qlr*...

(3.26)

Here the angular integral and sum over magnetic substales m have been collapsed to

give the factor 2lnll4trr2. We proceed by noting that

o1 S-o(r,r':'iu',) o1,

tr,S-o(r, r';iu),

2ft tr .9" (r, r' :'i".,) .

(2 17\

(3 28)

(3 2e)

(3 30)

(3.31)

The first equation here can easily be seen from (3.11) by multiplying by o1 oD the left

and right, and by introducingao? term between the operator matrix and the Green

function. The second then follows immediately, while the third can be seen by taking

the complex conjugate of (3.11). With this reduction, we can express the result for

the exact density as

î ool?),
n:L

1 ¡oo
I

-"*+ |þ ^ / -oo

1d. 
= 

ffitr,S,(r, r;i,ø).
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3.2.2 Parti,al waue DE ernans'ion

Next we turn to the evaluating the derivative expansion as given by equation (2.91).

In3*ldimensions

^s,DEr_\ ^l 
o(r) 1 Y2o(r) 2 o2(r)Y,o(r)p;'*- w ) : - rrp 4 l¡a;;6p, + zç¿;;ffi - r Ce, + o(r),)3

_5 o(r)(Vø(z))z _ ro3(r)(Yo(r))2 L" 
"",- 3(-er-+ o-;@F*' ¡r4 "1rry 1' \\)'\)/')

As the exact density in 3 f 1 dimensions could only be calculated in a partial wave

sum \ /e must also decompose the derivative expansion in order to test its validity.

This can be done for a radially dependent potential o(r) which is assumed in our

form of the RHA. To decompose our expression (3.32) for the density we again follow

the method used by Li, Perry and Wilets [2,23). The utility of their method can be

summed up in the following manner. For a, constant scalar- field o : øo the second

order form of the radial Dirac equation is diagonal, and the partial wave solutions

are known. Therefore the form of the radial Green function can be written exolicith'.

The Green function can also be expressed as a spectral sum [371

.t, (-\"t, l-t\
s(r.r';po) : r,ry, (3 33)

a P0-ca

from which we derive the expression for higher powers of the Green function

ñn, / \ .- rþ"(r)rþ"(r') (-t¡"-t ¿(n-t) ã,s"(",r'iPo):Lãï..;,-: ffi æt s(r,r';ps). (3 34)

An equation for the momentum space factors can then be written using the following

procedure [23]. First we take the trace of expression (3.3a) for ,S' in momentum space

and then make use of equation (3.8) to expand this in partial waves. This implements

the same partial wave expansion that we did for the exact Green function. We then

use equation (3.12) evaluated for the free particle solutions (3.17), whereupon taking

the trace we obtain the sum A3-, + A[ given in equation (3.37) below. We then have



o/

I o'o (*'+F'+o,¡"
1Ti : 

^*-r(L:-l
At:-1" (n-i)!

where z, : (a2 + o2)r/2, and 'i*, ko are the

order rc. The free particle'Wronskian is

+ Ai), (3.36)

/t d\'-' .
l;; ) z,r'i,o(z,r)k^(z,r), (3.37)

modified spherical Bessel functions of

oc

: f -1ln \- rTn\ -./ /¿'"'tí) (3 35)

w(a): (3 38)
nî^ -l qt,t

Note that when o is radially dependent we still require only the value of the densitv

at afixed radial point, say r', specified on the LHS of equation (3.37). Therefore any

potential that agrees with o(r) aL point r' will give the same result. In particular,

v/e can make the simplest choice of a constant potential o : o(r'). Actually we are

just restating the fact that the derivative expansion is local. Therefore (3.36) can be

used without regard to the radial dependence or o. The derivative expansion density

is therefore

p"",|u(r): Ð"p?u(r), (3.39)

p?"(,) : 
":-in 

| ^ (-"tr)rl + |v'?o(r)r,.*'ro(,Yv2o(r)rl
+!o|)@'(l"))'rl + 2o3(r)(o'(r))'?rf) . (3 40)

where z, is now dependent on both ø and r. This differs from the 1+ 1 dimensional

case in that here we cannot easily evaluate the ø integral over a particular range of

ø. This is a result of the more complex form of the integrand as products of mod-

ified spherical Bessel functions, along with derivatives of such products. Numerical

evaluation, however, is possible.

The same partial wave expansion as \/as done for the DE can be made for the

counterterm expansion in an identical manner. We take the terms in (2.82) that
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correspond to the divergent terms from (2.89) in 3 * 1 dimensions. This gives the

following counter term expression which must be subtracted from the DE and Exact

expressions (3.40), (3.31) to give a finite result.

**v 2o(r)T2o^
2

where T¡o is the T in (3.37) with 26, : (a2 + ofi)t/z for z,

3.2.3 Interpolation, scheme and the numerical procedure

: I nõp*(r),
¡i:1

1r: --4 | d- (-a(r)T[^ - ("(r)'Ztr J \

p'",å(r) : L, (p""(r) - dp"?))
s-1

: ø",,p,u (r)+ i (0"_ t ) - p?" ?)),

ö p'""r(r)

6 p"(r) *U il r3"

'r"3ü.) '

Now that equations for both the exact and derivative expansion densities have been

derived, lve are interested in tlie numerical convergence of our expressions. The aim

in this subsection is to observe how the finite ouantitv

þ'"'iØ : p¡Í(r) - 6 pi",(r),

(3 41)

(3.42)

can be determined with the least amount of numerical effort. The way in which

the actual shape of the background potential affects the convergence ancl size of the

correction will be discussed in the next subsection. The quantity þ'r"8"(r) can be

written as follows:

(3.43)

(3 44)
rc:l

where the tilde indicates a renormalized expression. Note that in the latter of the two

expressions the difference between the exact and derivative expansion partial wave

densities gives a result that is independent of renormalization. The renormalization

is entirely taken care of in the DE term p',:ß"(r) Writing Lpo: pE* - p!8, and,
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inserting a finite cutoff on the ø integral, we have that,

L,p*(tt,r) : -# Inn*(å- tr,9^(r, r';i,u)+ ø(r)Tl -
,5

- i" 1r1'V 
2 o (r)T3* - io 

(r) (o' (") )'Tl - 2o' (

All quantities here are even with respect to ø, so

|Y 
2o(r)^t2^

r)(o'(r))'?Tl).

-# lr^ ^(!**rr 
,s^(r, r';i,u)+ o(r)Tl - )o" 

(r)r2^

-25o (r)' o'' (") Tl - ! " 1"¡ 1"' (" ) )' Tl - 2o3 (r) (o' (" ) )' Ti 
)

(3 45)

ap"(.4', r) :
(3 46)

The exact one-loop density is then

The renormalization for the exact density is accounted for in the expression for the

DE, and the partial wave sum acts as a correction. Since the former is analyticalì5'

known (c.f. section 2.1) the problem is simply to calculate the latter.

The form of our numerical calculation of (3.a6) is as foilows. For a fixed ¡i we

evaluate the ø integral numerically. For each value of ø we must solve a set of

complex coupled first order equations (the Wict< rotated radial Dirac equation in the

presence of a scalar source). This calculation is performed twice, once going in from

the boundary condition at oo and once out from the condition at the origin. We

must also calculate both the modified spherical Bessel functions and their derivatives

because these appear as coefficients in the differential equations as well as explicitly

in the integrand through the factors T|. Note that for each value ø the integrand is

determined by this procedure for all r. Finally, we calculate the ø integral out from

the origin to a value of the cutoff where convergence has occurred for all r. This

entire process may then be répeated for the next value of rc'

Because of the large degree of cancelation between terms in (3.a6) our calculations

must be very accurate. In particular the differential equations are solved with 12

(3 47)
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significant figures, and all the modified spherical Bessel functions are also calculated

to greater than 12 digits accuracy. This has been found to give sufficient accuracy,

after various manipulations, to determine the integrand over a wide range of r and ø.

The required programs were written using double numerical precision in Fortran. The

code is essentially an adaptation of standard routines from [38]. The ø integration is

performed through a Romberg integration over a particular interval in ø, refining the

value by the nth stage of the extended trapezoidal rule, and then extrapolating to zerr.r

step size using Neville's algorithm. This process is repeated over another such interval

until the contributions are shown to be asymptotic (An estimate may then be made

for the remainder by fitting asecond order polynomialinlf a2 if this is desired.) The

Bessel functions are calculated using the standard iterative procedures. where special

attention is paid to the required accuracy. In particular, Iarge and small values of the

argument are found by using the appropriate series expansions. Derivatives are also

found using iteration, and when this proves unreliable, by expansion. Finally, the

differential equations are solved using an adaptive stepsize 5th order Runge Kutta
routine [38]. Modifications are made to incorporate a minimum r mesh on whic]i

the Green function must be found. In particular, the entire routine will run on

any predetermined minimum mesh in r. AÌl of these routines are combined into a

correction subroutine which, given a background scalar potential, derives a corrected

vacuum density. This makes the routine portable enough for inclusion in a self-

consistent calculation (which is done in chapter b).

One method by which v/e can test our numerical code is to recall that our partial

wave method is based on that of [2]. Therefore. with our code, it is a simple matter to

evaluate the expressions that these authors give for the energy of the DE and exact

calculation in each partial v/ave. Doing this, we obtain the numbers in table 3.2,

which at most disagree by 1 or 2 in the last digit of the numbers quoted in reference

l2l
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Table 3.2: Partial wave energies for the soliton potential of reference [2]. (Consistency

check)

K DE Energy Exact Energy

1

2

ó

4

¿

6

7

8

I
10

11

72

0.2240459 x 100

0.1496159 x 100

0.1027586 x 100

0.7202294 x 10-1

0.5136474 x 10-1

0.3721826 x 10-l

0.2737292 x 10-1

0.2047825 x 10-r

0.1543499 x 10-1

0.1181852 x 10-1

0.9158048 x 10-2

0.7177235 x 10-2

0.221799 x 100

0.748745 x 100

0.102322 x 100

0.717738 x l0-i
0.572704 x 10-1

0.371170 x 10-1

0.273035 x 10-l

0.203691 x 10-1

0.154003 x 10-1

0.II7927 x 10-r

0.913817 x 10-2

0.776210 x 10-2

3.2./r Erarni,ni,ng the conuergence

The overall goal for testing the convergence of the correction is to see how many

partial waves and what value of the cutoff Â are sufficient to correct pi,fE to give

the exact result within a required accuracy. Consider the convergence with cutoff

.4.. In figure 3.3, the benefit of using the expression (3.44) with Ap^(r) rather than

calculating the full exact þ"in (3.43) can be seen. The derivative expansion corrected

series is seen to converge to an asymptotic form faster with respect to the cutoff. This

behavior is also seen in the second and higher partial waves.

The finite cutoff in equation (3.47) can alternatively be viewed as a parameter that
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improved correction calculations. The integrand is given for r : 0.01 and n: L
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Figure 3.4: Implementation of the cutoffextrapolation scheme for rc:1. The curves

shown extrapolate between the DE and the exact result.

makes a continuous smooth extrapolation from the DE result at Á, : 0 to the exact

result as 
^ 

-+ oo. In 1* 1 dimensions this was the view exploited by Wasson [21],

as explained in section 3.1 . In 3 * 1 for a given partial wave this provides a smooth

extrapolation for including the exact correction for that partial wave. In figure 3.4,

plotting the density for various values of cutoff Â, we can see how the density function

converges at different values of r. This figure shows the extrapolation mechanism for

n : 1. Note that the largest cutoff cur\¡e plotted is a factor of ten bigger than the

preceding curve. This interpolation mechanism turns out to be an important tool

when self-consistent solutions are attempted (see chapter 5).

The final issue of convergence is that of the partial wave series. In particular, it
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was noted that the form of the derivative expansion was at one point manipuìated in
a way that affected the termwise definition of partial wave contributions (although

not the entire sum). We can make use of this manipulation by considering three

different forms of the partial wave derivative expansion and examining the partial
wave convergence of these. Two of these forms v/ere derived above, one being (8.40)

(form 1), and the second being the analogous partial wave decomposition of (Z.Tg)

(form 5). The third is a partial wave d.ecomposition that was made of a form obtained

by Blunden [26] (form a) bv expanding t]re firsr order form (2.b6). The equations for
these three forms are given here for reference:

Form 1:

p?E (Ò :

(3 48)

Form 4:

p?E (,)

+

Form 5:

Using these expressions we may now form the corresponding density correction

to (3.a6). In figures 3.5 to 3.10 the partial wave terms from these forms are shown

for two different background potentials. The DE is only mildly divergent for the

a: -5 case and is quite divergent for a : .8 case. It appears that forms 4 and b may

converge faster with partial wave than the reduced form 1 does. However, form 1

has the advantage of being the simplest form and also does not contain any T[ term.
Due to this numerical advantage, form 1 will be used exclusively here. Form I gives

- * ^ | ^ (-"rl + v," {lrZ +'zrær'"}

+ (o')' 
{ å"r: + 2o3 ØT^-}),

: -n+ I ^("tl + v ,,{*rZ - (¿,, + o\rr*+ (,n - ",)rX}
@')'{-'å"rt- - )Qrr' + to2)oTa* - o(taa t 2o2u2 - sr.;ri}), (3.49)

p?u (,) : -*^ | ^(-,rl + v'"{år: -'rt, + 2o2)"13^- å,,, + o,)o,ra.}

- þ)'{å"r: + !Ø,, + rro2)oTn^ + rco3ç,, + "rlri}) (3.b0)
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one less derivative of the modified spherical Bessel

to 72 significant digits. Another feature to notice

figures 3.8 to 3.10 have at most one zero crossins

with the fourth order derivatives.

functions that we must calculate

is that the solutions pictured in

unlike the situation in fieure 2.9
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Figure 3.11: Vanishing correction when the DE is convergent. The partial wave

corrections are shown to be consistent, with essentially zero correction for a case

where we expect the 2nd order DE to be conversent

3.2.5 Si,ze of the correction for dzfferent background field,s

Here we consider how varying the shape of the background field affects the size of
the correction. The graphic approach here is analogous to the approach taken in
section 2.4' In particular, we will be able to pinpoint the region where the derivative

expansion is convergent by second order. The shape of the potential is varied by

changing the parameters (ø and ô) while (g : 25, n : 2, / : .g) are fixed. For

consistency we first consider the case analogous to figure 2.6, where we expect that
the DE will have converged for all r by second order. In figure 3.11 we see the result

of correcting the 2nd order DE (in the manner of equation (3.a7)) with two partial
wave terms is essentially no change.

Density Corrections

,/t',/,/
,//

,//
/,/

#

Bgnd: ¿=.5, b=10, S=25,

z

q

o
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Figure 3.12: Partial wave corrections for a narrow potential.

Now consider changing the rvidth of the potential for a fixed depth of a: .5. As

'we decrease the width, figure 3.12, the DE begins to break down near the origin and

a nonzero correction appears. In figure 3.13 we squeeze the potential even more and

see that the correction is needed even further out from r : 0. The densities here have

at most one internal zero.

Finally consider what happens when we increase the depth. The sequence of

plots in figures 3.14 and 3.15 have a fixed ó : 30 and various ¿. Notice that for many

potentials we require more partial wave contributions than the two shown to obtain

the exact result. However, we do obtain the eract result at r : 0 as only Ap1 is

nonzero there.
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Chapter 4

QHD SELF-CONSISTENT CALCULATION

Here we consider the effect of including the one-loop vacuum effects via the DE

in the context of a relativistic bound state caìculation. In this chapter we consider

a case where the DE expansion is convergent when terms up to second order in the

derivatives are included. This enables us to investigate the vacuum effects in a non-

trivial model, while dealing directly with the coupled nonlinear dynamical equations.

We consider a renormalizable relativistic meson exchange theory with interacting

fermions (nucleons r/), scalar bosons (sigma /), and vector bosons (omega V6, rho

ös, and photon .46) referred to as QHDII [3]. The size of DE effects for finite nuciei

was first considered by Perry [17] for the fixed background field obtained from a LDA

self-consistent solution (often referred to as the relativistic Hartree approximation,

RHA). Self consistent solutions including the derivative terms have been perfor¡red

by Wasson [39]. Though unpublished, it is known that these effects were also con-

sidered by Foxr. The aim of using this model to describe finite nuclei here will be to

generalize the results of references [39] and [a0]. These previous results are extended

by including the nonlinear scalar interaction terms along with their associated deriva-

tive expansion, and the use of a more general renormalization method. We also take

the photon as coupling to the charge of the protons in nuclei (as opposed to the

method of [39]). It is important to keep in mind the aim of observing the effect of

the vacuum terms in a self-consistent calculation. We will reduce the number of free

parameters in the finite nuclei model by requiring the energy per nucleon to sarurare

1W. R. Fox, Ph.D. thesis, referred to by [15].



88

at a specified Fermi level in nuclear matter.

Current phenomenological models of finite nuclei and nuclear matter often take

more complicated forms than this older prototype model. For example, more recent

relativistic models of finite nuclei often include the pion and other mesons. and pos-

sibly the effects of chiral symmetry 141, 42]1. Note that even though the pion is the

lightest meson) no pions are included here. This is acceptable because the neutraì

scalar and vector mesons are the most important for modeling bulk properties [15].

For modeis of infinite nuclear matter, higher orders in the loop expansion have been

considered [+S]. Also, the possibitity of forming neutral or charged kaon condensates

is of theoretical interest 1441. It is in the interest of illustrating the one-loop effects

that u'e choose not to overcomplicate the model described below.

4.7 QHD model

A model of finite nuclei is desired that can reproduce the shell structure of bound

valence nucleons. Essentially we will extend the model used by Fox [a0] by including

the derivative terms in the vacuum densities derived from both fermionic and bosonic

loops. Also, in the manner of Rudaz et. al. [45], we will vary the choice of our three

and fou¡ body renormalization point for the fermion loops. The Lagrangian density

for finite nuclei is [3]

Lquntt : ,þti,ø - lu'yoVo- gprs'ysbs- 
"LQ+h)^ylAo_ 

(M - g,ó))1þ

. /t'l¡ ¡r? ¡¡¡,r\ 1 /ta -,¡9+ lca,ó)' - u (Ð) - L l{arvo)' - *?,vl) - i(ô,Aù'

-å ((ô,h)' - ^7u',)
(4 1\

Here the scalar field interaction is written

u(ó):$o'* åó'* àr^
(a )\
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An extension is made here of the field equations given in [3] by including vacuum

density terms, as well as the general scalar interactions via U(@):

v'Q - u'(ó) :
v'vo - ^?,vo 

:
v 2bo - mzrbo :

V,AO :

- g r(P'r"t * P'uo, + pit"")

-l"(pi"t + pi",)

-goþb""¿)

-e(p7,")

(4 3)

(4 4\

(4 
^\

(4 6)

(4 7)

(4 e)

(4 10)

(4.11)

(4.12)

M,

Here M, is the

/ c^r'l \I _)ll o wirh lo*or(lc,,l,*lr"lr) :i\ 4(") /
2 x 2 operator which implements the radial Dirac equation,

- o K . /ñM,:, d, * o"i ùo2(E - g,Vo - togpbo - (t"+ à)"Ao) - o1(A[ - g,ó). (4 B)

The valence fermion density contributions are

P"oot : Ð (#) ¡tc^t' - tnt']
A \ =ttt

/r; -L1\ -pi't : Ðl=H)P"f +l4l'l
¿ \ =ttt

. /r; r1\.
po,,t : Ðl=h;) Lt"^l'+ lr^l'J {-t)t'-tt2

n1 : 5-/2jo+tt 'ruat ?\ +nrT)llc^l'+lr"l'l (t'+l)

The filled shells are characterized by the quantum numbers o : (n, n,t) and j :
l"l- à. The isospin parameter to : tT differentiates between the proton and neutron

states.

Note in (a.6) that only the scalar sigma meson and the vector omega meson have

terms representing vacuum contributions. The sigma meson equation is the only

one whose vacuum contribution will contribute at the LDA level. The others don't

contribute a.s a consequence of isovector and electromagnetic current, conservation

and the conservation of baryon number. For the derivative expansion there will
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be cont¡ibutions to all of the boson equations, however only the sigma and omega

contributions will be significant ItS].

It is sufficient to evaluate the vacuum density contributions using the DE to second

order. The validity of this statement can easily be seen from the characteristic size

of the scalar field. It turns out that the size of this field can be modeled by the

parameters from section 2.4 as (a:.3, b:.005, 1:.7, n:2, g:1). Thus, the depth is

approximately one-third the mass of a nucleon and the width corresponds to about

3 fm, or 0.6 M-r. In figures 2.6 and 3.11 we saw that even for a deeper narrower

potential no corrections beyond the 2nd order DE are necessary.

The choice of renormalization here is as follows. For the self interactions of the

scalar sigma field, we renormalize in such a, way so that the first nonzero contributions

occur beyond the four body terrn,

The parameters in (2.13) are therefore [t5]

W('): m?+o4+|O',

Wg : rr,'!.

fu,^, r ("Ó\' /"a 3Àó2\ : lq)' Ø.14)(@) : -¡ (,æ/ (-.' * tæ ) 
* ø \^l )

Thus the couplings rc and À will not be shifted by the self interacting scalar vacuum.

For the fermionic contribution 'ù/e renormalize following [45]:

n:0,7,. . .,4 (4 13)

14 16ì

(4.15)

du:9ù : o (":0,1,2),
dó

w:0,
This fixes the parameters in (2.6) as

fs : ln(þLf os),

" 25 ,l-LT¡:--4-rõ 3 'oo'

tart / \d"urut) 
^t 't - 
vt

d'Q"

Zu(o: oo) : 0.

r
.t I

{

I - 4ln(¡tlos),

25
- 12'

Ír: -f,l-6rn(¡t'los),

ztr: 0.
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Here and in the following we will make use of the notation

o(r) : A,[ - g"$(r), and oo: M, 14.17)

to simplify and connect the form of the equations to our previous results. The utility
of the renormalization (4.i6) is essentially to allow three and four body effective vac-

uum forces to contribute along with the nuclear matter mean field many body terms.

Note that we have reduced the generality of the model by allowing contributions here

from only fermionic and not bosonic loops. The parameter p is nou,not independent

of rc and À, but really gives a one-loop renormalization of their values. With these

specifications the vacuutn densities to 2nd order in the DE are

I/^t-\ tno(APuac\tJ - --1"
=tt \

ñ_J

1/
-= ( 2ln(

+7t' \

h(;) + 1) -

.fsL,l (g"ó)' -

fi)úø"t,) -

frM3 - ZfrM'g,ó

+ÍoG,ó)t)

!{k,ø'{,)Y *\G,uo?D\)

^u l*\
Puac\t J - -# (t"çfi¡s,u¿'(,) - !s,o,ví(,)ø,(")) ,

, (4 18)

(4 1e)

. rnn fn/rc+À/\l(t+"d+åÀøt\, (t+nr¡+*Àør\lnnt (*\-- ""s 1'¿l---;lll-----#llnl---- ^ llrl)ac\' '/ 64129" L- \ m! / L\ ffi2, / "' \ ffi2, ))
l"ö+ *,trt\ l"ó\ / r. o\ 1 / n \a "l- (=- ) - \æ)(roø+ i^q'). ã (æ/ a'I

t (rc + )d) ( (2Àm! - o2)(ó'(r)), _ r(o+ À/)ó,,(r)) . Ø.20)ßF"@+;óTT^Ø|@ /
Now that all quantities have been specified, we can proceed with the solution of

the equations of this section. The method employed is that of relatively straight

forward iteration. The radial Dirac equation is solved using 4th order Runge-Kutta

techniques to shoot to a matching point. Continuity at this point enables us to obtain

a new estimate for the appropriate eigenvalue. The Poisson-like equations are solved

using finite difference methods, while iteratively including nonlinear terms. Some



92

degree of technique is required to keep the routine stable, but as a whole the method

is very successful.

4.2 Fitting the pararneters

Having completed the specification of our model we now consider the requirements

that are imposed on the parameters (M,r'ns)matmp,gr,gu,gp,e, rc, and À). Of these,

the following masses are fixed at their experimental values:

M : 939 MeV, m1) :783 MeV, mD : 770 MeY, \4.21)

with the exception that we use the true nucleon masses for the proton and neutron

(A[o:933.28 MeV, Mn:939.57 MeV) when solving the radial Dirac equation. Two

couplings are also fixed:

t
ta and gp: 4.038. (4.22)41 137.035'

The first is the accepted value (at our energy scale) for the electromagnetic coupling.

while the latter is the value fit from requiring a symmetry energy of 35 MeV for the

Mean Field Model of nuclear matter [tS, +O]. As these previous models have found

very little sensitivity to the parameter gpt w€, simplify our description by fixing it at

this value, even though, for complete generality g, should be fit self-consistently with

the other parameters that are determined in nuclear matter.

In nuclear matter for a given rns we fit the couplings g" and gu by requiring a bind-

ing energy per nucleon of -15.75 MeV at kp : 1.30 fm-l. To model infinite nuclear

matter (an equal infinite number of neutrons and protons) several simplifications can

be made to the model of finite nuclei described in the last section. We may neglect

electromagnetic effects and, as mentioned above, also the rho meson. The remaining

scalar and vector mesons fields are then fixed at constant values by the translational

symmetry of the infinite medium. The field equations fix the vector meson field in

terms of the baryon number density. The nucleon equation has the standard form of
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aplane wave solution with shifted mass and energy) as noted previously (section i.4).

The only equation that remains to be solved is the specification of the scalar field.

The scalar field will depend on the nucleon field solution, which also has nontrivial

scalar field dependence. Therefore. there remains a single transcendental equation to

solve for / which minimizes the effective energy. Note that the LDA vacuum densities

contribute to this equation, but the higher order DE terms do not. The equation may

be written [15]

o : , - 4=(otmço¡ +kpo(k2r+ o,)I - orln(kp + (ki+ 
"r¡¡å)mí'¿Tz \ \ r // /

Finally, we fix one parameter in finite nuclei, the scalar mass ms. The pararneter

m" is set to a value that gives the correct charge radius for aoCa. When the nonlinear

couplings rc and À are nonzero) the nuclear matter calculation will depend explicitly

on the value of. rn", and we must iterate the two calculations to reach final values.

This is not a problem when the nonlinear terms are left out. In this case the coupling

g. will scale with rn, in the same manner throughout the nuclear matter equatio¡s.

so that the value of. m, may then be independently determined in the finite nucleus

calculation.

The remaining unspecified parameters in this model are the many body couplings

(o, À, p), which as we mentioned above, can be regrouped into renormalized couplings

at the one-looo level

,)

- "t= ( olo' + o"?'\ with no derivative terms
^?"t 

'rnt /

*æ ('æ* unt)

K' : K+ Æ; (, - # +nffr¡) ,

À': 
^-qn(#)

(4.23)

(4 )¿,\

(4.25)

Usually in a renormalization procedure, we have a physical idea or quantity which we

use to fix the mean'ing of the parameters in our model. (For example, we renormalize
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so that a mass r¿ is the physically observable mass, which from unitarity must be

taken as the pole in the exact propagator [t2].) However, here we have not made

such a choice to define the physical meaning of the parameters rc and À. Instead they

are treated as an additional manner in which we can adjust the model. If a physical

specification had been made, then the original coupling parameters of the theory

may be modified at one-loop, giving us nev/ couplings rc' and À' which satisfy this

specification. The value of the parameter ¡; would then telling us how the original

couplings were modified to maintain our specification.

Equations (4.24) and (a.25) allows us the freedom of removing the p dependence

in the fermion renormalization by including it explicitly in the ne\M parameters rc' and

À'. Instead we choose to use the equations as given previously, and simply note that

this functional inter-dependence exists.

4.3 lVuclear matter

The quality of different models (o, À, l") can be assessed by looking at experimentally

determined quantities. A representative range of models is given in table 4.1.

The first four models do not include nonlinear scalar terms, and simply consider

the effect of ¡;. The fifth model is the MFA, and is the only model which does not

include any vacuum terrns. N4odels six through eight have nonlinear self-coupling

terms and both fermionic and bosonic one-loop contributions. Two of the parameter

sets here (6,7) were chosen to correspond to the most promising nonlinear models

considered in [40]. The last model, number 9, has nontrivial p (plM : I.2), as well

as nonlinear terms (nonzero rc and À). All of the values in table 4.1 are a result of

the fit to nuclear matter and finite nuclei using avalue of ril":3.483+0.001 fm for

the root mean square charge radius of a0Ca.

In nuclear matter we have extracted the compressibility K, and skewness ,S/K



Table 4.1: Parameters from the self-consistent solution of the QHD model of nuclear matter and finite nuclei with

derivative corrections.

Model No.

1

2

3

A

5

6

,7
I

8

I

(RHA)

(MFr)

p.lM

0.738277

0.8

1.0

r.2

1.0

1.0

1.0

1.0

7.2

KIM

0

0

0

0

0

+5.3248

- 1.0650

70.7029

3.1949

0

0

0

0

0

100

10

400

100

K

t49.4

386.5

,l t.'t tr.1¿L.¿

280.0

546.8

313.8

492.5

397.3

237.6

SIK

3.881

11.669

5.933

4.033

9.938

4.801

5.999

4.24r

3.4i6

o ldrl

0.738277

0.6567

0.7306

0.8111

0.5406

0.7826

0.7217

0.8103

0.8391

n'Ls

579

790

534

423

515 5

560

547

672

440

10.6250

15.4476

8.5840

6.2436

10.3835

8.6330

8.8147

9.8886

6.3285

Ys

9.9482

tt.7L72

10.1281

8.0181

13.8055

8.8253

10.3339

8.0435

7. i335

0,,
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[45]
t9

K : kï:n-@ lA),- dlî'F

as well as the effective mass ratio o lM .

they approach the experimentally favored

We may then determine for which modeìs

ranges [15]

s: rî#@tA), (4.26)

200 MeV < K < 350 MeV, 0.58 <
o
M < 0.65, (4.27)

and where SIK frts breathing mode data [+5]. Rudaz et. al. [45] have noted that

for rc : 0, À : 0 the effect of varying the pararneter ¡-l is to prescribe a semicircle in

the K, SIK plane. The results for the models we are considering are summarized in

figure 4.1. From this figure we see that models 4,6, and g are favorabìe. However.

when we examine the effective mass ratio of A.[ in table 4.1, we see that these three

models all fall outside the desired range. The models which have a more acceptabie

effective mass (2 and 5) do not satisfy both of the restrictions on K and.9/K. This

is known to be a generic feature of this type of finite nuciei model [15, 40].

As a result of the nuclear matter fit we would choose to favor models (2. 4. 6. and

9). Note that the limits from K and SIK make both the MFA and RHA unfavorable.

The conclusion of [a5] was to favor a value of ¡-t,: I.2, as not only does this value agree

with the experimental limits, but also gives the most stable minimum for the effective

scalar field potential. There is yet another aspect of this stability, which appears when

we consider the effect of nonzero rc and À. Changing these parameters has the effect

of shrinking and shifting the ¡l semicircle, however the points corresponding to ¡-r

around 1.2 remain highly stationary. This can be seen in figure 4.2. This fact gives

us an extra amount of freedom in the evaluation of this model for finite nuclei. With

a value of. ¡-t" : L2 we can essentially adjust rc and À for the finite nuclei without

having much effect on K and SIK in nuclear matter. As a result of this, model 9

has been introduced. Since we are not that interested in finding a rigorous fit to the

nuclei here, the nonlinear couplings of 9 u'ere simply chosen.
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Mu Model-s for dífferent KaÞÞa

,o

100 150 200 254 300 350 400 450 500 550 600
K (MeV )

Mu Model-s for different Lambda

0,
iT

rj
|;

!:

J

p

,'x ..@''
-1'

Points correspond to:
mu = 0 . 7 , 0 .7 5, 0 . 8 . 0 . 9 , 1 . 0 , I .2 , 1, . 4

100 1s0 200 250 300 *r?fl"u,roo 4s0 s00 s50 600

Figure 4.2: Effect of varying ¡c and À on the p¿ curve in K , S f K parameter space.
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4.4 Finite nucleì with derivatíve corrections

Consider the effect that the second order DE terms have in fitting the charge radius

of a0Ca. in figure 4.3 and Lable4.2 we see the magnitude of the DE effects.

A generic feature of the solution for all models is that the DE terms smooth out

the form of the bosonic fields. This can be seen in the first plot of figure 4.3, which

shows the scalar field of model 3 and the change in this model when the DE terms

are dropped with the parameters left fixed. The second plot of this figure shows

the separate contributions to the fermion scalar vacuum density at the point of self-

consistent solution. The results are for model 7. One place where the effect of the

DE terms can be physicalìy seen is in the single particle nucleon energies in table -1.2.

The energy results here are in qualitative agreement rvith what was foLrnd previously

for model 3 [39]. We see in our table, that the DE terms have caused the nucleons to

become more bound for models 6 and 4. Note that we have refit the models at the

LDA level. The DE is observed to have onll' ¿ small effect on the results in this table.

This also shows up in the charge density distribution: for model 3 the DE effect was

considered by Wasson, and was also found to be small [39].

The reason for this behavior is that the fields must rearrange themselves to satisfy

a nev/ parameter fit in the LDA. In particular, the couplings and scalar mass had to

be changed as follows:

LDA DE

Model 6

Model 4

9": 4'4555

9":5'9842
m, :310'

9':5'7565
m, :390'

9' : 8'6330

9u:8'8253
ms : 560'

9':6.2436
m": 423'

We see that the internal setup of a model is changed to a great extent by the DE,

but that the physical predictions are comparable in the end.
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,//

40 ca

Model 3

Mode1 3 
-withouE derivat.ive Eerms ----

Figure 4.3: Effects of derivative terms on the self-consistent solution.
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Table 4.2: ÐffecL of the DE on the single particle nucleon self-consistent energies (in

MeV) for models 6 and 4.

Particles Level Model 6 Model 4

LDA DE (2nd order) LDA DE (2nd order)

protons: -33.3355

-22.7095

-22.0688

-IL244.0

-8.5722

-70.L577

-35.1092

-23.8810

-22.5072

-rr.7730
n acnr.

-l.tJtd

-9.4602

-34.2227

-23.1299

-21.9989

- 11.2361

-7.8065

-9.3347

-34.3206

-23.3027

-22.r8r7

- 11.4091

-7.8260

-9.5188

1sr
2

lnz't
lnt'2

Idn
2

1sr
2

7dg
2

neutrons: -4r.3730

-30.4489

-29.8193

- 18.6638

- 15.9263

- 17.5819

-43.2726

-37.6770

-30.3201

-r9.2512

- 15.1593

- 16.9375

-42.2908

-30.8943

-29.7779

-78.6774

-75.7722

-16.7739

-42.4079

-31.0806

-29.9744

- 18.8686

-I5.2224

- 16.9785

1sr

Ins'2

tp''t
ruc

i

lsr
2

al
lA3,

To examine the usefulness of models we consider a standard complement of even-

even nuclei: 160,'oCu, and 208Pb. Using the parameters in 4.1, we resolve the

differential equations (4.3-4.7) for the nuclei 160, and 208Pb. To see how well all three

nuclei are modeled, we consider the nuclear charge density. This density is obtained

by folding the nuclear charge form factors over the densities \üe have determined for

point like constituents. We use the form factor parameterization found in reference

[46]2. These may then be compared with the experimental data. This has been done

2 A special thanks to P. Blunden for supplying the form factor folding code.
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in the past for models 6 and 7 [40] without the derivative terms. In figure 4.4 we see

how models with different ¡-t do at determining the charge density of a0Ca. Notice

in particular that the modei 4 with Lr : L2 does considerably better than the RHA

model 3. It is interesting to note that modeì 1 seems to model the charge density

near the origin even better than modei 4.

In figures 4.5 and 4.6 we see how well the models we favored in nuclear matter do

at reproducing the charge densities of the nuclei 160 and zoapS respectively. These

models include aÌl DB terms, and also have different, ¡-t values. For 160 we see that

models 3 and 4 give essentially the same results. The nonlinear models do slightly

worse, although this situation could likely be improved by doing a careful retuning

of rc, and À. Finally, for 208Pb we see that model 3 gives the best results. Model 4

here has developed a spurious local minimum in the charge density. making it highlv

unrealistic. Note that model9. which also has It : 7.2, does not suffer from this effect.

The charge density of model 6 is found to be very similar to the charge density found

by Fox [a0] in his analogous Set J, using the LDA. The main difference is that the

DE terms have increased the charge density at the origin away from the experimental

curve.

In surnmary, we emphasize that the main result that appears from the analysis of

the DE in a self-consistent calculation seems to be that it effects the parameters of the

model in a non-trivial way. On the other hand, the DE terms do not seem to effect

the physical predictions of the model very much, as when we refit our parametei-s

the difference from the LDA is very small. Recall however, that the effect of the DE

terms for this size of scalar background is known to be small in the first place. In

this sense, it is not surprising that the physical quantities are changed by so little. It

is more surprising that the requirement of self-consistency causes the parameters g".

g"-, and m, to change by so much.
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Chapter 5

VACUUM EFFECTS IN A STRONG COUPLING

SOLITON MODEL

Here we consider the nontopological soìiton model of Bagger and Naculich [1, a7].

Thev consider solving for the bound states of fermions with a large Yukawa coupling

to a scalar field, while including the effects of the one-loop fermion vacuum. There

are À- flavors of fermions in this model, and the region considered is the large N

limit. Physically. this model gives an indication of the relevance of quantum bag

formation for Higgs particles in the presence of heavy fermions. The scalar field here

generates mass for the fermions through spontaneous symmetry breaking. Currently.

we know that the top quark has a mass of 180 + 12 GeV, and that the mass of the

Iightest Higgs particìe must be greater than 58.4 GeV (95% confidence) [48]. Also,

in supersymmetric extensions of the standard model there are predictions of spin-|

particles (gluinos, neutralinos, and charginos) with masses that may be a fair amount

larger than the lightest scalar Higgs particle.

In their model, Bagger and Naculich [1, 47] account for quantum fermionic vacuum

fluctuations by using the second order DE of the one-loop effective action. However,

we have found that for the size of scalar fields considered in this probìem, the DE

will not always converge by second order. This convergence depends on the value of

the coupling g in the model, becoming worse for larger g as the self-consistent scalar

field of the bag shrinks. Although the authors checked the convergence by looking at

the relative size of the fourth order terms in the expansion, they did so only for the

energA. As we found in section 2.4,lhe energy expansion often hides the true nature
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of the convergence that shows up in the dynamical Euler-Lagrange equations. Our

purpose therefore, is to reconsider this model and make use of the correction method

devised above to be able to account for the fermionic vacuum in an exact manner.

The defining characteristics of this model will be left unchanged, with the equations

changing only by inclusion of our density correction term (3.46).

5.7 Bagger-JVaculìch soliton model

The choice of Lagrangian density is [47]

The utility of the large .lú parameterization here is to suppress the effect of scalar

loops by IlN, validating the assumption of a classical scalar field. Note that our

notation has been kept consistent at the expense of differing in some cases from that

of Bagger and Naculich. To display the method by which the fermions acquire mass,

we observe that the scalar field will have a nonzero vacuum expectation value. In

terms of the shift from this value, we have 6 : fÑu * d . Identifying the fermion

mass as M : gu now makes sense. as the fermion part of the Lagrangian has become

L:îf,ln, - h"l1Þt 
+ |(ô,o)'+ lA,rlo2 - #"*

L:ir,lnr-su-ftr)r,

ff) : o, ,9)lr,:o: --t12, #¡r,_r- ,,

rf),ø|,,:o: #, rffl@) : ø - M

The renormalization and reparametrization of this model is discussed in detail in

[47]. The conditions that are applied correspond to fixing u as the vacuum expectation

value, and renormalizing the scalar mass, wave function and coupling g. Also, the

inverse fermion propagator for two points is taken to be that of the free field. This

renormalization prescription is enforced at the one fermion loop level by the choices:

(5 1)

(5 2)

(5.3)
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These one, two and three 1PI generating functionals are analogous to those in equa-

tion (1.21), where the subscript here denotes the fonn of the interaction term in the

Hamiltonian density. This prescription will fix (A4,p,g), as the finite parameters of

the model.

To examine their model, Bagger and Naculich consider the simple case of states of

^ôy' fermions which all appear in the lowest single particle energy state. By rescaling

the scalar field to

ç: +, (b.4)
\/N

the N dependence in the Lagrangian density now contributes as an overall factor. In

the unrenormalized Lagrangian, this would read

For consistency with our notation of chapter 4. we take G(r) and F(r) to denote the

upper and lower rc: -1 radial Dirac components of the fermion fieldT/, respectively.

We find it useful to make further redefinitions so that all variables are dimensioniess.

This can be accomplished bv the followine transformations:

L : N (øW - sç1Iþ + l(o,v)2 + +M\,P'- åO) (5 5)

# -+ e, ffc' -+ G2, #r' -
r lrr -+ lr' €1r) M-lt, M+rt.

We may then write the equations for the fermions as

dGG
, : _*(er_lg)!',

.dT T

dF -F
* 

: 
;-("-ç)G'

subject to the constraint
1

p2

(5 6)

(5 7)

(5 8)

(5 e)

The scalar field satisfies

roo

J" dr(G2 + F')

the equation

Y'ç: pnt * puat * n, pL,?,o + nz p?3 * ,rî Lp.o,,lgl, (5 10)
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where the source terms are defined to be

Pnl

Pual

^LDAYaac

nDEYLac

(5 11)

(5.12)

(5.13)

(5 14\

^,3 
r

2Z\9- - ç),

! çc, - F,),
+1Tr'

^2

- h (v't"{v') - ç' + ç) ,+1T' \

s2 (t(¿ç\' \
h f; (ä,) +tn(v\v'zv)

As written, these equations facilitate examining different levels of approximation:

llt:I, TÌ2:0,4¡:0;
(5.15)

(i") Exact : Tt :1, tlz: I, Tz: L

Note that only (i) and (iii) were considered by Bagger and Naculich.

For the numerical solution, it is useful to proceed in the following manner. We

begin by rewriting equation (5.10) so that the coefficient in front of rp" is unity:

\n2n2y'e : #fr' -,p) + fi*tc' - F') - n, åry (v' t"(v') - p' + ç)

Classical:

LDA :

rh :0, Tlz:0, nt:0;(i)

(ii)

(iii) DE: rlt:7 llz:1 nz:0;

tnz # +(#)' *,, Ç oo*,.,,,,

,
' q ' ',n2\Z:I-Tz*ln(rr.

ó7f '

(5 16)

where

(5.17)

It is also useful to be able to treat our equations entirely as a boundary value problem.

This can be done by treating €i as a field, and also introducing a field X for the



auxiliary equation (5.9) [49], so that

det

d,
dx
dr

0,

G2 + F2.

110

(5 18)

(5.1e)

The boundary conditions applied here are then

dç(r)l
drl

I r-+u

F(') 
I

"G(d l,*o
x(0)

1: =kpT) - er ),3"'

dç(R) :
dr

F(Ã) _
G(Æ)

x(B) :

I(¡r+;)(t-p(Ã)).'' H'

(ç(n) - ., \'/'
\e(n) ¡et) 1

1,

where .R is large compared to the length scale of the problem

energy per fermion (in units of lr') is

tr
; : E"¡¡(ç)+et(e),

1 r ^ [l ^ ,,2
E"¡¡(ç) : = | ¿t, li z (ç(r)')' + ?(ç' - t)'çrJ\t/ g'¿L lZ 9., /

92 /1 .

+ n, toæ \i(*' - 1) (3ç' - 1) - ç

As we noted above, it was found in [a7] that we do not need

order terms of the DE in this energy expression.

5.2 Addressing the numerícal problem

' t"(r'))]

to correc

(5 20)

For ,À/ fermions the

(5.21)

(5 22)

L the seconcl

Next we consider a method for solving the equations (5.7), (5 S), (5.9), (5.16), (5.18)

and (5.19), subject to the boundary conditions (5.20). For this purpose, the solver

COLNEW by Ascher and Bader [50] is used. This version improves upon the orig-

inal solver COLSYS devised by Ascher, Christiansen and Russell [51] by using an

improved solution strategy and a different spline basis. The general purpose of the

package is to solve mixed order coupled nonlinear ordinary differential equations. The
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program implements a finite element method which approximates the solution with

collocation at Gaussian points. The nonlinear equations for the splines are solved us-

ing relaxation and Newton's method. This method gives us the advantage of solving

the coupled nonlinear equations simultaneously. It enables us to handle cases where

large contributions arise from the nonlinear vacuum pieces, in particular large DE

contributions. Another important aspect of this program is that it keeps track of the

error in the solution at all times. This is accomplished through careful application of

adaptive mesh selection [52]. The routine COLSYS has been applied previously to

soliton bag models. (see [1. 53]).

As in many nonlinear problems, the abiìitv to obtain a solution in reasonable

time hinges on ones ability to provide the solver with a reasonable starting point.

Here the initial guess for the solutions to the fields is obtained by specifying a initial

scalar field of the form (2.103), with / : 1. The initial Dirac spinor fields are then

calculated by integrating the coupled equations (5.7 and 5.8) out from the origin

and in from infinity to some matching point r-. with an initial guess for the energy

eigenvalue. The matching point is chosen to be close to the zero crossing of the

effective potential (ç - r). The solutions are then rescaled to match aL r,n, and the

energy is adjusted in accordance with that match. The procedure is then repeated

with this ne\¡i energy. When the true energy eigenvalue is reached, the boundary

conditions will be simultaneously satisfied and the necessary rescaling factor will

approach unity. The solutions obtained from this method can then be normalized by

calculating the integral (5.9). The initial auxiliary fields are then specified from this

spinor solution. For the cases in (5.15) where Tq:0, providing COLNEW with these

initial fields is enough to obtain an exact solution to the nonlinear equations in a

timely fashion. We may then calculate all quantities of interest, such as the different

contributions to the energy and density expressions.

Unfortunately, in the most interesting of the situations, nq 10, we cannot simplv

apply the COLNEW routine as given. The reason is that with the inclusion of the cor-
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rection our equations are now actually integro-differential equations which COLNEW

cannot solve. To facilitate this, the code provided by Ascher and Bader was modified

so that the scalar field solution and its derivative can be extracted at intermediate

stages of the calculation to evaluate the correction functional (3.a6). The calculation

nou' becomes internally iterative, with the density correction treated as a source term

that is reevaluated at each new iteration. We found that this could be accomplished

with rninimum change to the COLNEW code by simply passing more variables to

the procedure GSUB (which is provided externally to evaluate the boundary value

conditions). This procedure is called at the beginning of each new iteration, and it

is a simple manner to make additional calls to extract the current scalar potential

solution from the splines and evaluate the correction. However, evaluating the cor-

rection in this manner proves to be costly in terms of solution time. In fact the speed

of the entire strategy is limited almost entirely b)' the number of times the correction

is evaluated. The evaluation of each partial v/ave correction (given by (3.46)) takes

roughly one minute on a DEC Alpha AXP 3000 Model 300 server. To take this into

account, code has been incorporated to only reevaluate the correction if the solution

is deemed to have changed by a significant amount.

Another issue we should consider is that the scalar field for which $/e are evaluating

the correction is onìy a preliminary solution to the dynamical equations. The only

real problem with this is that the boundary conditions (5.20) may not be valid with

high enough accuracy to satisfy the correction routine. The largest effect here occurs

with the condition at r : 0. To adapt to this situation v/e can use the equations

(3.22) with s1 f 0, and because the higher order derivatives are not too smooth,

we set the factors s3 and sa (proportional to the third and fourth derivatives of the

scalar field at the origin) to zero. This places a restriction on the minimum value of

r at which \¡/e can safely apply the correction, but this restriction turns out to be

unimportant for determining the solution here.

A final issue we must address is the manner in which the COLNEW routine
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attempts to improve its solution at each iteration. This is done by making use of

information extracted from the Jacobian of the differential equations and boundary

value equations. If the correction is to be the driving factor in the equations, it may

be useful to have some information as to how this term contributes to the Jacobian.

Unfortunately, this involves evaluating the derivative of the correction term with

respect to the functions rp(r), and ç'(r). As the correction is actually a nonlocal

function of ç (recall p occurs in the differential equation that had to be solved to

determine the integrand) this in general is a nontrivial procedure. Several ways in

which this information may be included were considered, but no method has been

found that gives faster convergence than simply ignoring these contributions to the

Jacobian.
'We start the r¡a I 0 cycle with the solution obtained from solving the equations at

the DE level. To allow the aforementioned method of solution to succeed we use the

cutoff parameter Â. to control how much of the correction is included. As mentioned

in section 3.4, and shown in figure 3.4, we can use the cutoff to extrapolate toward

the full correction for each partial wave. This is done in the folìowing manner. We

start by picking a number of partial waves to include, Kma,, and cutoffs .4," in such a

manner that the solution converges. Then the solution to this step may be used as

the starting point of another step with different K,nxar and Â.o. This allows us to test

the convergence of the correction calculation in the self-consistent solution. Another

applicaton of the cutoffs here is to use them to keep the change in the correction

source term small relative to the solution obtained so far. Stepping out in the cutoffs

then allows us the full correction to be included while keeping the iterative procedure

rapidly convergent. Close track should then be kept of the solution mesh size each

time rc^o, and.t\.o are changed, so that it does not overflow the routine/machine swap

space. The numerical results presented here do not make use of this latter cutoff

application
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5.3 Solut,ions using dìfferent levels of approxìrnation.

Having outlined the procedure, v/e are no\M in a position to look at the solutions. We

will consider the effect of working at different levels of the approximation as indicated

in (5.i5). The quantities obtained from the solution which are of interest include the

wave function solutions (g, G and F), contributions from different density terms at

the point of solution (pnt, p,oL, p*#o, p3Ê, Lp"o,,), and the contributions of difierent

terms in the energy expressions (5.21 and 5.22). Our goal is to quantify the effect

of the correction on the solution as the coupling becomes large and the DE breaks

down.

We begin by discussing the nature of the solutions obtained for different levels of

the approximation. The case g : 10, þ : 7 will serve as an example. For this value

of g, the effects of the correction are just beginning to show up. This enables us to

examine the robustness of our method for a case where the correction should onlv

hal'e a fairly small effect. From this solution we also obtain an idea of the directions

in which the scalar potential and energy will shift. For cases (i) and (iii), we repeat

below some of the general solution features discussed in [a7].

For the Classical approximation (i), LDA (ii), and DE (iii), the scalar field ip

and spinor component field G and F self-consistent solutions are shown in figure 5.1.

The contributions from the fermions and scalar field to the overall bag energy are

summarized in table 5.1.

Approximation (i):

Here the equations are treated at the quasiclassical level (no vacuum terms). This

approximation is quite limited as scalar fluctuations are expected to be important

for small g, while for large g the fermionic fluctuations are important. For small

coupling (g < 3), weak shallow bag solutions do exist at this level (see [47] for details).

For larger coupling the bag becomes deeper and the scalar field obtains a zero and

becomes negative for a finite interval out from r : 0. The spinor fields G and F give
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Table 5.1: Contributions to the energy per fermion

À : 1 self-consistent solutions. Values are exoressed

116

in the system for the g : 10,

in units of the fermion mass ,44.

Approximation Energy per fermion $(r : 0)

Fermi level Scalar field Total

Classical

LDA

DE

0.3829

0.8628

0.9080

0.2373

0.0973

0.0594

0.620r -0.2837

0.9601 0.3683

0.9674 0.6635

Exact(rc:1,Â:3)
Exact (rc: 1. Â : 4)

Exact (n: L, Â:5)

0.8962

0.8950

0.8945

0.0718

0.0731

0.0737

0.9680 0.6014

0.9681 0.5948

0.9682 0.5902

Exact (rc:2, Á, : 3)

Exact(rc:3,Â:3)
Exact (n:4, Â:3)

0.8819

0.8698

0.8650

0.0880

0.1025

0.1085

0.9699 0.5515

0.9734 0.5272

0.9735 0.5177

concentrated probabiiity for the fermions near the region with the largest slope for

the scalar field potential. This behavior can be identified in figure 5.1. The dominant

source density term for the scalar potential equation are the valence fermions.

Approximation (ii):

For relatively small couplings, adding in the local density terms has the effect of

reducing the depth of the scalar potential, so that a zero no longer appears. The

spinor fields are again peaked in the region of the largest scalar potential slope. The

energy of the solution state has been dramatically changed from that of the classical

approximation. This can be seen in table 5.1. This is the behavior that was noticed

ïry la7l. In their words, the "quantum corrections deflate the bag", meaning that the

total energy per fermion in the bag is approaching the free value (M). The largest
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dominant source density terms for the self-consistent LDA solution

source density contributions in equation (5.10) are displayed in figure 5.2. Notice

that there is a fair amount of cancelation between the valence density and vacuum

density terms.

For g > I0.4 the LDA approximation is divergent. The reason for this is that

solutions which include vacuum terms tend to have a fair amount of cancelation be-

tween the vacuum density and density contributions from valence fermions. Looking

at the expression for the LDA contribution in (5.13), v/e see that this function is odd

with respect to the scalar field. Increasing the coupling drives the potential deeper,

and at some point the solution becomes negative at r :0. At this point the LDA

contributions begin to contribute in the opposite direction, driving the solution to

more negative depth. At a critical coupling, near g : I0.4, the equations no longer

support a solution. The reason for introducing the LDA at aìl is to have an extra
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Source densit¡es for lhe DE aÞÞrox¡mation at q=10

Valence density
Vacuum density

Total density

r (M^-1)

Figure 5.3: The dominant source density terms for the self-consistent DE solution at

o:10.

indicator which enables us to consider, for g < 70.4, the effect that different terms in

the vacuum density have on the solution.

Approximation (iii):

For smaller couplings, the DE acts essentially like the LDA. However, as the cou-

pling is increased we still obtain a solution, as nov/ the derivative terms prevent the

vacuum density from changing signs. This allows further cancelation of the vacuum

density with the valence fermionic density to occur. For the example \Ã¡e are consid-

ering, this cancelation is displayed in figure 5.3. In figure 5.1 we see that the shape

of the scalar potential is even shallower than the LDA, and also that the width has

decreased. An interesting feature, seen in table 5.1, is that the the energy contribu-

tions have changed in such a manner that the overall energy per fermion is relatively

unchanged from the LDA result. This is reminiscent of the behavior we observed for

o
E

ca

0.8
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finite nuclei.

Approximation (iv):

We now examine what happens when the density correction term rc : 1 is in-

cluded. In figure 5.4 both the scalar and spinor fields are shown. Note that the scalar

solutions are given for two values of the cutoff to indicate that a value of Â : L : 3

is sufficient for convergence of the correction integral. The energy values for the exact

solutions are also included in table 5.1. We notice that despite the fact that the depth

of the scalar field has changed, the overall energy is affected very little'

The effect of using the exact vacuum density does not follow the progression

of the following three steps but instead favors a deeper potential than in the DE.

This behavior is a manifestation of further terms in the derivative expansion having

oscillatory convergence. We find that to get the exact correction it is sufficient to use

partial v/aves up to rc : 4. This can be seen in figure 5.5. where the self-consistent

solution is shown for calculations including an increasing number of partial waves.

Note that the time for the numerical self-consistent solution grows linearly with rc.

By rc : 4 the series is convergent. Energies for the higher partial wave solutions are

shown in table 5.1. We see that the scalar potential is becoming deeper, so that the

energy of the scalar field grows and Fermi level drops away from 1i4. However, the

total energy is rising, making the bag even more unstable. The exact calculation has

reduced the binding energy to only 2.7T0, from the 33% of the DE.



to
 L

=
3

to
 L

=
3

S
ol

ut
io

ns
 f

or
 

g=
19

sc
al

ar
sc

al
ar

sc
af

ar
c(

r)
c 

(r
)

F
 (r

)
F

(r
)

D
E

E
X

E
X

D
E

E
X

D
E

E
X

N
)

rô
L.

4

\..
. \..

'\a
.

\a
. '\.

... \1
, \,1

.. \

H oc Þ
l Õ È t+ (Þ
' - tl "o

d -l
xq

)
È

 
r+

-l
(D (J

 
¡A

+ aì
 

ñr d
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Table 5.2: Contributions to the energy of the system in the g : 25 self-consistent

solutions. Values are expressed in units of the fermion mass M.

Approximation Energy per fermion þ(r :0)
Fermi level Scalar field Total

Classical

LDA

DE

0.1345

0.8764

0.1 182

0.0772

0.2527 -0.4217

0.9536 0.5307

Exact (rc: 1, À:3)
Exact(o:1,Â:4)

0.8433

0.8408

0.1 143

0.7r74

0.9576 0.3638

0.9582 0.3513

Exact (o: 2, Â : 3)

Exact(rc:3,Ä:3)
Exact (n:4, Â:3)

0.8118

0.7903

0.785i

0.1555

0.1866

0.1940

0.9673 0.2865

0.9770 0.2423

0.9792 0.2612

5.4 Large couplíng regíme

To further examine the breakdou'n of the DE result, we now consider a case where

the coupling is even larger. We take the parameters used by Bagger and Naculich,

(g:25, u.:1).In figure 5.6 we have reproduced the field solutions given bv Bagger

and Naculich [1]. Note that our normalization for the spinor fields differs from these

authors. For physical reasons (a Landau pole, tachyon, and vacuum instability) [47),

g must be less than 30 in this model, so that g :25 is close to the upper limit. The

numerical results for the solutions here are displayed in table 5.2.

In figure 5.7, we see that the first partial wave correction is much larger f.or g :25.

Also, note that by a cutoff of Á. : L : 3 the correction is convergent. In table 5.2.

'vr/e see that, in a similar manner as for g : I0, the g - 25, n : 7 correction has a

large effect on the depth of the scalar field, but a much lesser effect on the energy.



classical SoluLion f.ot g--25

Scalar FieÌd 
-

qñihôr êlrì ----
eñin^r Ffrì --...

r23

Ø
a
OJ

d

o
@

o
.i

I
Øõ
0
L

Ø
Ø
o

o
Ø

o

ØÍ¡
o
b

1

0.8

0.6

0.4

o.2

0

-0 .2

-0.4

-0.6

-0.8

-1

1

0.8

0.6

0.4

0.2

0

-0 .2

-0.4

-0.8

-1

o.2 o.4 0.6 0.8 r 1.2
r /M^-1ì

1-4 1.6 1.8

DE Solucion for g--25

DE ScAtar fleto
nF Cñi ñ^r 

^ 
/ rl

o.2 0.6 0.8 r t.2
r {M^-1)

r-o 1.8

Figure 5.6: Reproduction of the results of Bagger and Naculich [1] at g:25. Fields

are shown for the classical and quantum solutions. Note that the normalization choice

for our spinor wave functions differs from theirs.

0.4



1, /1

The results for rc : 2,3 and 4 are also shown in the table and figure. Notice that

the correction is close to convergence f.or n : 4. The effect of higher partial waves

for g : 25 has yet to be consideredl. Another thing to note is that when higher

partial wave corrections are included the scalar fields develop a small dip very cìose

to the origin. This is a numerical effect that results from the intermediate boundary

condition issue discussed in section 5.2. To remove this small numerical feature it

would tikely be necessary to implement the application of the cutoff that is discussed

at the end of that section. In any case this effect will only slightly increase the value

of the scalar field at the origin.

In this chapter we have learned that in a case where the correction is large it

can substantially affect self-consistent solutions. By being careful with our cutoff

dependence, we have managed to obtain acceptable convergence by r\ : 3. it is

also promising to see that the partial wave series of corrections for g : I0 con\¡erges

under the self-consistent calculation by rc : 4. Also, as only a smaìl number of partial

waves are needed, it is possible to obtain the exact solution with the one-loop vacuum

oolarization in this model.

I Work in progress.
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Chaoter 6

CONCLUSIONS

A method has been devised whereby the exact fermionic one-loop vacuum polar-

ization may be calculated for a scalar background field in 3 * 1 dimensions. Using the

method of derivative expansion to calculate contributions from large loop energies'

and high angular momentum partial waves, yields an efficient numerical procedure

for determining the exact one-loop result. One benefit of this procedure is that we

ca¡ determine, in an exact manner) whether the DE is convergent for a particular

nontrivial background. More importantly. the procedure can be used to evaluate vac-

uum polarization effects when local methods, like the DE, are not convergent in parts

of phase space. In general, the speed of the calculation is limited by the number of

partial waves of the DE that must be corrected, grou'ing linearly in time with rc. The

desired numerical accuracy is also influential. as it determines the energy mesh and

maximum cutoff that must be used.

The correction procedure devised here can be extended to fermionic loops in differ-

ent bilinear backgrounds (e.g. vector background fields) in a straightforward mallner.

A similar procedure could also be used to find the exact bosonic loop density contri-

butions at the one-loop level.

In terms of using the correction in a self-consistent calculation, the work here has

been restricted to the case of interacting fermion and scalar fields where there are ly'

flavors of fermions found in the ground state. For this case) we examined the manner

in which using the correct one-loop vacuum polarization effects the self-consistent

solution. The way in which a more structurally complex self-consistent calculation

mav be done was also described, but for a case in rvhich the DE converges. The case
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considered involved several mean fields, both bosonic and fermionic loops, as well as

different valence fermionic levels. For a more general theory, where the DE is not

convergent, the correction routine devised here could be used to obtain the correct

vacuum results in an analogous manner.
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Appendix A

CONVENTIONS

The conventions used in this thesis are as follows. The dimensionality of the

applicable spacetime will often be denoted in the form 3 * 1 dimensions, meaning 3

spatial dimensions and 1 time dimension. When a generic spacetime is considered,

the dimension will be denoted by D. The dimension of the spatial part of a generic

spacetime will then be referred to as d, where d : D - 1. The spacetime variabìes

will be written in regular mathematical text. such as position z and momentum p.

The spatial part of a spacetime variable will be distinguished bv an arro\'ú over top.

such as z- and ø. All spacetime indices are denoted by lowercase Greek letters, while

Roman letters are used for spatial indices.

The usual notation for a function of a variable is used, such as p(r). and functionals

are distinguished by using square brackets, such as f [þ] We will often suppress some

of the function and functional dependencies for the sake of clarity. Operators wiiì

generally be identified by capital Roman letters, such as,4, and path integral measures

will be enclosed in square brackets, such as [d/].

When primes are used to denote the derivative of a function or functional this

will be explicitly noted in the following text. Also, note that Lorentz invariant con-

tractions are implicit on derivative expressions, such as

ô2 : 7pôp, (ôro)' : (ôro)(ôpo¡. (A 1)

The metric tensor here is chosen so that Lr goþ : -d+1, so that in 3*1 dimensions
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the three spatial diagonal elements are negative,

oß
Utulí 

- 
q 

-
(A 2)

Hence for a particle of mass 7n with momentum P, P2 : m2.

Traces that involve at least one continuous variable are denoted by Tr, whereas

traces over purely internal spaces are denoted by tr. To keep track of the variables

over which a Tr is taken, we use subscripts to list the continuous variables and a

superscripl i"t to remind us if internal traces are also included. Ail position space

traces are integrals over spacetime, whereas momentum space traces are integraìs

with a normalization factor of (2r)-D. Two examples are:

1000
0-1 0 0

0 0 -1 0

000-1

When a particular representation of gamma matrices is required

,,:l: j, l ,,:[-'", î]

(A 3)

Superscripts and subscripts are also used on quantities to denote different types

of the same basic object. In particulã1, ps denotes a scalar density, while pfo. denotes

the scalar density from fermionic loops.

v/e use

rA 4l

where i:I,2,3, and o¿ a¡e the Pauli spin matrices.

Finally, our notation for Dirac angular momentum states follows that of reference

[3], and in particular is simply specified by the separation of variables in the form

(Jl7 /-. ,^ ,\:,/"^\U, Q),

Tr" - | dur,
J

Trø: lffi

and the relation (3.10).

(A 5)
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Appendix B

GENERAL EFFECTIVE ACTION DER,IVATIVE

EXPANSION

A general method for finding the derivative expansion for either bosonic or fermi-

onic loops can be given as follows. This method was devised by Chan [54] to fourth

order in the background fields, while an extension of the necessary expressions to

sixth order may be found in [25]. To fourth order in our notation the result is

f,o.[Li, Y] : i.Tr'!t ln (-f'? + U(X))

: zrr,{,i[r,(o-'l **r'r. #rÐ(rrî- ,ïi",,'
-2,eøÐ'z + (Fr,Ø2)', + 4iOFr"OOpOO, ) I, (B 2)

(B 1)

(B 3)

where

O-r : -p2 + ö(X), O¡, : DrØ,

Dp : P*: i,õ, + 
^"Vi(X), 

Fp, : lDþD"].

The subscripted Greek indices on O denote covariant derivatives, and D, and Ào are

generators of a spin-l gauge group. The background field U(X) can have arbitrary

internal finite group structure. With this expression we can find the DE, to 4th order

in the background field derivatives, for quite a general class of theories that share the

one-loop functional form (8.1). We stress here the manner in which the fermionic

results can be placed in this form. The key is manipulating the expression for the

action as follows:

1,".[1þ] : -Tr'i' ln(lf - "(x))
(B 4)



: -Tr,r" 1,",-r - o(x)) +In(f - "(x))]
: -Irrf'l-r' * o'(x) + l7,"lxll]
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(B 5)

(B 6)

In (B.a) the sign of the f term is irrelevant, as the internal spin trace allows only

terms that are even in the number of l matrices to survive. So from the form (B 5),

with

u(x) :oz(x)+|tr,"(X)1,

\Me may use equation (8.2) for fermionic actions too'
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