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A new model for the solution of the inverse problem of electromagnetic scattering by smooth, convex-shaped, perfectly conducting, threedimensional scatterers has been developed. Certain geometrical as well as physical optics approximations were used to incorporate the concepts of the Minkowski problem of differential geometry into the space-time integral solution of electromagnetic scattering to yield the formal solution for the recovery of the surface profile of the scatterer from the backscattered far-field data. Although various efficient solutions for target identification are available, still information contained in polarization-depolarization characteristics of the scatterer is not yet exploited to its full extent. Therefore, the underlying assumption in this investigation was based on the fact that the depolarization characteristics of the scattered field do necessarily contain information regarding the surface profile of the scatterer.

Application of this new inverse scattering model to the test case of a perfectly conducting prolate spheroid has been undertaken. Various results, along with error bounds and limitations are discussed.

Ein neues Model der Lösung für das inverse Problem der elektromagnetischen Streuung an konvexen, unendlich leitenden drei-dimensionalen Streuern wurde entwickelt. Gewisse geometrische wie auch physikalischoptische Approximationen wurden benutzt um das Minkowski'sche Problem der differentiellen Geometrie in die Raum-Zeit-Integral-Lösung der elektromagnetischen Streuung einzuführen so, daß die formale Lösung der Zurückgewinnung der Streuungsoberflächengestalt von dem rückgestreuten Fernfeld gewährleistet wird. Obwohl etliche wirkungsvolle Lösungen der Zielerkennung bekannt sind, so wurde Information die in den Polarisations/Depolarisations-Eigenschaften des Streuers enthalten ist nicht völlig ausgenutzt. Deshalb wurde die dieser Arbeit unterliegenden Annahme auf die Depolarisationseigenschaften des Streufelds gestützt, das notwendigerweise Eigenschaften über die Oberflächengestalt des Streuers enthalten muß. Die Anwendung dieses neu eingeführten inversen Streuungsmodels für den Fall eines ideal leitenden Prolaten Sphäroids wurde ausgeführt. Verschiedene Ergebnisse zusammen mit Fehlergrenzen und Anwendungsbeschränkungen werden untersucht.

RÉSUME

On a developpé un nouveau modèle pour la solution du problème inverse de la diffraction d'ondes électromagnêtiques; les objects diffusants à trois dimensions que $I^{\text {ron }}$ on considère sont perfaitement conducteurs et ils ont une surface lisse de forme convexe ne prêsentant aucunes discontinuitês. Certaines approximations d"optique géométrique et droptique physique ont êtê utilisées pour introduire les concepts du probléme de Tinkowski relatif à la géométrie differentielle dans la soulution intégrale (relíant l'espace et le temps) de la diffusion électromagnétique. Ainsi, le profil de la surface de lobject diffusant a été détermínê à partir des données sur le le champs lointain de retour. Diffêrentes solutions efficaces permettent de reconnaître la cible, cependant $1^{\text {rinformation }}$ contenue dans les caractéristiques de polarisation - dépolarixation du diffuseur n'a pas encore été entièrement exploitée. Par consequent, $1^{\text {ºh }}$ hypothèse fondamentale de cette investigation êtait basée sur le fait que les caractéristiques de dépolarisation du champs diffusé contiennent nécessairement des renseignements sur Ie profil de la surface du diffuseur.

On a considêré les applications de ce nouveau modèle dans le cas d'essai drune sphère allongée, parfaitement conductrice. Des résultats différents, ainsi que les erreurs de troncatures et les limitations sont discutés.
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chapter one

## REVIEW OF THE LITERATURE

## 1.1 <br> INTRODUCTION

The phenomena of scattering and diffraction have been known to and studied by mankind for about three hundred years, however the research in this field has found particular interest and application mostly in the last quarter century. The advent of microwave technology, in particular of the radar system during the second world war, has led to a renewed interest in scattering and inverse scattering theories. The identification of remote objects has been the goal of radar operators, designers and researchers since the first radar set was built. While this problem has not been solved for the general case, various approximations, e.g., high frequency limits, and restricting the class of scattering bodies, have resulted.in formal solutions for the unknown shape $[2,30]$. In derivations of inverse scattering techniques, stringent requirements were generally placed on the nature of the scatterer; this resulted in methods which can determine only a very narrow class of unknown shapes. Furthermore, these existing techniques, owing to the exhaustive amount of input information requirements, seem increasingly unfeasible. Thus, although the inverse scattering field has generated a great deal of interest in the past decade, the demand for new basic model theories is as strong as ever, as those model theories are fundamental to remote sensing problems such as air traffic control, oceanography, telemetry, satellite tracking, etc.

When radiation of any type is incident upon an object, some of the radiation is scattered in all directions by the object. The direct problem
of the theory of scattering or diffraction is that of determining the radiation scattered in each direction when the properties of the incident radiation as well as those of the object are known. The inverse scattering problem requires the determination of the size and shape of a scattering target from some given scattered radiation data, such as the far-field backscattered at certain aspects and frequencies for a given incident field. It is evident that any approach to this problem must be based on either the exact or some approximate theory of direct scattering. Thus in order to establish new inverse scattering model theories which can be applied more effectively and reliably to the recovery of targets,a simultaneous mathematical analysis of direct and inverse scattering theories needs to be undertaken.

In general, two fundamental approaches for obtaining approximate solutions to electromagnetic scattering problems [1] are known, i.e. estimates of either the frequency-dependent phasor response, or, the time-dependent impulse response can be attempted. Extensive amount of work in the frequency as well as the time domain have been done in the past [3, $9,12,27$, 45,61,67]. The inverse solution of Bojarski [21,25,51,66,81] in the frequency domain and Cosgriff-Kennaugh-Moffatt's [44,45,61] "time domain approach" fail to be the practical solutions because of a very large input information requirement; however, they provide an excellent mathematical treatment of the problem. In contrast, the polarization-depolarization characteristics of the electromagnetic waves which appear to have the potential to add new dimensions to inverse scattering techniques $[7,8,32,33]$ have had very little importance in the direct and the inverse scattering investigations so far. Depolarization as understood in this
investigation, refers to the change of the polarization of an electromagnetic wave from one state to another, brought about by the interaction of the wave with the scatterer. An electromagnetic wave has four basic characteristics: amplitude, frequency, phase and polarization; however, the research devoted to polarization problems, whether in optics or radio physics, has in the past represented only a small fraction of the research in electromagnetic wave propagation. This situation is gradually changing. Problems of polarization and depolarization have appeared with increasing frequency in recent years: In optics, due to the advent of the laser and coherent light; in radio physics, due to space communications, and the more exacting requirements on theoretical predictions for scattering by various classes of radar targets. In many cases observation of change in polarization permits greater insight into physical phenomena and this should be sufficient justification for studying the problem of polarization and depolarization in intimate detail. Thus, the purpose of this study is to use polarization-depolarization characteristics of electromagnetic wave scattering as a basic tool in developing improved techniques which can be applied successfully to the recovery of radar targets under various difficult situations. Based on the fact [7,19] that the "depolarization characteristics" of the scattered field do necessarily depend on the surface profile of the scatterer, the solution of the inverse problem of electromagnetic scattering by smooth, convex shaped, perfectly conducting, three-dimensional scatterers is analysed. To the best of the author's knowledge, this is the first attempt to solve the inverse problem of electromagnetic scattering along these lines. Therefore the main objective of this work is to show that the polarizationdepolarization characteristics can indeed be used to recover the shape of
the surface from observation of the monostatic backscattered field data.

At present, two inverse scattering model theories have found particular application in target recovery schemes. These are the Bojarski-Lewis inverse scattering theory $[21,51]$ and the Kennaugh-Moffat time domain transient response method [45,61], both of which are based on the physical optics approximation [51,61]. Therefore, these methods can only be applied to identification of perfectly conducting shapes and furthermore, radar frequencies must be chosen such that the high-frequency approximation is satisfied. The objective thus is to investigate the possibility of extending the findings of the polarization-depolarization studies and thus to add a new dimension to the Bojarski-Lewis, the Kennaugh-Moffat and other inverse scattering theories. At this point it is appropriate to give a brief presentation of the various existing techniques mentioned above.

### 1.2 THE BOJARSKI-LEWIS TNVERSE SCATTERING THEORY

The theory developed here was based on the physical optics or Kirchhoff approximation $[51,61]$ for direct scattering. The starting point for this inverse scattering model is a remarkable identity obtained by Bojarski [21,22,25] and rederived by Lewis [50,51]. There,a three-dimensional space of vectors $\bar{K}$ was introduced whose direction coincides with the aspect direction and whose magnitude is $\kappa=|\bar{k}|=2 \omega / c_{Q}$, where $\omega$ is the frequency. They also defined the characteristic function $\gamma(\bar{x})$ of the target and a function $\rho(\bar{K})$ which can be obtained by measuring the farfield backscattered in the direction of $\bar{\kappa}$ at the frequency $\omega=|\bar{\kappa}| c_{0} / 2$ See Fig.1.1 . The function $\gamma(\bar{x})$ is 1 inside the target and 0 outside

of it. Then Bojarski's identity states that the functions $\gamma(\bar{x})$ and

$$
\begin{equation*}
\Gamma(\bar{k})=2 \sqrt{\pi} \frac{\rho(\bar{k})+\rho^{*}(-k)}{|\bar{K}|^{2}} \tag{1.1}
\end{equation*}
$$

are a Fourier-transform pair. Thus if $\rho(\bar{\kappa})$ could be measured in all of $\bar{K}$ space one could immediately obtain $\gamma(\bar{x})$ and hence determine the target.

In practice, $\rho(\bar{\kappa})$, and hence $\Gamma(\bar{\kappa})$, can be measured only in a restricted range of aspects and frequencies, i.e., in a certain subset of $\bar{K}$ space and thus, the inverse Fourier transform can no longer be used to directIy obtain $\gamma(\bar{x})$. At this point Lewis [51] showed that if $Q$ is the region in which $\Gamma$ is known, one can choose a function $N(\bar{K})$ which is zero outside $Q$ and nonzero inside $Q$, so that $N(\bar{K}) \Gamma(\bar{\kappa})=F(\bar{K})$ can be measured in $Q$. Furthermore, it is possible to choose $N$ such that $N(\bar{K}) \Gamma(\bar{K})$ has an inverse Fourier transform and the convolution theorem holds. In this way one obtains the convolution integral equation of the first kind

$$
\begin{equation*}
f^{t}(\bar{x})=\int_{R^{3}} k^{t}(\bar{x}-\bar{s}) \gamma(\bar{s}) \overline{d s}, \overline{x \varepsilon} R^{3} \tag{1.2}
\end{equation*}
$$

where $f^{\prime}$ and $k^{\prime}$ are the inverse Fourier transforms of $F$ and $N$ respectively. If this equation can be solved, then the size and the shape of a perfectly conducting target can be determined.

The expression for $\Gamma(K)$ given by (1.1) indicates that the measurement of $\Gamma(\bar{K})$ in a domain $Q$ requires measurement of $\rho$ in $Q$ and in $Q^{\prime}$, which is the reflection of $Q$ through the origin. Thus if $Q$ corresponds to an aspect near the "front" of the target, $\rho$ must unfortunately
be measured also near the "back". Since this would, in many applications, be a severe limitation, Lewis [51] attempted to eliminate the domain $Q^{\prime}$. There, a modification to the general theory is presented which, under suitable conditions, yields the "front half" of the target using measurements of $\rho$ in $Q$. Lewis [50,51], Tabbara [81] and Bojarski, in a multitude of reports [21,22,24,25], have obtained solutions of (1.2) for specific apertures. However, a study of these reports reveals that a staggering amount of data is required, and that the Bojarski-Lewis inverse scattering technique, at the present time, cannot be applied in practice.

The fundamental difficulty in obtaining a solution to the Bojarski-Lewis inverse problem is that the available method used in solving the Bojarski identity, that is the solution of (1.2), is an il1-posed problem [48,51, 66]. A detailed study of the shortcomings of the Bojarski-Lewis inverse scattering solution was presented by Perry [66] who not only showed that (1.2) is illposed, but that for stable inversion the lowest eigenfrequency of the kernel in (1.2) corresponds to the value of $|\bar{\kappa}|$ far below the highfrequency region. This fact, however, rules out the judicious application of the Bojarski-Lewis inverse scattering technique as it is based on the physical optics approximation which holds only for high-frequency scattering.

From the large body of literature dealing with the Bojarski-Lewis problem it is apparent that the Bojarski-Lewis inverse theory requires fundamental improvement. For example, it does not incorporate complete polarization information which can be made available with modern polarization doppler radar systems. Utilization of polarization as related to inverse scattering
is discussed later in this chapter.
1.3

TIME DOMAIN APPROACH

Compared to the frequency domain and the classical approach to electromagnetic scattering problems, there has been relatively little work done on scattering problems with general time variation. Yet the most distinctive radar signature of an object surely lies in the time variation of the scattered signal. Probably the most fundamental and useful result would be the computation of the field scattered by an arbitrary shape when the incident wave is an impulse. This scattered field is called the electromagnetic impulse response.

For a number of reasons the electromagnetic impulse response of a scatterer is one of the most interesting results to be obtained from the time domain analysis. First, the transient scattering produced by an arbitrary time-varying excitation field can be obtained from the impulse response by use of the convolution integral. Second, the Fourier transform of the impulse response leads to the spectral or frequency domain characteristic. One practical use of the transient behaviour is the analysis of radar returns wherein the impulse response can serve as a "signature" for target identification. Thus in an inverse scattering problem, the impulse response itself may be used as a characteristic function of the scattering object.

Various approaches have been used to obtain the response of different scatterers to impulse excitation. The physical optics approximation was
evidently first employed by Kennaugh and Cosgriff [44] to calculate the monostatic far-field impulse response of a rectangular plate, a spheroid, and a sphere. Further extensions of the physical optics approach were carried out in a series of publications by Kennaugh and Moffatt [45,59-61]. They defined an impulse response transform pair $\left[F_{I}(t), G(j \omega)\right]$ for the scattering system, i.e.

$$
\begin{equation*}
G(j \omega)=\int_{0}^{\infty} F_{I}(t) e^{-j \omega t} d t \tag{1.3}
\end{equation*}
$$

Furthermore by using the power series expansion of $G(j \omega)$ they obtained a restriction on $F_{I}(t)$ in the form of moment conditions [61]. With Rayleigh's law of scattering postulations, and utilizing the moment conditions along with the assumption that the currents set up on the scatterer surface are approximated by the physical optics approximation, KennaughCosgriff [44] obtained the approximate result that the "projected area function", $A(t)$, of a target is proportional to its ramp response (Fig.1.2). This implies that the impulse response predicted by physical optics is a waveform equal to a multiple of the second derivative of $A(t)$. The exact expression given by Kennaugh and Moffatt [45] is:

$$
F_{I}(t)=-\frac{1}{2 \pi c_{0}} \frac{d^{2} A(t)}{d t^{2}} ; c_{0}, \begin{align*}
& \text { velocity of light }  \tag{1.4}\\
& \text { in free space }
\end{align*}
$$

Time domain scattering analysis has also been done in the area of acoustics. Sound pulse diffraction by infinite length, arbitrary cross-section cylinders has been considered by Friedman and Shaw [35], while transient scattering by rigid spheres has been studied by Soules and Mitzner [76].

The available published work in time domain scattering can be separated into different classes. In one approach the calculated frequency response
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of the scatterer is used to synthesize the time domain response for a specified excitation. Two separate catagories are contained within this approach, one of which uses the analytical frequency domain solution which has a very limited scope, while the other makes use of numerically evaluated frequency domain solutions. A second approach includes those analyses which employ approximations to the frequency domain response such as physical and gemoetrical optics. Obviously this particular approach has its limitations; however, it does indeed show merits at high frequencies. A third method for obtaining the impulse response of scatterers is one which originated from a strictly time domain view point. This method has been applied to acoustics by Soules and Mitzner [76] and to electromagnetic problems by Bennett and Weeks [10] and also by Sayer and Harrington [71], It is this particular approach, using the time domain integral equation, which has been followed in this investigation and used to develop an inverse scattering model in later chapters.

A solution for the inverse scattering problem using a space-time integral equation was reported by Bennett and co-workers [11,13]. In this study the inverse scattering problem is formulated as an inversion of the spacetime integral equation. An iterative technique was developed for the solution of the inversion equation and applied to some simple symmetrical cases with success. The results of this work provide a sound foundation on which a viable time domain approach to the inverse scattering problem can be built. This technique also pointed out the fact (as expected from the asymptotic nature of the physical optics solution) that the relation between the impulse response and two derivatives of the projected area function is exact only at the leading edge of the scattered field response,
a single point in time. After the leading edge, the response is altered by currents arriving from other space points. Therefore, the physical optics solution must be "corrected" to account for these currents flowing on the body. For a given object, if the incident pulse width is small compared to body size (the high frequency limit), then the correction currents will have a small effect and optical rays can be placed in one-to-one correspondence with points on the body. Contrary to this, if the body is comparable in size to the pulse width, then the "correction" terms have a strong effect on the solution and the physical optics solution is degraded. In the case of small bodies, the correction terms dominate the result and the physical optics solution is meaningless.

A second approach to time domain inverse scattering was based on the observation that the low frequency approximation of the impulse response of the scatterer determines the waveform,shape and size, whereas the high-frequency information relates to the fine structure and detail in the waveform [61]. This fact has been used in obtaining a technique for radar target classification by using multi-frequency radar returns [57, 63,69,83]. The time domain signature used in such a technique is the ramp response waveform, which was first suggested for implementation in radar identification by Kennaugh and Moffatt [45]. As described earlier, the ramp response is the second integral of the impulse response of a target, and hence shares several of its useful properties. The ramp response is unique with respect to target shape, orientation, and material composition. It is the inverse Fourier transform of a target's complex backscattered frequency spectrum multiplied by the factor $(1 /(j \omega))^{2}[61]$. Because of this factor, Kennaugh and Moffatt predicted that a satisfactory
approximate ramp response could be obtained with a comparatively narrower bandwidth interrogating signal than for the impulse response. Thus, the complex harmonic samples of the backscattered response for three orthogonal look angles $[95,96]$ at ten harmonic frequencies (with $\omega_{0}$ as the fundamental frequency the tenth harmonic would be $10 \omega_{0}$ ) lying in the low resonance range of the target response spectrum, are used as input data for this approach. A periodic ramp response waveform synthesized from these data is used to construct the surface of the scatterer. Two general relationships which are important for target imaging have been utilized in this method for generating the target surface. First, the amplitude of the waveform versus time is approximately proportional to the "target profile function" [61]. The profile function is defined as an artificial time domain waveform equal to the target cross-sectional area intersected by an imaginary transverse plane moving along the line of sight at one half the velocity of the transient incident signal as shown in Fig. 1.2. The second relationship utilized is that the integral of the ramp response waveform is proportional to the Rayleigh coefficient. This has also been predicted from analysis of the lower order moments [61]. Thus an approximate volume estimate was obtained from the ramp response waveform.

The above relationships and their applications in this technique indicate that the ramp response is a promising signature for target identification purposes. However, because of the nature of the data, i.e. three orthogonal look angles, a three-dimensional image cannot be uniquely specified. It can be proven that more than one shape satisfies any three look angle profile function set. Thus, this method generates a "likely" image using
simplified, rather than generalized surfaces with a few adjustable parameters. There are obviously many questions unanswered concerning this technique. For example, the possibility of estimation of target orientation using the polarization properties of the Rayleigh coefficient could be investigated. Also, in all the above mentioned techniques only the first three terms of the power series expansion of $G(j \omega)$ were considered, however it might be possible to study higher order terms which might yield an important relationship between target wave-form response and target polarization-depolarization characteristics.

### 1.4 CLASSICAL ANALYSIS

The classical approach to electromagnetic scattering problems is an analysis based on the differential equations for the fields, together with the boundary conditions at the scatterer. A classical inverse method of portraying rotationally symmetric scatterers was based on the inversion of the scattered field matrix associated with the representation of the far scatterered field in terms of a series expansion in appropriate vector wave functions. As an application of the above mentioned method, the circular cylinder [16], the sphere [17], the elliptic cylinder [86], and the prolate spheroid [87] have been specified uniquely in terms of associated expansion coefficients. In this series of publications it has been demonstrated that for the cases of the above mentioned rotationally symmetric scatterers the electrical radii of curvature can be recovered directly from a limited set of contiguous expansion coefficients, which are obtained to an accuracy dictated only by the measurement techniques if a certain specific optimization procedure [89] is employed.

However, if the electrical radius is much larger than unity, which increases the order of the scattered field matrix, or if the domain of observation is limited to a small solid angle, the inversion of the matrix remains highly unstable and leads to partially erroneous results. Further investigation has revealed that although this classical approach to the recovery of the curvature results in a great saving of time in computation and rather simplified calculations, it suffers several limitations in practice which require further analysis. First of all this classical approach $[16,17,86,87]$ is strictly concerned with the identification of the shape of rotationally symmetric objects, for which separation of the wave equation into orthonormal vector wave functions is possible. Secondly, in order to recover the electrical radius with a high degree of confidence, the field coefficients [79] must be specified up to the first four significant digits [18]. In practice, the accuracy and the resolution of any measurement technique is not likely to be up to this standard, especially if both amplitude and phase of the far-scattered field must be measured as is required here. Thus it can be summed up by saying that this classical inversion method is presently not applicable in practice where other techniques demanding less accuracy are desirable. This classical approach, however, continues to be of much importance in present theoretical and possible future practical problems.

Another classical approach to inverse scattering which makes use of the so called concept of electromagnetic inverse boundary conditions was introduced by Weston and Boerner and others [92-94]. Methods using these inverse boundary conditions to recover both the shape and the averaged material surface properties $\eta$ of a closed scatterer, if the near field
can be recovered accurately, were shown by Boerner and others: $[18,20]$. In direct problems of scattering and diffraction the shape and the material constituents of the scatterer, which are known a priori together with the prespecified incident field, may be incorporated into the boundary conditions. In an inverse problem, in general, no information about the scatterer may be assumed. Therefore, in this case such boundary conditions must be sought which do not depend on the shape or the material properties of the scattering body, but allow to specify those characteristic parameters uniquely from the near field which needs to be recovered from far-field measurements.

In principle, the inverse boundary conditions derived by Weston, Boerner and others [92-94] result from the inversion of the Leontovich or scalar impedance boundary condition [49] which is an approximation and thus its application is restricted. To point out the major restrictions imposed on the nature of the; scatterer which can be treated with the Leontovich boundary condition, it is noted that this boundary condition is a valid approximation to the true condition if the radii of curvature are large everywhere compared with the wavelength [72]. It can also be justified [73] even when $\eta$ varies from point to point, provided the variation is sufficiently slow.. For an open surface the aforementioned conditions are sufficient, whereas for a closed surface it is required in addition [18] that the penetration depth is small compared with the smallest radius of curvature in question, so that inward-traveling fields do not reach the surface again. Consequently, loss-less objects such as dielectric slabs, cylinders, spheres etc, are untreatable by the surface impedance conditions regardless of their dimensions. The question of uniqueness
of the inverse boundary conditions derived from the Leontovich boundary condition was studied in detail recently [20] and it was shown that for both the perfectly as well as the imperfectly conducting cases, the uniqueness of the inverse boundary conditions depend on polarization and target symmetry. For example, incidence of a circularly polarized plane wave along the invariant axis of a rotationally symmetric scatterer will result in the fact that the inverse boundary conditions are satisfied everywhere, thus they cannot be applied in this particular degenerate case. Otherwise, it was shown that it is possible that the shape, the phase and the modulus of the averaged surface impedance of the scatterer can be recovered uniquely. Finally, it is pointed out that although in practice the measurements required for the aforementioned exact inverse problem are not possible, the understanding of the exact problem gives a better insight into the limitations and errors when approximate or asymptotic techniques are employed, and can lead to further development of these methods.
1.5 SIGNATURE COMPARISON TECHNIQUES

Two representative signature comparison techniques are discussed in this section.
(i) Iterative averaging method [88]:

Based on the fact that smooth and convex-shaped scatterers of identical curvature about the monostatic direction give rise to identical far-scattered field magnitude in the high frequency case, an inverse scattering technique for the recovery of the local radii of curvature of remote scatterers about the specular point was developed [88]. It was
assumed that measured data are available for various directions of illumination covering all sets of overlapping finite domains of the scattering surface.

From the theory of geometrical optics, as applied to the problem of high-frequency diffraction by scatterers of slowly varying convex shape [41s43], it is known that the leading term in the asymptotic expansion of the scattered field depends primarily on the local radius of curvature of the illuminated area, This behaviour, in the backscattering direction, is the foundation of the system synthesis approach introduced in this recovery technique referred to as the iterative-averaging method. This method uses the fact that a knowledge of the field's magnitude necessarily reflects some information on the curvature of the scatterer. By comparing the scattering pattern of various objects it was found that the larger the radius of curvature, the larger is the magnitude of the backscattered field. Notwithstanding this general overall behaviour, small superimposed amplitude oscillations about a mean value of the field magnitude often arise. These second order effects are dependent on the second term in the asymptotic expansion [41] which includes both the local radius of curvature of a smooth, convex shaped scatterer and its space rate of change with respect to the surface coordinate. The iterative averaging method however neglects these superimposed, small-field oscillations. Applying techniques well-known in system systhesis, this iterative averaging method compares the averaged magnitude of the backscattered field, given off by the unknown, with that resulting from a known rotationally symmetric scatterer, which can be most easily calculated. Thus, from the mean
value of the field, calculated at various backscattered directions, the local radius of curvature of the scatterer is obtained via an iterative comparison process, employing well established methods of system synthesis. The recovery of the local radius is, hence, viewed as the synthesis of the system described by the relationship between the geometry of the remote scatterer and the measured backscattered field's magnitude for given wave incidence. It should be observed that the suggested iterative-averaging method is applicable only in high frequency cases i.e., when the local radii of curvature are large enough so that creeping wave effects are negligible in determining the field distribution near the backscattering angle.
(ii) Pattern recognition technique [37]:

This technique investigates the radar target identification problem through an approach that does not depend on obtaining radar imagery of optical quality and high resolution in range and azimuth. Instead, pattern recognition techniques are applied to radar magnitude and phase-versus-frequency data which are obtained at resonance region frequencies. Furthermore it is also understood in this problem that no aspect angle information is either known a priori or measured.

In this work, it was concluded that the solution to the problem lies in the resonance region. If the frequency is too low (Rayleigh region) there is no shape-dependent information in the scattering. If it is too high, the scattering becomes highly aspect-angle dependent. If the exact aspect angle of the target is not known, application of the pattern recognition technique to magnitude-versus-frequency data obtained at high frequency may become an enormous task because of the huge amount
of data that have to be catalogued. At resonance region frequencies, small changes in aspect angle do not cause rapid fluctuations in the data, yet there is shape-dependence of the data. For the objects studied in this investigation, there appears to be enough information in one or two octaves (if the lowest frequency used is $\omega_{L}$, one octave would be $2 \omega_{L}$ ) of radar bandwidth to allow separation and classification of radar targets. Thus the design logic here is based on two constituents: the use of lower radar frequencies as discriminants [45], and data processing by pattern recognition technique to achieve target identification. Based on digital spatial frequency filtering of curves of the radar return versus the radar frequency, algorithms which optimize separation between pairs of input data were developed.

From the results obtained by the above technique it is evident that there is enough information in the data contained in one or two octaves of resonance region frequencies for a radar to discriminate between targets that are the same in size but different in shape. To achieve identification, the wavelength need be just short enough for the differentiating features to be at least a quarter-wavelength apart. Within the limits of this restriction, however, the wavelength should be as long as possible to minimize aspect angle-dependence. It is also concluded that a practical multifrequency radar system that can measure phase and cancel out polarization effects by means of the method developed in this technique is feasible. Such a system can provide data suitable for pattern recognition algorithms. For the phase measurement to be absolute rather than relative, the phase of the backscattered field must be known at one frequency. This can be ensured by choosing a frequency low enough
for the targets of interest to be in the upper Rayleigh region; it has been shown that in this region the phase shift is zero.

From the review of various available signature comparison techniques it is realized that these methods are applicable only to a restricted class of objects whose characteristic scattering behaviour is known $a$ priori. Thus such an approach to inverse scattering problems can at best provide a partial solution. Furthermore very little insight to the physical phenomena is provided by such approaches.

## 1.6

SINGULARITY EXPANSION METHOD (SEM)

SEM provides a new approach [6] to the problem of the interaction of electromagnetic fields with bodies located in free space or in other simple media. The basic idea involved in this technique is to expand the solution to an electromagnetic interaction problem [scattering problem, propagation problem, or any linear problem (not necessarily electromagnetic)] in terms of the singularities of the response in the complex frequency plane. Such singularities can take various forms such as poles, branch points (and associated branch cuts), essential singularities, and singularities at infinity. For restricted classes of objects, such as finite sizedobjects in free space, these s-plane singularities are limited to poles and possible singularities at infinity $[6,36,82]$.

In the singularity expansion method the electromagnetic interaction with objects is characterized in terms of quantities directly identifiable with various characteristics of resulting interaction waveforms. Some charac-
teristics are associated with the object characteristics including the presence of neighboring objects, Other characteristics are associated with the waveform of the incident field. Yet others are associated with the spatial distribution of the incident fields, such as specified by the direction of incidence and polarization. What is in effect accomplished through this technique is a decomposition of the interaction problem into various quantities which depend on different variables of the problem. The dependence of the interaction on different variables can then be separately considered resulting in a considerable simplification in understanding how the resulting electromagnetic interaction can vary over all possible variations of the parameters of a particular problem being considered. This effectively extends the complexity of the object geometries one may be willing to consider for detailed calculations.

Based on the fact that the electromagnetic interaction problem could be decomposed into various quantities which depend on different variables of the problem, some schemes for detection and discrimination of radar targets have been proposed [47,63,83]. Moffatt and Mains [63] have recently suggested the concept of using the complex natural resonance of objects [i.e.singularities of the object response waveform in the complex frequency plane] as a tool in target discrimination. They make use of the fact that the positions of the natural resonances in the complex frequency plane are excitation invariant,i.e., they are not a function of aspect angle, and that in general only the first few low frequency poles are necessary to characterize an object [61]. Their identification scheme uses a fitting technique to achieve a quantitative evaluation of the correlation between a measured transient waveform synthesized
from multiple frequency scattering data [63] and a calculated difference equation waveform using difference coefficients (obtained from complex natural resonant frequencies) for a particular scatterer. Examples of discrimination results obtained for two wire geometries over a wide range of aspects in two principal planes using complete (10 frequencies) backscatter data has been reported [63]. The same procedures were also applied using incomplete backscatter data, i.e., with amplitude and phase data at certain frequencies arbitrarily set to zero. With minimal backscatter data requirements established, discrimination results were presented when the minimal data are taken'from different target orientations [55, 63]. The results have demonstrated the possibility of drastic reduction in the bandwidth requirements for a multiple frequency discrimination radar and also that the backscatter data required can be obtained using near-conventional radar systems.

A similar radar target recognition technique that makes use of the fact that the complex natural frequencies of a target are intrinsic only to the body geometry, was reported by Van Blaricum and Mittra [83]. This scheme makes use of a technique which numerically extracts the complex resonances of a target from a time signature [84]. . The recognition technique suggested by Van Blaricum and Mittra [83] applies this method to reduce the digitized backscattered time signature to a collection of complex frequencies which, as shown by Mains and Moffatt [55,63], characterizes the scatterer. Then these frequencies serve as the input to a pattern recognition algorithm which compares these extracted poles to those in a catalog to identify the target. The basic distinction between this scheme and the Mains and Moffatt [55] scheme is the form in which
measured data are compared with target dictionary information. Mains and Moffatt generate a given transient waveform based both on the measured waveform and a given dictionary entry, This waveform is compared with the measured waveform. The scheme reported in Van Blaricum and Mittra [83] extracts the natural frequency content directly from the measured waveform, and the natural frequencies themselves are compared with dictionary entries.

Again all these target recognition schemes based on the singularity expansion method are simply signature comparison techniques. Thus their application is limited to a restricted class of objects whose characteristic scattering behaviour is known a priori. Furthermore polarizationdepolarization aspect of the singularity expansion method has not been exploited in these techniques.
1.7 POLARIZATION UTILIZATION

The problem of polarization and depolarization have gained a considerable amount of attention in recent years; in optics, due to the advent of the laser and coherent light; in radio physics, due to space communication and the more exacting requirements on theoretical predictions for scattering by rough surfaces:and radar targets. The possible application of the phenomenon of depolarization in the inverse scattering theory for better target identification/discrimination under various difficult situations needs to be investigated. Rigorous equations describing the depolarized echo of radar reflectors as a function of their physical shape and the polarizational state of the incident wave are known [7,8,77], These
relations could possibly be used in recovery of target shape and material information from known depolarization characteristics of the target. An exhaustive treatment of the depolarization caused by flat or rough surfaces [7,8] reveals that physical optics predicts a cross-polarized component in the backscattered direction whereas geometrical optics fails to uncover it. Starting with the Stratton-Chu-Silver integral [75] and by applying proper boundary conditions and resolving the scattered field into parallel and cross-polarized components, integral representations for the depolarization ratio are obtained. This expression is a function of the shape and material composition of the scattering object.

To the best of the author's knowledge, so far, the application of the depolarization characteristics to the inverse scattering problem (although with a limited scope) was attempted only by Erteza and Doran $[32,33]$. Although they called it "application of the concept of differential reflectivity", however essential to the determination of the unknown parameters was the measurement of the ratio of the power densities in two cross-polarized components of the scattered field. Erteza and Doran $[32,33]$ presented a method for the determination of the permitivity and permeability of a large (compared with wavelength), smooth convex body, using a ray tracing technique [26] for vector fields. Implementation of the method involved the measurement of the ratio of two components of a reflected field for two distinct source-target-scattered field point configurations, with monochromatic, linearly polarized illumination of the target. This differential reflectivity technique essentially circumvented the boundary-value problem and led directly to
the integral expressions for the scattered fields. Although a large number of simplifying assumptions were made in order to accomplish evaluation of these integrals [32], the resulting field and power expressions contain as first-order terms identical expressions to those that would be obtainable by a straightforward geometrical-optics approach. This provides a check for the Erteza and Doran $[32,33]$ approach and also implies the feasibility of the use of the depolarization characteristics for the solution of a larger class of inverse scattering problems.

A possibility of incorporating the depolarization ratio in the scattering matrix (SM) representation $[15,23,34,39]$ has been investigated. Inversion of the scattering matrix is expected to yield target information as function of the depolarization ratio and the aspect angle. Some special radar target scattering matrices are listed by Huynen [39], and their application to rough surface scattering is presented. This approach might provide a better understanding of the physical aspects of the target/clutter problem. A study of depolarized backscatter by Chytil [28, 29] showed that for curved surfaces the depolarization ratio $D_{p}$ decreases as $k a^{-n}$ (where $k=2 \pi / \lambda$ ) with " $a$ " as the characteristic dimension of the scatterer (i.e., width of strip, radius of circular cylinder, etc.) and $1 \leq n \leq 4$. Various investigations $[40,56,74]$ have revealed that the polarization characteristics of the radar return signals from the atmospheric formation (i.e., clouds or atmospheric precipitation) contain information about the phase state of the water as well as shape and orientation of the particles in the formation. This property of the polarization is already in use for radio meteorological investigations of the shape and orientation of cloud and precipitation particles and
also to analyze their phase state [74]. Finally it is pointed out that the targets differ from the "interference-reflectors" in the medium through their characteristic shape and structure. Therefore the polari-zation-transforming properties of the targets should provide an adequate means for the identification of the said shapes buried under clutter. This makes the study of the correlation between the depolarization power and the shape characteristics of reflectors even more desirable when dealing with inverse scattering solutions.
1.8

UTILIZATION OF DIFFERENTIAL GEOMETRY IN INVERSE SCATTERING PROBLEMS

Besidespolarization-depolarization characteristics, another aspect, i.e., differential geometry as related to the surface profile inversion has been given very little importance in inverse scattering investigations. It is to be noted that for the vector treatment of the scattering at the surface of a convex three-dimensional object, as is the case here, differential geometry provides additional insight to the physical phenomenon that governs the interaction between the object and the electromagnetic fields. In differential geometry there are classical problems concerning closed convex surfaces in three-dimensional space which can be intimately related to the electromagnetic problem of profile inversion of closed convex shaped scatterers. In fact one such problem, the so called "Minkowski problem" $[38,64]$ is being studied in the context of the present investigation. It appears to be possible to combine the mathematical concepts of the Minkowski problem with the polarizationdepolarization aspects of the electromagnetic scattering concepts to set
up a system of equations for the recovery of the surface of the scatterer.

In this investigation the fundamental link between electromagnetic theory and the differential geometry is provided by the Gaissian curvature of the scatterer at the point of interest (i.e., specular point). The Gaussian curvature, being an important parameter in differential geometry and at the same time related to the backscattered cross-section at a sufficiently high frequency [41], allows one to relate the results of differential geometry to the electromagnetic problem of inverse scattering. A detailed discussion of this aspect of the investigation is provided in Chapter Two.

In summary, though there exists a large body of literature dealing with the direct scattering problem, the number of treatises dealing with the inverse problem are relatively few. This is due primarily to the complexities associated with the inverse problem. For one thing, it would be a lot simpler to extract the quantitative information regarding the properties of a scattering body from the scattered signals if these scattered signals were derivable in closed form. Unfortunately, even the simplest of scattering problems tends to yield solution in the form of slowly converging infinite series, from which the desired information can hardly be obtained, Secondly, many of the inverse problems do not lend themselves to a formulation in terms of linear matrix- or integralequations; and, consequently, sophisticated techniques such as polari-zation-depolarization characteristics and other systems approaches are required to resolve them. It is to be noted that even when it is possible to describe the inverse problem in terms of a linear matrix
equation, the resulting equation is often ill-conditioned, and its inverse is unstable as was pointed out earlier in this chapter regarding the Bojarski-Lewis inverse problem. Special techniques are again necessary to handle these cases.
chapter two
MTNKOWSKI ${ }^{\text {T }}$ S PROBLEM AS RELATED TO ELECTROMAGNETIC INVERSE SCATTERING

## 2.1

INTRODUCTION

For the vector treatment of the scattering at the surface of a convex three-dimensional object, as is the case here, differential geometry provides additional insight to the physical phenomenon that governs the interaction between the object and the electromagnetic fields. However, differential geometry as related to the surface profile inversion has been given very little importance in inverse scattering investigations.

In differential geometry there are classical problems concerning closed convex surfaces which can be intimately related to the electromagnetic problem of profile inversion of closed convex shaped scatterers. In the context of the proposed investigation there are two such problems in differential geometry concerning closed convex surfaces in three-dimensional space, i.e., surfaces which are the full-boundaries of bounded convex sets in three-dimensional space. In these cases the parameter surface is the entire unit sphere and the surface in space is its topological image [64, 80]. These problems concerning such surfaces can be formulated as follows [64]:
(i) Minkowski's problem: The Gaussian curvature $K$ is given as a positive function of the direction of the normal to the surface, i.e., the spherical image of the surface is arbitrarily prescribed. The existence and uniqueness of a closed convex surface having the prescribed spherical image is required to be proved.
(ii) Christoffel-Hurwitz's problem: This problem is the same as the Minkowski problem except that the sum of the principal radii of curvature (or, stated otherwise, the ratio of the mean curvature to the Gaussian curvature), instead of the Gaussian curvature, is prescribed as a positive function of the direction of the surface normal. The existence and uniqueness of the convex surface having this property are required to be proved.

This chapter deals with the concepts of differential geometry and the Minkowski problem in particular. In Section 2.2, the transformation of the object surface onto the unit sphere via Minkowski's support function [64,80], which is an important step towards the formulation of the Minkowski problem, has been discussed. The mathematical statement and some curvature related formulas of the problem itself have been developed in Section 2.3. The geometrical optics relationship [26,42] between the scattering cross-section and the Gaussian curvature, along with its application in linking up the Minkowski problem to the inverse scattering problem, has been pointed out in Section 2.4. Finally, an example of a two-dimensional case, where it is possible to obtain an explicit solution of the inverse electromagnetic problem directly from the concepts of geometrical considerations, has been presented in Section 2.5. At this point it is to be noted that in the present investigation no attempt has been made to actually solve the Minkowski problem, but the related differential equations have been used in Chapter Four to derive a condition which relates the surface parameter of the scatterer to the radar measureables.

In Fig. 2.1, let $\hat{X}(x, y, z)$ be a closed convex surface (Gaussian curvature $K>0$ ) containing the origin in its interior. The inner unit normal $(\xi, \eta, \zeta)$ defines the spherical image of the surface. Let $\mathrm{p}^{\prime}(\xi, \eta, \zeta)$ represent the distance from the origin to the plane tangent to the surface at the point where the inner normal is $(\xi, \eta, \zeta)$ (see Fig.2.1). $\mathrm{p}^{1}(\xi, \eta, \zeta)$ is defined in this manner for all values of $\xi, \eta, \zeta$, satisfying $\quad \xi^{2}+\eta^{2}+\zeta^{2}=1$.

The extension of this function to all variables $\xi, \eta, \zeta$ as a homogeneous function of degree one is called the Minkowski support function. i.e.,

$$
\begin{align*}
M(\xi, \eta, \zeta)= & \left(\xi^{2}+\eta^{2}+\zeta^{2}\right)^{1 / 2} \cdot p^{\prime}\left[\frac{\xi}{\left(\xi^{2}+\eta^{2}+\zeta^{2}\right)^{1 / 2}}\right. \\
& \left.\frac{\eta}{\left(\xi^{2}+\eta^{2}+\zeta^{2}\right)^{1 / 2}} \quad, \frac{\zeta}{\left(\xi^{2}+\eta^{2}+\zeta^{2}\right)^{1 / 2}}\right] \tag{2.1}
\end{align*}
$$

It satisfies the Euler relations [80] for homogeneous function of degree one, i.e.,

$$
\begin{align*}
& \xi M_{\xi}+\eta M_{\eta}+\zeta M_{\zeta}=M  \tag{2.2}\\
& \xi M_{\xi \xi}+\eta M_{\xi \eta}+\zeta M_{\xi \zeta}=0  \tag{2.3}\\
& \xi M_{\xi \eta}+\eta M_{\eta \eta}+\zeta M_{\eta \zeta}=0  \tag{2.4}\\
& \xi M_{\zeta \xi}+\eta M_{\zeta \eta}+\zeta M_{\zeta \zeta}=0 \tag{2.5}
\end{align*}
$$

where the subscript denotes partial differentiation with respect to $\xi, \eta, \zeta$. The function $M$ is very useful in the treatment of Minkowski's problem, therefore some of its properties are noted next.

Fig. 2.1 Transformation of the specular point unto the unit sphere by
Minkowski's support function.

Since the Gaussian curvature of the surface is positive, there corresponds to each point on the unit sphere exactly one point on the surface having this point as its spherical image. So the coordinates $x, y, z$ of the surface may be considered as functions of $\xi, \eta, \zeta$ within the restriction $\xi^{2}+\eta^{2}+\zeta^{2}=1$. From the definition of $M$ given above it is evident that (see Fig.2.1)

$$
\bar{r} \cdot \hat{\mathrm{n}}=\mathrm{M}(\xi, \eta, \zeta)
$$

But since $\hat{n} \cdot d \bar{r}=0$ because $\hat{n}$ is a normal to $\hat{x}(x, y, z)$, it follows that

$$
\bar{r} \cdot \mathrm{~d} \hat{\mathrm{n}}=\mathrm{dM}(\xi, \mathrm{n}, \zeta)
$$

with $d \hat{n}=(d \xi, d \eta, d \zeta)$, or, in coordinate form

$$
\begin{equation*}
x=M_{\xi}, y=M_{\eta}, \quad z=M_{\zeta} \tag{2.6}
\end{equation*}
$$

Thus, once the Minkowski support function is given over the entire unit sphere, the corresponding closed convex surface is known. Another important observation which follows from (2.6) is that if two support functions differ by a linear function, the corresponding surfaces differ by at most a translation.
2.3 MATHEMATICAL STATEMENT OF THE MINKOWSKI PROBLEM

In this section the derivation of various formulae which yield the curvature properties of the surface $\hat{\mathrm{X}}$ are presented. For this purpose, the formula of Rodrigues [80] which holds along a line of curvature is used:

$$
\hat{d x}+D \hat{d n}=0
$$

Here $D$ is the principal radius of curvature, and $\hat{n}$ the unit normal. In components, this may be written in the form:
$d \mathrm{x}+\mathrm{Dd} \xi=0 \quad ; \quad \mathrm{dy}+\mathrm{Dd} \eta=0 ; \quad \mathrm{dz}+\mathrm{Dd} \zeta=0$
with $\hat{X}=(x, y, z)$ and $\hat{\mathrm{n}}=(\xi, \eta, \zeta)$. It is assumed that the surface is determined by the support function $M$ through (2.6), and hence all quantities associated with the surface are likewise determined by $M$ as homogeneous functions of an appropriate degree, i.e., from (2.6)

$$
\begin{aligned}
& d x=M_{\xi \xi} d \xi+M_{\xi \eta} d \eta+M_{\xi \zeta} d \zeta \\
& d y=M_{\eta} d \xi+M_{\eta \eta} d \eta+M_{\eta \zeta} d \zeta \\
& d z=M_{\zeta \xi} d \xi+M_{\zeta \eta} d \eta+M_{\zeta \zeta} d \zeta
\end{aligned}
$$

Thus Rodrigues' formula may be rewritten as

$$
\begin{align*}
& \left(M_{\xi \xi}+D\right) d \xi+M_{\xi \eta} d \eta+M_{\xi \zeta} d \zeta=0  \tag{2.7a}\\
& M_{n \xi} d \xi+\left(M_{n \eta}+D\right) d \eta+M_{n \zeta} d \zeta=0  \tag{2.7b}\\
& M_{\zeta \xi} d \xi+M_{\zeta \eta} d \eta+\left(M_{\zeta \zeta}+D\right) d \zeta=0 \tag{2.7c}
\end{align*}
$$

It is to be noted that the variables $\xi, \eta, \zeta$ are to be treated as independent variables in the above equations and in all the subsequent formulae involving the support function.

The homogeneous linear set of equations (2.7a) to (2.7c) for the quantities $d \xi$, $d \eta$ and $d \zeta$ have a non-trivial solution since principal directions exist, and the principal radii of curvature $D_{1}$ and $D_{2}$ are thus roots of the following determinantal equation

$$
\left|\begin{array}{ccc}
M_{\xi \xi}+D & M_{\xi \eta} & M_{\xi \zeta}  \tag{2.8}\\
M_{\eta \xi} & M_{\eta \eta}+D & M_{n \zeta} \\
M_{\zeta \xi} & M_{\zeta n} & M_{\zeta \zeta}+D
\end{array}\right|=0
$$

From (2.3), (2.4) and (2.5) it is evident that the determinant of the matrix of the $M_{i k}$ (where $i, k=\xi, \eta, \zeta$ ) vanishes because that system of equations [i.e., (2.3) to (2.5)] is satisfied for at least some sets of values of the $(\xi, \eta, \zeta)$ which do not all vanish simultaneously. Using this fact, the above determinantal equation can be written as a quadratic equation, i.e.,

$$
D^{2}+\left(M_{\xi \xi}+M_{\eta \eta}+M_{\zeta \zeta}\right) D+S[M]=0
$$

The quantity $S[M]$ is the following sum of diagonal minors:

$$
S[M]=\left(M_{\xi \xi} M_{\eta \eta}-M_{\xi \eta}^{2}\right)+\left(M_{\xi \xi} M_{\zeta \zeta}-M_{\xi \zeta}^{2}\right)+\left(M_{\eta \eta} M_{\zeta \zeta}-M_{\eta \zeta}^{2}\right)
$$

From this quadratic equation for $D$, relations for the sum $D_{1}+D_{2}$ and the product $D_{1} \cdot D_{2}$ of the principal curvature of the surface as functions of the direction of the normal to the surface are obtained as

$$
\begin{align*}
& M_{\xi \xi}+M_{\eta \eta}+M_{\zeta \zeta}=-\left(D_{1}+D_{2}\right)  \tag{2.9}\\
& S[M]=D_{1} \cdot D_{2}=1 / K \tag{2.10}
\end{align*}
$$

Here $K$ is the Gaussian curvature of the surface at the point where the surface normal is $\hat{n}(\xi, \eta, \zeta)$. The equations (2.9) and (2.10) can now be viewed as differential equations for the support function $M$ when the values of $\left(D_{1}+D_{2}\right)$ and $D_{1} D_{2}$ are given as functions of the variables $\xi, \eta$ and $\zeta$. It is evident from the statement of the Minkowski problem and the Christoffel-Hurwitz problem given in the introduction to this chapter that (2.9) pertains to the Christoffel-Hurwitz problem, whereas (2.10) pertains to Minkowski's problem. Thus based on (2.10) and (2.6), Minkowski's problem can be stated as: Given the function $K(\xi, \eta, \zeta)$, find the functions $x(\xi, \eta, \zeta), y(\xi, \eta, \zeta), z(\xi, \eta, \zeta)$.

From the statement of the Minkowski problem, given in the previous section, it is clear that if the Gaussian curvature of a scatterer can be related to the electromagnetic field quantities this problem of differential geometry is exactly the same as the problem of recovery of the surface profile of a scatterer from the known far-field data. It is known [42] that in the geometrical optics region the scattering cross-section $\sigma$ in the direction of any reflected ray is equal to $R_{e} / 4 \mathrm{~K}$ where $K$ is the gaussian curvature at the point of reflection and $R_{e}$ is the energy reflection coefficient [26]. Making use of this relationship, Minkowski's problem can directly be used to analyze the inverse problem, It is clear that when $\sigma$ and $R_{e}$ are known for all values of their arguments, [i.e., $\theta, \phi$ ] in the geometrical optics region, the Gaussian curvature $K$ is determined over the hemisphere $0 \leq \theta<\pi / 2$ of the unit sphere. This unit sphere, on wich each point corresponds to the direction of the normal at one point on the scatterer's surface, is called the spherical image of that surface. As mentioned earlier, Minkowski ${ }^{\text {t }}$ s problem is the determination of the surface when its Gaussian curvature is given on the entire surface of the spherical image. It has one and only one solution for any sufficiently smooth positive function $K(\theta, \phi)$ which satisfies the condition $[64,78]$

$$
\begin{equation*}
\mathrm{K}^{-1}(\theta, \phi) \mathrm{n}(\theta, \phi) \mathrm{d} \Omega=0 \tag{2.11}
\end{equation*}
$$

Here $\hat{\mathbf{n}}(\theta, \phi)$ is the unit normal at the point $\theta, \phi ; \mathrm{d}_{\Omega}$ is the differential surface of the unit sphere, and integration extends over the whole sphere. Thus, corresponding to the Gaussian curvature $K$ given
by the geometrical optics approximation [42] on one half of the unit sphere and by arbitrary [subject to (2.11)], smooth continuation over the remainder of the sphere, there exists exactly one scatterer. The scatterer shape is determined by the solution of an elliptic partial differential equation involving $K(\theta, \phi)$. Therefore, it is concluded that the shape of all parts of the scatterer are affected by the arbitrary continuation of $K$. Consequently, the Gaussian curvatures $K$ provided over the hemisphere $0 \leq \theta<\pi / 2$, do not suffice to determine the shape of the scatterer nor any part of it. The resulting inverse problem has too large a family of solutions. However, if two functions $\sigma_{+}(\theta, \phi)$ and $\sigma_{-}(\theta, \phi)$ are given, corresponding to two different incident waves coming from opposite directions, and also if $\mathrm{R}_{\mathrm{e}}$ is known, then geometrical optics determines $K$ over the whole sphere. If this $K$ satisfies (2.11) (as it must if it actually corresponds to a surface), then the inverse problem has a unique solution. Unfortunately the calculation of this solution, in the general case, requires the solution of an elliptic partial differential equation whose solution is extremely difficult and does not lend itself to numerical computational techniques. Thus, in this investigation, no attempt has been made to actually solve the Minkowski problem, rather the differential equation of the Minkowski problem has been used to derive a set of equations which relate the surface parameters to the radar measurables. In this context, it is pointed out that in the case of a two-dimensional convex body of revolution, (2.10) could be reduced to an ordinary differential equation. Thus in the next section an example of a two-dimensional convex body of revolution is presented, where the Minkowski problem has been used directly to yield explicit solutions to the inverse electromagnetic problem.

As mentioned earlier, for a smooth, perfectly conducting, convex body of revolution, and in the high-frequency limit, the radar cross-section is given by the geometrical-optics approximation [42]. The monostatic radar cross-section is given by [normalized so that the radar crosssection of a sphere is given by $\left.\sigma=\pi \cdot(\text { radius })^{2}\right]$.

$$
\begin{equation*}
\sigma(u)=\pi \mathrm{K}^{-1}(\mathrm{u}) \tag{2.11}
\end{equation*}
$$

where, as shown in Fig. 2.2, u describes the direction of the incident plane wave and $K(u)$ is the Gaussian curvature at the specular point.

For an axi-symmetric body, whose geometry is shown in Fig. 2.2, two principal radii of curvature at any point on the surface are given by

$$
\begin{equation*}
\rho_{1}=f(x) \text { and } \rho_{2}=\frac{\left[1+(d f / d x)^{2}\right]^{2}}{d^{2} f / d x^{2}} \tag{2.12}
\end{equation*}
$$

The expression for $\rho_{1}$ can be obtained straight from Fig. 2.2 (by virtue of the fact that it is a body of revolution), and the expression for $\rho_{2}$ is obtained by using the known definition of the radius of curvature at any point of a curve in differential geometry [31,53,68]. Thus, the reciprocal of the Gaussian curvature is given by

$$
\begin{equation*}
K^{-1}=\rho_{1} \cdot \rho_{2}=\frac{f(x)\left[1+(d f / d x)^{2}\right]^{2}}{d^{2} f / d^{2}} \tag{2.13}
\end{equation*}
$$

Making use of the fact that


[^0]\[

$$
\begin{aligned}
\frac{d^{2} f}{d x^{2}} & =\frac{d}{d x}\left[\frac{d f}{d x}\right]=\frac{d}{d f}\left[\frac{1}{d x / d f}\right] \cdot \frac{d f}{d x} \\
& =-\left(\frac{d f}{d x}\right)^{3} \frac{d^{2} x}{d f^{2}}
\end{aligned}
$$
\]

Substituting this into (2.13), the reciprocal of the Gaussian curvature can be rewritten as

$$
\begin{equation*}
K^{-1}=\frac{f(x)\left[1+(d x / d f)^{2}\right]^{2}}{(d x / d f)\left(d^{2} x / d f^{2}\right)} \tag{2.14}
\end{equation*}
$$

Using (2.11) and (2.14), the expression relating the monostatic radar cross-section to the scatterer surface parameter is

$$
\begin{equation*}
\sigma(u)=\pi f(x) \frac{\left[1+\left(x^{\prime}\right)^{2}\right]^{2}}{x^{t}(d / d f)\left(x^{t}\right)} \tag{2.15}
\end{equation*}
$$

where $\quad x^{\prime}=\frac{d x}{d f} \quad$.
Eq. (2.15) can be solved for $f$

$$
\int_{f=0}^{f} f d f=\frac{1}{2} f^{2}=\frac{1}{\pi} \int_{x^{\prime}=0}^{x^{\prime}} \sigma \frac{x^{\prime} d x^{2}}{\left[1+\left(x^{\prime}\right)^{2}\right]^{2}}
$$

With the substitution $x^{\prime}=$ tanu (see Fig. 2.2), the solution for $f$ in terms of the angle $u$ is obtained as

$$
\begin{align*}
f(u) & =\left\{\frac{1}{\pi} \int_{0}^{u} \sigma(u) \frac{\tan u d(\tan u)}{\left[1+\tan ^{2} u\right]^{2}}\right\}^{1 / 2} \\
& =\left\{\frac{1}{\pi} \int_{0}^{u} \sigma(u) \sin (2 u) d u\right\}^{1 / 2} . \tag{2.16}
\end{align*}
$$

Thus, (2.16) gives the $f$ coordinate of the unknown shape as a function of a third parameter, $u$. A complete solution would require a similar equation for $x(u)$. This can be accomplished by considering the alternate form for the Gaussian curvature, i.e., $(2,13)$, which along with (2.11) gives

$$
\sigma=\frac{\pi f\left[1+\left(f^{t}\right)^{2}\right]^{2}}{(d / d x)\left(f^{t}\right)}
$$

where $f^{\prime}=\frac{d f}{d x} \quad$.
Solving for $d x$ and integrating

$$
\int_{x=0}^{x} d x=x=\frac{1}{\pi} \int_{f^{\prime}=\infty}^{f^{\prime}} \frac{\sigma d f^{\prime}}{f\left[1+\left(f^{\prime}\right)^{2}\right]^{2}}
$$

with the substitution, $f^{\prime}=1 /$ tanu (see Fig. 2.2) yields

$$
\begin{align*}
x(u) & =\frac{1}{\pi} \int_{0}^{u} \frac{\sigma(u)}{x(u)} \cdot \frac{d(1 / \tan u)}{\left[1+(1 / \tan u)^{2}\right]^{2}} \\
& =\frac{1}{\pi} \int_{0}^{u} \frac{\sigma(u)}{f(u)} \sin ^{2} u d u \tag{2.17}
\end{align*}
$$

Thus, (2.16) and (2.17) provide the circular cylindrical coordinates of the scattering body [(2.16) must be applied first] as a function of the parameter $u$. In order to recover the complete shape of the scatterer, the radar cross-section must be known for the whole range of the aspect angles $0 \leq u \leq \pi$. An application [91] of this explicit solution for computing some numerical results suggests that a large variety of body sizes and shapes can be solved with this two-dimensional solution of the Minkowski problem.

As mentioned earlier, the Minkowski problem and the Christoffel-Hurwitz problem reduce to questions concerning nonlinear differential equations of elliptic character. Consequently, various properties of (2.9) and (2.10) including existence and uniqueness of their solutions are concerned with questions related to the field of elliptic differention equations. The first uniqueness proof for the Minkowski

given by Minkowski himself [48]. Under the assumption that the solution is analytic, Lewy [72] gave a uniqueness proof of the relevant Minkowski problem. His work on the existence of a solution is discussed in detail by Stoker [78] who also gave a particularly simple proof of a uniqueness theorem which requires merely a few derivatives of the surface.

In the context of the present investigation, where the main aim is to incorporate in (2.9) and (2.10) as boundary conditions on the scattering surface, the mathematical details of the existence and uniqueness of the solution of (2.9) and (2.10) are not important, Thus the detailed mathematical treatment of these problems are not included here, However, an excellent analysis of the solutions of (2.9) and (2.10) has been provided by Stoker [78].
chapter three
A TIME DOMAIN APPROACH TO ELECTROMAGNETIC SCATTERING
3.1 INTRODUCTION

The classical approach to the electromagnetic scattering problem is an analysis based on the differential equations for the fields, together with the boundary conditions at the scatterer. In general this approach has been confined to a single, but arbitrary, frequency. In the last seventy years, a number of valuable results have been produced by this method, however, only a very restricted class of canonical shapes had been treated. Moreover, extension of this approach to other target shapes is becoming more and more difficult.

Contrary to this, there has been relatively little work done on scattering problems with general time variation although the most common radar signature of objects is the time variation of the scattered signal. Therefore, a fundamental and useful method for the computation of the field scattered by an arbitrary shape would be the treatment of an impulsive incident wave. The primary conceptual time domain model, i.e., the impulse and related transient response waveforms of a scattering object, first proposed by Kennaugh and Cosgriff [44], has been discussed in Section 3.2. Furthermore, the interpretation and application of such a primary conceptual model for electromagnetic scattering is also presented in this section. Another efficient technique, making use of the space-time integral equation which is known as the "Impulse response augmentation technique ${ }^{\text {f }}$ for obtaining the far-field electro-
magnetic response of scattering objects $[9,12,13]$ will be discussed in Section 3.3. In this context, a brief derivation of the space-time integral equation for induced surface currents on the scatterer will also be presented in this section. In the impulse response augmentation technique, in order to obtain an estimate of the leading edge (or equivalently, the high frequency) response of the target, the physical optics currents have been assumed. This assumption leads to polarization independence by virtue of the fact that the impulse response which results may be written as the second derivative of the target's projected area as shown in Fig. 1.2. It is then required to determine as to whether or not the polarization dependent effects appear as singularity functions at the leading edge of the impulse response. It is the finding of the investigation by Bennett and co-workers [12] that these effects indeed do appear and,to a first approximation for smooth convex bodies, are functions of the difference in the principal radii of curvature at the specular point and have the form of the first derivative of the projected area. These results along with their possible application in the problem of profile inversion of smooth, convex, perfectly conducting objects will be discussed in Section 3.4.

### 3.2 THE CONCEPT OF THE TTME DOMAIN MODEL IN ELECTROMAGNETIC SCATTERING PROBLEMS

In time domain modeling, the scattering process is modeled by a passive linear two-port with time-invariant parameters. The input is $E(t)$, the output $F(t)$, and the two-port has an impulse response function $F_{I}(t)$. The input and output are related through the convolution integral as

$$
\begin{equation*}
F(t)=\int_{t_{1}}^{\infty} F_{I}(\tau) E(t-\tau) d \tau \tag{3.1}
\end{equation*}
$$

The coordinate frame, for defining the various quantities in (3.1) and to explain the scalar treatment of the electromagnetic fields, is shown in Fig. 3.1. With plane wave incidence of intensity $E(t)$, transverse components of the scattered field with intensity $F(t)$ (normalized) are produced at an arbitrary location in the far-field of the scattering object. In order to remove the time delay between scatterer and observer, a new time scale $t^{\prime}=t-R / c_{0}$ is introduced. Here $R$ is the distance of the observer from the origin of the coordinate system and $c_{0}$ is the free space propagation velocity. The input $E\left(t^{\prime}\right)$ is simply $E(t)$ with $t$ replaced by $t^{*}$. For the output $F\left(t^{\prime}\right)$, $t$ is replaced by $t^{\prime}$ in $F(t)$. The impulse response waveform $F_{I}\left(t^{\prime}\right)$ is the response when the input $E\left(t^{\prime}\right)$ is impulsive, i.e., $E\left(t^{\prime}\right)=\delta\left(t^{\prime}\right)$. The lower integration limit $t_{1}^{\prime}$ in (3.1) is the initial value of $t^{\prime}$ at which the impulse response waveform $F_{I}\left(t^{\prime}\right)$ departs from zero. This limit is, in general, not zero since the initial contribution need not arrive at a time $t=R / c_{0}$. The conceptual two-port model has a frequencydependent phasor response $G(j \omega)$ which is related to the radar crosssection of the scatterer as

$$
\begin{equation*}
\sigma(\omega)=\pi|G(j \omega)|^{2} \tag{3.2}
\end{equation*}
$$

The frequency-dependent phasor response $G(j \omega)$ and the time-dependent impulse response waveform $F_{I}\left(t^{\prime}\right)$ form a Laplace transform pair

$$
\begin{align*}
& G(j \omega)=c_{a} \int_{0}^{\infty} F_{I}\left(t^{2}\right) e^{-j \omega t^{2}} d t^{2}  \tag{3.3a}\\
& F_{I}\left(t^{2}\right)=\frac{1}{2 \pi j c_{0}} \int_{-\infty}^{+\infty} G(j \omega) e^{t^{2} j \omega} d \omega \tag{3.3b}
\end{align*}
$$


Fig. 3.1 Coordinates For Time Domain Scattering Problem
or using $s$ notation $(s=j \omega)$

$$
\begin{align*}
& G(s)=c_{0} \int_{0}^{\infty} F_{I}\left(t^{2}\right) e^{-s t^{t}} d t^{t}  \tag{3.4a}\\
& F_{I}\left(t^{r}\right)=\frac{1}{2 \pi j c_{0}} \int_{-j \infty}^{+j j^{\infty}} G(s) e^{t^{t} s} d s \tag{3.4b}
\end{align*}
$$

The impulse response waveform $F_{I}\left(t^{I}\right)$ is the time-dependent electromagnetic field strength produced at the output terminals when the input $E\left(t^{\prime}\right)$ is an impulsive plane electromagnetic wave, i.e., $E\left(t^{\prime}\right)=\delta\left(t^{\prime}\right)$. This impulse response of the two-port conceptual model is dependent on the orientation of the scattering object, the observation angle (but not range) and the particular transverse component of the scattered field selected. Once $F_{I}\left(t^{\prime}\right)$ is known, the response waveform for any incident waveform is determined by (3.1). Two other particular response waveforms of interest in the time domain study of electromagnetic scattering are defined as follows:
the step response
$F_{U}\left(t^{\prime}\right)=\int_{t_{1}^{\prime}}^{\infty} F_{I}(\tau) u\left(t^{\prime}-\tau\right) d \tau$
and the ramp response

$$
\begin{equation*}
F_{R}\left(t^{\prime}\right)=\int_{t_{1}^{\prime}}^{\infty} F_{I}(\tau)\left(t^{\prime}-\tau\right) u\left(t^{\prime}-\tau\right) d \tau=\int_{t_{1}^{\prime}}^{t^{\prime}} F_{U}(\tau) d \tau \tag{3.6}
\end{equation*}
$$

The Laplace transform relations in (3.3) and (3.4) state that $F_{I}{ }^{\left(t^{\prime}\right)}$ and $G(j \omega)$ can be derived from one another. But $G(j \omega)$ is known exactly for only one finite three-dimensional shape - the sphere, and even for this shape, the transformation to obtain $F_{I}\left(t^{\tau}\right)$ cannot be achieved exactly. Thus, a study of the scattering problem in the time domain consists mainly of the development of a reasonable estimate for
the impulse response waveform $F_{I}\left(t^{5}\right)$. A number of distinct advantages of the time domain approach, as well as some disadvantages have been pointed out in recent investigations $[9,12,45,61,67]$. In the opinion of the author, the following remarks justify the use of the time domain approach in the present investigation:
(i) The impulse and transient response waveforms of a scattering object must be related in a rather direct way to the geometry and to the constitutive parameters of the object. It has been shown [44,61], for example, that the area beneath the ramp response waveform is proportional to the Rayleigh coefficient and hence, to the volume of the scatterer. More fundamentally, however, as the impulsive or transient illumination moves across the object, only that portion of the object which has been illuminated can possibly contribute to the scattered field waveform. Therefore, until the time when the transient illumination has passed completely over the object, there is a direct correlation between the response waveform at a given time and a specific portion of the object. Furthermore, two objects which present initially identical geometrical and physical properties over a given region must produce identical response waveforms up to the time corresponding to complete illumination of this region, regardless of their geometrical and physical properties beyond this point.
(ii) It is thought that, at least in principle, it is possible to incorporate into an estimate of the waveform $F_{I}\left(t^{\prime}\right)$ all of the best features of various approximate or asymptotic estimates of $G(s)$ while at the same time utilizing certain unique features of the time-dependent waveform. If certain estimates of $G(s)$, whose validity is restricted to particular portions of the spectrum, are known, it is far from clear
how a consideration of these estimates can be used to approximate a $G(s)$ corresponding to the remainder of the spectrum. In the time domain, however, the estimates of $G(s)$ become time-limited portions of the waveform, and it is known that these pieces must combine with other pieces to produce a single waveform. Certain conditions on this total waveform are known from low-frequency derived moment conditions [45,61]. Even very crude estimates of how the pieces are combined add some new knowledge concerning $G(s)$. This feature of the time domain approach has been utilized in Chapter Five to generate input data for testing the proposed inverse scattering model. There, an approximate model for the impulse response waveform of a prolate spheroid has been synthesized by mainly using the high-frequency estimates.

The low frequency scattering properties of any finite, three-dimensional object provide interesting and useful conditions on the impulse and transient response waveforms. At sufficiently low frequencies, the phasor response, $G(s)$, of a scattering object can be expanded in a Taylor series about the origin $s=0$ as

$$
\begin{equation*}
G(s) \simeq \sum_{n=0}^{\infty} a_{n} s^{n} \tag{3.7}
\end{equation*}
$$

According to Rayleigh's scattering theory $[4,65]$, the coefficients $a_{0}$ and $a_{1}$ in such an expansion are zero, while the coefficient $a_{2}$ is proportional to the scatterer volume. It is to be noted that the coefficient $a_{2}$ depends upon the shape, orientation, and constitutive parameters of the scatterer as well as the polarization of the incident and scattered fields. Expanding $e^{-s t^{r}}$ in the definition integral in (3.4a) in a Taylor series about the origin $s=0$, and comparing the
resulting series with the series in (3.7) yields,

$$
\begin{align*}
& \int_{0}^{\infty} F_{I}\left(t^{\prime}\right) d t^{t}=a_{e}=0  \tag{3.8a}\\
& \int_{0}^{\infty} t^{t} F_{I}\left(t^{\prime}\right) d t^{t}=a_{1}=0  \tag{3.8b}\\
& \int_{0} t^{\prime 2} F_{I}\left(t^{t}\right) d t^{\prime}=\frac{2 a_{2}}{c_{0}}  \tag{3.8c}\\
& \int_{0}^{\infty} t^{t^{n} F_{I}\left(t^{\prime}\right) d t^{\prime}=\frac{(-1)^{n} n!a_{n}}{c_{0}}} \tag{3.8d}
\end{align*}
$$

These are known as the moment conditions on the impulse response waveform $F_{I}\left(t^{\prime}\right)$. The first three moment conditions have been used successfully in various investigations [59-61] of the time domain scattering problem. These three moment conditions have been interpreted [61] as requiring that the net area beneath the impulse and the step response waveforms be zero, and that the net area beneath the ramp response waveform be proportional to the Rayleigh coefficient, $a_{2}$, of the scatterer.

The conditions imposed on the impulse and transient response waveforms by the high frequency scattering properties of any finite, threedimensional object have brought forwardimportant relationships between the electromagnetic field quantities and the shape profile of the scatterer. In order to derive this relationship, the high frequency estimate of $G(s)$ is obtained by using the well known physical optics approximation. In the geometry shown in Fig. 3.1, a surface current distribution $\vec{J}_{S}$ over the surface $S$ produces a radiated field intensity $E_{x}$ at a large distance $R$ along the negative $z$ axis, given by

$$
\begin{equation*}
E_{x}=-\frac{j \omega \mu}{4 \pi R} e^{j(\omega t-k R)} \int_{S}\left(\vec{J}_{S} \cdot \hat{a}_{x}\right) e^{-j k z} d S \tag{3.9}
\end{equation*}
$$

In the physical-optics approximation, it is assumed that $\vec{J}_{S}=2 \hat{n} \times \vec{H}_{i}$ over the illuminated portion of $S, \vec{J}_{S}=0$ elsewhere. Under such an assumption, for a harmonic incident plane wave with $\vec{E}_{i}$ polarized in the $x$ direction, traveling in the positive $z$ direction, the $x$ component of the backscattered field is given by

$$
\begin{equation*}
E_{S}^{x}(j \omega)=-\frac{j \omega}{2 \pi R c_{0}} e^{j(\omega t-k R)} \int_{S}{ }_{S \ell} \hat{a}_{x} \cdot \hat{n} x \hat{a}_{y} e^{-2 j k z} d S \tag{3.10}
\end{equation*}
$$

where $\vec{E}_{i}=\hat{a}_{x} e^{j(\omega t-k z)}$.
It is to be noted that in the above equations using the phasor notations, the real part of the complex expressions are implied for the actual time dependent fields. Thus the value of $G(j \omega)$, the normalized backscattered phasor response defined [45] as

$$
\operatorname{Re}\left\{G(j \omega) e^{j \omega\left(t-R / c_{0}\right)}\right\}=\left(2 R / c_{0}\right) E_{s}\left(t-R / c_{0}\right)
$$

is obtained by using (3.10) as

$$
\begin{equation*}
G(j \omega)=\frac{j \omega}{\pi c_{0}^{2}} \int_{S} i \ell l e^{-2 j k z_{\hat{a}_{z}} \cdot \hat{n} d S} \tag{3.11}
\end{equation*}
$$

From Fig. 3.1 it is evident that

$$
\hat{a}_{z} \cdot \hat{n} d S=\hat{a}_{z} \cdot \overrightarrow{d S}=-d A(z)
$$

where $A(z)$ is the area of the scatterer surface between the $x-y$ plane and a cutting plane at $z$ projected orthogonally on the $x-y$ plane. It follows from (3.11) that $G(s)[s=j \omega]$ can be written

$$
\begin{equation*}
G(s)=-\frac{}{\pi c_{0}^{2}} \int_{z=0^{-}}^{z=\ell^{+}} e^{-2 s\left(z / c_{0}\right)}\left[\frac{d A(z)}{d z}\right] d z \tag{3.12}
\end{equation*}
$$

where $A(z)$ is a monotonic function of $z$, defined as zero for $z<0$, reaching a constant value $A(\ell)$ at the shadow boundary and beyond, where $z \geq \ell$. $A(z)$ has been redefined as the projected area function of the scatterer later in this chapter. Integration by parts of (3.12), and the substitution of $t^{x}=2 z / c_{0}$, yields

$$
\begin{equation*}
G(s)=-\frac{1}{4 \pi} \int_{0}^{\infty} e^{-t s} \frac{d^{2} A(z)}{d z^{2}} d t \tag{3.13}
\end{equation*}
$$

In arriving at (3.13) use has been made of the fact that

$$
\left.\frac{\mathrm{dA}(z)}{\mathrm{d} z}\right|_{z=0^{-}, \ell^{+}}=0 \quad \text { and } \quad \frac{\mathrm{d}^{2} \mathrm{~A}(z)}{\mathrm{d} z^{2}}=0 \quad \text { for } \quad z>\ell^{+}, z<0^{-}
$$

Comparing (3.13) with (3.4a) implies that

$$
\begin{equation*}
F_{I}(t)=-\frac{1}{4 \pi} \frac{d^{2} A(z)}{d z^{2}} \quad, \quad z=\frac{c_{0} t}{2} \tag{3.14}
\end{equation*}
$$

Thus the impulse response predicted by physical optics is a simple waveform equal to a multiple of the second derivative of $A(z)$, plotted with a time scale such that the cutting plane used to determine $A(z)$ moves with one-half the velocity of the incident impulsive wave (see Fig. 1.2) starting at the nearest point of the scatterer, at $t=0^{-}$, and reaching the shadow boundary at $t=2 l / c_{0}$. The multiplying factor (1/4T) on the left-hand-side of (3.14) depends on the particular normalization reference followed. Thus, it may vary for different normalizations used although leaving the functional form of the relation (3.14) unaltered. The main advantage of this physical optics approximation, i.e., (3.14), is the ease with which the impulse response can be determined for any shape once the area function $A(z)$ has been obtained. In practice, as pointed out in the next section, substantial corrections must be made to the waveform predicted by physical optics; nevertheless
the physical optics approximation serves as a good starting point.

## 3.3 <br> SPACE-TIME INTEGRAL EQUATION APPROACH

In order to gain further insight into time domain scattering, a more direct approach to the problem, based on the space-time vector integrodifferential equation for the current density on the surface of the scatterer, is adopted in this section. In the following, first the space-time integral equation for the current density on the scattering surface is discussed and then the impulse response augmentation technique [9,13] has been outlined briefly.

### 3.3.1 Derivation of the Space-time Integral Equation

The general scattering problem is shown in Fig. 3.2a. $\vec{H}_{i}$ is the magnetic field incident on a perfectly conducting body which may be viewed as the field that would exist if the scatterer were not present. This incident field sets up a current $\vec{J}_{S}$ on the surface of the scatterer as shown in Fig. 3.2b. These currents in turn radiate and produce the scattered magnetic field $\overrightarrow{\mathrm{H}}_{\mathrm{S}}$. Once the surface currents have been determined, the far-field may be calculated.

One way to obtain an expression for these surface currents is to start out with a general expression for the far-field at an arbitrary point in space and then move this point in space onto the surface of the conducting body where the boundary conditions are applied. For a perfectly conducting body, either the E-field boundary conditions can be applied


Fig. 3.2a General Scattering Problem


Fig. 3.2b Equivalent Of General Scattering Problem
which yield the E-field integral equation (EFIE), or alternately, the H-field boundary condition can be applied which yield an H-field integral equation (MFIE). However, it was found $[9,10]$ that for the case of solid conducting bodies the EFIE formulation is less appropriate, because it requires that the numerical space derivative be taken on the surface of the body. Therefore, in this work the MFIE formulation is used.

The geometry for derivation of the MFIE for the induced surface current is shown in Fig. 3.3. The vector potential due to any current distribution on a surface $S^{\prime}$ is given by

$$
\vec{A}_{p}(\vec{r}, t)=\frac{1}{4 \pi} \int_{S^{\prime}} \frac{J_{S}\left(\vec{r}^{\prime}, t-R / C_{0}\right)}{R} d S^{\prime}
$$

The total magnetic field $\vec{H}$ is simply the sum of the incident field and the field produced by the induced current $\vec{J}_{S}$, i.e.,

$$
\overrightarrow{\mathrm{H}}\left(\vec{r}_{r}, t\right)=\vec{H}_{i}(r, t)+\nabla \times \vec{A}_{p}(\vec{r}, t)
$$

Working out $\nabla \times \vec{A}_{p}$ [8], gives

$$
\begin{aligned}
\vec{H}(\vec{r}, t) & =\vec{H}_{i}^{\prime}(\vec{r}, t)+\frac{1}{4 \pi} \int_{S^{\prime}}\left[\frac{\vec{J}_{S}\left(\vec{r}^{\prime}, t^{\prime}\right)}{R^{2}}+\frac{1}{R c}\right. \\
\quad & \left.\frac{\partial \vec{J}^{\prime}\left(\vec{r}^{\prime}, t^{\prime}\right)}{\partial t^{\prime}}\right] \times \hat{a}_{R} d S^{\prime} \quad ; \quad t^{\prime}=t-R / c
\end{aligned}
$$

From this, $\vec{J}_{S}$ may be obtained by simply shrinking the observation point to a point on the surface of the scatterer and then applying the boundary conditions to express $\vec{H}$ in terms of $\vec{J}_{S}$. It is to be noted that alternatively an equation in terms of $\dot{\vec{H}}$ can be obtained, however the numerical computation of the far-scattered field from $\vec{H}$ takes somewhat longer than it does using $\vec{J}_{S}[9,10]$. Hence, the integrodifferential equation was expressed in terms of $\dot{\vec{J}}_{S}$. Shrinking the

observation point on the surface and carrying out the limiting procedure, one finds

$$
\begin{aligned}
\overrightarrow{\mathrm{H}}(\vec{r}, t)=2 \vec{H}_{i}(\vec{r}, t) & +\frac{1}{2 \pi} \int_{S^{t}}\left[\frac{\vec{J}_{S}\left(\vec{r}^{t}, t^{t}\right)}{R^{2}}+\frac{1}{R c_{0}} \frac{\stackrel{\rightharpoonup}{J}_{S}\left(\vec{r}^{t}, t^{t}\right)}{\partial \tau}\right] \\
& x \hat{a}_{R} d S^{t} \quad ; t^{t}=t-R / c_{0}
\end{aligned}
$$

Finally, applying the H-field boundary condition, one obtains

$$
\vec{J}_{S}(\vec{r}, t)=\hat{n} \times \vec{H}(\vec{r}, t)
$$

or,

$$
\begin{align*}
& \vec{J}_{S}(\vec{r}, t)=2 \hat{n} \times \vec{H}_{i}(\vec{r}, t)+\frac{1}{2 \pi} \int_{S^{r}} \hat{n} \times\left\{\left[\frac{\vec{J}_{S}\left(\vec{r}^{\mathrm{t}}, t^{\prime}\right)}{R^{2}}+\frac{1}{R c_{0}}\right.\right. \\
& \left.\left.\frac{\partial \vec{J}_{S}\left(\overrightarrow{r^{\prime}}, t^{\mathrm{t}}\right)}{\partial t^{\prime}}\right] \times \hat{a}_{R}\right\} d S^{t} \quad ; t^{\prime}=t-R / c_{0} \tag{3.15}
\end{align*}
$$

This is the space-time vector integro-differential equation for the current density on the surface of the scatterer. Before proceeding to solve for the far-scattered field from $\vec{J}_{S}(\vec{r}, t)$, it is worthwhile to comment on some of the features (3.15) exhibits.

It is evident that the equation for $\vec{J}_{S}$ represents a system of three coupled scalar integral equations for the three components of $\vec{J}_{S}$, but since

$$
\hat{\mathrm{n}} \cdot \overrightarrow{\mathrm{~J}}_{\mathrm{S}}\left(\vec{r}_{\mathrm{r}}, \mathrm{t}\right)=0
$$

it is possible to reduce the number of independent equations to two. It is also clear that the term $2 \hat{\mathrm{n}} \times \vec{H}_{i}(\vec{r}, t)$ corresponds to the usual physical optics approximation on the illuminated portion of the scatterer. The integral term on the right-hand-side of the equation for $\vec{J}_{S}(\vec{r}, t)$ represents the influence of currents at other surface points on the current at $(\vec{r}, t)$. The important characteristic here is that
the influence of other currents on the current at $(\vec{r}, t)$ is delayed by $R / c_{0}$ which makes the numerical solution of the equation feasible. This retardation effect is especially important, since it allows the solution of the equation for the current without inverting a matrix as is required for the numerical solution of the frequency domain integral equation. Actually the surface current $\vec{J}_{S}$ may be determined by a "stepping on" procedure in time [9,67], since the current at time $t$ is given in terms of the known incident field at that time and the current on other portions of the scatterer at prior times which have already been calculated. This in fact is a distinct advantage of the time domain approach over the frequency domain approach.

For obtaining expressions for the far-scattered field from the induced surface current density $\vec{J}_{S}(\vec{r}, t)$, it is approximated that $R$ is so large that the contribution of the first term in the square brackets to the integral in (3.15) is negligible. In addition the following assumption can be made (see Fig. 3.3)

$$
\begin{aligned}
& \frac{1}{R} \longrightarrow \frac{1}{r} \\
& \hat{a}_{R} \longrightarrow \hat{a}_{r}
\end{aligned}
$$

With these approximations the expression for the far-scattered field is:

$$
\begin{equation*}
\vec{H}_{S}(\vec{r}, t)=\frac{1}{4 \pi r c_{\sigma}} \int_{S^{r}}\left[\frac{\partial \vec{J}\left(\vec{r}^{\prime}, t^{v}\right)}{\partial t^{\prime}}\right] \times \hat{a}_{r} d S^{\prime} \quad ; \quad t^{v}=t-R / c_{0} \tag{3.16}
\end{equation*}
$$

This shows that the far-field could be considered directly without trying to determine the detailed behaviour of the surface currents first, which would greatly simplify the problem.

### 3.3.2 The Impulse Response Augmentation Technique [12]

A new technique called "The impulse response augmentation technique" for obtaining the impulse response and frequency response of an arbitrary target over the entire spectrum was developed by Bennett and co-workers [12]. The impulse response augmentation technique utilizes the established computational procedure of determining the smoothed impulse response of an arbitrary target by numerical solution of the space-time integral equation and the known variation of the impulse response due to the specular return (high frequency portion). These two results provide, respectively, low and high frequency information exactly and are combined in a natural and rigorous manner to yield the frequency response over the entire spectrum and total impulse response with a minimum of uncertainty.

The space-time integral equation solves the scattering problem directly in the time domain where the unit of time is the light meter. (A light meter is defined as the time it takes an electromagnetic wave moving at the speed of light to travel one meter. It has the effect of normalizing the time by the speed of the light in meters/second.) The impulse excitation would yield the universal solution for a particular target. However, the present day computer limitations preclude the direct numerical solution of the space-time integral equation for the impulse excitation. The most useful excitation has been found to be a regularized (or smoothed) impulse of the form shown in Fig. 3.4a. The response $\overrightarrow{\mathrm{H}}_{\mathrm{S}}(\mathrm{t})$ due to this excitation is known as the regularized (or smoothed) impulse response and can be computed exactly with the space-time integral

$H_{i}(t / a):$ is the incident magnetic field at the origin of the coordinate system.
a : is the characteristic linear dimension of the target.
n : is the parameter which controls the width of the pulse and chosen such that the product (na) is a constant.

Fig. 3.4a Regularized (Or Smoothed) Impulse Excitation


Fig. 3,4b Functional Diagram Of The Linear System
equation. The regions of slow variation in the smoothed impulse responce remain the same in the exact impulse response; thus, it is only necessary to determine the structure of the singular regions and any other regions of fast variation. But the singular portions of the exact impulse response that results from scattering by specular points on smooth convex targets can be computed from the physical optics approximations and hence need not be computed by solving the space-time intgrail equation.

The impulse response augmentation technique has been explained [9] by considering the basic approach to the deconvolution (or system identification) problem. Fig. 3.4b shows the functional diagram of a linear system (in this case electromagnetic scattering by a target) that is characterized by its impulse response $F_{I}(t)$, or equivalently, its system function (or frequency response) $G(\omega)$. In the problem being considered here, $e(t)$ the incident Gaussian pulse is specified analytisally and $r(t)$ is computed by solving the space-time integral equation. It is desired to find $F_{I}(t)$ and/or $G(\omega)$. However, the estimate of the system response $\tilde{r}(t)$ that is computed contains some uncertainty or noise. Thus, the transform of the computed or measured smoothed impulse response $R(\omega)$ also contains noise $N_{0}(\omega)$ and may be written as

$$
\tilde{\mathrm{R}}(\omega)=\mathrm{R}(\omega)+\mathrm{N}_{0}(\omega)
$$

,
and the corresponding system function $\mathcal{G}(\omega)$ is

$$
\ddot{G}(\omega)=G(\omega)+e^{(\omega / 2 n)^{2}} \cdot N_{0}(\omega)
$$

Thus, the noise at high frequencies in the estimate of the system fundtion increases exponentially, Physically this occurs because the interrogation signal is a smoothed impulse and its transform decays exponent-
ially with frequency. Thus, this method by itself will not yield the system function at all frequencies.

How this defect is circumvented by the impulse response augmentation technique is displayed in the block diagram of Fig. 3.5. This technique first augments the smoothed impulse response to remove the contribution from singular portions (i.e., mainly the specular points) of the impulse response that are known from physical optics approximations. If $f_{a}(t)$ is a suitable augmentation function that contains the known singular portions of the impulse response, the augmented smoothed impulse response $r_{a}(t)$ is given as

$$
r_{a}(t)=r(t)-e(t) * f_{a}(t)
$$

Next the transform of the augmented smoothed impulse response $R_{a}(\omega)$ is computed and divided by the transform of the incident pulse to yield the augmented frequency response ${ }_{a}^{H^{2}}(\omega)$. This function contains noise which increases exponentially at frequencies above some value. However, it is known that the augmented frequency response must go to zero with increasing frequency. Thus, an estimate of the high frequency behaviour of the augmented frequency response $\hat{H}_{a}(\omega)$ is of the form

$$
\begin{aligned}
\hat{H}_{a}(\omega) & =H_{a}^{p}(\omega) & ; & \omega \leq \omega_{c} \\
& =P(\omega) & & ; \quad \omega \geq \omega_{c}
\end{aligned}
$$

where $\omega_{c}$ is the boundary point and $P(\omega)$ is the high frequency estimate of $H_{a}(\omega)$. The inverse Fourier transform of $\hat{H}_{a}(\omega)$ then yields the estimate of the augmented impulse response $\hat{h}_{a}(t)$. Finally, the inverse of the augmentation procedure is performed on $\hat{h}_{a}(t)$, which yields the estimate of the impulse response $F_{I}(t)$. An estimate of the


Fig. 3.5 Impulse Response Augmentation Technique [12]
system function $H(\omega)$ is obtained by applying the inverse of the augmentation procedure in the frequency domain to $H_{a}(\omega)$.
3.4 POLARIZATION CORRECTION IN THE LEADING EDGE OF THE BMPULSE

RESPONSE

In the expression for the induced surface current density, i.e., (3.15), the first term on the right-hand side is the physical optics current, i.e.,

$$
\begin{aligned}
\vec{J}_{\mathrm{p} 0} & =2 \hat{\mathrm{n}} \times \overrightarrow{\mathrm{H}}_{\mathrm{i}} & & \text { illuminated side } \\
& =0 & & \text { shadow side }
\end{aligned}
$$

The corresponding physical optics approximation for the far-field impulse response, as was derived in Section 3.2, was found to be [12]

$$
\begin{equation*}
r_{0} \vec{H}_{p_{0}}(\vec{r}, t)=\frac{1}{2 \pi} \frac{\partial^{2} A(t)}{\partial t^{2}} \hat{a}_{H i} \tag{3.17}
\end{equation*}
$$

where $A(t)$ is the projected area function as shown in Fig. 1.2, and $\hat{a}_{H i}$ is the unit vector in the direction of $\vec{H}_{i}$. It is to be noted that the scattered magnetic field has been weighted by $r_{0}$, the distance of the observer from the scatterer. Expression (3.17) is simply the physical optics approximation to the impulse response, and since it is only a function of the projected area, then as noted earlier, it is polarization independent.

The first order correction to the physical optics approximation is obtained by applying the more general results of Bennett et al [12] which provide an expression for the effects of local currents on the observer. The validity of the consideration here is restricted to the leading edge portion of the impulse response, i.e., this correction holds better
towards the high frequency end of the phasor frequency response. To derive an analytic expression for the first order correction to the physical optics far-field, the physical optics currents are assumed on the surface of the scatterer. These physical optics currents, in turn, are substituted into the integral part of (3.15), which yields a firstorder correction to the physical optics currents,

$$
\begin{equation*}
\vec{J}_{p 01}(\vec{r}, t)=\frac{1}{2 \pi} \iint_{S_{E}} \hat{n} \times\left\{\left[\frac{1}{R^{2}}+\frac{1}{R c_{0}} \frac{\partial}{\partial t^{\prime}}\right] \vec{J}_{p 0}\left(\vec{r}^{\prime}, t^{\prime}\right) \times \hat{a}_{R}\right\} d S^{\prime} \tag{3.18}
\end{equation*}
$$

where $S_{E}$ is the whole surface $S^{\prime}$ of the scatterer excluding the observation point. These first-order corrections to the physical optics currents are then used to compute the first-order correction to the physical optics far-field as shown in (3.16), i.e.;

$$
\begin{equation*}
r_{0} \vec{H}_{p 01}(\vec{r}, t)=\frac{1}{4 \pi} \iint_{S^{v}}\left[\frac{\partial \vec{J}_{p 01}\left(\vec{r}^{\prime}, t^{v}\right)}{\partial t^{v}}\right] \times \hat{a}_{r} d S^{\prime} \tag{3.19}
\end{equation*}
$$

Next the expansion of the triple cross-product in (3.18) yields

$$
\vec{J}_{\mathrm{P}_{01}}=\frac{1}{2 \pi} \iint_{S^{\prime}}\left[\hat{\mathrm{n}} \cdot \hat{a}_{\mathrm{R}} \mathrm{~L}\left(\overrightarrow{\mathrm{~J}}_{\mathrm{P}_{0}}\right)-\mathrm{L}\left(\hat{\mathrm{n}} \cdot \overrightarrow{\mathrm{~J}}_{\mathrm{P}_{0}}\right)\right] \mathrm{dS} S^{\prime}
$$

where the operator $L$ represents the operation $\left[\frac{1}{R^{2}}+\frac{1}{R c_{0}} \frac{\partial}{\partial t^{r}}\right]$. A circularly shaped patch for $S_{\varepsilon}$ with radius $\rho_{0}$ could be assumed, because consideration is restricted here to leading edge effects and therefore only the current in the vicinity of the observation point need be accounted for. Using this fact and the various geometrical interpretations of the inner product terms in the above integral [12], an analytical expression for $J_{p a l}$ was derived [12]. This is given by

$$
\begin{align*}
\vec{J}_{p 01} & =\hat{a}_{1}\left(\frac{K_{1}-K_{2}}{4 \pi}\right)\left[\pi \rho_{0} J_{1 p 0}+\frac{\pi \rho_{0}^{2}}{2} \frac{\partial J_{1 p 0}}{\partial t^{1}}\right] \\
& +\hat{a}_{2}\left(\frac{K_{2}-K_{1}}{4 \pi}\right)\left[\pi \rho_{0} J_{2 p_{0}}+\frac{\pi \rho_{0}^{2}}{2} \frac{\partial J_{2 p_{0}}}{\partial t^{t}}\right] \tag{3.20}
\end{align*}
$$

where

$$
\begin{aligned}
& J_{1 \mathrm{po}}=-2 \mathrm{H}_{\mathrm{i}_{2}} \\
& \mathrm{~J}_{2 \mathrm{po}}=-2 \mathrm{H}_{\mathrm{i}_{1}}
\end{aligned}
$$

$\rho_{0}$ is the radius of a circular integration patch about the observer, and could be estimated from the mean area illuminated as a function of time.

Here $\hat{a}_{1}, \hat{a}_{2}$ are unit tangent vectors to the principal lines of curvature at the specular point respectively, with $K_{1}$ and $K_{2}$ representing the corresponding curvatures. $H_{i_{1}}$ and $H_{i_{2}}$ denote the components of the incident magnetic field in $a_{1}$ and $a_{2}$ directions respectively.

Substituting the expression for $\bar{J}_{p 0}$ into (3.20) yields

$$
\begin{align*}
\stackrel{\rightharpoonup}{J}_{p 01} & =2\left(\frac{K_{1}-K_{2}}{4 \pi}\right)\left[\pi \rho_{0}+\left(\frac{\pi \rho_{0}^{2}}{2}\right) \frac{\partial}{\partial t^{t}}\right] \hat{n} \times H_{i_{1}} \hat{a}_{1} \\
& +2\left(\frac{K_{1}-K_{2}}{4 \pi}\right)\left[\pi \rho_{0}+\left(\frac{\pi \rho_{0}^{2}}{2}\right) \frac{\partial}{\partial t^{\prime}}\right] \hat{n} \times H_{i_{2}} \hat{a}_{2} \tag{3.21}
\end{align*}
$$

The relation for the first-order correction to the physical optics farfield is obtained by replacing $\vec{J}_{p_{01}}$ in (3.19) with the expression in (3.21), which yields

$$
\begin{align*}
r_{0} \vec{H}_{P_{01}} & =\frac{1}{2 \pi} \frac{\partial}{\partial t}\left\{\hat{a}_{1} \iint_{S^{i}}\left(\frac{K_{1}-K_{2}}{2}\right)\left[\pi \rho_{0}+\left(-\frac{\pi \rho_{0}^{2}}{2}\right) \frac{\partial}{\partial t^{1}}\right] H_{i_{1}} d A_{\text {proj }}\right. \\
& \left.+\hat{a}_{2} \iint_{S^{i}}\left(\frac{K_{1}-K_{2}}{2}\right) \Gamma_{\pi \rho_{0}}+\left(\frac{\pi \rho_{a}^{2}}{2}\right) \frac{\partial}{\partial t^{i}}\right] H_{i_{2}} d A_{\text {proj }} \tag{3,22}
\end{align*}
$$

where dA proj represents the incremental projected area function defined in Fig. 1.2. As a first approximation for $\rho_{0}$, the surface at the specular point is assumed to be spherical with curvature $\mathrm{K}^{\prime}$, which gives [12]

$$
\begin{equation*}
\rho_{0}=(t+z)-\frac{K^{t}}{2}(t+z)^{2} \tag{3.23}
\end{equation*}
$$

where $t$ and $z$ are defined in Appendix II, and the coordinate surface is oriented so that the incident wave is propagating in the negative $z$ direction and the specular point is located on the $z$ axis at the origin. The effect of the second term in (3.23) is of second order, and thus it will be neglected for this consideration.

Substitution of (3.23) (with $K^{\prime}=0$ ) into (3.22), letting the incident field be an impulse, and carrying out the integration, yields for the first orcler correction [12]

$$
\begin{equation*}
\mathrm{r}_{0} \vec{H}_{p 01}=\frac{1}{2 \pi} \frac{\partial A(t)}{\partial t}\left[\hat{a}_{1} H_{i_{1}}-\hat{a}_{2} H_{i_{2}}\right]\left(\frac{K_{1}-K_{2}}{2}\right) \tag{3.24}
\end{equation*}
$$

Thus from (3.24) it is evident that the first order correction to the physical optics approximation is proportional to the difference between the principal curvatures at the specular point and it has the functional form of the first derivative of the projected area function $A(t)$. It should be noted that the validity of the analytic expression as a total correction to the physical optics approximation for the field is the function of the validity of the approximation used in deriving it. One questionable assumption during the derivation of (3.24) is that the difference in principal curvatures remains the same in the vicinity of the specular point. But, again to a first approximation, this assumption is certainly valid, Finally, it is felt that the correction terms
presented here are valid to the extent of giving the functional form of the correction terms, the polarizational dependence they introduce, and their relationship to the difference of principal curvatures at the specular point. The inter-relationship between scatterer surface parameters and the scattered wave polarization characteristics predicted by this correction term will be utilized in the next chapter in proposing a scheme for the recovery of the surface of a smooth, convex closed, perfectly conducting object from far-field scattering data.
chapter four
A MONOSTATIC INVERSE SCATTERING MODEL BASED ON POLARIZATION UTILIZATION
4.1 INTRODUCTION

In this chapter the solution of the inverse problem of electromagnetic scattering by smooth, convex shaped, perfectly conducting, threedimensional scatterers is analyzed. Certain high frequency approximations [27,42,47] were used in incorporating the concepts of the Minkowski problem into the space-time integral solution of electromagnetic scattering to yield a set of equations for the recovery of the surface profile of the scatterer from the scattered field data. The underlying assumption in this investigation was based on the fact $[7,8,28]$ that the "depolarization characteristics" of the scattered field do necessarily contain information regarding the surface profile of the scatterer.

It has been established $[47,88]$ that a knowledge of the scattered field's magnitude about the monostatic angle contains information on the curvature of the scatterer at the specular point. In order to elaborate on this fact, a brief derivation of the geometrical optics approximation for the reflected fields is presented in Section 4.2. For the threedimensional cases, this stipulation about the scattered field's magnitude, permits one to assume that for any smooth, slowly and uniformly varying convex-shaped scatterer, an "equivalent ellipsoid", centered at the origin and of identical curvatures about the monostatic direction,gives rise to an identical backscattered field magnitude. This equivalent ellipsoid modeling of the scatterer ${ }^{\text {s }}$ s surface is discussed in detail in Section 4.3.

Representation of each point of the scatterer by such an equivalent model (see Fig, 4.12 makes it possible to combine the mathematical concepts of "Minkowski"s problem" with the polarization-depolarization aspects of the electromagnetic scattering concepts to yield a system of equations for the recovery of the surface of the scatterer. This is achieved in Section 4.4 through 4.6.
4.2

HIGE FREQUENCY APPROXIMATION FOR THE SCATTERED FTELDS

The consideration here will be restricted to isotropic homogeneous media; thus, one is concerned with electric fields $\bar{E}$ (or magnetic fields $\bar{H}$ ) which are solutions of

$$
\nabla^{2} \stackrel{\rightharpoonup}{\mathrm{E}}+\mathrm{k}^{2} \stackrel{\rightharpoonup}{\mathrm{E}}=0
$$

subject to the condition that $\nabla \cdot \vec{E}=0$.
The Luneberg-K1ine asymptotic expansion for large $\omega$ [46,54] is

$$
\begin{equation*}
\stackrel{\rightharpoonup}{E}(\vec{r}, \omega)=e^{-j k_{0} \psi(\vec{r})} \sum_{m=0}^{\infty} \frac{\vec{E}_{m}(\vec{r})}{(j \omega) m} \tag{4.1}
\end{equation*}
$$

where $k_{\alpha}=\omega / c_{0}$, with $c_{\sigma}$ being the phase velocity in free space. $\psi$ represents the phase function and it is evident that the surfaces $\psi=$ constant are equiphase-surfaces or wavefronts. In the high frequency limit, the asymptotic expansion (4.1) for $\overrightarrow{\mathrm{E}}$ reduces to [47]

$$
\begin{equation*}
\stackrel{\rightharpoonup}{\mathrm{E}}(l, \omega) \sim e^{-j \omega \mathrm{~K}_{0}} \psi(l) \overrightarrow{\mathrm{E}}_{0}(l) \tag{4.2}
\end{equation*}
$$

where

$$
\begin{equation*}
\vec{E}_{a}(l)=\vec{E}_{a} l_{a}\left[\exp \left[-\frac{1}{2} \int_{\ell_{a}}^{\ell} . \nabla^{2} \psi d \ell^{\Sigma}\right]\right. \tag{4.3}
\end{equation*}
$$

with \& defined in a way such that

$$
\begin{equation*}
\frac{\partial}{\partial \ell}=\nabla \psi^{\bullet} \cdot \nabla \tag{4.4}
\end{equation*}
$$


${ }_{\text {Fig. 4.1. }}$ "Equivalent ellipsoid" Model for specular point.

It is to be noted that $\nabla \psi$ has a direction perpendicular to the surface $\psi \overline{(r)}=$ constant, so that $\&$ specifies a position on a curve perpendicular to this surface. From (4.3) it is clear that $\vec{E}_{\mathbb{\alpha}}(l)$ is determined if its value at the reference point $\ell_{\sigma}$ is known,

For homogeneous media, the rays are straight lines, and, for isotropic media, the rays are perpendicular to the wavefronts; thus,

$$
\begin{equation*}
\mathrm{d} \psi=|\nabla \psi| \mathrm{dh}=\mathrm{n}^{\mathrm{r}} \mathrm{dh} \tag{4.5}
\end{equation*}
$$

where $d h$ is an incremental distance along the ray path and $n^{\text {r }}$ is the refractive index of the medium. Integrating (4.5) yields

$$
\begin{equation*}
\psi=\psi_{a}+n^{t} h \tag{4.6}
\end{equation*}
$$

where $\psi_{\sigma}$ is the reference phase function. It also follows from (4.4), along with (4.5) and the fact that $|\nabla \psi|^{2}=n^{r^{2}}$ [47], that

$$
\mathrm{dh}=\mathrm{n}^{\mathrm{t}} \mathrm{~d} \ell
$$

Introducing the Gaussian curvature of the wavefront $K=1 / D_{1} D_{2}$, where $D_{1}$ and $D_{2}$ are the principal radii of curvature of the wavefront surface $\psi$, it can be shown [47] that

$$
\frac{\mathrm{dK}}{\mathrm{dh}}=-\mathrm{K} \nabla^{2} \psi / \mathrm{n}^{t}
$$

Integrating this equation yields

$$
\begin{equation*}
K(\ell) / K\left(\ell_{0}\right)=\exp \left[-\int_{\ell_{\alpha}}^{\ell} \nabla^{2} \psi d \ell^{2}\right] \tag{4.7}
\end{equation*}
$$

Using (4.6) and (4.7), one may write (4.2) as

$$
\begin{equation*}
\vec{E}\left(l I \sim \vec{E}_{a}\left(l_{\alpha}\right) e^{\left.-j k_{a} \psi_{a}\left[K(l) / K C l_{\alpha}\right)\right]^{1 / 2}} \cdot e^{-j k h},\right. \tag{4.8}
\end{equation*}
$$

where $k=n^{2} k_{0}$. This expression for $\vec{E}$ is directly related to the geometrical optics approximation, as is shown next.

According to classical geometrical optics, the flux of light energy between the points $P_{1}$ and $P_{2}$ is governed by Fermat ${ }^{r}$ s principle, i.e., it follows a ray path which satisfies

$$
\begin{equation*}
\delta\left[\int_{P_{1}}^{P_{2}} n^{x} d h\right]=0 \tag{4.9}
\end{equation*}
$$

The wave follows a curve wich makes the optical distance between $P_{1}$ and $\mathrm{P}_{2}$ (given by the above integral) stationary. Usually the ray path minimizes this distance,

The intensity of the geometrical optics field is governed by the conservation of the energy flux in a tube of rays, such as the astigmatic tube of rays shown in Fig, 4.2. Let $I^{2}$ be the intensity of the field at $P_{2}$ and $I_{0}^{2}$ the intensity at the reference point $P_{1}$, then for an isotropic, homogeneous medium

$$
I^{2} d \Sigma=I_{0} d \Sigma_{0}
$$

where $d \Sigma$ and $d \Sigma_{a}$ are the cross-sections of the tube of rays at $P_{2}$ and $P_{1}$, respectively. It follows from differential geometry [47] that

$$
\begin{align*}
& \frac{d \Sigma}{d \Sigma_{a}}=\frac{K}{K_{a}}, \quad \text { hence } \\
& I=I_{a} \sqrt{K / K_{a}} \tag{4.10}
\end{align*}
$$

with $K=K\left(l_{i} I\right.$ and $K_{Q}=K_{\alpha}\left(l_{Q}\right)$,
From (4.9) and (4.10I it is clear that classical geometrical optics


Fig, 4.2 Astigmatic Bundle Of Rays
correctly describes the path along which the high frequency field, given by (4.8), propagates and also the manner in which the field intensity varies with position. However, the description of the electromagnetic field in the limit of large $\omega$ by the Luneberg-Kline asymptotic expansion, i.e, $(4,8)$, is superior to the one by the classical geometrical optics, i,e, (4.10). This is because classical geometrical optics ignores the polarization and wave nature of the light, hence while predicting the directions of reflection and refraction at a boundary surface, it cannot account for the intensities of the reflected and refracted waves. In order to overcome this shortcoming, most investigators have included artificially [47] polarization and phase information so that the classical geometrical optics field is modified to the form given by (4.8). Thus, the field represented by (4.8) has commonly been referred to as the geometrical optics field.

The ratio. $\mathrm{K} / \mathrm{K}_{0}$ has been found [47] in terms of h and $\rho_{1}, \rho_{2}$, the radii of curvature of the reference wavefront shown in Fig. 4.2. When this expression for $\left(K / K_{a}\right)$ is substituted into (4.8), one obtains

$$
\begin{equation*}
\vec{E}(l) \sim \vec{E}_{a}\left(l_{a}\right) e^{-j k_{0} \psi_{a}} \sqrt{\frac{\rho_{1} \rho_{2}}{\left(\rho_{1}+h\right)\left(\rho_{2}+h\right)}} e^{-j k h} \tag{4.11}
\end{equation*}
$$

It is to be noted that, when $h=-\rho_{1}$ or $-\rho_{2}$, the field becomes infinite and the geometrical optics field is invalid. The congruence of rays at the lines $1-2,3-4$ in Fig. 4.2 is called a caustic. As one passes through a caustic line, the sign of ( $p+h$ ) changes, i,e.,

$$
(\rho+\mathrm{H})^{-1 / 2}=\left|(\rho+\mathrm{H})^{-1 / 2}\right| e^{j(\pi / 2 I}
$$

and thus the correct phase shift of $\pi / 2$ is introduced naturally.

In order to find the high-frequency approximation for the reflected field $\vec{E}_{r}$ from the point $P$ on a perfectly conducting, smoothly curved surface, the following boundary condition is applied

$$
\begin{equation*}
\hat{n} x\left(\vec{E}_{i}+\vec{E}_{r}\right)=0 \tag{4.12}
\end{equation*}
$$

Here $\hat{\mathrm{n}}$ is the outward directed unit normal vector to the scattering surface at the point $P$, and $\vec{E}_{i}$ is the incident electric field. It follows from (4.2) and (4.12) [47] that

$$
\begin{equation*}
\vec{E}_{r_{a}}(P) e^{-j k_{a} \psi}=[\hat{n} \hat{n}-\hat{b} \hat{b}] \cdot \vec{E}_{i}(P) \tag{4.13}
\end{equation*}
$$

where $\hat{b}$ is a unit vector tangent to the surface and is defined by

$$
\hat{b}\left(\hat{b} \cdot \vec{E}_{i}\right)=-\hat{n} \times\left(\hat{n} \times \vec{E}_{i}\right)
$$

The quantity in the bracket in (4.13) is a dyadic reflection coefficient which changes the direction but not the magnitude of $\vec{E}_{i}(P)$. It simplifies to scalar -1 when $\vec{E}_{i}(P)$ is tangent to the surface, which is the case for backscatter. In the far zone, the quantity under the square root in (4.11) reduces to $\sqrt{\rho_{1} \rho_{2}} / R$, where $R$ is the distance from $P$ to the observation point. Silver [75] has determined $\sqrt{\rho_{1} \rho_{2}}$ for an incident spherical wave. For the case of plane wave incidence

$$
\begin{equation*}
\sqrt{\rho_{1} \rho_{2}}=\sqrt{D_{1} D_{2}} / 2 \tag{4.14}
\end{equation*}
$$

where $D_{1}$ and $D_{2}$ are the principal radii of curvature of the reflecting surface at $P$. It is to be noted that if $D_{1}$ or $D_{2}$ become infinite, as in the case of a flat plate or cylindrical scatterers, the geometrical optics approximation hecomes invalid,

Thus (4.11) along with (4.14) show that the assumption made at the begining of this chapter, namely that a knowledge of the scattered field ${ }^{\text {s }}$ s magnitude about the monostatic angle contains information on the curvature of the scatterer at the specular point is a valid one. This fact is used in the next section in developing an equivalent ellipsoid model for the surface of a smooth, convex, closed scatterer.
4.3

EQUIVALENT ELLIPSOID MODEL

It has been established by various investigators that a knowledge of the scattered field's magnitude about the monostatic angle contains information on the curvature of the scatterer at the specular point [88]. As it has been shown in Section 4.2 this dependence is dominating in the high-frequency region, i.e., when the wavelength is much smaller than the dimension of the target (exact bounds on the region are not defined, primarily because body shape and complexity to some extent determine which scattering laws apply to a given situation). This stipulation for the three-dimensional case permits one to assume that at sufficiently high frequencies for any smooth, slowly and uniformly varying convex shaped scatterer, an "equivalent ellipsoid", centered at a prefixed origin and of identical principal curvature about the monostatic direction, gives rise to an identical backscattered field magnitude (see Fig. 4.1). Representing each point of the scatterer by such an equivalent model, changes the problem of recovery of the specular points with respect to the preassigned origin, i.e,, recovery of $x, y, z$, to that of recovery of $a, b, c$ - the semi axes of the equivalent ellipsoid for each monostatic direction, Stating it differently, in this model it is
assumed that the specular point (or the point of reflection) instead of being on the unknown object is on an object whose shape and orientation is known (i.e., the ellipsoid centered at the preassigned origin) but the size (i.e., $a, b, c)$ is unknown.

An application of a similax "equivalent curvature ${ }^{\text {tr }}$ modeling of the specular point for two-dimensional convex, smooth scatterers has been reported by Vandenberghe and Boerner [88]. However, they did not develop any analytic expression, relating the curvature at the specular point to the backscattered field, instead they applied known techniques of system synthesis, An iterative averaging method, they had introduced, compares the averaged magnitude of the backscattered field, given off by the unknown scatterer with that resulting from a known rotationally symmetric scatterer (e.g., a circular cylinder) which can easily be calculated. The agreement they obtained between the results and the exact values certainly validates the equivalent ellipsoid assumption for the three-dimensional case encountered in the present investigation.

Although there may be many different ellipsoids which will satisfy the criteria of having identical curvature about the specular point, there can only be one such ellipsoid which will be centered at the prefixed origin and oriented as shown in Fig. 4.1. In other words, for a given monostatic direction, by fixing the origin and the orientation of the equivalent ellipsoid, a one-to-one correspondence between the set of unknowns ( $x, y, z$ ) and ( $a, b, c$ ) is obtained. Obviously there will be degenerate cases wienever the specular point corresponds to the point
of symmetry of the equivalent ellipsoid as shown in Fig. 4.3a and Fig. 4.3b. However, the coordinates ( $x, y, z$ ) of the specular point, corresponding to these two degenerate cases, will be identical and thus the uniqueness of the solution is preserved. Therefore, if a sufficient number of equivalent ellipsoids, corresponding to the different monostatic directions and the same preassigned orientation and origin, are recovered from the knowledge of the backscattered field data, then with these recovered equivalent ellipsoids and known directions of incidence, the corresponding specular points with respect to the preassigned origin will be known uniquely, Thus, instead of solving for the coordinates of the specular point, ( $x, y, z$ ), the ellipsoid's equivalent semi-axes ( $\mathrm{a}, \mathrm{b}, \mathrm{c}$ ) are recovered. In the following sections, the space-time integral equation and the Minkowski problem have been utilized to obtain three independent equations involving the unknowns $a, b, c$ of the equivalent ellipsoid corresponding to the unknown specular point coordinates ( $x, y, z$ ) of the target and the known backscattered field data.

### 4.4 UTILIZATION OF THE SPACE-TIME INTEGRAL EQUATION

The space-time integral equation for currents on the surface of a perfectly conducting body is given by (3.15). It is to be understood here that all the results obtained in the time domain can simply be converted into the frequency domain by use of Fourier transformation and appropriate scaling [12]. As pointed out earlier, the first term on the right-fiand side of (3.15) is the physical optics current, and this yields the physical optics approximation to the far-field impulse

Fig. 4.3. Example Of A Degenerate Case of The Equivalent Ellipsoid,
response. The integral term on the right-hand side of (3.15) gives the first-order correction to the physical optics approximation of the backscattered far-field, Thus at sufficiently high frequencies the total backscattered far-field may be represented as

$$
\begin{equation*}
r_{\alpha} \vec{H}_{S}(\vec{r}, t)=r_{\alpha} \vec{H}_{p \pi}(\vec{r}, t)+r_{a} \vec{H}_{p \alpha I}(\vec{r}, t) \tag{4.15}
\end{equation*}
$$

Substituting values from (3.17) and (3.24) for $\vec{H}_{p a}$ and $\vec{H}_{p 01}$, yields

$$
\begin{equation*}
r_{a} \stackrel{\rightharpoonup}{H}_{S}(\stackrel{\rightharpoonup}{r}, t)=\frac{1}{2 \pi} \frac{\partial^{2} A(t)}{\partial t^{2}} \hat{a}_{H_{i}}+\frac{1}{2 \pi} \frac{\partial A(t)}{\partial t}\left(\frac{K_{1}-K}{2}\right) \cdot\left[H_{i_{1}} \hat{a}_{1}-H_{i_{2}} \hat{a}_{2}\right] \tag{4.16}
\end{equation*}
$$

If the direction $\hat{a}_{H_{i}}$ of the incident magnetic field is represented in terms of its component $H_{i_{1}}$ along the $\hat{a}_{1}$ direction and $H_{i_{2}}$ along the $\hat{a}_{2}$ direction, then the expression for the backscattered farfield is written as

$$
\begin{align*}
r_{a} \vec{H}_{S}(\vec{r}, t) & =\frac{1}{2 \pi}\left[\frac{\partial^{2} A(t)}{\partial t^{2}}+\frac{\partial A(t)}{\partial t}\left(\frac{K-K}{2}\right)\right] H_{i_{1}} \hat{a}_{1} \\
& +\frac{1}{2 \pi}\left[\frac{\partial^{2} A(t)}{\partial t^{2}}-\frac{\partial A(t)}{\partial t}\left(\frac{{ }^{\prime}-K}{2}\right)\right] H_{i_{2}} \hat{a}_{2} \tag{4.17}
\end{align*}
$$

where the magnitude of the incident magnetic field $\left|\vec{H}_{i}\right|$ has been assumed to be unity, It is to be noted that for an arbitrary, linearly polarized incident field $\vec{H}_{i}$, the polarization angle $\alpha$ with respect to the $\hat{a}_{1}$ direction is assumed to be unknown and for the purpose of the present investigation needs to be determined in terms of radar measurables.

For the recovery of each specular point, the semi axes $a, b, c$ of the corresponding equivalent ellipsoid need to be determined. Thus a system of three independent equations involving $a, b, c$, the direction cosines
$\xi, \eta, \zeta$ of the incident wave, and at least three independent radar measurables are required.

Consider a monostatic situation, where the incident wave and the normal to the surface at the specular point have the same direction cosines $(\xi, \eta, \zeta)$. Then, if $\vec{H}_{i}$ is of unit magnitude and makes an angle $\alpha$ with $\hat{a}_{1}$ at the specular point, the unit vector in the direction of the incident magnetic vector may be written as

$$
\begin{equation*}
\hat{a}_{H_{i}}=H_{i_{1}} \hat{a}_{1}+H_{i_{2}} \hat{a}_{2} \tag{4.18a}
\end{equation*}
$$

A unit vector perpendicular to $\hat{a}_{H_{i}}$ and in the plane of $\hat{a}_{1}$ and $\hat{a}_{2}$ is

$$
\begin{equation*}
\hat{a}_{c r}=H_{i_{2}} \hat{a}_{1}-H_{i_{1}} \hat{a}_{2} \tag{4.18b}
\end{equation*}
$$

Now the magnitude of the co-polarized component of the backscattered far-field (i.e., the component which is parallel to the incident wave polarization) results from (4.17) and (4.18a) as

$$
\begin{align*}
\left|r_{0} \vec{H}_{I P}(\vec{r}, t)\right| & =r_{a} \vec{H}_{S}(\vec{r}, t) \cdot \hat{a}_{H_{i}} \\
& =\frac{I}{2 \pi}\left[\frac{\partial^{2} A(t)}{\partial t^{2}}+\left(\frac{K_{1}-K}{2}\right)\left(H_{i 1}^{2}-H_{i 2}^{2}\right) \frac{\partial A(t)}{\partial t}\right] \tag{4.19}
\end{align*}
$$

Similarly, the magnitude of the cross-polarized component (i.e., the component which is perpendicular to the incident wave polarization) is $\left|r_{a} \vec{H}_{1 c}(\vec{r}, t)\right|=r_{a} \vec{H}_{S}(\vec{r}, t) \quad \hat{a}_{c r}=\frac{1}{\pi}\left(\frac{K_{1}-K}{2}\right)\left(H_{i 1} \cdot H_{i 2}\right) \frac{\partial A(t)}{\partial t}$.

Next, consider another incident wave with the same direction of incidence, but the incident magnetic field now encloses an angle ( $\alpha-\pi / 2$ ) with the $\hat{a}_{1}$ direction. The corresponding co-polarized component of the scattered field is

$$
\begin{equation*}
\left|r_{a} \vec{H}_{2 p}(\vec{r}, t)\right|=\frac{1}{2 \pi}\left[\frac{\partial^{2} A(t)}{\partial t^{2}}-\left(\frac{K}{2}-K_{2}\right)\left(H_{i_{1}}^{2}-H_{i_{2}}^{2}\right) \frac{\partial A(t)}{\partial t}\right] \tag{4.21}
\end{equation*}
$$

and the cross-polarized component is

$$
\begin{equation*}
\left|r_{\mathbb{H}}^{\vec{H}}{ }_{2 c}(\vec{r}, t)\right|=\frac{1}{\pi}\left(\frac{K_{1}-T_{2}}{2}\right)\left(H_{\mathrm{I}_{1}} \cdot \mathrm{H}_{\mathrm{I}_{2}}\right) \frac{\partial A(t)}{\partial t} \tag{4.22}
\end{equation*}
$$

Since $H_{i_{1}}=\left|H_{i}\right| \cos \alpha$ and $H_{i_{2}}=\left|H_{i}\right| \sin \alpha$, hence from (4.19), (4.20) and (4.21), one finds that

$$
\begin{align*}
D_{e} & =\frac{\left|r_{0} \vec{H}_{1 p}(\vec{r}, t)\right|-\left|r_{0} \vec{H}_{2 p}(\vec{r}, t)\right|}{\left|r_{0} \vec{H}_{1 c}(\vec{r}, t)\right|} \\
& =\frac{1}{\tan \alpha}-\tan \alpha \tag{4.23}
\end{align*}
$$

Eq, (4.23) expresses the polarization angle $\alpha$ in terms of the backscattered field as desired for the purpose of the present investigation, i.e.,

$$
\begin{equation*}
\alpha_{1,2}=\tan ^{-1}\left[-\frac{D e}{2} \pm \sqrt{\left(\frac{D}{2}\right)+1}\right] \tag{4.24}
\end{equation*}
$$

IWo values of $\alpha$ are complimentary to each other and the choice of a' 'pius' or 'minus' sign in (4.24) does not affect the final system of equations for the profile inversion as will be shown Zater.

An interesting outcome of this analysis is that the cross-polarized component of the backscattered far-field, i.e., (4.20) and (4.22), are identical for the incident polarization of $\alpha$ and $\alpha-\pi / 2$. This is to be expected and can easily be verified from the theory of reciprocity [70]. In Fig. 4.4, let $\hat{i}_{1}$ be the polarization direction of the incident wave and $\hat{i}_{2}$ be the polarization direction of the response waveform (in the present case cross-polarized backscattered wave). The reciprocity theorem then implies that by retaining the above conditions


Fig, 4.4 Geometry For The Application Of The Reciprocity Theorem
and by changing the polarization direction of the incident wave from $\hat{i}_{1}$ to $\hat{i}_{2}$, the corresponding response waveform (with polarization direction $\hat{\mathbf{i}}_{2}$ ) will remain identical to the previous response waveform. However, once the creeping wave considerations are introduced in ( 4.20 ) and (4.22), the two cross-polarized components $\vec{H}_{1 c}$ and $\vec{H}_{2} c$ will differ from one another considerably. This is mainly because the creeping wave path in the shadow zone of the scatterer will be different for different polarizations. Thus, it is concluded that the cross-polariz ation terms, i.e., (4.20) and (4.22), are identical in the high-frequency limits only and they will differ from each other as the low frequency region is approached.

Using (4.19) to (4.21), the expression for the first and second derivatives of the projected area function are obtained as

$$
\begin{equation*}
\frac{\partial^{2} A(t)}{\partial t^{2}}=\pi\left[\left|r_{0} \vec{H}_{1 p}(\vec{r}, t)\right|+\left|r_{0} \vec{H}_{2 p}(\vec{r}, t)\right|\right] \tag{4.25}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\frac{K_{1}-K_{2}}{2}\right) \frac{\partial A(t)}{\partial t}=\frac{\pi}{\cos \alpha \cdot \sin \alpha}\left|r_{0} \vec{H}_{1 c}(\vec{r}, t)\right| \tag{4.26}
\end{equation*}
$$

It is to be noted that the right-hand-side of (4.25) and (4.26) both contain only the backscattered field data since $\alpha$ can be represented in terms of the scattered field as given in (4.24).
4.5

UTILIZATION OF MINKOWSKI'S PROBLEM

As discussed earlier in Chapter Two, the problem of determining a surface, when its Gaussian curvature $K(\hat{n})$ is given on the entire surface of the spherical image, is known as Minkowski's problem. Geometrical
optics predicts that if $\sigma$, the monostatic scattering cross-section, is known all over a perfectly conducting, smooth, convex, threedimensional surface, then $K(\hat{n})$ is determined over the entire surface of the unit sphere (i.e., the spherical image of the scatterer). In the present investigation all the points on the surface of the equivalent ellipsoid (corresponding to the specular point of interest on the scattering surface) are transformed onto the unit sphere using Minkowski's support function $M$ which satisfies the partial differential equations (2.9) and (2.10). The support function $M$ of this equivalent ellipsoid, with semi axes $a, b, c$ was obtained in Appendix $I$ as

$$
\begin{equation*}
M(\xi, \eta, \zeta)=\left[(a \xi)^{2}+(b \eta)^{2}+(c \zeta)^{2}\right]^{1 / 2} \tag{4.27}
\end{equation*}
$$

where $-1 \leq \xi, \eta, \zeta \leq 1$. The substitution of this expression for $M$ into (2.9) and (2.10) yields two equations involving $a, b$ and $c$ for known values of the direction cosines $(\xi, \eta, \zeta)$. It is to be noted that the right-hand side of (2.10) could be related to radar measurables, and therefore (2.10) constitutes one equation involving $a, b$ and $c$ as the unknowns. The other two independent equations, i.e., (4.25) and (4.26) were obtained by analyzing the space-time integral equation for scattering in Section 4.4.

From the above discussion it is now clear that no attempt has been made here to actually solve the Minkowski problem, but (2.10) has been used as a condition which must be satisfied by the surface parameters of the object in order to have a given value of the backscattered radar-crosssection. In the next section, (4.27) along with (4.25) and (4.26) will be used in proposing a system of equations for the recovery of the sur-
face profile of a perfectly conducting, closed convex, smooth object from the knowledge of the far scattered field.

### 4.6 SYSTEM OF EQUATIONS FOR THE RECOVERY OF SURFACE PROFILE

If the projected area function $A(t)$, and the difference between the principal curvatures at the specular point, $\left(K_{1}-K_{2}\right)$, are expressed in terms of the unknown semi axes $a, b, c$ of the equivalent ellipsoid and the known direction cosines ( $\xi, \eta, \zeta$ ) of the incident wave, then (4.25) and (4.26) will represent two independent equations of the desired system of equations for the recovery of the specular point. Furthermore, from (4.26) it is evident that the choice of the sign in (4.24) is not important for the recovery as $(\cos \alpha \sin \alpha)$ has the same value for $\alpha=\alpha$. and $\alpha=\alpha_{1}-\pi / 2$.

The difference between the principal curvatures at the specular point, $\left(K_{1}-K_{2}\right)$, has been expressed in the desired form in Appendix $I$, and $A(t)$ has been obtained in terms of $(a, b, c),(\xi, \eta, \zeta)$ and time $t$ in Appendix II. The third and the final relation for the system of equations is obtained by substituting the value of $M(\xi, \eta, \zeta)$ into (2.10) as shown in Appendix I, and by relating the Gaussian curvature K at the specular point to the backscattered radar-cross-section using the geometrical optics approximation $[27,42,47]$. As mentioned earlier, this approximation implies that the differential scattering cross-section in the direction of any reflected ray is equal to $R_{e} / 4 \mathrm{~K}$, where $\mathrm{R}_{\mathrm{e}}$ is the reflection coefficient, Finally, by transforming the expressions from the time ( $t$ ) to the frequency ( $\omega$ ) domain by appropriate scaling and

Fourier transformation [12] as discussed in (3.3) and (3.4), the following system of equations for the recovery of the equivalent ellipsoid, and hence the coordinates of the specular point, is arrived at

$$
\begin{align*}
& \left|\frac{K_{1}-K}{2}\right|\left|\nsim f\left[\frac{\partial A(t)}{\partial t}\right]\right|=\frac{\pi}{\cos \alpha \sin \alpha} \cdot\left|r_{0} H_{1}(\omega)\right|  \tag{4.28}\\
& \left|\eta\left[\frac{\partial^{2} A(t)}{\partial t^{2}}\right]\right|=\pi\left|r_{\sigma 1 p}^{H}(\omega)+r_{0} H_{2 p}(\omega)\right|  \tag{4.29}\\
& \frac{(a b c)^{2}}{\left[(a \xi)^{2}+(b \eta)^{2}+(c \zeta)^{2}\right]^{1 / 2}}=1 / K=4 \sigma ; \begin{array}{l}
\text { perfectly } \\
\text { conducting } \\
\text { case }
\end{array} \tag{4.30}
\end{align*}
$$

Here, $\exists$ represents the Fourier transform and $\sigma$ is the backscattered radar cross-section. Substituting the expression for the magnitude of $\left[\frac{\partial A(t)}{\partial t}\right]$ in (4.28) and for $\left[\frac{\partial^{2} A(t)}{\partial t^{2}}\right]$ in (4.29) from Appendix II, gives

$$
\begin{gather*}
\left|K_{1}-K_{2}\right|\left[\left(\frac{G}{\omega}\right)^{2}+\left(\frac{2 \Gamma G^{2}}{\omega}\right)^{2}\right]^{1 / 2}=\frac{\left|H_{1 \mathrm{C}}\right|}{\cos \alpha \sin \alpha}  \tag{4.31}\\
2\left[(2 \Gamma G)^{2}+(G / \omega)^{2}\right]^{1 / 2}=\left[\left|H_{1 p}\right|^{2}+\left|H_{2 p}\right|^{2}+2\left|H_{1 p}\right| \cdot\left|H_{2 p}\right|\right. \\
\left.\quad \cdot \cos \left(\phi_{1 p}-\phi_{2 p}\right)\right] \tag{4.32}
\end{gather*}
$$

Here, ( $\left.\phi_{1 p}-\phi_{2 P}\right)$ is the relative phase of $H_{1 p}$ compared to that of $H_{2 p}$, and $\Gamma$ and $G$ are defined in Appendix II. Weighting of the field magnitudes with respect to $r_{0}$ is understood in (4.31) and (4.32). The left-hand-side of $(4.28),(4.29)$ and $(4.30)$ consist of the unknowns $a, b, c$ and their right-hand-sides consist of only the backscattered far-field data, Thus, as mentioned earlier, the final system of equations for the profile inversion consists of (4.28), (4.29) and (4.30). Once the semi axes $a, b, c$ are recovered from the above system of
equations, using expressions for $M$ in (4.27) with known ( $\xi, \eta, \zeta$ ), the coordinates ( $x, y, z$ ) of the specular point are determined by (2.6) as

$$
\begin{align*}
& x=\frac{\xi a^{2}}{\left[(a \xi)^{2}+\left(b_{\eta}\right)^{2}+(c \zeta)^{2}\right]^{1 / 2}}  \tag{4.33a}\\
& y=\frac{n b^{2}}{\left[(a \xi)^{2}+\left(b_{\eta}\right)^{2}+(c \zeta)^{2}\right]^{1 / 2}}  \tag{4.33b}\\
& z=\frac{c \zeta^{2}}{\left[(a \xi)^{2}+\left(b_{\eta}\right)^{2}+(c \zeta)^{2}\right]^{1 / 2}} \tag{4.33c}
\end{align*}
$$

Application of the inverse scattering model developed here to various test cases will be undertaken in Chapter Six. There, as an example of the application of the proposed inverse scattering model, the test case of a perfectly conducting prolate spheroid will be presented. The major difficulty in performing this test is that the kind of input data needed is not readily available for most of the scatterer shapes. To circumvent this difficulty, an approximate solution for the backscattered co- and cross- polarized field given off by a prolate spheroid is developed in the next chapter.
chapter five
APPROXIMATE CO- AND CROSS- POLARIZED BACKSCATTERED FIELD OF A CONDUCTING PROLATE SPHEROID

### 5.1 INTRODUCTION

In order to utilize (4.28) and (4.29) for the recovery of the prolate spheroid, the scattered field quantities on the right-hand-side of these equations must be known. However, to the best of the author's knowledge these input data required for the proposed inverse scattering model are not readily available for most of the scatterer shapes. To circumvent this difficulty, an approximate solution for the backscattered field given off by a prolate spheroid is developed in this chapter. Starting with the vector integro-differential equation for the induced current on the surface of the scatterer, and applying the physical optics approximations [45], the time domain representation for the co- and crosspolarized backscattered far-field has been obtained.

The frequency domain treatments of electromagnetic scattering by a conducting prolate spheroid have been reported by Andreasen [5], Oshiro [65], and Waterman [90]. However, most of these solutions do not cover the entire frequency spectrum and also do not take into account the depolarization of the electromagnetic wave after the scattering from the surface. The approach to the problem via the application of the time domain concepts have been undertaken successfully by Moffatt and co-workers [59,60, $62]$ and by Bennett and co-workers $[9,10,12]$. Although these solutions do cover the entire frequency domain, they do not account for the depolarization effects of electromagnetic waves at the surface of the scatterer.

Compared to the above mentioned results, computational results based on the model derived in this chapter are elementary, nevertheless they do yield data for the co- and cross- polarized component of the backscattered field and are quite reliable towards the high frequency end of the spectrum (which is the region of interest as far as this investigation is concerned).

In Section 5.2 certain features of the time domain concepts, which have been exploited in developing the model here, are discussed. In order to get better insight into these features of the time domain concept, an impulse response model synthesized with these concepts by Moffatt [61, 62] has been discussed in Section 5.3. In Section 5.4 the impulse response model developed for the purpose of the present investigation is discussed and finally the computational results based on this model are presented in Section 5.5.

SOME RELEVANT BASIC FEATURES OF TIME DOMAIN CONCEPTS

The convolution integral in (3.1), relating the response waveform to the interrogating signal, provides an understanding of the relationship between the contributions to $G(s)$ from various portions of the spectrum and the response waveform $F_{I}\left(t^{\prime}\right)$. If the input signal is a monochromatic continuous wave, then the graphical interpretation of convolution is that of reversing one of the signals with respect to time and then sliding one over the other. At any given time, the response is given by the integral of the product of the two waveforms over that time interval where they coincide. For the monochromatic input, this consists of sliding a sinusoid of a given period across the reverse waveform $F_{I}\left(-t^{\prime}\right)$. It
follows that at relatively low frequencies, the response can be influenced little by the minute details of the waveform. Therefore, the response at low frequencies is basically dependent on the general size and shape of the waveform. As the input frequency increases, more and more of the waveform details become important whereas slowly varying portions of the waveform become less important since the contributions from these are effectively cancelled by the positive and negative portions of the sinusoid. Two conclusions were drawn from these observations:
(i) The general shape and the size of the impulse response waveform $F_{I}\left(t^{\prime}\right)$ is dictated by the low-frequency response of the object.
(ii) The fine structure and detail of the waveform is controlled by the high-frequency response of the object.

The impulse response as predicted by physical optics has been discussed for the general case in Chapter Three. There, the physical optics approximation to the time-function is simply derived from the crosssectional area as a function of distance along the line of wave travel. It has been experienced [44] that the impulse response predicted by physical optics is very simple and it is possible to improve on these approximations with a little effort.

In order to correct the physical optics impulse approximation to yield the Rayleigh limit (i.e., the low frequency limit), it has been suggested that an additional time-function may be added to the impulse response so as to give the proper value for the first three moments of the resultant corrected impulse response. This correction function may be formed
in many ways, but two simple methods, which have been found useful [44], are the "staircase" and the "polynomial" approximations.

In the "staircase approximation", as shown in Fig. 5.1a, two rectangular pulses are added to the physical optics response. The amplitude of the first pulse is the same as the final value of the physical optics pulse, while the amplitude of the second pulse and the duration of both pulses are determined from the first three moment equations, i.e., (3.8a), (3.8b) and (3.8c).

A second method of correcting the physical optics impulse response consists of adding a polymonial function of time, starting at the final value of the physical optics time response, choosing the polymonial coefficients and its duration from the three moment equations. This results in a quadratic correction function as shown in Fig. 5.1b.

It is obvious that these two methods for correcting the physical optics impulse response are crude and empirical. These methods have been extended and modified [61] to make use of higher order approximations to the low-frequency scattering properties as well as improved approximations [61] to the high-frequency response. However, these simple examples clearly demonstrate that a first order approximation to the impulse response can be made, using only the Rayleigh scattering coefficient and the physical optics approximation.

To sum up, in general, the physical optics approximation is used to predict the short time behaviour of the response waveform. Latter portions of the waveform are selected either from a knowledge of the character of the response corresponding to specific geometrical features of


Fig. 5.la "Staircase Approximation" To The Impulse Response Waveform


Fig. 5.1b "Polynomial Approximation" To The Impulse Response Waveform
the object or simply from a rough guess of its probable form. These various pieces of the waveform are then joined with sufficiently undetermined parameters to permit the known moment conditions to be satisfied. As an example, in the next section an approximate general solution for the electromagnetic backscattering by a perfectly conducting prolate spheroid is presented [61], without taking depolarization effects into account.

## 5.3

IMPULSE RESPONSE MODEL FOR ELECTROMAGNETIC BACKSCATTERING BY
A PROLATE SPHEROID [61,62]

The prolate spheroid and the coordinates for this problem are shown in Fig. 5.2. Without loss of generality the direction of propagation of the incident plane wave is restricted to the $y-z \quad$ plane, and the incident direction is specified by the angle $\theta$. Two principal polarizations defined for the incident wave are:

TE, where the incident electric-field vector is normal to the $y$ $z$ plane, and

TM, where the incident electric-field vector lies in the $y-z$ plane.

With each of these principal polarizations a path length is associated which corresponds to the line of sight up to the shadow boundary and a geodesic in the shadow region (see Fig. 5.2). It is to be noted that these paths are measured from an initial reference plane perpendicular to the line of sight.

At this point, certain useful simplifying approximations, made in the


Fig. 5.2 Coordinates Of A Prolate Spheroid For Impulse Response Waveform [61]
course of development of the impulse response model, need to be discussed. The first of these simplifications involves the point of termination in time and the influence of the shadow boundary on the physical optics approximation. For the sphere the shadow boundary is always normal to the direction of propagation of the incident field. However, for a spheroid this only occurs for axial and broadside incidence. Moffatt [61,62] simplified this situation by ignoring the inclination of the shadow boundary and terminating the physical optics approximation at the point corresponding to the peak transverse cross-section encountered by the cutting plane. A second approximation was made in the measurement of path lengths on the shadow side of the spheroid. For either one of the principal polarizations, this distance should be evaluated along the perimeter of an ellipse, i.e., by an incomplete elliptic integral. These integrals are tabulated, but to obtain a simple closedform expression, the creeping wave path length on the spheroid was calculated with the assumption that an ellipse of semi-major axis 'a' and semiminor axis ${ }^{2} b{ }^{\text {l }}$ has a circumference given by

$$
c i r \simeq 2 \pi \sqrt{\frac{\mathrm{a}^{2}+\mathrm{b}^{2}}{2}}
$$

The impulse response waveform of the spheroid for arbitrary orientation and linear polarization (TE or TM) was written as the sum of two terms

$$
\begin{equation*}
F_{I}\left(t^{\mathrm{I}}\right)=\mathrm{F}_{\mathrm{I}_{1}}\left(t^{\mathrm{t}}\right)+\mathrm{F}_{\mathrm{I}_{2}}\left(\mathrm{t}^{\mathrm{V}}\right) \tag{5.1}
\end{equation*}
$$

where $F_{I_{1}}\left(t^{\prime}\right)$ is used to enforce the desired character of the waveform and $F_{I_{2}}\left(t^{\prime}\right)$ is used to satisfy the known moment conditions $[45,61]$. With the knowledge of the character of the axial incidence model [60, 61], the high frequency portion of the basic impulse response waveform
[i.e., the portion of the impulse response which contributes most to the high frequency end of the phasor response (see discussion in Section 5.2)] for the spheroid was assumed to be of the form [61,62]

$$
\begin{align*}
F_{I_{1}}\left(t^{\prime}\right) & =-A_{1} \delta\left(t^{\prime}\right)+\left(A_{2}-A_{3} e^{\alpha^{\prime} t^{\prime}}\right)\left[u\left(t^{\prime}\right)-u\left(t^{\prime}-T t_{0}\right)\right. \\
& \left.+A_{4} e^{-\alpha^{\prime} t^{\prime}} \cdot u\left(t^{\prime}-T t_{0}\right)\right] \tag{5.2}
\end{align*}
$$

where

$$
\left.\begin{array}{rl}
A_{1} & =\frac{a b}{2\left(a^{2} \cos ^{2} \theta+b^{2} \sin ^{2} \theta\right)} \\
A_{2} & =\frac{a b^{2}}{2\left(a^{2} \cos ^{2} \theta+b^{2} \sin ^{2} \theta\right)^{3 / 2}} \\
\alpha^{\prime} & =\left[\frac{-\beta A_{1}^{2}}{2 A_{2}}\right.  \tag{5.3c}\\
\frac{-A^{3}}{3 A^{2}}-\frac{K_{r}}{2}-\frac{A_{1}^{2}}{2 \beta A_{2}}
\end{array} \beta^{2}\right]^{1 / 2} \quad, ~ l
$$

and $t_{0}=2 b / c_{0} \quad, \quad \beta=\frac{\pi / 2}{T-\frac{A_{1}}{A_{2}}}$.
Here, $K_{r}$ is the Rayleigh coefficient and $u$ denotes the unit step. The quantity $T$ depends on the principal polarization. It is determined from the geometry of the spheroid and as explained earlier corresponds to the line of sight up to the point of maximum cross-section for the cutting plane, and a geodesic creeping wave path length in the shadow region of the spheroid. Two conditions are imposed on the waveform in (5.2), they are,
and

$$
\mathrm{A}_{3} \lll \mathrm{~A}_{2}
$$

$$
\left(A_{2}-A_{3} e^{\alpha^{\prime} T t_{0}}\right)=A_{4} e^{-\alpha ' T t_{0}}=P_{1} ; \text { a constant }
$$

This gives

$$
A_{4}=\frac{1}{A_{3}}\left[P_{1.2} A_{1}-P_{1}^{2}\right]
$$

and

$$
\alpha^{\prime}=\frac{1}{2 T t_{0}} \ln \left[\frac{A}{A_{3}}\left(\frac{A}{P_{1}}-1\right)\right]
$$

From this, it is clear that $P_{1}$ and $A_{3}$ are not specified. Thus, with these two parameters, it is possible to. achieve a degree of control on the character of the creeping wave contribution. For example, with the peak creeping wave contribution $P_{1}$ fixed, $A_{3}$ controls the slope of the waveform prior to the peak. It is to be noted that no attempt has been made to utilize the low-frequency derived moment condition to determine the constants $P_{1}$ and $\dot{A}_{3}$ or, for that matter, include additional parameters to satisfy higher order moments. Such an approach was found [61] to be ineffective because it is difficult to maintain simultaneously the desired character of the impulse waveform. Even for the simple case, the moment condition may lead to a very complicated set of simultaneous nonlinear integral equations.

Next Moffatt [6i] proposed to superimpose a second waveform ensuring the correct low-frequency behaviour of the response. This is an exponentially damped sinusoid which is written in the form

$$
\begin{equation*}
F_{I_{2}}\left(t^{\prime}\right)=E\left[e^{-\phi_{1} t^{\prime}}-e^{-\phi_{2} t^{\prime}}\right] u\left(t^{\prime}\right) \tag{5.4}
\end{equation*}
$$

where $E, \phi_{1}$ and $\phi_{2}$ can be complex. Let the first three moments of $F_{I_{1}}\left(t^{\prime}\right)$, the high frequency portion of the waveform, be $I_{1}, I_{2}$ and $I_{3}$, i.e.

$$
\begin{equation*}
\int_{0}^{\infty} F_{I_{1}}\left(t^{\prime}\right) d t^{\prime}=I_{1} \tag{5.5a}
\end{equation*}
$$

$$
\begin{align*}
& \int_{0}^{\infty} t^{\prime} F_{I_{1}}\left(t^{\prime}\right) d t^{\prime}=I_{2}  \tag{5.5b}\\
& \int_{0}^{\infty} t^{\prime 2} F_{I_{1}}\left(t^{\prime}\right) d t^{\prime}=I_{3} \tag{5.5c}
\end{align*}
$$

Imposing the zero, first and second moment conditions on the total impulse response waveform of the spheroid, i.e., $F_{I}\left(t^{*}\right)$, yields the following set of simultaneous non-linear equations

$$
\begin{align*}
& E\left[\phi_{2}-\phi_{1}\right]=-I_{1} \phi_{1} \phi_{2}  \tag{5.6a}\\
& E\left[\phi_{2}^{2}-\phi_{1}^{2}\right]=-I_{2} \phi_{1}^{2} \phi_{2}^{2}  \tag{5.6b}\\
& 2 E\left[\phi_{2}^{3}-\phi_{1}^{3}\right]=\left(K_{r}-I_{3}\right) \phi_{1}^{3} \phi_{2}^{3} \tag{5.6c}
\end{align*}
$$

It has been shown[61,62] that if

$$
\frac{4}{\left(I_{2} / I_{1}\right)^{2}+\left(K_{r}-I_{3}\right) / 2 I_{1}} \leq \frac{I^{2}}{I_{1}^{2}+\left(I_{2} / I_{1}\right)^{2}+\left(K_{r}-I_{3}\right) / 2 I_{1}}
$$

then $\phi_{1}, \phi_{2}, E$ are real and given by

$$
\begin{aligned}
\phi_{2} & =\frac{I_{2} / I_{1}}{2\left[\left(I_{2} / I_{1}\right)^{2}+\left(K_{r}-I_{3}\right) / 2 I_{1}\right]} \\
& +\frac{1}{2}\left\{\frac{\left(I_{2} / I_{1}\right)^{2}}{\left[\left(I_{2} / I_{1}\right)^{2}+\left(K_{r}-I_{3}\right) / 2 I_{1}\right]^{2}}-\frac{4}{\left[\left(I_{2} / I_{1}\right)^{2}+\left(K_{r}-I_{3}\right) / 2 I_{1}\right]}\right\}^{1 / 2}, \\
\phi_{1} & =\frac{1}{\phi_{2}\left[\left(I_{2} / I_{1}\right)^{2}+\left(K_{r}-I_{3}\right) / 2 I_{1}\right]} \\
E_{1}= & \frac{-I_{1} \phi_{1} \phi_{2}}{\phi_{2}-\phi_{1}}
\end{aligned}
$$

If the above cited inequality is not satisfied, $\phi_{1}$ and $\phi_{2}$ become complex conjugates

$$
\begin{aligned}
& \phi_{1 r}=\phi_{2 r}=\frac{I_{2}}{2 I_{1}\left[\left(I_{2} / I_{1}\right)^{2}+\left(K_{r}-I_{3}\right) / 2 I_{1}\right]} \\
& \phi_{1 i}=-\phi_{2 i}=\frac{1}{2}\left\{\frac{4}{\left(I_{2} / I_{1}\right)^{2}+\left(K_{r}-I_{3}\right) / 2 I_{1}}-\frac{I^{2}}{I_{1}^{2}+\left(I_{2} / I_{1}\right)^{2}+\left(K_{r}-I_{3}\right) / 2 I_{1}}\right\}^{1 / 2}, \\
& E=-\frac{j}{2}\left\{\frac{I_{1}}{\phi_{1 i}\left[\left(I_{2} / I_{1}\right)^{2}+\left(K_{r}-I_{3}\right) / 2 I_{1}\right]}\right\}
\end{aligned}
$$

where $I_{1}, I_{2}$ and $I_{3}$ were found to be

$$
\begin{aligned}
& I_{1}=-A_{1}+A_{2} T-\frac{A_{3} e^{\alpha^{\prime} T}}{\alpha^{2}}+\frac{A_{4} e^{-\alpha^{\prime} T}}{\alpha^{I}} \\
& I_{2}=\frac{A_{2} T^{2}}{2}-\frac{A_{3} T e^{\alpha^{\prime} T}}{\alpha^{\prime}}+\frac{A_{3} e^{\alpha^{\prime} T}}{\alpha^{12}}+\frac{A_{4} T e^{-\alpha^{\prime} T}}{\alpha^{I}}+\frac{A_{4} e^{-\alpha^{\prime} T}}{\alpha^{I 2}} \\
& I_{3}=\frac{A_{2} T^{3}}{3}+\frac{T^{2}}{\alpha^{2}}\left[A_{4} e^{-\alpha^{\prime} T}-A_{3} e^{\alpha^{\prime} T}\right]+\frac{2 T}{\alpha^{\prime} T_{2}}\left[A_{3} e^{\alpha^{\prime} T}+A_{4} e^{-\alpha^{\prime} T}\right] \\
& +\frac{2}{\alpha^{13}}\left[A_{4} e^{-\alpha^{\prime} T}-A_{3} e^{\alpha^{\prime} T}\right]
\end{aligned}
$$

Thus, except for $A_{3}$ and $P_{1}$ the remainder of the parameters of the impulse response waveform are known. It has been felt [61] that very little is gained by introducing sophisticated procedures and techniques for establishing the two parameters $A_{3}$ and $P_{1}$ above, particularly when they are expected to change with aspect angle. Also such sophistication would be achieved at the expense of a much more complicated model. The purpose here is to develop a simple model and, hopefully, one whose constant parameters are invariant for a given axial spheroid ratio regardless of orientation and incident polarization. Thus, a rough estimate of the parameter $A_{3}$ was obtained from the axial waveform results $[60,61]$,
and the invariance of the creeping wave peak with respect to the axial ratio, obtained in [60], was accepted.

It has been shown $[61,62]$ that the impulse response model described in this section is in reasonable agreement with measured data for a spheroid of 2 : 1 axial ratio. The minor disagreement between calculated and measured data has been attributed to the enforced simplicity of the model, achieved at the expense of numerous approximations and estimates, which possibly could be corrected with a more completed model. Based on the insight gained from this example, in the next section, in a somewhat similar fashion, an impulse response model for the co- and the crosspolarized components of the backscattered field (at least for the high frequency case) off a prolate spheroid is developed.

## 5.4

APPROXIMATE IMPULSE RESPONSE MODEL FOR CO- AND CROSS-
POLARIZED BACKSCATTERED FIELD

Since the main aim is to generate input data for the inverse scattering model of Chapter Four at sufficiently high frequencies, the waveform synthesized here is deliberately made as simple as possible. This impulse response model is merely the physical optics approximation for short times and a creeping wave contribution consisting of the extension of the physical optics approximation beyond the shadow boundary (with a time scale stretching to account for the fact that the wave travels along the surface of the scatterer beyond the shadow boundary) and an exponential decay beyond the object.

In order to derive a general expression for the initial time portion of the prolate spheroid impulse response, an expression for the area function $A(t)$ for arbitrary direction of incidence needs to be known. For a general direction of incidence, $\phi$ (the value of $\theta$ does not matter because this is a two-dimensional case), on a prolate spheroid, Bennett and co-workers [12] obtained an expression for the area function. The calculations needed are identical to that presented in Appendix II, except that here only one coordinate transformation (twodimensional case) is required. Consider a prolate spheroid with semimajor axis ' $a$ ' and semi-minor axis ' $b$ ' which are centered at the origin of the coordinate system. With $x^{\text {r }}$ representing the distance from the origin along the direction of incidence(see Fig.A.II.l), A(x')gives the projected area of the scatterer as delineated by the incident impulse as it moves across the scatterer at one-half the free space velocity of light (this has been discussed in detail in Chapter Three). For a given direction of incidence $\phi, A\left(x^{1}\right)$ is given as [12]

$$
\begin{equation*}
A\left(x^{2}\right)=\frac{\pi a b^{2}}{\Gamma^{3}(\phi)}\left[\Gamma^{2}(\phi)-x^{\prime 2}\right] u\left[\Gamma(\phi)-x^{\prime}\right] \tag{5.7}
\end{equation*}
$$

where

$$
\begin{equation*}
\Gamma(\phi)=\left[\frac{a^{2} b^{2} B_{1}(\phi)}{B_{1}(\phi) E_{1}(\phi)-C_{1}^{2}(\phi)}\right]^{1 / 2} \tag{5.8}
\end{equation*}
$$

with

$$
\begin{aligned}
& \mathrm{B}_{1}(\phi)=\mathrm{a}^{2} \cos ^{2} \phi+\mathrm{b}^{2} \sin ^{2} \phi \\
& \mathrm{C}_{1}(\phi)=\left(\mathrm{a}^{2}-\mathrm{b}^{2}\right) \sin \phi \cos \phi \\
& \mathrm{E}_{1}(\phi)=\mathrm{a}^{2} \sin ^{2} \phi+\mathrm{b}^{2} \cos ^{2} \phi
\end{aligned}
$$

In this case, as discussed in (3.14)

$$
x^{t}=-\frac{c_{0} t}{2}=-t / 2
$$

which, on substitution into (5.7), yields the expression

$$
\begin{aligned}
\frac{1}{2 \pi} A(t) & =\frac{G^{\prime}}{2}\left[4 \Gamma^{2}(\phi)-t^{2}\right] u[t+2 \Gamma(\phi)] \\
G^{\prime} & =\frac{2 b^{2}}{\Gamma^{3}(\phi)}
\end{aligned}
$$

where

It has been shown in Chapter Three that the ramp response is given by the projected area function, i.e.,

$$
\text { ramp response }=\frac{1}{2 \pi} \mathrm{~A}(\mathrm{t})
$$

This is a physical optics approximation and conventionally holds true only up to the shadow boundary. However, in the present model, this approximation has been extended beyond the shadow boundary and has been modified in a manner such that the time beyond the shadow boundary is calculated according to the distances measured along the surface of the scatterer rather than along line-of-sight in free space, i.e.,

$$
\begin{align*}
\text { romp response } & =A(t)[u(t+2 \Gamma)-u(t)] \\
& +A\left(\frac{2 \Gamma}{T_{c}} t\right)\left[u(t)-u\left(t-T_{c}\right)\right] \tag{5.10}
\end{align*}
$$

where

$$
\mathrm{T}_{\mathrm{c}}=\mathrm{T} t_{0}-2 \Gamma
$$

with $T$ being the total path length as discussed in Section 5.2. It is to be noted that in (5.10) the consideration of the path length beyond the shadow boundary has been simplified by just scaling the time $t$ by a factor $\left(2 \Gamma / T_{c}\right)$, i.e., by assuming a linear deformation of the path length beyond the shadow boundary. In the present consideration, the location of the shadow boundary has been simplified in a manner similar to Moffatt [61], where the inclination of the shadow boundary was ignored
and, instead, the shadow boundary was located at the point corresponding to the peak transverse cross-section encountered by the cutting plane (see Fig. 5.2). With this definition of the shadow boundary, for a prolate spheroid centered at the origin (as is the case here), (5.9) indicates that the shadow boundary is always located at $t=0$ on the time scale, and the distance between the shadow boundary and the specular point along the direction of the incident wave is given by $\Gamma(\phi)$ (see Fig. 5.2). Using (5.9) and (5.10), the expression for the projected area function of the scatterer is obtained as

$$
\begin{align*}
\frac{1}{2 \pi} A(t) & =\frac{G^{\prime}}{2}\left[4 \Gamma^{2}(\phi)-t^{2}\right][u(t+2 \Gamma)-u(t)] \\
& +\frac{G^{1}}{2}\left[4 \Gamma^{2}(\phi)-\frac{4 \Gamma^{2}(\phi)}{T_{c}^{2}} t^{2}\right]\left[u(t)-u\left(t-T_{c}\right)\right] \tag{5.11}
\end{align*}
$$

A sketch of the projected area function given by (5.11) is shown in Fig. 5.3. There, the stretching of the time scale beyond the shadow boundary, in order to take care of creeping-wave path length (at least to a first approximation), has been clearly demonstrated. Taking the derivative of (5.11) with respect to time yields

$$
\begin{align*}
\frac{1}{2 \pi} \frac{\partial A(t)}{\partial t} & =-G^{\prime} t\left[\{u(t+2 \Gamma)-u(t)\}-\left(\frac{4 \Gamma^{2}}{T_{c}^{2}}\right)\left\{u(t)-u\left(t-T_{c}\right)\right\}\right] \\
& +\frac{G^{\prime}}{2}\left[\left(4 \Gamma^{2}-t^{2}\right) \delta(t+2 \Gamma)-\left(4 \Gamma^{2}-t^{2}\right) \delta(t)\right. \\
& \left.+\left(4 \Gamma^{2}-\frac{4 \Gamma^{2}}{T^{2}} t^{2}\right) \delta(t)+\left(4 \Gamma^{2}-\frac{4 \Gamma^{2}}{T_{c}^{2}} t^{2}\right) \delta\left(t-T_{c}\right)\right] \tag{5.12a}
\end{align*}
$$

Using the properties of the delta function, it can easily be shown that the quantity inside the second square bracket of (5.12a) is zero, thus

$$
\begin{equation*}
\frac{1}{2 \pi} \frac{\partial A(t)}{\partial t}=-G^{i} t\left[\{u(t+2 \Gamma)-u(t)\}-\frac{4 \Gamma^{2}}{T_{c}^{2}}\left\{u(t)-u\left(t-T_{c}\right)\right\}\right] \tag{5.12b}
\end{equation*}
$$

Fig. 5.3 Extension Of The Physical Optics Approximation Beyond Shadow Boundary

Differentiating (5.12b) with respect to time and using the properties of the delta function again, yields

$$
\begin{align*}
\frac{1}{2 \pi} \frac{\partial^{2} A(t)}{\partial t^{2}} & =2 \Gamma G^{\prime} \delta(t+2 \Gamma)-\frac{4 \Gamma^{2}}{T_{c}} G^{\prime} \delta\left(t-T_{c}\right) \\
& -G^{\prime}\left[\{u(t+2 \Gamma)-u(t)\}-\frac{4 \Gamma^{2}}{T^{2}}\left\{u(t)-u\left(t-T_{c}\right)\right\}\right] \tag{5.13}
\end{align*}
$$

Now, substituting the values of $\frac{\partial A(t)}{\partial t}$ and $\frac{\partial^{2} A(t)}{\partial t^{2}}$ from (5.12b) and (5.13) into (4.19), the high frequency approximation to the backscattered co-polarized field yields

$$
\begin{align*}
\left|r_{0} \vec{H}_{c_{0}}(\stackrel{\rightharpoonup}{r}, t)\right| & =2 \Gamma G^{\prime} \delta(t+2 \Gamma)-\frac{4 \Gamma^{2}}{T_{c}} G^{\prime} \delta\left(t-T_{c}\right) \\
& -G^{\prime}\left[1+t(\cos 2 \alpha)\left(\frac{K^{-}-K_{2}}{2}\right)\right][u(t+2 \Gamma)-u(t)] \\
& -G^{\prime}\left[\frac{4 \Gamma^{2}}{T_{c}^{2}}+\frac{4 \Gamma^{2}}{T_{c}^{2}} t(\cos 2 \alpha)\left(\frac{K^{1}-K}{2}\right)\right]\left[u(t)-u\left(t-T_{c}\right)\right] . \tag{5.14}
\end{align*}
$$

Here, it has been assumed that the incident magnetic field $\vec{H}_{i}$ is of unit magnitude and its polarization angle is $\alpha$ (see Chapter Four for the definition of the polarization angle). Thus $H_{i_{1}}$ and $H_{i_{2}}$ were replaced by $\cos \alpha$ and $\sin \alpha$ respectively in (5.14).

A sketch of the approximate impulse response model is shown in Fig. 5.4. From a knowledge of the axial impulse response waveform [60,61] and the experience of the previous investigators $[9,12,45,61,67]$, it is clear that the impulse response waveform in (5.14) has two primary faults: Firstly, the erroneous jump occuring at the shadow boundary ( $t=0$ ), and secondly, the form of the response waveform at the creeping wave peak ( $t=T_{c}$ ).
In the first case, there is no evidence that in the neighborhood of the
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Fig. 5.4 Impulse Response Waveform Corresponding To (5.14)
shadow boundary a discontinuity should occur in the waveform. In the second case, although a sharp creeping wave peak is expected at $t=T_{c}$, this peak cannot be impulsive in nature. For the case of a smooth object, the delta function contribution to the impulse response waveform can only come from the specular point. In a similar approach to the problem (i.e., using the ramp response as the starting point) Moffatt [61,62] also encountered similar defects, and concluded that these defects arise because of the assumption made in calculating the creeping wave path length and in locating the shadow boundary on the surface. There, it was also pointed out that, in principle, it should be possible to correct the ramp-response-derived model. However, the additional parameters required would exceed the known conditions on the waveform. This is the type of problem one encounters when starting with an analytic approximation of the ramp response waveform. Since this waveform is smoother than its first or second derivatives, it can be estimated with fewer parameters. But in the impulse response waveform, i.e., when differentiated twice, the type of functional dependence assumed is extremely critical.

In order to overcome the above mentioned defects of the impulse response waveform of (5.14), a direct model of the impulse response waveform is proposed. In this model all the desired properties of (5.14) have been retained and the erroneous jump at the shadow boundary is simply eliminated. Although this elimination of the jump is based on somewhat empirical reasoning, it is expected to be valid for the high frequency end of the spectrum, which is the region of interest as far as this investigation is concerned. The creeping wave peak term (i.e., delta function at $t=T$ is not included for the time being and it will
be considered with the terminating term which will be added later. With these above mentioned adjustments to (5.14), the approximate model for the impulse response waveform for the co-polarized backscattered field is

$$
\begin{align*}
\left|r_{0} \vec{H}_{c_{0}}(\vec{r}, t)\right| & =2 \Gamma G^{\prime} \delta(t+2 \Gamma) \\
& -G^{\prime}\left[1+t(\cos 2 \alpha)\left(\frac{K_{1}-K_{2}}{2}\right)\right][u(t+2 \Gamma)-u(t)] \\
& -G^{\prime}\left[1+\frac{4 \Gamma^{2}}{T_{c}^{2}} t(\cos 2 \alpha)\left(\frac{K_{1}-K_{2}}{2}\right)\right]\left[u(t)-u\left(t-T_{c}\right)\right] . \tag{5.15}
\end{align*}
$$

Substitution of the value of $\frac{\partial A(t)}{\partial t}$ from (5.12b) into (4.20) along with $H_{i_{1}}=\cos \alpha, H_{i_{2}}=\sin \alpha$ yields an expression for the impulse response waveform corresponding to the cross-polarized backscattered field as

$$
\begin{align*}
\left|r_{0} \bar{H}_{c r}(\bar{r}, t)\right| & =-G^{\prime} t\left(\frac{K_{-}^{1}-K_{2}}{2}\right) \sin 2 \alpha[u(t+2 \Gamma)-u(t)] \\
& -\frac{4 \Gamma^{2} G^{\prime}}{T_{c}^{2}} t\left(\frac{K_{1}-K_{2}}{2}\right) \sin 2 \alpha\left[u(t)-u\left(t-T_{c}\right)\right] \tag{5.16}
\end{align*}
$$

An undesirable characteristic of the model presented in (5.15) and (5.16) is the abrupt termination of the waveform at $t=T_{c}$. From a physical point of view the time domain backscattered field should die out smoothly after the incident impulse has passed beyond the scattering object [9,61]. Thus, for the times after the plane moves beyond the spheroid, the waveforms in (5.15) and (5.16) are extended continuously and multiplied by an exponentially damped term. As mentioned earlier, the damping factor could be chosen in such a manner that the resulting waveform is forced to satisfy the second moment condition. However, it has been shown [61] that such an approach might prove quite cumbersome, and even for very simple waveforms, the integration indicated by the moment conditions can lead to a very complicated set of simultaneous nonlinear
equations. Since here the interest is restricted to the high frequency end of the spectrum, the impulse response waveform is kept simple by choosing the same damping factor $\alpha^{2}$ as given in (5.3c) and derived by Moffatt [61]. Thus, with the new termination term added, the impulse response model is given as

$$
\begin{align*}
\left|r_{0} \vec{H}_{c_{0}}(\vec{r}, t)\right|= & 2 \Gamma G^{\prime} \delta(t+2 \Gamma) \\
& -G^{\prime}\left[1+t(\cos 2 \alpha)\left(\frac{K_{1}-K_{2}}{2}\right)\right][u(t+2 \Gamma)-u(t)] \\
& -G^{\prime}\left[1+\frac{4 \Gamma^{2}}{T_{c}^{2}} t(\cos 2 \alpha)\left(\frac{K_{1}-K_{2}}{2}\right)\right]\left[u(t)-u\left(t-T_{c}\right)\right] \\
& -G^{\prime}\left[1+\frac{4 \Gamma^{2}}{T_{c}}(\cos 2 \alpha)\left(\frac{K_{1}-K_{2}}{2}\right)\right] e^{\alpha^{\prime}\left(T_{c}-t\right)} u\left(t-T_{c}\right)  \tag{5.17}\\
\left|r_{0} \vec{H}_{c r}(\vec{r}, t)\right|= & -G^{\prime} t\left(\frac{K_{1}-K_{2}^{2}}{2}\right) \sin 2 \alpha[u(t+2 \Gamma)-u(t)] \\
& -\frac{4 \Gamma^{2} G^{\prime}}{T_{c}^{2}} t\left(\frac{K_{1}-K_{2}}{2}\right) \sin 2 \alpha\left[u(t)-u\left(t-T_{c}\right)\right] \\
& -\frac{4 \Gamma^{2}}{T_{c}^{2}} G^{\prime}\left(\frac{K_{1}-K_{2}}{2}\right)(\sin 2 \alpha) e^{\alpha^{\prime}\left(T_{c}-t\right)} u\left(t-T_{c}\right) \tag{5.18}
\end{align*}
$$

The sketch of the impulse response wave corresponding to (5.17) is given in Fig, 5.5 for the cases where the incident wave polarization is close to the TE and TM cases. Comparison of these two sketches with the impulse response waveform reported by Bennett and co-workers [12] brings out the fact that the basic nature of the singularities in both cases are identical. It is to be noted that these are the portions of an impulse response waveform which contribute to the bigh frequency end of the phasor response in a major way. In the next section, using (5.17) and (5.18), computational results for the phasor response of a prolate spheroid of axial ratio of $2: 1$ are presented.
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(1) PHYSICAL OPTICS APPROX.
(2). POLARIZATION CORRECTION [BENNETT et al; I973]
(3) ACCOUNTS FOR THE FACT THAT WAVE TRAVELS ALONG THE SURFACE OF THE OBJECT BEYOND THE SHADOW BOUNDARY (i.e. POINT OF MAX.CROSS SEC.)
(4) EXPONENTIAL DECAY BEYOND T*
*T; CORRESPONDS TO LINE OF SIGHT TO THE POINT OF MAX. CROSS SEC. \& A GEODESIC CREEPING WAVE PATH LENGTH BEYOND [MOFFATT; 1969]
Fig. 5.5. Approimate model for the input data.

The frequency-dependent co- and cross- polarized phasor responses can be obtained directly from (5.17) and (5.18) by making use of the Fourier transformation pairs defined in Appendix III. However, before this transformation could be performed, values of various parameters in (5.17) and (5.18) must be known for arbitrary polarization of the incident wave. Except for $T_{c}$ and $\alpha^{\prime}$, all other parameters are independent of the incident wave polarization and could easily be calculated from the known size of the prolate spheroid and the known direction of incidence $\phi . T_{c}$, the creeping wave path length is directly dependent on the incident wave polarization as can be easily seen from Fig. 5.2. The factor $\alpha^{\prime}$, as defined in (5.3c), is polarization-dependent as it involves the Rayleigh coefficient $\mathrm{K}_{\mathrm{r}}$ 。

An approximate analytical expression for the total path length $T$ (which corresponds to the line-of-sight up to the point of maximum cross-section for the cutting plane and a geodesic creeping wave path length in the shadow region), for two extreme cases of the incident wave polarization (i.e., TE and TM); has been reported by Moffatt [61,62]. Based on the approximation that the circumference of an ellipse of semi-major axis ' $a$ ' and semi-minor axis ' $b$ ' is given by $\pi \sqrt{2\left(a^{2}+b^{2}\right)}$, the path length $T$ corresponding to the two principal polarizations, has been obtained [62] as follows

$$
\begin{align*}
T(T M) & =\frac{\sin \phi \cos \phi\left(a^{2}-b^{2}\right)}{2 b \sqrt{a^{2} \sin ^{2} \phi+b^{2} \cos ^{2} \phi}}+\frac{1}{2 b} \sqrt{a^{2} \cos ^{2} \phi+b^{2} \sin ^{2} \phi} \\
& +\frac{\pi}{2 b} \sqrt{\frac{a^{2}+b^{2}}{2}}+\frac{1}{2 b}\left|\frac{\sin \phi \cos \phi\left(a^{2}-b^{2}\right)}{\sqrt{a^{2} \sin ^{2} \phi+b^{2} \cos ^{2} \phi}}-\sqrt{a^{2} \cos ^{2} \phi+b^{2} \sin ^{2} \phi}\right|  \tag{5.19}\\
T(T E) & =\frac{\sin ^{2} \phi \cos ^{2} \phi\left(a^{2}-b^{2}\right)^{2}}{b \sqrt{a^{2} \cos ^{2} \phi+b^{2} \sin ^{2} \phi\left(a^{2} \sin ^{2} \phi+b^{2} \cos ^{2} \phi\right)}} \\
& +\frac{\sqrt{a^{2} \cos ^{2} \phi+b^{2} \sin ^{2} \phi}}{b}+\frac{\pi}{2 b} \sqrt{\frac{c_{1}^{2}+c_{2}^{2}}{2}} \tag{5.20}
\end{align*}
$$

where

$$
\begin{aligned}
c_{1}^{2} & =b^{2}\left\{1-\frac{\sin ^{2} \phi \cos ^{2} \phi\left(a^{2}-b^{2}\right)^{2}}{a^{2} b^{2}}\right. \\
& \left.+\left[\frac{\sin ^{2} \phi \cos ^{2} \phi\left(b^{2}-a^{2}\right)\left(a^{2}-b^{2}\right)}{a b\left(a^{2} \cos ^{2} \phi+b^{2} \sin ^{2} \phi\right)}\right]^{2}\right\}
\end{aligned}
$$

and

$$
\begin{aligned}
c_{2}^{2} & =\frac{a^{2} b^{2}-\sin ^{2} \phi \cos ^{2} \phi\left(a^{2}-b^{2}\right)^{2}}{a^{2} \sin ^{2} \phi+b^{2} \cos ^{2} \phi} \\
& +\left[\frac{\sin ^{2} \phi \cos ^{2} \phi\left(a^{2}-b^{2}\right)\left(b^{2}-a^{2}\right)}{\sqrt{a^{2} \cos ^{2} \phi+b^{2} \sin ^{2} \phi}\left(a^{2} \sin ^{2} \phi+b^{2} \cos ^{2} \phi\right)}\right]^{2}
\end{aligned}
$$

As $\alpha$ varies from one extreme to the other (i.e., 0 to $\pi / 2$ ) the creeping wave path length $T$ must vary from $T(T E)$ to $T(T M)$. An empirically suggested analytic expression for this variation is

$$
\begin{equation*}
T(\alpha)=T(T E) \cos ^{2} \alpha+T(T M) \sin ^{2} \alpha \tag{5.21}
\end{equation*}
$$

This expression was arrived at mainly from two considerations. First, when $\alpha=0, T(\alpha)$ should become $T(T E)$; and when $\alpha=\pi / 2, T(\alpha)$ should represent $T(T M)$. Secondly, in case of a sphere, where the creeping wave path length is identical for the TE and the TM polarization (see

Fig. 5.2), the path length $T(\alpha)$ is independent of the polarization of the incident wave and, therefore, in this degenerate case $T(\alpha)$ should remain constant for an arbitrary value of $\alpha$. Although the approximation in (5.21) appears to be unsophisticated, it certainly is a valid first order approximation from the physical surface geometry point of view (especially for a 2 : 1 prolate spheroid).

Next, in order to obtain a value of the damping factor $\alpha^{\prime}$ from (5.3c) for an arbitrary value of the polarization angle $\alpha$, an expression fôr the value of the Rayleigh coefficient for an arbitrary value of $\alpha$ was developed. Moffatt [61] has presented values of the Rayleigh coefficient for $T E$ and $T M$ cases for various axial ratios of the prolate spheroid. There, a general solution for the coefficients in a power series expansion of the scattered field in terms of the wave number (ka) [61] has been utilized to obtain the Rayleigh term for the case of prolate and oblate spheroids. The Rayleigh coefficient $K_{r}(\alpha)$ is defined in a manner such that

$$
\begin{equation*}
E_{S}(\alpha)=K_{r}(\alpha) \cdot(k a)^{2} \tag{5.22}
\end{equation*}
$$

where $E_{s}(\alpha)$ denotes the normalized scattered field for an incident polarization angle $\alpha$. For $T E$ and $T M$ cases, (5.22) will yield

$$
\begin{equation*}
E_{S}(T E)=K_{r}(T E)(k a)^{2} \tag{5.23a}
\end{equation*}
$$

and

$$
\begin{equation*}
E_{S}(T M)=K_{r}(T M)(\mathrm{ka})^{2} \tag{5.23b}
\end{equation*}
$$

For an arbitrary linearly polarized, incident wave, where the incident magnetic field $\vec{H}_{i}$ makes an angle $\alpha$ with the $\hat{a}_{1}$ (TM) direction (see Fig. 5.6), the magnitude of the component of the electric field in the $\hat{a}_{2}$ direction is $E_{i} \cos \alpha$; and the component in the $\hat{a}{ }_{1}$ direction is

Fig. 5.6 Geometry Around The Specular Point For Derivation Of The
$\mathrm{E}_{\mathrm{i}} \sin \alpha$. From (5.23a) and (5.23b) the corresponding components of the scattered field are

$$
\begin{aligned}
& E_{S_{2}}(T E)=K_{r}(T E) \cos \alpha(k a)^{2} \\
& E_{S_{1}}(T M)=K_{r}(T M) \sin \alpha(k a)^{2}
\end{aligned}
$$

Therefore, the total scattered field is

$$
\begin{equation*}
\left|E_{s}(\alpha)\right|=K_{r}(\alpha)(k a)^{2}=\left\{\left[K_{r}(T E) \cos \alpha\right]^{2}+\left(K_{r}(T M) \sin \alpha\right]^{2}\right\}^{1 / 2}(k a)^{2} \tag{5.24}
\end{equation*}
$$

Thus, from (5.24), the expression for the Rayleigh coefficient for an arbitrary value of $\alpha$ is given by

$$
\begin{equation*}
K_{r}(\alpha)=\left\{\left[K_{r}(T E) \cos \alpha\right]^{2}+\left[K_{r}(T M) \sin \alpha\right]^{2}\right\}^{1 / 2} \tag{5.25}
\end{equation*}
$$

With the values of $K_{r}(T E)$ and $K_{r}(T M)$ for arbitrary direction of incidence $\phi$ for a prolate spheroid as documented in [61], (5.25) provides the value of the Rayleigh coefficient for arbitrary direction of incidence $\phi$ with arbitrary polarization $\alpha$.

Now, with all the parameters in (5.17) and (5.18) specified for the arbitrary linearly polarized incident wave and for an arbitrary direction of incidence, the frequency-dependent phasor response has been computed using the Fourier transformation pair given in (3.3). For the two extreme cases (TE and TM) of the incident wave polarization (i.e., when the cross-polarized return vanishes), the frequency-domain results are available in the published literature [12]. Therefore, for the quasi TE and quasi $T M$ (i.e., almost $T E$ and almost $T M$ )cases, the approximate solutions developed here were converted to the frequency domain by

Fourier transformation, and compared with the available published results (see Figs. 5.7a to 5.7f). As expected, the agreement.in nature of variation and general shape between the two sets of results was good towards the high frequency end (i.e., $\omega \geqslant 5.0$ ). Towards the low frequency end the approximate solution differs much from the established solutions published in the literature [12]. This was to be expected, as very little low frequency information was included in the time domain representations in Fig. 5.5. Note, that exact values of the field cannot be compared as the $y$ axis of [22]is the total field and not the copolarized field. (Also, note that Fig. 5.7 provides approximations for the quasi $T E\left(\alpha=5^{\circ}\right)$ and quasi. TM $\left(\alpha=85^{\circ}\right)$ cases, but not for the exact $T E$ and $T M$ solutions.) It is to be noted that even at the low frequency end, the position of maxima and minima of the amplitude of the frequency response were found to be identical to those given in the literature. The disagreement towards the low frequency end, however, does not prevent the use of this approximate solution as input data for the proposed inverse scattering model of Chapter Four. This is because the proposed inverse scattering model is expected to be good at the relative1y high frequency region only. In order to give a better insight into the behaviour of the impulse scattering model proposed in (5.17), values of $\Gamma, T_{c}$ and $\alpha^{\prime}$ for polarization angle of $\alpha=30^{\circ}$ and $-60^{\circ}$ (i.e., $\alpha-\pi / 2)$ are compiled in the Table I.

The cross-polarized frequency response obtained from the approximate solution was compared with another published approximate result [28] (which, to the best of the author's knowledge, is the only such result available in literature) and a good agreement for the basic nature and

TABLE I
PARAMETER VALUES FOR IMPULSE RESPONSE WAVEFORM
(i) POLARIZATION ANGLE $\alpha=30^{\circ}, \theta=90^{\circ}$

| $\phi$ (deg.) | $2 \Gamma$ | $T_{c}$ | $\alpha^{\prime}$ |
| :---: | :---: | :---: | :---: |
| 0 | 4.0000 | 4.9648 | 3.2366 |
| 10 | 3.9546 | 4.9094 | 3.2697 |
| 20 | 3.8206 | 4.7670 | 3.2971 |
| 30 | 3.6060 | 4.5751 | 3.2154 |
| 40 | 3.3236 | 4.3570 | 3.0091 |
| 50 | 2.9938 | 4.1300 | 2.7271 |
| 60 | 2.6468 | 3.9160 | 2.4273 |
| 70 | 2.3256 | 3.7419 | 2.1578 |
| 90 | 2.0892 | 3.6321 | 1.9635 |

(ii) POLARIZATION ANGLE $\alpha=-60^{\circ}, \quad \theta=90^{\circ}$

| $\phi$ (deg.) | $2 \Gamma$ | $T_{c}$ | $\alpha^{\prime}$ |
| :---: | :---: | :---: | :---: |
| 0 | 4.0000 | 4.9648 | 3.2366 |
| 10 | 3.9546 | 4.9463 | 3.1479 |
| 20 | 3.8206 | 4.8987 | 2.8936 |
| 30 | 3.6060 | 4.8347 | 2.5351 |
| 40 | 3.3236 | 4.7619 | 2.1602 |
| 50 | 2.9938 | 4.6861 | 1.8282 |
| 60 | 2.6468 | 4.6147 | 1.5614 |
| 70 | 2.3256 | 4.5565 | 1.3641 |
| 80 | 2.0892 | 4.5199 | 1.2392 |
| 90 | 2.0000 | 4.5077 | 1.1953 |







shape of the curves was obtained (see Figs 5.8a-5.8c). Absolute values could not be compared because of different normalization used in [28]. Furthermore, sufficiently accurate numerical values could not be obtained from the plots given in [28]. In [28, p.27] it has been clearly pointed out that the results presented therein are accurate as far as the shape is concerned and the absolute values could be about three times too low.

To sum up, although the solutions (5.17) and (5.18), obtained for the backscattered fields, were based on certain liberal engineering approximations, it is evident that they are reliable enough to be used as input data in (4.28) and (4.29) for $\omega>5.0$. In the next chapter, (4.28), (4.29) and (4.30) have been used to express $a, b, c$ as functions of $a, b, c$ as well as of the input data (i.e., the backscattered far-field) and thus an iteration scheme for computation is made possible.




Fig, 5.8c Frequency Domain Depolarization Ratio For The Backscattered Field Of A 2:1 Prolate Spheroid, Obtained From [28], With Broad-Side Plane Wave Incidence
chapter six
APPLICATION OF THE PROPOSED INVERSE SCATTERING MODEL IN PROFILE INVERSION OF A PERFECTLY CONDUCTING PROLATE SPHEROID

### 6.1 INTRODUCTION

Once the formal solution to the problem has been set in Chapter Four, the next obvious step is to check its validity numerically. The system of equations proposed in Chapter Four for the recovery of the surface profile utilizes certain physical as well as geometrical optics approximations. Therefore, the solution is expected to be good in the highfrequency region only. The frequency range over which this system yields best results needs to be investigated. Furthermore (3.14) and (3.24), used in a major way to develop the formal solution, have been derived by liberal application of engineering approximations. Their validity and accuracy under various different situations needs to be checked.

Application of the inverse scattering model, developed in Chapter Four, to the test case of a perfectly conducting prolate spheroid has been undertaken in this chapter. The major difficulty in this direction is that the kind of input data needed is not readily available for most of the scatterer shapes. It is to be noted that although a complete set of the required data is available for the sphere, the sphere cannot be a test case. This is because the two principal radii of curvature are the same at all points on the sphere causing (3.24) to break down. To circumvent this difficulty an approximate solution of the backscattering by a perfectly conducting prolate spheroid has been developed in

Chapter Five and this solution has been used to generate all the input data required in the present chapter.

In Section 6.2, the iteration scheme for the actual computational recovery of the surface of a perfectly conducting prolate spheroid is developed. Various numerical results showing frequency dependence and the limitations of the proposed inverse scattering model are presented in Section 6.3. A possible modification of the iteration scheme has been considered in Section 6.4. Furthermore, comparison of the results obtained from the modified iteration scheme with those obtained from the original iteration scheme are also presented in this section. Finally, in Section 6.5, shortcomings of the inverse scattering model, as verified by numerical calculations are discussed.

### 6.2 ITERATION SCHEME

Eqs. (4.30), (4.31) and (4.32) have been used to express implicitly $a, b, c$ as functions of $a, b, c$ as well as of the input data (i.e., backscattered far-field) and thus an iteration scheme for computation was made possible. The expression for $\left(K_{1}-K_{2}\right)$, the difference between two principal curvatures at the specular point, where the normal direction of incidence is given by $(\xi, \eta, \zeta)$, was obtained in terms of the semiaxes of the corresponding equivalent ellipsoid ( $a, b, c$ ) in (I-9) of Appendix I. Substitution of this expression for $\left(K_{1}-K_{2}\right)$ into (4.31) yields an expression for ${ }^{r} \mathrm{a}^{\text {t }}$ as

$$
\begin{equation*}
a=f(a, b, c)=\left[\frac{-b^{2} c^{2}\left(\eta^{2}+\zeta^{2}\right) \pm \frac{\left|H_{1 c}\right| / \cos (\alpha) \sin (\alpha)}{K_{12}\left|\left(G / \omega^{2}\right)^{2}+(2 \Gamma G / \omega)^{2}\right|^{1 / 2}}}{c^{2}\left(\xi^{2}-\zeta^{2}\right)-b^{2}\left(1-\zeta^{2}\right)}\right] \tag{6.1}
\end{equation*}
$$

where

$$
K_{12}=\frac{\left(a^{2} \xi^{2}+b^{2} n^{2}+c^{2} \zeta^{2}\right)^{1 / 2}}{(a b c)^{2}}
$$

The sign before the second term on the right-hand-side of (6.1) is taken to be either positive or negative depending on whether

$$
\left|a^{2} c^{2}\left(\xi^{2}-\zeta^{2}\right)-a^{2} b^{2}\left(1-\zeta^{2}\right)+b^{2} c^{2}\left(\eta^{2}+\zeta^{2}\right)\right| \geqslant 0,
$$

respectively. This criterion arises because of the fact that the absolute value of $\left(K_{1}-K_{2}\right)$ is to be considered in (4.31).

From (4.32), an expression for ${ }^{t} b$ " as a function of $a, b, c$ and the scattered field data was obtained as
$b=g(a, b, c)=b\left[\frac{\left\{\left|H_{1 p}\right|^{2}+\left|H_{2 p}\right|^{2}+2\left|H_{1 p}\right| \cdot\left|H_{2 p}\right| \cos \left(\phi_{1 p}-\phi_{2 p}\right)\right\}^{1 / 2}}{2\left\{(2 \Gamma G)^{2}+(G / \omega)^{2}\right\}^{1 / 2}}\right]$

Similarly from (4.30), an expression for ' $c$ ' is obtained as
$c=h(a, b, c)=\left[(a \xi)^{2}+(b \eta)^{2}+(c \zeta)^{2}\right]\left[\frac{4 \sigma}{a^{2} b^{2}}\right]^{1 / 2} \quad$.
The development of these expressions for $a, b$ and $c$ was mainly guided by the requirement that the resulting set of equations, i.e., (6.1), (6.2) and (6.3), for the iteration scheme should not become ill-conditioned. The particular set of functions $f(a, b, c), g(a, b, c)$ and $h(a, b, c)$ were arrived at by performing trials on various other sets of functions. To elahorate on this point note that if (6.1), (6.2) and (6.3) are
chosen in such a manner that the numerical values of the right-handsides of these equations are comparable during the iteration cycles, then the hyperplanes corresponding to these equations will intersect at nearly $90^{\circ}$. In such a system, the intersection point (or solution) is relatively insensitive to a slight movement of these hyperplanes and to round-off errors, Such a system of equations is called a well-conditioned system. On the other hand, if the hyperplanes intersect at small angles, the round-off errors and slight movement of the hyperplanes cause appreciable motion of the intersection point with a low degree of accuracy of the resulting solution. Such systems are termed illconditioned,

In the above set of equations, i.e., (6.1) to (6.3), it appears for the iteration scheme that the process could be simplified by using (4.30) to solve for one of the variables (say c) and then to just iterate over the remaining two variables (i.e., $a$ and b). However, the fact remains that this simplification cannot be incorporated into the iteration scheme. This is because (4.30) gives a fourth-order equation for any of the variables $a, b$ or $c$, and it is not possible to discriminate the proper value of the variable from the four roots of this equation since very frequently two of the four roots are positive real numbers. This multivalued nature of the analytical roots prevents the convergence of the iteration scheme and therefore this modification of the iteration scheme is not possible.

The flow chart for the numerical solution process on the computer is shown in Fig, 6.1. In this scheme the backscattered radar cross-section

| INPUT |
| :---: |
| $\phi, \theta$, SCAT. FIELD DATA |

$$
\begin{array}{r}
L=L+1 \\
\qquad \begin{array}{l}
a(L+1)=f[a(L), b(L), c(L)]] \\
b(L+1)=g[a(L+1), b(L), c(L)] \\
c(L+1)=h[a(L+1), b(L+1) ; c(L)]
\end{array}
\end{array}
$$



Fig. 6.1 Flow chart for iteration scheme.
at a sufficiently high frequency $(\omega=\mathrm{ka} \gtrsim 10)$ and the two co-polarized backscattered fields $\left|H_{1 p}\right|,\left|H_{2 p}\right|$ along with their phase difference ( $\phi_{1 P}{ }^{-} \phi_{2 \mathrm{P}}$ ) and also the magnitude of the cross-polarized component $\left|H_{1}{ }^{c}\right|$. have been used as the input data. In addition, the direction of the incident wave $(\theta, \phi)$ with respect to an arbitrary pre-fixed coordinate system (with origin in the interior of the scattering object) must be specified with the input data, In order to start the iterations, the initial values of $a, b, c$ are assumed to be unity, i.e., it is assumed that the specular point corresponding to the backscattered direction $(\theta, \phi)$ is situated on a mit sphere, Once the required input data and the initial values are known, a modified value of ' $a$ ' is obtained from (6.1). This new value of ' $a$ t along with old values of ' $b$ ' and of ' $c$ ' are substituted into the right-hand-side of (6.2) to obtain a modified value of 'b'. Similarly, the new values of 'at and of ${ }^{\prime} b$ ' are substituted along with the old value of " $c$ " into the right-hand-side of (6.3) to give a modified value of ${ }^{\mathrm{r}} \mathrm{c}^{\mathrm{t}}$. Once a new set of values for $a, b, c$ is obtained, this set is substituted in the left-hand-side of (4.30), (4.31) and (4.32) to yield the exit parameters EX1, EX2 and EX3, respectively. These exit parameters, as shown in Fig. 6.1, are the absolute values of the fractional difference between the left-handside and the right-hand-side of these equations. Next, an exit criterion was set out by restricting EXI, EX2 and EX3 to 0.05 , i.e., the left-hand-side of each equation is within $5 \%$ of the right-hand-side. Note that these exit criteria are flexible and can be changed according to need, If the modified values of $a, b, c$ satisfied the exit criteria, then those values of $a, b, c$ were accepted as the solution for that particular direction $(\theta, \phi)$ of the incident wave, otherwise the itera-
tive process was continued in order to achieve further modified values of $a, b, c$ as shown in Fig, 6.1.

Once the values of $a, b$ and $c$ are recovered from the iteration scheme, the coordinate $(x, y, z)$ of the corresponding specular point is known from (4.33a), (4.33b) and (4.33c).

### 6.3 COMPUTATIONAL RESULTS

The iteration scheme shown in Fig. 6.1 has been applied to the test case of a perfectly conducting prolate spheroid. The required input data for the present computation have already been discussed in Chapter Five. In order to study the frequency dependence of the inverse scattering model, the points on the spheroid corresponding to $\theta=90^{\circ}$ and $\phi=0^{\circ}$ to $180^{\circ}$ in steps of $10^{\circ}$, were recovered for various frequencies ranging from $\omega=5.0$ to $\omega=15.0$, Results of these computations for $\omega=5,7.4,10,12.6$ and 15 are shown in Figs. 6.2a to 6.2 e . From these results it appears that the rate of change of curvature as well as the difference in principal curvature, i.e., $\left(K_{1}-K_{2}\right)$, will play an important role in the recovery. Towards the pointed end of the prolate spheroid, where the rate of change of the curvature is quite rapid compared to the broad side, the inverse scattering model yields unsatisfactory results as expected (see Section 3.4). Finally, for the case of nose-on incidence $\left(\phi^{\circ}=0^{\circ}\right.$ and $\left.180^{\circ}\right)$, the inverse scattering model fails to recover the specular point as at those points the difference between the principal curvatures, i.e., $\left(K_{1}-K_{2}\right)$ goes to zero causing (3.24) to break down.

The inverse scattering model does not yield satisfactory results for frequencies below 5,0 mainly because of two reasons. First, as has already been mentioned in Chapter Five, the input data used in the computation are not reliable enough for $\omega<5.0$, secondly, the inverse scattering model itself is based on high frequency assumptions. It was expected that as the frequency is increased higher and higher, the model will yield better results. However, this is not the case as can be seen in Figs. 6.2a to 6.2e. The deterioration of the results for $\omega>10.0$ is explained by the fact that as the frequency increases the magnitude of the cross-polarized backscattered field becomes smaller [8] (see Fig. 5.8) and finally it falls 40 dbs compared to the copolarized component. This fact causes the iteration scheme to become ill-conditioned and extremely sensitive as is evident from (4.31) and (4.32) and discussed in Section 6.2. Thus because of the difficulties at the lower and higher end of the frequency domain, an optimum range over which the inverse scattering model yields satisfactory results is between $\omega=5,0$ and $\omega=10.0$. It is to be noted that at some points the recovered shape is inside the actual shape and at other points it is outside the actual shape (see Fig. 6.2b). This is explained by the fact that the exit criteria were fixed as "within $5 \%$ ", which could be "plus" or "minus" 5\% (see Fig. 6.1).

In order to study the effect of the rate of change of curvature on the results yielded by the inverse scattering model, the lines on a prolate spheroid corresponding to $\theta=30^{\circ}, 60^{\circ}, 90^{\circ}$ and $\phi=0^{\circ}$ to $90^{\circ}$ (in steps of $10^{\circ}$ ) were recovered and the results are shown in Fig. 6.3. The best recovery is obtained for the line $\theta=30^{\circ}$, where the curvature






changes most slowly out of all the three curves. The most unsatisfactory recovery was for $\theta=90^{\circ}$, where the curvature changes quite rapidly. The results of another computation undertaken to study the effect of the rate of change of the curvature on the inverse scattering model is presented in Figs.6.4a to 6.4 c , where the profiles of the prolate spheroids of axial ratio 5 : 4 (i.e., $1.25: 1$ ), $2: 1$ and 3 : 1 are recovered, respectively. As expected from the results of the earlier computations, the best recovery was for the case of a $5: 4$ spheroid because in this case the curvature changes most gently. However, also in this case, the end points could not be recovered as the difference in the principal curvatures at the end points goes to zero. The recovery for the case of the $3: 1$ prolate spheroid is poor because in this case the curvature changes very rapidly around the end zone.
6. 4 MODIFIED ITERATION SCHEME

From the results of the application of the proposed inverse scattering model in Section 6.3, it was inferred that the rate of change of curvature as well as the difference in principal curvature, i.e., ( $K_{1}-K_{2}$ ) will play an important role in the recovery. It has been suggested [14] that the difficulty arising due to the difference in curvatures becoming very small could be obviated by first solving the inverse problem assuming that the curvatures are the same (i.e., considering the simple physical optics approximation), and then by refining the results by use of the first order correction to the physical optics approximation (i.e., use of the depolarization information). In order to incorporate this modification in the iteration scheme, the expression for the difference


in the principal curvatures, i.e., $\left(K_{1}-K_{2}\right)$, needs to be looked into.

The expression for $\left(K_{1}-K_{2}\right)$, the difference between the two principal curvatures at the specular point with the normal direction given by $(\xi, \eta, \zeta)$, has been obtained in Appendix $I$ in terms of the semi-axes of the corresponding equivalent ellipsoid [i.e., ( $a, b, c$ )] as

$$
\begin{gather*}
K_{1}-K_{2}=-\left[a^{2} \xi^{2}\left(b^{2}-c^{2}\right)+b^{2} \eta^{2}\left(a^{2}-c^{2}\right)+c^{2} \zeta^{2}\left(a^{2}-b^{2}\right)\right] \\
\cdot \frac{\left(a^{2} \xi^{2}+b^{2} \eta^{2}+c^{2} \zeta^{2}\right)^{1 / 2}}{(a b c)^{2}} \tag{6.4}
\end{gather*}
$$

If it is assumed that the two principal curvatures are identical then from (6.4) for real values of $a, b$ and $c$ (which is the case here), we find

$$
\begin{equation*}
a^{2} \xi^{2}\left(b^{2}-c^{2}\right)+b^{2} \eta^{2}\left(a^{2}-c^{2}\right)+c^{2} \zeta^{2}\left(a^{2}-b^{2}\right)=0 \tag{6.5}
\end{equation*}
$$

This yields an expression for ${ }^{\prime} \mathrm{a}^{\mathrm{r}}$ as

$$
\begin{equation*}
a=f_{a}(b, c)=\left[\frac{b^{2} c^{2}\left(n^{2}+\zeta^{2}\right)}{b^{2}\left(1-\zeta^{2}\right)-c^{2}\left(\xi^{2}-\zeta^{2}\right)}\right]^{1 / 2} \tag{6.6}
\end{equation*}
$$

which is identical to (4.31), when $\|_{H_{1}} \mid=0$. Now the inverse problem for identical curvatures can be solved by iterating (6.2) and (6.3) for the values of ' $b$ ' and ' $c$ ' with a value of ' $a$ ' supplied by (6.6). The solution of this iteration scheme is then used as the initial value of $a, b, c$ for the iteration scheme described in Fig. 6.1, which will refine the results according to the available depolarization information (i,e, $H_{1 c}$ ): The complete modified iteration scheme for the cases where $\left(K_{1}-K_{2}\right)$ is very small, is described in Fig. 6,5. It is to be noted that in this iteration scheme only the initial values of ${ }^{\prime} b{ }^{\prime}$ and ${ }^{1} c$ need to

be specified, and the initial value of 'a' is found by using the function $f_{a}$ described in (6,6). Once the initial conditions are set, a modified new value of ' $b$ ' is obtained from (6.2). In the next step, this new value of " $b$ " along with the old value of " $c$ ' is used to update the corresponding value of ' $a$ '. In the next sequence the new value of ' $b$ ' and the old value of ' $c$ ' aresubstituted along with the updated value of ' $a$ " into the right-hand-side of (6.3) to give a modified value of ' $c$ ! Once again with the modified value of ' $b$ ' and the modified value of ' $c$ ', the value of ' $a$ ' is updated. The new set of values for $a, b, c$ thus obtained, is substituted in the left-hand-side of (4.30) and (4.32) to yield the exit parameters EI2 and EI3, respectively, Note, this time, only two exit parameters are required because evaluation of 'a' through (6.6) guaranteed that (4.31) is satisfied as long as $\left|H_{1 c}\right|=0$. Again the exit-criterion was set by restricting EI1 and EI2 to 0.05 . If the values of $a, b, c$ satisfied this criterion, then those values of a, b, c were transferred to the second iteration loop (see Fig. 6.5) as the initial values, otherwise the first iteration loop was continued in order to achieve further refinement of the values of $a, b, c$ as shown in Fig. 6.5. The second iteration loop which achieves refinement of the solution through depolarization information (i.e., $\left[H_{i} \mid\right.$ ) is identical to the one described in Fig. 6.1.

In order to study the effectiveness of the modified iteration scheme in overcoming the difficulty encountered in recovery around the region where $\left(K_{1}-K_{2}\right)$ is very small, the lines on a prolate spheroid corresponding to $\theta=30^{\circ}, 60^{\circ}$ and $\phi=0^{\circ}$ to $90^{\circ}$ (in steps of $10^{\circ}$ ) were recovered by using the iteration scheme of Fig. 6,1 as well as that of Fig. 6.5.

Results of these two iteration schemes are compared in Fig. 6.6. The best recovery is obtained for the line $\theta=30^{\circ}$, where the curvature changes most slowly out of the two curves. Improvement obtained by using the modified iteration scheme can be seen within the region $\phi=0^{\circ}$ to $30^{\circ} \times \theta=30^{\circ}$ curve), where the difference in the principal curvatures is very small. An interesting observation to be made on the line corresponding to $\theta=60^{\circ}$ is that, although the modified iteration scheme achieves improvement in recovery in the region $\phi=50^{\circ}$ to $\phi=30^{\circ}$, it fails to recover the profile for $\phi<30^{\circ}$ (with $\theta=60^{\circ}$ ). This is because there are two distinct causes for this complication, i.e., the rapid rate of change of curvature and the difference in the principal curvature becoming very small. The modified iteration scheme of Fig. 6.5 is capable of overcoming the latter difficulty, however when the rapid rate of change of the curvature is the dominant cause (which is the case for $\theta=60^{\circ}, \phi<30^{\circ}$ ) this modified scheme is of little help.

In another calculation the modified iteration scheme of Fig. 6.5 was applied to recover the points on the spheroid corresponding to $\theta=90^{\circ}$ and $\phi=0^{\circ}$ to $180^{\circ}$ in steps of $10^{\circ}$, for the values of $\omega=5,7.4,10$, 12.6 and 15 . In all the above cases, the modified iteration scheme (Fig. 6.5) produced identical results to those shown in Figs. 6.2a to $6,2 e$, i.e., it did not give any improvement over the results produced by the iteration scheme shown in Fig. 6.1 [for $\theta=90^{\circ}, \phi=0$, $180^{\circ}$ (in steps of $10^{\circ}$ )]. It is thought that this is due to the fact that in all of the above cases (i,e., Figs.6.2a to 6.2e) $\theta$ was held at $90^{\circ}$ (i.e., $\zeta=0$ ) throughout, which reduced the flexibility and the information content of $(6,6)$ and thus making the modification not so effective.

The performance of the proposed monostatic inverse scattering model was studied with the test case of a perfectly conducting prolate spheroid. The computational results in Section 6,3 indicate that an optimum frequency range over which the inverse scattering model yields satisfactory results is between $\omega=5$ and $\omega=10$. However, when the difference between the two principal curvatures at the specular point goes to zero, the recovery of that particular specular point is not possible as indicated by the computational results of Section 6.3 and of Section 6.4.

In a region where the difference in curvature is very small, the system of equations in iteration scheme of Fig. 6.1 becomes ill-conditioned and thus the convergence is not achieved. This is evident from the data compiled in Table II and Table III. In Table II, the values of $a, b, c$ at the end of each iteration cycle (L) is shown (see Fig. 6.1), for the direction (of incidence) $\theta=90^{\circ}$ and $\phi=40^{\circ}$. Under normal circumstances (i.e., when $K_{1}-K_{2}$ is not very small), the values of $a, b$, c oscillate about a central value as is clear from the data compiled in Table III, and finally, the iteration loop converges on the solution point (in Table III, it is $a=1.92, b=1.01, c=1.04$ for $\theta=90^{\circ}, \phi=80^{\circ}$ and $\mathrm{a}=2.02, \mathrm{~b}=0.99, \mathrm{c}=0.97$ for $\theta=90^{\circ}, \phi=90^{\circ}$ ). On the other hand,for the ill-conditioned case, presented in Table II, no such oscillation about a central point exists, rather the values of $a, b$, $c$ keep on growing monotonically with the number of iteration cycles ( $L$ ) and go right past the expected solutions (see Table II, values of $a, b, c$ for $\mathrm{L}=14,15,16$.

## TABLE II

OUTPUT OF THE ITERATION LOOP (I11 conditioned Case)

$$
\begin{aligned}
& \theta=90^{\circ} \quad \phi=40^{\circ} \quad\left|\mathrm{H}_{1 \mathrm{p}}\right|=0.372960 \quad\left|\mathrm{H}_{2 \mathrm{p}}\right|=0.349844 \\
& \left|\mathrm{H}_{1 \mathrm{C}}\right|=0.011203 \quad \alpha=22.05
\end{aligned}
$$



| $\mathrm{L}=16$ | $\Gamma$ | 1.8623560 | $A A=2.27$ | $B B=1.05$ | $C C=1.06$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{L}=17$ | $\Gamma$ | 2.0175730 | $A A=2.47$ | $B B=1.08$ | $\mathrm{CC}=1.10$ |
| $\mathrm{L}=18$ | $\Gamma$ | 2.2059360 | $A A=2.72$ | $B B=1.12$ | $\mathrm{CC}=1.15$ |
| $\mathrm{L}=19$. | $\Gamma$ | 2.4369770 | $A A=3.03$ | $B B=1.17$ | $C C=1.22$ |
| $I=20$ | $\Gamma$ | 2.7233950 | $A A=3.40$ | $\mathrm{BB}=1.23$ | $\mathrm{CC}=1.29$ |
| $L=21$ | $\Gamma$ | 2.0822520 | $A A=3.87$ | $\mathrm{BB}=1.29$ | $C C=1.37$ |
| $\mathrm{L}=22$ | $\Gamma$ | 3.5366370 | $\mathrm{AA}=4.47$ | $B B=1.38$ | $C C=1.47$ |
| $\mathrm{L}=23$ | $\Gamma$ | 4.1179850 | $A A=5.23$ | $B B=1.47$ | $C C=1.59$ |
| $\mathrm{L}=24$ | $\Gamma$ | 4.8694970 | $A A=6.21$ | $B B=1.59$ | $C C=1.74$ |
| $\mathrm{L}=25$ | $\Gamma$ | 5.8508540 | $A A=7.50$ | $B B=1.73$ | $C C=1.91$ |
| $L=26$ | $\Gamma$ | 7.1449770 | $A \mathrm{~A}=9.19$ | $B B=1.91$ | $C C=2.11$ |
| $L=27$ | $\Gamma$ | $=8.8681190$ | $A A=11.44$ | $B B=2.11$ | $C C=2.36$ |
| $L=28$ | $\Gamma$ | $=11.1845400$ | $A \mathrm{~A}=14.47$ | $B B=2.36$ | $C C=2.65$ |
| $L=29$ | $\Gamma$ | $=14.3277000$ | $\mathrm{AA}=18.57$ | $\mathrm{BB}=2.66$ | $C C=3.01$ |
| $\mathrm{L}=30$ | $\Gamma$ | $=18.632880$ | $A A=24.19$ | $B B=3.03$ | $C C=3.44$ |

## TABLE III

## OUTPUT OF THE ITERATION LOOP (Converging Case)

$$
\begin{aligned}
\theta=90.00 \quad \phi=80.00 & \left|\mathrm{H}_{1 \mathrm{p}}\right|=0.907525 \\
\left|\mathrm{H}_{2 \mathrm{P}}\right|=0.927038 & \left|\mathrm{H}_{1 \mathrm{C}}\right|=0.026764
\end{aligned}
$$

$$
\alpha=55.01
$$

| $\mathrm{L}=1$ | $\Gamma=1.1459780$ | $\mathrm{AA}=1.47$ | $\mathrm{BB}=1.13$ | $\mathrm{CC}=1.44$ |
| :--- | :--- | :--- | :--- | :--- |
| $\mathrm{~L}=2$ | $\Gamma=1.0195230$ | $\mathrm{AA}=2.16$ | $\mathrm{BB}=0.96$ | $\mathrm{CC}=0.92$ |
| $\mathrm{~L}=3$ | $\Gamma=1.0611880$ | $\mathrm{AA}=1.81$ | $\mathrm{BB}=1.03$ | $\mathrm{CC}=1.11$ |
| $\mathrm{~L}=4$ | $\Gamma=1.0448660$ | $\mathrm{AA}=1.92$ | $\mathrm{BB}=1.01$ | $\mathrm{CC}=1.04$ |

$\mathrm{EXI}=0.00 \quad \mathrm{EX} 2=0.00 \quad \mathrm{EX} 3=0.03 \quad \mathrm{~A}=1.92 \quad \mathrm{~B}=1.01 \quad \mathrm{C}=1.04$

$$
\begin{array}{ll}
\theta=90.00 \quad \phi=90.00 & \left|\mathrm{H}_{1 \mathrm{p}}\right|=0.990605 \\
\left|\mathrm{H}_{2 \mathrm{p}}\right|=1.006794 & \left|\mathrm{H}_{1 \mathrm{c}}\right|=0.036732
\end{array}
$$

$$
\alpha=51.21
$$

| $\mathrm{L}=1$ | $\Gamma=1.1229170$ | $\mathrm{AA}=1.58$ | $\mathrm{BB}=1.12$ | $\mathrm{CC}=1.42$ |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathrm{~L}=2$ | $\Gamma=0.9258109$ | $\mathrm{AA}=2.32$ | $\mathrm{BB}=0.93$ | $\mathrm{CC}=0.80$ |  |
| $\mathrm{~L}=3$ | $\Gamma=1.0360730$ | $\mathrm{AA}=1.85$ | $\mathrm{BB}=1.04$ | $\mathrm{CC}=1.12$ |  |
| $\mathrm{~L}=4$ | $\Gamma=0.9730850$ | $\mathrm{AA}=2.09$ | $\mathrm{BB}=0.97$ | $\mathrm{CC}=0.93$ |  |
| $\mathrm{~L}=5$ | $\Gamma$ | $=1.0069570$ | $\mathrm{AA}=1.95$ | $\mathrm{BB}=1.01$ | $\mathrm{CC}=1.03$ |
| $\mathrm{~L}=6$ | T | $=0.9863715$ | $\mathrm{AA}=2.02$ | $\mathrm{BB}=0.99$ | $\mathrm{CC}=0.97$ |

$\mathrm{EXI}=0.00 \quad \mathrm{EX} 2=0.00 \quad \mathrm{EX} 3=0.04 \quad \mathrm{~A}=2.02 \quad \mathrm{~B}=0.99 \quad \mathrm{C}=0.97$

This complication due to ill-conditioning of the iteration scheme was circumvented (at least partially) by a modified iteration scheme where the inverse problem is first solved by assuming that the curvatures are the same, and then the results are refined by use of polarization information. Another limitation of the inverse scattering model is that when the rate of change of the curvature is large around the specular point, the recovery becomes very difficult and the results are rather poor. It is thought that this limitation arises because of two reasons. One, because of the restrictions imposed on the derivation of the polarizational correction term, i.e., (3.24), which was used in a major way to develop the inverse scattering model. In the derivation of the polarizational correction term it was assumed that the difference in principal curvatures remains the same in the vicinity of the specular point, which means that the rate of change of the curvature of the surface must be very gentle. Thus, it is expected that by improving the polarizational correction term this limitation of the model can be at least partially rectified. Another reason for the limitation is felt to be that the input data used in the computation were generated from an approximate model. Thus, it is necessary to develop more accurate input data.

The results in this chapter indicate the potentiality of this inverse scattering model in recovering target shape parameters with a relatively smaller amount of data than required by other available target identification techniques such as Bojarski's inverse identity, the concept of inverse boundary conditions, etc. Moreover, this method is quite successful in providing partial recovery of the target profiles, as in this method each specular point is recovered separately from data at one point.
chopter seven
CONCLUSIONS

### 7.1 SUMMARY OF THE CONTRIBUTIONS

This dissertation has clearly demonstrated that polarization information can indeed be utilized in the profile inversion of scattering objects, which was the main objective of the present investigation. One of the most complicated and neglected problems connected with electromagnetic theory is the question of what happens to the original polarization of the incident wave after the wave has been scattered. This is a problem which, even in the case of simple scatterers, has not yet been solved completely (perhaps not even seriously attacked). In the light of the above facts, it can hardly be expected that a complete general and rigorous solution of the inverse electromagnetic problem may be found in the near future which is based on depolarization characteristics of the scattered field. Nevertheless, in the opinion of the author, the work represented in this dissertation constitutes an important fundamental step towards achieving the above objective.

Besides polarization-depolarization characteristics, differential geometry as related to the surface profile inversion has been given very little importance in inverse scattering investigations in the past. It is to be noted that for the vector treatment of scattering at the surface of a convex three-dimensional object, as is the case here, differential geometry provides additional insight to the physical phenomenon that governs the interaction between the object and the electromagnetic fields.

Although many investigators $[42,92,93]$ have pointed out the similarity between the Minkowski problem of differential geometry and the profile inversion problem of electromagnetic theory, no serious attempt (according to the literature available to the author) at integrating the well established concepts of the Minkowski problem into the profile inversion problem of electromagnetic theory has been reported. Therefore, to the best of the author's knowledge, in the present investigation the concepts of the Minkowski problem have been utilized successfully for the first time in solving the problem of recovery of the surface profile of the scatterer from the far-field scattered data.

It is well established that at sufficiently high frequencies the scattered field's magnitude about the monostatic direction contains information on the curvature of the scatterer at the specular point. On the basis of this approximation it was assumed that for any three-dimensional, smooth, slowly and uniformly varying convex shaped scatterer, an "equivalent ellipsoid" centered at the origin and of identical curvatures about the monostatic direction gives rise to an identical backscattered field magnitude. Representation of each point of the scatterer by such an equivalent model made it possible to combine the mathematical concepts of the Minkowski problem with the polarization-depolarization aspects of the electromagnetic scattering concepts and yielded ar system of equations for the recovery of the surface of the scatterer.

The performance of the proposed monostatic inverse scattering model was studied with the test case of a perfectly conducting prolate spheroid. However, to the best of the author's knowledge the input data required
for this purpose are not readily available for most of the scatterer shapes. To circumvent this difficulty, an approximate solution for the backscattered fields given off by a prolate spheroid was developed in the course of the present investigation. Starting with the space-time vector integro-differential equation for the induced current on the surface of the scatterer, and by applying the physical optics approximations, the time domain representation for the co- and cross-polarized backscattered far-field were obtained. The simplicity of the various approximations used in constructing the different segments of the time domain response and the reliability of the resulting scattered field data have definitely brought into light the relative advantages of the time domain approach over the frequency domain approach to the electromagnetic scattering problems for more complicated structures.

The computational results obtained from the application of the proposed inverse scattering model to the test case of a perfectly conducting prolate spheroid indicate that an optimum frequency range over which the inverse scattering model yields satisfactory results is between $\omega=5$ and $\omega=10$. From these computational results it was also inferred that the rate of change of curvature as well as the difference in principal curvature, i.e., ( $K_{1}-K_{2}$ ), will play an important role in the recovery. In a region where the rate of change of the curvature is large around the specular point, the recovery becomes very difficult and the results are rather inaccurate. It is felt that this limitation arises because of two reasons. One is due to the restrictions imposed on the derivation of the first-order correction to the physical optics approximation, which was used in a major way to develop the inverse scattering model.

In the derivation of the first-order correction term, it was assumed that the difference in principal curvatures remains the same in the vicinity of the specular point, which means that the rate of change of the curvature of the surface must be very gentle. The other reason for the limitation is felt to be due to the input data used in the computation, which were generated from an approximate model.

In a region where the difference in curvature is very small, the computational results indicate that the system of equations in the iteration scheme becomes ill conditioned and thus the convergence is not achieved. Thus, the difficulty arising in a region where $\left(K_{1}-K_{2}\right)$ is very small is not due to a limitation of the inverse scattering model itself; rather it is due to the limitation of the computing. scheme. In fact the inverse scattering model holds true even when $\left(\mathrm{K}_{1}-\mathrm{K}_{2}\right)$ vanishes.

The computational results presented in this work clearly indicate the capability of this inverse scattering model in recovering target shape parameters with a relatively smaller amount of data than required by other available target identification techniques such as Bojarski's inverse identity, application of inverse boundary conditions, etc. Moreover as indicated by the test case of the prolate spheroid, the proposed inverse scattering method is quite successful in providing partial recovery of the target profiles, because in this method each specular point is recovered separately from data at one point. Thus, there is no minimum limit on the required input data, like in some other inverse scattering schemes $[24,91-94]$.

To sum up, in this work the mechanism (at least to a first approximation) responsible for the depolarization of the incident wave at a scatterer's surface has been used to develop a set of conditions (which may be viewed as a set of inverse boundary conditions). These conditions must be satisfied by the profile parameters of an object in order to have a certain given pattern of co- and cross-polarized backscattered far-field components. Thus, the scheme proposed here is in no way a pattern recognition technique $[57,63,83,88]$, where the far-field features of the unknown scatterers are compared with a catalogue or dictionary entry which is available to the observer a priori.

## 7.2 <br> SUGGESTION FOR FUTURE STUDIES

A very useful topic for future investigation would be an extension of the work presented here to the low frequency region, i.e., to incorporate some low frequency characteristics (such as the moment conditions) of the response wave form into the inverse scattering model. It is felt that in order to achieve this objective, the polarization dependence and the information content of the Rayleigh coefficient $K_{r}$ must be studied thoroughly. It should be possible to relate the surface parameters of the scattering object to the radar measurables via the second moment condition and the Rayleigh coefficient, and thus, additional conditions on the inverse scattering model could be imposed. With the addition of this feature the inverse scattering model would be ready to extract information from all the segments (i.e., leading edge as well as trailing edge) of the impulse response waveform.

Another interesting related problem for future studies is to investigate the possibility of improving the first order correction to the physical opticsapproximation provided by Bennett and co-workers [12]. A good starting point would be the expression for $\rho_{0}$. (the radius of the circular patch about the spectular point) given in (3.23). There instead of neglecting the square term one could retain it and observe the resulting modification of the expression for $\vec{H}_{\mathrm{poi}}$ in (3.24) via the relation (3.22). It should be possible to obtain some other modification to (3.23) [and therefore to (3.24)], which would take into account the fact that the radius of curvature around the specular point is not necessarily constant. It is the opinion of the author, that not only the cross-polarized component of the scattered field but the rate of change (with respect to the configuration space) of the cross-polarized component also contains information regarding the scatterer and this factor should somehow appear in the picture while considering the "correction" to the physical optics approximation.

Before the proposed inverse scattering model could be considered from the practical point of view, its performance under noisy input data conditions should be checked computationally. To start with, this could be studied only when a very reliable and accurate set of input data is available. Therefore a more rigorous (than the one presented in Chapter Five) analysis of the direct problem of depolarization of electromagnetic waves from smooth, closed convex objects must be undertaken.

To sum up, this dissertation establishes the potentials of detection and identification systems based on polarization phenomena. Aside from
applicational viewpoints, it is hoped that the thoughts, concepts and ideas brought forth in this work will provide the reader with better insight into the mechanism responsible for the depolarization phenomena in electromagnetic reflectors and thus help to improve the understanding of the underlying principles.
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The functional representation of an ellipsoid with semi-axes $a, b, c$ is given as

$$
\begin{equation*}
f(x, y, z)=\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}+\frac{z^{2}}{c^{2}}-1=0 \tag{I-1}
\end{equation*}
$$

Thus the unit normal $\hat{n}$ at a point $(x, y, z)$ on the surface of the ellipsoid is

$$
\begin{align*}
\hat{n} & =\nabla f(x, y, z) /|\nabla f(x, y, z)| \\
& =\frac{\left(2 x / a^{2}\right) \hat{a}_{x}+\left(2 y / b^{2}\right) \hat{a}_{y}+\left(2 z / c^{2}\right) \hat{a}_{z}}{2\left[\left(x / a^{2}\right)^{2}+\left(y / b^{2}\right)^{2}+\left(z / c^{2}\right)^{2}\right]^{1 / 2}} \tag{I-2}
\end{align*}
$$

where $\hat{a}_{x}, \hat{a}_{y}$ and $\hat{a}_{z}$ are the unit vectors in $x, y$ and $z$ directions respectively. From (I-2), the direction cosines $\xi, \eta, \zeta$ of the unit normal $\hat{\mathrm{n}}$ are obtained as

$$
\begin{equation*}
\bar{\xi}=\frac{x}{a^{2} Q}, \quad \eta=\frac{y}{b^{2} Q}, \quad \zeta=\frac{z}{c^{2} Q}, \tag{I-3}
\end{equation*}
$$

where

$$
Q=\left[\left(x / a^{2}\right)^{2}+\left(y / b^{2}\right)^{2}+\left(z / c^{2}\right)^{2}\right]^{1 / 2}
$$

From (I-3) it can be shown directly that

$$
x=\frac{\xi a^{2}}{\zeta c^{2}} z \quad, \quad y=\frac{\eta b^{2}}{\zeta c^{2}} z
$$

Substituting these values of $x$ and $y$ in (I-1), yields

$$
\begin{aligned}
& z= \pm \frac{\zeta c^{2}}{p} \quad, \quad \text { and therefore } \\
& y= \pm \frac{\eta b^{2}}{p} \\
& x= \pm \frac{\xi a^{2}}{p}
\end{aligned}
$$

(I-4a)
where $\quad p=\left[(a \xi)^{2}+(b \eta)^{2}+(c \zeta)^{2}\right]^{1 / 2}$
Minkowskis support function $M(\xi, \eta, \zeta)$ of the equivalent ellipsoid, as shown in Fig. 4.1, is given by

$$
M(\xi, \eta, \zeta)=\vec{r} \cdot \hat{n}=(x \xi+y n+z \zeta)
$$

Substituting values of $x, y, z$ from (I-4)

$$
\begin{equation*}
M(\xi, \eta, \zeta)=\left[(a \xi)^{2}+(b \eta)^{2}+(c \zeta)^{2}\right]^{1 / 2} \tag{I-5}
\end{equation*}
$$

using this expression for $M(\xi, \eta, \zeta)$, one obtains

$$
\begin{aligned}
& M_{\xi}= \frac{\partial M}{\partial \xi}=a^{2} \xi\left[(a \xi)^{2}+(b \eta)^{2}+(c \zeta)^{2}\right] \\
& M_{\eta}= \frac{\partial M}{\partial \eta}=b^{2} \eta\left[(a \xi)^{2}+(b \eta)^{2}+(c \zeta)^{2}\right] \\
& M_{\zeta}= \frac{\partial M}{\partial \zeta}=c^{2} \zeta\left[(a \xi)^{2}+(b \eta)^{2}+(c \zeta)^{2}\right] \\
& M_{\xi \xi}= \frac{\partial^{2} M}{\partial \xi^{2}}=a^{2}\left[(a \xi)^{2}+(b \eta)^{2}+(c \zeta)^{2}\right]^{-1 / 2} \\
& \quad-\left(a^{2} \xi\right)^{2}\left[(a \xi)^{2}+(b \eta)^{2}+(c \zeta)^{2}\right]^{-3 / 2} \\
& M_{\eta \eta}= \frac{\partial^{2} M}{\partial \eta^{2}}=b^{2}\left[(a \xi)^{2}+(b \eta)^{2}+(c \zeta)^{2}\right]^{-1 / 2} \\
& \quad-\left(b^{2} \eta\right)^{2}\left[(a \xi)^{2}+(b \eta)^{2}+(c \zeta)^{2}\right]^{-3 / 2} \\
& M_{\zeta \zeta}=\frac{\partial^{2} M}{\partial \zeta^{2}}=c^{2}\left[(a \xi)^{2}+(b \eta)^{2}+(c \zeta)^{2}\right]^{-1 / 2} \\
& \quad-\left(c^{2} \zeta\right)^{2}\left[(a \xi)^{2}+(b \eta)^{2}+(c \zeta)^{2}\right]^{-3 / 2} \\
&\left.M_{\xi \eta}=\frac{\partial^{2} M}{\partial \xi \partial \eta}=-a^{2} b^{2} \xi \eta(a \xi)^{2}+(b \eta)^{2}+(c \zeta)^{2}\right]^{-3 / 2} \\
&\left.M_{\xi \zeta}=\frac{\partial^{2} M}{\partial \xi \partial \zeta}=-a^{2} c^{2} \xi \zeta(a \xi)^{2}+(b \eta)^{2}+(c \zeta)^{2}\right]^{-3 / 2} \\
&\left.M_{\eta \zeta}=\frac{\partial^{2} M}{\partial n \partial \zeta}=-b^{2} c^{2} \eta \zeta(a \xi)^{2}+(b \eta)^{2}+(c \zeta)^{2}\right]^{-3 / 2}
\end{aligned}
$$

Thus

$$
\begin{aligned}
& M_{\xi \xi_{\eta \eta}^{M}-M_{\xi \eta}^{2}=\frac{(a b c \zeta)^{2}}{p^{4}}}^{M_{\xi \xi_{\zeta \zeta}}^{M_{\zeta \zeta}}-M_{\xi \zeta}^{2}=\frac{(a b c \eta)^{2}}{p^{4}}} \\
& M_{\eta \eta}^{M_{\zeta \zeta}}-M_{\eta \zeta}^{2}=\frac{(a b c \xi)^{2}}{p^{4}}
\end{aligned}
$$

Now (2.10) yields

$$
\frac{a^{2} b^{2} c^{2}}{p^{4}}\left(\xi^{2}+\eta^{2}+\zeta^{2}\right)=D_{1} D_{2}=1 / k
$$

Since

$$
\begin{align*}
& \left(\xi^{2}+\eta^{2}+\zeta^{2}\right)=1 \\
& \left(\frac{a b c}{p^{2}}\right)^{2}=D_{1} D_{2}=1 / K \tag{I-6}
\end{align*}
$$

By substituting the expression for $M$ from (I-5) into (2.9) one obtains

$$
\begin{equation*}
\left[a^{2} \xi^{2}\left(b^{2}+c^{2}\right)+b^{2} \eta^{2}\left(a^{2}+c^{2}\right)+c^{2} \zeta^{2}\left(a^{2}+b^{2}\right)\right] / p^{3}=-\left(D_{1}+D_{2}\right) \tag{I-7}
\end{equation*}
$$

Furthermore,

$$
\left(D_{1}-D_{2}\right)^{2}=\left[\left(D_{1}+D_{2}\right)^{2}-4 D_{1} D_{2}\right],
$$

therefore from (I-6) and (I-7)

$$
\left[a^{2} \xi^{2}\left(b^{2}-c^{2}\right)+b^{2} \eta^{2}\left(c^{2}-a^{2}\right)+c^{2} \zeta^{2}\left(a^{2}-b^{2}\right)\right] / p^{3}=\left(D_{1}-D_{2}\right)
$$

The difference between two principal curvatures at the specular point is

$$
\left(K_{1}-K_{2}\right)=\frac{1}{D_{1}}-\frac{1}{D_{2}}=-\frac{D_{1}-D_{2}}{D_{1} D_{2}}
$$

which, when values of $D_{1} D_{2}$ and $D_{1}-D_{2}$ are substituted from (I-6) and (I-8), yields
$\left(K_{1}-K_{2}\right)=-\left[a^{2} \xi^{2}\left(b^{2}-c^{2}\right)+b^{2} \eta^{2}\left(c^{2}-a^{2}\right)+c^{2} \zeta^{2}\left(a^{2}-b^{2}\right)\right] \cdot \frac{p}{(a b c)^{2}}$.

For obtaining the expression for the projected area function $A(t)$ the coordinate system, as shown in Fig. A.II.I, is rotated around the $z$ and $y$ axes such that in the new coordinate system the $x$-axis is along the direction of the incident wave. The transformed equation of the surface of the equivalent ellipsoid is then used to obtain the expression for the projected area as function of $a, b, c,(\xi, \eta, \zeta)$ and time $t$.

In the cartesian coordinate system the equation of the equivalent ellipsoid is

$$
\begin{equation*}
\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}+\frac{z^{2}}{c^{2}}=1 \tag{II-I}
\end{equation*}
$$

In the first transformation the coordinate system is rotated about the $z$ axis by $\phi$ as shown in Fig. A.II.1. Thus

$$
\begin{aligned}
& x=-y^{\prime} \sin \phi+x^{\prime} \cos \phi \\
& y=y^{r} \cos \phi+x^{\prime} \sin \phi
\end{aligned}
$$

Substituting $x$ and $y$ in (II-1), the transformed equation of the ellipsoid becomes

$$
\begin{equation*}
\frac{\left(f_{1} x^{2}+y^{2}\right)^{2}}{\left(g_{1}+h_{1} x^{12}\right)}+\frac{g_{1} z^{2}}{c^{2}\left(g_{1}+h_{1} x^{2}\right)}=1 \tag{II-2}
\end{equation*}
$$

where

$$
f_{1}=\frac{C_{1}(\phi)}{B_{1}(\phi)}, \quad g_{1}=\frac{a^{2} b^{2}}{B_{1}(\phi)} \quad, \quad \text { and } \quad h_{1}=\left[\frac{C_{1}^{2}(\phi)}{B_{1}^{2}(\phi)}-\frac{E_{1}(\phi)}{B_{1}(\phi)}\right]
$$

with

$$
\begin{aligned}
& \mathrm{B}_{1}(\phi)=\mathrm{b}^{2} \sin ^{2} \phi+\mathrm{a}^{2} \cos ^{2} \phi \\
& \mathrm{C}_{1}(\phi)=\left(a^{2}-b^{2}\right) \sin \phi \cos \phi \\
& \mathrm{E}_{1}(\phi)=a^{2} \sin ^{2} \phi+b^{2} \cos ^{2} \phi
\end{aligned}
$$



In the second transformation the coordinate system is rotated about the $y^{\mathrm{x}}$ axis by $\theta$ as shown in Fig. A.II.1.

$$
\begin{aligned}
& x^{t}=-z^{\prime \prime} \cos \theta+x^{\prime \prime} \sin \theta \\
& z=z^{\prime \prime} \sin \theta+x^{\prime \prime} \cos \theta
\end{aligned}
$$

Substitution of these expressions for $x^{\prime}$ and $z$ into (II-2) yields the final transformed equations of the ellipsoid, i.e.,

$$
\begin{align*}
& y^{\mathrm{H} 2}-2\left(f_{1} \cos \theta z^{\prime \prime}-t_{1} x^{\prime \prime}\right) y^{\prime t} \\
&+\left[f_{2}\left(z^{\prime \prime}+t_{2} x^{\prime \prime}\right)^{2}-\left(f_{2} p_{2}-t_{1}^{2} x^{\prime \prime 2}\right)\right]=0 \tag{II-3}
\end{align*}
$$

where $\quad t_{1}=f_{1} \sin \theta, \quad f_{2}=\frac{g_{1} \sin ^{2} \theta}{c^{2}}+\left(f_{1}^{2}-h_{1}\right) \cos ^{2} \theta$
$t_{2}=g_{2} / f_{2}, p_{2}=g_{1} / f_{2}+\frac{\left(f_{2} h_{2}+g_{2}^{2}\right)}{f_{2}^{2}} x^{112}$
with

$$
\begin{aligned}
& g_{2}=\left[\frac{g_{1}}{c^{2}}+\left(h_{1}-f_{1}^{2}\right)\right] \sin \theta \cos \theta \\
& h_{2}=h_{1} \sin ^{2} \theta-\frac{g_{1} \cos ^{2} \theta}{c^{2}}
\end{aligned}
$$

If $x^{\prime \prime}=$ constant, then (II-3) represents the equation of the curve enclosing the cross-section of the ellipsoid delineated by the plane $\mathrm{X}^{\mathbf{I I}}=$ constant. Using this fact along with the indefinite integral [4] expression

$$
\int\left(A^{2}-x^{2}\right)^{1 / 2} d x=\frac{1}{2}\left[x\left(A^{2}-x^{2}\right)+A^{2} \sin ^{-1} \frac{x}{|A|}\right]
$$

the cross-sectional area of the equivalent ellipsoid as delineated by a plane wave moving along the $\mathrm{x}^{\prime \prime}$ axis is obtained as a function of $\mathrm{a}, \mathrm{b}, \mathrm{c}$, $(\phi, \theta)$ and $x^{\prime \prime}$ as

$$
\begin{equation*}
A\left(x^{\mathrm{u}}\right)=\pi \cdot \frac{g_{1}\left[\frac{g_{1}}{c^{2}} \sin ^{2} \theta-h_{1}\left(\cos ^{2} \theta-\frac{x^{u 2}}{c^{2}}\right)\right]}{\left(\frac{g}{c^{2}} \sin ^{2} \theta-h_{1} \cos ^{2} \theta\right)^{3 / 2}} \tag{II-4}
\end{equation*}
$$

Since $x^{\prime \prime}$ is the direction of plane wave incidence, the distance along
this axis may directly be related to the time $t$ (by scaling with respect to the half free-space velocity of light) as

$$
x^{\prime \prime}=-t / 2 \quad \text { [scaling factor } c_{0} \text { understood] }
$$

which, on substitution into (II-4), yields the expression

$$
\begin{equation*}
\frac{1}{2 \pi} A(t)=\frac{g_{1} c}{8 h_{1}^{1 / 2} \Gamma^{3}(\theta, \phi)}\left[4 \Gamma^{2}(\theta, \phi)-t^{2}\right] u[t+2 \Gamma(\theta, \phi)] \tag{II-5}
\end{equation*}
$$

where

$$
\Gamma(\theta, \phi)=\left[\frac{a^{2} b^{2} B_{1}(\phi) \sin ^{2} \theta}{C_{1}^{2}(\phi)-B_{1}(\phi) E_{1}(\phi)}-c^{2} \cos ^{2} \theta\right]
$$

Expression (II-5) has been multiplied by the unit step function in order to take care of the fact that the projected area function $A(t)$ is zero until the incident plane wave reaches the specular point. It is to be noted that in case of backscattering the direction cosines $\xi, \eta, \zeta$ of the unit normal to the surface of the ellipsoid at the specular point are related to the direction $(\theta, \phi)$ of the incident wave as

$$
\xi=\cos \phi \sin \theta \quad, \quad \eta=\sin \phi \sin \theta \quad, \quad \zeta=\cos \theta
$$

Taking the first derivative of $A(t)$ with respect to time $t$ gives

$$
\begin{equation*}
\frac{\partial A(t)}{\partial t}=-2 \pi t G u(t+2 \Gamma) \tag{II-6}
\end{equation*}
$$

where the factor $\left(g_{1} c / 4 h_{1}^{1 / 2} \Gamma^{3}\right)$ has been replaced by $G$.
Differentiating (II-6) again, yields

$$
\begin{equation*}
\frac{\partial^{2} A(t)}{\partial t^{2}}=2 \Gamma G \delta(t+2 \Gamma)-G u(t+2 \Gamma) \tag{II-7}
\end{equation*}
$$

Converting the expression in (II-6) and (II-7) from the time domain $t$ to the frequency domain $\omega$ by appropriate Fourier transformation (see Section 3.2) yields

$$
\begin{equation*}
F\left[\frac{\partial A(t)}{\partial t}\right]=-2 \pi G\left(\frac{1}{\omega^{2}}-j \frac{2 \Gamma}{\omega}\right) e^{2 j \omega \Gamma .} \tag{II-8}
\end{equation*}
$$

and

$$
\begin{equation*}
F\left[\frac{\partial^{2} A(t)}{\partial t^{2}}\right]=2 \pi G(2 \Gamma-j / \omega) e^{2 j \omega \Gamma} \tag{II-9}
\end{equation*}
$$

where $F$ represents the Fourier transform.

APPENDIX III

It is of interest to document the relationships between the time domain response and the frequency domain response described in Chapter Five.

Using the normalized variables $t$ and $\omega=k b$, one obtains the frequency domain phasor response as

$$
\underset{0}{r} \cdot H_{S}(j \omega)=G(j \omega) \cdot b H_{i}(j \omega)
$$

and the time domain response as

$$
r_{0} H_{S}(t)=b F_{I}(t) * H_{i}(t)
$$

where $b$ denotes the characteristic dimension of the scatterer (i.e., semi axis, diameter, length etc.). When the incident magnetic.field is impulsive, i.e.

$$
\begin{aligned}
& \mathrm{bH}_{i}(t)=\delta(t) \quad \text { and } \\
& \mathrm{bH}_{i}(\mathrm{j} \omega)=1
\end{aligned}
$$

Thus $G(j \omega)$ vs $\omega$ and $F_{I}(t)$ vs $t$ yields a mapping between the time domain and the frequency domain governed by the Fourier transformation pair

$$
\begin{align*}
& \left.G(j \omega)=\neq \int_{I}(t)\right\}=\int_{-\infty}^{+\infty} F_{I}(t) e^{-j \omega t} d t  \tag{A.IIT.1}\\
& F_{I}(t)=\mathcal{F}^{-1}\{G(j \omega)\}=\frac{1}{2 \pi} \int_{-\infty}^{+\infty} G(j \omega) e^{j \omega t} d \omega \tag{A.III.2}
\end{align*}
$$

Now using the initial: value theorem of the Fourier transform theory i.e.,

$$
\lim _{t \rightarrow 0} F_{I}(t)=\lim _{\omega \rightarrow \infty} j \omega G(j \omega)
$$

it is evident that the leading edge of the response in time domain contributes most to the final, values (i.e. large values of $\omega$ ) of the response in the frequency domain. Hence the segment (1) of the time domain response in Fig.5.5 corresponds to the steady state value in Fig. 5.7.

Next, by making use of the final value theorem of Fourier transform theory i.e.,

$$
\lim _{j \omega \rightarrow 0} j \omega G(j \omega)=\lim _{t \rightarrow \infty} F_{I}(t)
$$

it is seen that the trailing edge of the response in the time domain contributes most to the initial values (i.e., small values of $\omega$ ) of the response in frequency domain. Thus the segment (4) of the time domain response in Fig. 5.5 corresponds to the initial values in Fig. 5.7. Finally, the values of the frequency response for intermediate values of $w$ in Fig. 5,7 receive contributions mostly from segments (2) and (3) in Fig. 5.5.
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