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ABSTRACT

Artificial neural networks have shown their usefulness in the solution of a
number of complex problems such as pattern recognition and associative
memories. Typically these networks are simulated on serial computers or
using expensive vector processors. This thesis examines several issues impor-
tant to the implementation of unsupervised learning algorithms in compact
dedicated analog structures. Two unsupervised learning algorithms known as
Coherence Based Unsupervised Learning (CBUL) and Competitive Learning
are discussed in detail.

A fully custom analog implementation of CBUL is presented and test cir-
cuitry implemented in 3um CMOS is described. These circuits make extensive
use of a CMOS version of the Gilbert multiplier to perform the majority of the
neural computations. A complete implementation of the coherence based net-
work, with capacitive weight storage, would consist of approximately 20 neu-
rons and 400 synapses when fabricated on a 1em silicon die in a typical 3um
technology.

Additionally, the effect of inherent device fabrication variations are exam-
ined in terms of their effects on the construction of analog circuits for compet-
itive learning. Several simulations are conducted involving a number of
modelled hardware effects, including multiplier gain variations, errors due to
noisy multipliers, multiplier zero-crossing offsets, and the effects of noisy
input signals. These results demonstrate that competitive learning is tolerant
of most expected fabrication variations with the exception of multiplier zero-

crossing offset errors.
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CHAPTER ].

Introduction

Computers have become an indispensable tool in all areas of scientific
research, and in fact have infiltrated virtually every facet of our daily lives.
However, for all the amazing accomplishments in computer architectures and
algorithms, there is a class of problems which have shown themselves to be
exceedingly difficult, if not impossible to solve using standard computational
techniques. These include such diverse tasks as speaker recognition, speech
generation, image identification, pattern classification, character recognition,
handwriting analysis, and the like. The reason these tasks are so difficult
results from the fact that there is no clearly definable algorithm which one can
lay out in order to accomplish them. Yet, in contrast, it is generally quite easy
to produce large numbers of examples representing the problem at hand.

The extraordinary thing about this class of problems is that they are pre-
cisely the sorts of tasks which human beings have little or no difficulty doing,
and in fact, we do them hundreds of times each day without a second thought.
Some underlying biological factor has empowered us with the skills necessary
to accomplish these feats; an aspect which appears to be lacking in traditional
computer architectures. It would seem reasonable then to look at the source of
our own knowledge and intellect, the human brain, for an insight into archi-
tectures which are more suitable for the solution of these varied problems.
This is precisely what the field of neural networks, or connectionist research,
attempts to do. It attempts to extract those features of biological learning
which are essential for the solution of this suite of problems and to use the
information in the design of algorithms and hardware architectures capable of
performing these tasks.



CHAPTER 1—Introduction 2

The work presented in this thesis examines two specific learning algo-
rithms and addresses some of the concerns associated with the eventual
implementation of these algorithms in custom VLSI hardware. In the remain-
der of this chapter background material is presented which will serve to famil-
iarize the reader with some of the general concepts associated with neural
networks. This will help establish a common reference from which to base dis-

cussion in later chapters.

1.1 Basic Neural Network Theory

What is it about the human brain which makes it so much better at solv-
ing problems, such as those listed previously? A simple desktop computer is
much faster and more efficient at performing arithmetic computations than
the brain, so why is the brain so much more efficient in these other areas? An
important reason is parallelism. The brain relies on a large network of simple,
highly interconnected computing elements (neurons) for its computation, as
opposed to a single complex processor in a serial computer. This parallel sys-
tem, when coupled with a suitable learning algorithm, is the basis for solving
the complex tasks we are interested in.

Connectionist research has borrowed from the structure of the brain, and
has produced a simplified model which is felt represents the important fea-
tures of biological computation. The result is an artificial neural network
(ANN) computing architecture, the basic form of which is shown in Figure 1.1.

Figure 1.1: Basic neural network structure.
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In keeping with their biological origin, each processing element in the
ANN is called a neuron, and the connections between the neurons are known
as synapses. A neuron may have many inputs, but produces only one output.
Each synapse has associated with it a weighting which represents the contri-
bution which that particular input has towards the neuron output. The neu-
ron performs a simple weighted summation of its inputs and produces as its
output, some nonlinear transformation of this input. This is represented

mathematically in Equation 1.1.

Vi = f( . Wijvj) (1.1
J

Here V; is the neuron output, V; the inputs to the neuron, and W;; the weight-
ing associated with the connection from input j to neuron i. The individual
inputs to a neuron may be supplied as either stimuli from an external source,
or may be the outputs produced by other neurons in the network.

The nonlinear transformation f{®) of the weighted sum is commonly real-
ized through the sigmoid function of Equation 1.2 in the majority of neural
network algorithms. The shape of the sigmoid is shown in Figure 1.2 below.

J/—

0

Figure 1.2: Sigmoidal nonlinearity.

1
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f(x) = (1.2)
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Another common nonlinearity is the hyperbolic tangent function (Equation
1.3). It is used in place of the sigmoid function when it is desired to have the
neuron output in the range [-1,+1] instead of [0,1].



CHAPTER 1—Introduction 4

X _ _—x
f(x) = tanh (x) = ex—‘i__;c (1.3)

e +e
In general, neurons are grouped into layers with each neuron in a layer
receiving its inputs from the previous layer of neurons, and supplying its out-
put to the following layer. Neurons which receive their inputs from an exter-
nal source are said to be input units and are members of the input layer. Those
that drive external signals are output units, and are members of the output
layyer. Neurons which are in neither the input layer nor the output layer are
known as hidden units and are grouped into one or more hidden layers. The
network in Figure 1.1 consists of three input units, five hidden units, and two
output units, organized into three layers. The number of neurons in each layer
of the network, and the number of layers depends on the application of inter-

est and the type of network being used.

1.2 The Learning Algorithm

Neural networks differ from standard computers in a number of ways, but
one of the most noticeable is the method of programming. Any traditional
computer (both serial and parallel) performs its task by following a sequence
of steps laid out by a human programmer in some form of programming lan-
guage. Inputs are supplied by the user, and the program follows the pre-
scribed set of steps in order to arrive at the final result. Neural networks,
however, do not follow the standard programming model. Instead, they learn
to solve the desired task by example, and not by explicit direction. All the
information necessary to arrive at a correct solution for a given set of inputs,
is stored in the values of the connection weights W;;. It is through the modifi-
cation of these weightings that the network is able to learn to perform the
task assigned to it. The method by which the weights are modified is known as
the learning algorithm.

In a newly constructed network the synaptic connection weights contain
no useful information. Before the network can solve a desired problem for a
specific input pattern, it must first be taught how to solve that problem in gen-
eral. This is done by showing the network a set of sample inputs which are
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representative of the task it must perform, and it is up to the learning algo-
rithm to determine what connection weights are needed to accomplish it. Once
trained, the network can then be shown new input patterns, from which it will
produce outputs based on the these inputs and the learned connection
weights. How effectively the network is able to combine the novel inputs and
weights to produce a correct output is known as its ability to generalize. That
is, if a network is presented with an input pattern which it has not been
shown during the training phase, and it produces an output which would be
considered correct within the bounds of the problem, then the network is said
to show good generalization. If, conversely, the network is shown a new pat-
tern, and it produces an output which would not be considered correct, it is
said to show poor generalization. In practice, the measurement of generaliza-
tion is not established on the basis of a single pattern classification, but is
averaged over a large number of such inputs. This gives a more reasonable
measure of the performance of the network.

Individual learning algorithms differ in the way in which information is
encoded in the weights. Yet they all share an important common property.
Knowledge encoded in a network is distributed among a number of weights of
a number of neurons as a natural consequence of the learning process. This is
an extremely valuable feature, since it will allow the network a level of toler-
ance to individual component failure. If a single synapse or neuron fails, the
network should still function correctly, since only a small component of the
distributed knowledge will be lost. The level of this robustness will depend on
the size of the network, and the learning algorithm being used.

All of the numerous learning algorithms available can be grouped into two

basic classes known as supervised, and unsupervised learning.

1.3 Supervised Learning

In supervised learning the network is trained by presenting a pattern at
its input which is characteristic of the specific task. At the same time, infor-
mation is provided indicating what the correct network output should be for
that input case when the problem has been correctly learned. The input is
propagated forward through the various layers until it reaches the outputs of
the final layer. These generated outputs are then compared against the
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desired output values, and the difference, known as the error, is then used as a
basis for modifying the weights.This process is repeated hundreds or thou-
sands of times, with each training iteration resulting in a small change in the
weights. The objective of this training process is to minimize the amount of
error between the desired and actual network outputs. If successful, the result
will be a network which has learned a correct mapping from the input space to
the desired output space. The process by which the network error is used in
updating the weights is what makes the various forms of supervised learning
unique. The best understood and most commonly used supervised learning
algorithm is the Backpropagation Algorithm!13,

1.3.1 The Backpropagation Learning Algorithm

Backpropagation learning gets it name from the way in which the net-
work error is used to update the weights. Under this scheme the resultant
error between the actual and desired outputs is propagated in a backwards
fashion from the output layer towards the input layer. The individual W;; are
modified during this process in proportion to their contribution to the output
error. That is, the more influence a synaptic connection has on the eventual
output, the more it is modified at each stage of learning. The network error is
calculated via Equation 1.4, which is the mean-squared error of the outputs.

- %ZZ(VZ‘" vy > (1.4)

Here, V; represents the actual neuron output, and Vid the desired or objective
output. The summation index i ranges over the set of output units, and ¢ over
the set of training examples. Thus E is the accumulated error from all output
units for the ¢ training patterns presented.

This error is then used to adapt the weights by an amount calculated in
Equation 1.5, which performs steepest (gradient) descent in E. If the neuron
nonlinearity is the sigmoid function, then the value of 9E/3W,;1s given by Equa-
tion 1.6 for all weights in the output layer, and by Equation 1.7 for weights in
the hidden layers [13][6]. Here V; are the outputs of the neurons in the output
layer, VJ are the output of the hidden units in the layer below the output layer,
and V}, are the output of the next lower layer.
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The € term is known as the learning rate and is used to control the size of the
weight updates. This factor is usually quite small, compared to other values in
the network, and must be so in order for the network dynamics to settle
smoothly. If € is too large, the weight changes will become erratic, which will
result in the network failing to learn the task.

If the neuron nonlinearity is implemented using the tanh(e) function
instead of the sigmoid, then Equations 1.6 and 1.7 become [6]

gE aE (1—V )V, (1.9)
ij
oE oFE 2 2
v - ( _‘a“V‘i(l_Vz‘)Wijj(l_Vj)Vk (1.10)

Backpropagation does have its problems, however. The amount of compu-
tation that must be performed for each weight update increases with the num-
ber of weights and is approximately O(N®), where N is the number of weights
in the network[8l. This is related to the fact that backpropagation networks
are, most commonly, fully connected. This means that every output from any
given layer is connected as an input to each neuron in the next layer. As a
result, each successive neuron added to a layer will require the addition of

more and more synaptic connections. In order to attempt to tackle realistic
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problems, a large number of neurons and an even larger number of synapses
are required. For example, one network 2% which attempts to identify hand-
written digits utilizes 1000 neurons and 63660 synaptic connections. (Though
this network has many fewer independent parameters as a result of the use of
weight sharing.) This size of network takes an extremely long time to simu-
late, even on a RISC workstation, due to the shear volume of computations
needed, even though the individual computations are very simple.

A great deal of effort has gone into attempts to modify the algorithm in
order to speed up the learning process. However, the details relating to these
enhancements are not important to the development of the work presented in
this thesis. Those readers who are interested in a more in depth discussion of
the backpropagation algorithm, the derivation of the learning equations, and
its enhancements are directed to [13], [6], and [2].

1.4 Unsupervised Learning

Supervised learning depends on the presence of a labeled set of input data
from which to train the network. However, for a variety of problems it is
extremely difficult or impossible to produce a set of labelled training data that
will fully characterize the input space the network may encounter. For these
types of problems a learning algorithm is required that can adapt to new
inputs as they appear, without the need for the data to be pre-labelled. Unsu-
pervised learning algorithms fulfill this requirement. They differs from super-
vised learning in that there is no explicit indication to the network of what the
correct outputs should be for any given input pattern. Instead, the network
must decide what characteristics of the training set are relevant, and to mod-
ify the weights in order to extract those features. The method used to accom-
plish this is a function of the learning algorithm, which is based on some type
of internal error measure. When a pattern is presented to the network, it is
forward propagated to the outputs (through Equation 1.1), and the error mea-
sure is then applied to extract relevant statistics from these outputs. The
connection weights are modified in order to minimize this objective measure,
via the learning rule. The error measure may not be explicitly defined but may
be implicit in the learning equation. At no time is the network given any
external indication as to the desired output values.
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1.4.1 Hebbian Learning

A very simple example of an unsupervised learning rule is known as Heb-
bian learning since it is based on observations by Dr. Donald Hebb%!. One ver-
sion of this says that inputs to a neuron, which are correlated with its output
on a majority of the patterns presented, should have their weight increased so
that these signals will agree more strongly in the future. Similarly, inputs
which are not correlated should have their weights reduced in order to mini-
mize their effect on the output. This idea is represented by Equation 1.11,
where V; in the neuron output, V;is the input of interest, and ¢ is the learning
rate.

AWij = SViVj_ bWij (1.11)
The second term in this equation is a weight decay term and is used to pre-
vent the weights from growing without bound. In the absence of a reinforcing
input (which occurs when V; and V; are anti-correlated), this term will cause
the weight to slowly decay towards zero, and the rate of this decay is con-
trolled by the constant b1.

It is important to note that the learning rule does not make reference to
external knowledge of any kind. The incremental weight update is only depen-
dent on the neuron output, the present weight, and the present input.

Though not explicitly determined in developing the weight update rule,
the error function being optimized can be calculated. This equation is given in
Equation 1.12, where V}* and V}* are the neuron input and output for the spe-

cific training pattern p.

1 2
E{W;} = 52 (bW~ 2V§LV]*.1WU.) (1.12)
i

1. In the case where the inputs are bipolar, which occurs when the tanh(e) function is used, the
decay term is not required for negative weight changes as in the case of unipolar inputs. However,
itis still useful, since it allows the network to “forget” the effects of past weight updates by slowly
reducing their effects over time. In dynamic environments this places more emphasis on recent
inputs and reduces the influence of inputs which have not occurred recently.
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1.5 Hardware Implementations of Neural Networks

As was stated earlier, the main focus of the work presented in this thesis is
directed to the eventual implementation of neural network algorithms in
hardware. Specifically, two different unsupervised learning algorithms are
examined in relation to their suitability for construction in analog CMOS
hardware. However, before discussing the details of these algorithms it is use-
ful to explore the rationale for wishing to construct these hardware networks
in the first place.

Much of the research performed in the field of neural networks is done
using traditional serial computers which have been programmed to emulate
the functions of the neural architecture being investigated. The problem with
this approach is that, typically, training a network takes thousands of itera-
tions through the training set, which translates into thousands of updates of
hundreds/thousands of weights. In and of themselves, the computations are
quite simple, but when taken as a whole, a powerful workstation can take
days or even weeks to learn a particular task. In an effort to reduce this prob-
lem, researchers have attempted to speed up the learning process by simulat-
ing the networks on specialized vector processors. These parallel processors
are generally quite expensive. Since the learning algorithms used in most net-
works are relatively simple, with localized computation, and the network
structures themselves are highly parallel by definition, it would seem to make
sense to construct specialized VLSI hardware, taking these factors into
account. By constructing simple inexpensive processing elements which
embody the desired learning algorithm, and using these specialized processors
to construct a hardware network, the learning process can be greatly acceler-
ated. As a consequence of this, the speed of processing after learning will also
be increased, but this is often not of major concern, since only a single propa-
gation is required to classify an input pattern.

So by implementing the architectures in hardware, we take advantage of
the parallelism of the network structures. The most desirable situation would
see the implementation of a complete network in a single VLSI chip, as this is
both efficient in terms of ease of design and manufacture. In any hardware
neural network it quickly becomes apparent that the limiting factor on the
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number of neurons that can be fabricated in a single device is dependent on
the size and quantity of the synaptic elements. For example, the network
depicted in Figure 1.1 is made up of only 7 neurons, but has a total of 25 syn-
apses. The more neurons a network contains, the more dominant the synapses
will become in terms of the use of silicon area. Very quickly the amount of area
required for the neuron circuitry is insignificant compared to the number of
synapses feeding it. As a result, the synapse should be made as compact as
possible, and it is primarily for this reason that an analog hardware imple-
mentation is preferred over digital structures. The amount of area required
for equivalent computations using analog components is significantly smaller
than what one would expect for a similar digital system.

Several groups, including [9], have designed single chip networks which
will perform the forward propagation using analog components. However,
these devices don’t include circuitry for the learning algorithm, and as a
result, the learning must be computed off-line by a serial computer. This
allows for flexibility in the choice of learning algorithm, but does not help to
reduce learning times since the learning must still be performed off-line by a
serial computer. To truly take advantage of the parallel aspects of the net-
work, both the forward propagation and the learning should be constructed in
hardware. This will increase the silicon area required for each synapse, but
will dramatically improve the learning speed, in addition to the forward prop-
agation speed. This approach has been pursued by a number of researchers,
including Chris Schneider of our laboratory[14].

For these reasons, it is felt that an analog architecture, with on-chip learn-
ing is the best arrangement for practical applications of neural network tech-

nology.

1.6 Summary

This chapter has provided a quick overview of the area of neural networks.
It began by examining the biological motivation for the creation of these archi-
tectures, which was followed by a description of the artificial neural struc-
tures. The concept of a learning algorithm was presented, and was examined
in relation to traditional programing techniques. Next, supervised networks
were discussed, and specifically the algorithm known as Backpropagation.
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This was followed by a similar examination of unsupervised learning, which is
the main algorithmic area of interest to this thesis. Hebbian learning was
then presented as an example of an unsupervised learning algorithm. Finally,
the motivation relating to the need for dedicated hardware implementations
of these algorithms was outlined, and specifically, the advantages afforded by
the use of analog VLSI techniques.

In Chapter 2 the concepts of unsupervised learning will be extended as it
relates to the hardware implementation of a specific unsupervised learning
algorithm known as Coherence Based Unsupervised Learning. This algorithm
will be presented from a theoretical perspective, and will then be examined in
relation to a dedicated hardware implementation.

Chapter 3 examines a second unsupervised algorithm known as competi-
tive learning. This method is presented, and various aspects relating to the
potential hardware implementations of such a network are discussed.

In Chapter 4, conclusions will be drawn based on the simulations and
measurements obtained in Chapters 2 and 3. In addition, proposals for future

work in this area will be presented.



CHAPTER 2

Coherence Based Unsupervised Learning

In this chapter an unsupervised learning algorithm is examined known as
Coherence Based Unsupervised Learning (CBUL) developed by Suzanna
Becker and Geoffrey Hinton at the University of Toronto™1l, Initially the
basic properties of this algorithm are presented, and this discussion is fol-
lowed by a description of the work performed in attempting to implement this
algorithm in fully custom analog CMOS hardware.

2.1 Coherence Based Unsupervised Learning

CBUL is an unsupervised learning method which attempts to train a neu-
ral network to extract higher-order spatially or temporally coherent informa-
tion present in its input space. If the input is an image, for example, the
network may be trained to recognize features such as the depth, reflectance,
or surface orientation of an object. The training method used in CBUL is
based on the assumption that the information which is present in neighbour-
ing portions of the input space are relatively consistent, and that this fact can
be exploited in order to extract the underlying higher-order properties of this
input. The basic structure of a CBUL network is illustrated in Figure 2.1.

The network is made up of a number of small backpropagation style net-
work modules which function independently of one another for the purposes of
forward propagating the input patterns. Since the individual modules are
small, the amount of computation performed in each one is also kept small.
This reduces the learning time compared to networks such as standard back-
propagation networks which are usually large fully connected, or very nearly
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Figure 2.1: General structure of a CBUL network.

fully connected structures. Each of the layers in a module are fully connected
to the following layer, but there are no connections between modules.

Coherence based networks differ from standard backpropagation networks
in the method which is used to determine the output error. The technique
employed here is based on the objective of assuring coherence between the
outputs of adjacent modules, and does not make use of any external (supervi-
sory) knowledge about the outputs.

But what kind of coherence method should be used? A very simple form of
coherence would be to enforce the requirement that outputs of neighbouring
modules be equal. There is a problem with this criteria, since the network will
be able to fulfill this requirement perfectly by simply setting all weights to
zero, and the resulting outputs will always be zero. This is obviously not a use-
ful solution, so some other algorithm is needed to assure coherence. The

answer is the use of a mutual information measure.

2.1.1 Mutual Information

Coherence based unsupervised learning attempts to solve the learning
task by maximizing the mutual information present between adjacent output
units. The mutual information measure used in this network is based on
Equation 2.1, where I(®) is the mutual information, H(*) denotes the entropy
of each input, and H(a,b) is the entropy of the joint distribution.



CHAPTER 2—Coherence Based Unsupervised Learning 15

I(ab) = H(a) +H(b) —H (a,b) 2.1)

In a network with continuous valued outputs, this can be written as!!

V(a) V(b)

I(a;b) = logm +logm (2.2)

with V(*) denoting the statistical variance of the inputs. The simple interpre-
tation of this equation is that in order to maximize the mutual information
between the two inputs it is important that the individual outputs show a sig-
nificant variation over time, while their mutual difference is kept as small as
possible. This satisfies the coherence constraint while eliminating the trivial
solution through the output variation requirement.

The derivative of Equation 2.2 is given by Equation 2.3, below.

(2.3)

a _Z_[aa— @) _, <a°‘—b°‘)—<a—b>}
3a% N| V(a) V(a-b)

In this equation, a® is the output of module a for the input pattern o, and b* is

the corresponding output for module b. V(®) denotes the variance of the speci-

fied output, (-) represents a statistical average, and N corresponds to the

number of patterns in the training set.

Two passes through the training set are required in order to update the
weights. In the first pass, the average output and the variance of the outputs
is accumulated. Then, on the second pass, the value of 31/3:* can be calculated
from the above equation, and the resulting value supplied as the error deriva-
tive for the weight updates in the small back-propagation modules.

2.2 A Sample Problem

An example of a simple CBUL network learning task is depicted in Figure
2.1. The objective of this network is extract the depth information present in a
stereoscopic image. In a binocular system, such as the human visual system,
depth information is determined by the amount of shift present between the
images received by the left and right eyes. If either of the visual inputs is
removed, a subject will no longer be able to determine depth in this manner
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Figure 2.2: Stereoscopic input pattern selection.

and will have to rely on other factors in judging distances. The inputs to each
module would be corresponding portions of a stereoscopic image, as repre-
sented by the diagram of Figure 2.2. The top row of the inputs is taken from
the right image, and the bottom row from the left, or vice versa. In order to
emulate this effect without the need to collect real stereoscopic images, the
inputs to this sample network consist of a random binary bit stream with an
artificially inserted bit shift. The shift inserted in the random stream corre-
sponds to the depth in a real image. Since the input stream is random, except
for the shift, the only consistent information that can be extracted to ensure
coherence at the module outputs would be the bit shift, and hence the depth.

2.3 Hardware Implementation of the CBUL Algorithm

The objective of the work undertaken for this thesis was to translate the
structure of the CBUL network into a comparable analog CMOS hardware
implementation, thus taking advantage of the inherent parallelism of the
architecture. This task can be broken down into two main areas; the circuitry
to perform the backpropagation in the individual modules, and a circuit to cal-
culate the mutual information measure.

The implementation of the backpropagation algorithm requires two basic
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arithmetic computations. These are the multiplication of two parameters, and
the addition of two parameters. If the parameters are represented in the form
of currents, addition can be performed by summing of currents on a wire,
employing the electrical properties known as Kirchoff’s current law. However,
in order to perform multiplication it is necessary to construct a multiplier
using analog components. Such a multiplier was used previously by Chris
Schneider of our laboratory in [14], and is known as the CMOS Gilbert multi-
plier, since it is an adaptation of a bipolar multiplier designed originally by B.
Gilbert in [4].

2.3.1 The Gilbert Multiplier

The Gilbert multiplier is a transconductance multiplier producing an out-
put current based on the product of two differential input voltages, as given by
Equation 2.4. The term a controls the gain of the multiplier.

Ioyr = a(Vi=V,) (V53— V) 2.4)

The measured response of our 3um CMOS version of this multiplier for
various ranges of inputs is shown in Figure 2.3. Each curve represents the
characteristic for a particular value of the differential input (V;-V,), as the
input (V3-V,) is varied. Over the input range +/-0.6 volts the multiplier is
essentially linear, and does not show significant deviation until the +/-0.8 volt
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Figure 2.3: Gilbert multiplier characteristic.
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level is reached. Outside of these ranges the output saturates. Minor varia-
tions in the multiplier characteristic are not considered significant, since the
resulting product will ultimately be passed through the nonlinearity function

in the neuron.

2.3.2 Circuit Implementation of Backpropagation

In addition to the Gilbert multiplier, a simple current/voltage converter is
also required. The schematic representation of both of these components is
given in Figure 2.4.

V;
gi _] >< Lour In— I/V Vour
VvV,

Gilbert Multiplier Current/Voltage Convertor

Figure 2.4: Hardware building blocks.

The hardware multiplier actually serves a secondary function in addition
to multiplication. By exploiting its saturating characteristic it may also be
used to implement the nonlinearity of the neuron output. This is important, as
it reduces the number of components that must be designed, which helps to
simplify the design structure. Figure 2.5 is a block diagram representation of
the neural circuitry for a typical neuron/synapse in the hidden layer.

Synapse Neuron

Inputs from
other synapses.

Figure 2.5: Block diagram of neuron backpropagation.
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The functions of this circuit can be broken down into four sections. The
first of these is the weight multiplier M4 which computes the product of the
synaptic input Vj and the weight Wj;. This weight value is stored as a quantity
of charge on the capacitor C. Since this charge will leak away over time, thus
changing the value of the stored weight, it is necessary to continually inter-
leave training steps with classification steps in order to refresh its value. It
would be greatly desirable to use some form of non-volatile storage instead of
the capacitive storage, such as an EEPROM. However, this option was not
supported in the available fabrication technology.

The output current from each synapse is summed with the output currents
from the other synapses using the simple properties of Kirchoff’s current law.
This sum is then passed on to the neuron.

The neuron portion is made up of the two current/voltage converters IV3
and IV4 and the multiplier M5. IV3 converts the summed synaptic input cur-
rent into a corresponding voltage which then drives one input of the multiplier
M5. The multiplier serves as the neuron nonlinearity under the control of the
GAIN input. Increasing the GAIN input makes the neuron output more non-
linear, and also increases the range of the neuron output current. The result-
ing output current is converted to the neuron output voltage V; by the current/
voltage converter IV4.

The third section embodies the weight update Equation 1.9, as given in the
backpropagation section of Chapter 1. This encompasses multipliers MI1-M3,
and convertors IVI and IV2. The input denoted “1”, at the input to multiplier
M2, represents the input voltage corresponding to a mathematical value of 1.
The final output current of this section represents the weight update that is to
be applied to the weight capacitor C. This update current is gated through the
learning control circuitry which allows for the option of turning learning off
and on. In practice the learning control is pulsed in order to update the
weight, thus controlling the quantity of charge added to or removed from the
capacitor. The duration of this pulse corresponds to the learning rate (¢) in
Equation 1.5.

The final section is the weighted error calculation and is implemented by
multiplier M6. This is the error which is passed back to the next lower hidden
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layer below the current layer (if it exists) for use in updating the weights in
that layer.

Two test implementations of this circuitry were designed using the Elec-
tric VLSI CAD software, and fabricated in 3pum and 1.2um CMOS by Northern
Telecom Electronics, through the auspices of the Canadian Microelectronics
Corporation. A photomicrograph of the entire 3um test layout appears in Fig-
ure 2.6, while Figure 2.7 shows a single synapse. Each synapse is 516um by
526um, while the entire test layout requires 7000um by 2600um. As can be
seen this area is underutilized and is only required because of the relatively
large number of test pads that are used in the design. The neuron shown in
the figure does not include circuitry for the mutual information measure, but
simply performs the nonlinearity operation on the weighted sum. The mutual
information will be dealt with separately.

Simple tests were conducted to evaluate operation of the test implementa-
tion. The plot of Figure 2.8 shows the response of a single synapse to changes
in its input. Here all inputs were held at a constant value except for the error
input Errln which was switched between a positive and a negative input level.
The resulting change in the value of the stored weight can be seen on the
SumOut signal line. It is not possible to non-intrusively measure the weight
value stored on the capacitor, so the effects of weight changes must be evalu-
ated by observing their effects on the synaptic output. In the test, the synaptic
output is initially at a strongly negative level, since the weight storage capaci-

Figure 2.6: Photomicrograph of backpropagation test structure.
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tor is completely discharged. Switching the value of Errln to a strong positive
value causes the weight update circuitry to produce a positive output current
which charges the weight capacitor. This in turn causes the output of the syn-
apse to become strongly positive, indicating that the weight capacitor changed
from being fully discharged to fully charged. When the ErrIn value is once
again switched low, the output becomes strongly negative as the weight capac-
itor once again discharges. This clearly demonstrates that the weight capaci-
tor is being updated correctly with the changes on the input signals. In actual
practice the update current to the capacitor would be gated in order to allow a
small weight update for each training pattern, but for the purposes of these
tests this was not done. The duration of the gating signal corresponds to the
learning rate € for the synapse since it controls the maximum amount of
charge that can be added to the weight capacitor at each update in the train-
ing cycle.

It is clear that an implementation of the backpropagation style of learning
will not be completely accurate in its implementation of the learning equa-
tions. The effects of using the Gilbert multiplier instead of a true arithmetic
multiplier, as well as the component variations which will be encountered as a
result of the fabrication process, will have an impact on the performance of the
backpropagation learning. The effects of these factors as they relate to stan-
dard backpropagation learning have been examined by Brion Dolenko of our
laboratory in [2]. His simulations showed that the synaptic circuits can be
expected to perform correctly using the Gilbert multiplier and are able to tol-
erate anticipated variations in its gain. However it was also found that perfor-
mance will suffer if significant multiplier zero crossing offsets are present in
the system. So, based on the hardware tests and these simulations, the back-
propagation style modules are expected to function correctly in the absence of
multiplier offsets.

2.3.3 Circuit Implementation of Mutual Information

This section examines a proposed circuit for implementing the mutual
information measure used by CBUL to generate the training error. Recall that
this error is used by the backpropagation modules to update the synaptic
weights. The error derivative has been given previously in Equation 2.3 and it
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Weighted sum
from synapses

Figure 2.9: Proposed mutual information circuit.

is the objective of the following circuits to implement this equation in analog
hardware. The diagram of Figure 2.9 shows the proposed circuit implementa-
tion. There are two major portions to this design; the circuitry to accumulate
the statistics for the calculation, and the circuitry to perform the calculation
itself. The statistical accumulation circuitry is comprised of the Gilbert multi-
pliers M7 and M8, and the current-voltage convertors IV5-IV7. The remaining
circuit elements, M9-M11, IV8-IV10, and the voltage divider DI comprise the
calculation portion. The elements labeled M5, IV3, and IV4, are the same
three elements shown in the neuron output stage of Figure 2.5.

This circuit makes use of an additional symbol which has not been encoun-
tered thus far. This is the output stage of a current mirror and is shown in
Figure 2.10 along with the equivalent analog circuit structure. The input
stage of this mirror is already present within the Gilbert multiplier, and
drives the multiplier output through a current mirror output stage. By using
this circuit in conjunction with the control signals already present, it is possi-
ble to generate a second output current which is a copy of the first.
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Figure 2.10: Current mirror output stage with control inputs.

The statistical accumulation portion of the mutual information circuit is
required to collect a number of averages in order to generate the variances
used in Equation 2.3. These are given by Equations 2.5-2.9.

1 o
a=1
1 y 2
X3 =5 Y, (@ (2.6)
a=1
. N
XA—BZNZ (a*-bp% @.7)
a=1
1 al 2
X2, = - Y (@”-b% (2.8)
o=1
(a) = X, V(a) = X5-X,
(a=by=X,_p V(a-b) =Xi _z-X,_, (2.9)

The simplest of these averaging circuits computes the mean of the neuron
output over the range of training cases. It is denoted X,, and its value is
stored on capacitor C1. The AVG signal is used to control the amount of charge
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added to the capacitor, and as with the gating circuit used in the synapse, it is
pulsed for a fixed duration for each training input. The pulse duration corre-
sponds to the Y/ term of the average. The second sub-circuit stores the mean
of the square of the neuron output X,? on capacitor C2. The squaring opera-
tion is carried out by multiplier M7 and the resulting output is transferred to
the storage capacitor. Similarly the average difference between adjacent out-
puts X, g and the squared difference X, z° are stored in the same manner on
capacitors C3 and C4, respectively.

All four of these stored averages are accumulated on the first pass through
the training set of N patterns. The actual weight updates are then performed
on the second pass where the stored averages are combined with the current
output of the synapse to generate the final error value 09I/9V,, which is
denoted Vggg in the circuit. This is the error value which is passed as an input
to the output layer backpropagation style synapses.

Though this circuit appears to be much more complex than the synaptic
circuit of Figure 2.5, it is actually comparable in size, given the number and
type of elements used. In order to evaluate the feasibility of this structure it
would be necessary to generate a hardware layout for simulation and fabrica-
tion purposes. However, based on experience with the layout of the elements
used, we can readily estimate that the resulting layout of the neuron would be
on the order of 1.5-2 times the area occupied by one of the backpropagation
synapses. However, there are far fewer neurons in a network than synapses,
so a neuron of this size is not unreasonable. The complete neuron portion of
the circuitry (all elements from Figure 2.9) would occupy an area of approxi-
mately 1000pum by 500um in a final implementation. Using a 3um fabrication
technology this would allow for approximately 20 neurons and 400 synapses

on a typical silicon die measuring 1cm on a side.

2.4 Summary

In this chapter an unsupervised learning algorithm based on coherence
between adjacent spatial portions of the input data has been discussed in its
relation to the solution of a simple depth extraction problem. As well, circuitry
to perform the backpropagation of errors used in the hidden layers has been
designed and fabricated using CMOS VLSI analog design techniques. In addi-
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tion, a proposed circuit to calculate the mutual information error measure for
controlling the backpropagation weight updates has been given. Both of these
circuits make extensive use of the CMOS wide-range Gilbert multiplier, and
capacitive weight storage.



CHAPTER 3

Competitive Learning

This chapter deals with some of the problems which are encountered when
implementing networks in hardware, and specifically how these difficulties
effect competitive learning algorithms[e]. Initially the theory of competitive
learning will be explored, and this information will then be expanded upon as
it relates to potential analog hardware implementations of this algorithm.

3.1 Competitive Learning

Competitive learning (CL) is an unsupervised learning procedure that
attempts to motivate correct learning through the use of competition between
output units. The basic structure of a simple competitive learning network is
shown in Figure 3.1.

In addition to the layer to layer connections seen in other networks, CL
networks also have connections from each output unit to all output units,
including the source unit itself. The connection from a unit to itself is excita-
tory, meaning that it has a positive weighting and will help to reinforce the
output of the neuron. The connections to all other output units are inhibitory
and attempt to suppress the output of the other neurons. It is this mechanism
which is the basis of the network competition. (Note: For simplicity, not all
connections between output units have are shown in the figure.)

It is the objective of competitive learning to modify the connection weights
in order to have each output, or group of outputs, represent some underlying
class in the input data. As a result of this behavior, these networks are also

commonly known as clustering networks, since they cluster inputs into a
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Figure 3.1: Basic competitive learning network.

number of categories. Ideally each input presented should excite a single out-
put unit strongly, while all other outputs remain low. This is an indication
that the network is confident as to the class membership of the input.

3.2 Hard and Soft Competitive Learning

There are two general classes of competitive learning, hard competitive
learning (HCL) and soft competitive learning (SCL).

In hard competitive learning ideally only one neuron output should be
active at any one time. An input pattern is applied to the network and the out-
puts are allowed to settle to stable values. The unit whose output is most
active for this pattern is selected as the “winner” for this input, and this unit
then updates its connection weights in order to reinforce the response. The
weights connected to all other output units remain unchanged. As a result,
the winning unit will be more likely to win for this input in the future. The
forward propagation of input patterns to outputs is performed by Equation
1.1.

The weight update rule for HCL is given by Equation 3.1 for normalized
inputs. Here Wl.*j denotes the weight connecting input unit j to the winning
neuroni , V;is the jth element of input pattern V¥, and ¢ is again the learning
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rate. Initially the weights are set to small random values before training.

— L_ow
AWi*j = S(Vj Wi*j) (3.1)

There is a problem with this method of weight updating which manifests
itself if the random initial weights place a unit outside the range of the input
patterns. If this occurs, this particular unit will never be selected as the win-
ning unit for any of the input patterns, and as a result, its weights will never
be updated. These orphaned units will, therefore, never contribute to the solu-
tion derived by the network and are essentially wasted. An alternative learn-
ing method which combats this problem is known as soft competitive learning.

In soft competitive learning, all output units update their weights in rela-
tion to their output level. The unit which would be classified as the winner
updates its weights the most, and all other units update their weights in pro-
portion to their reduced activations. This ensures that all units get utilized in
the eventual clustering solution by slowly moving orphaned units into the
solution space. Eventually, these units will start to win for some of the input
patterns, and the result is more efficient utilization of the outputs. The learn-
ing equation for SCL is given by Equation 3.2 below.

- H

The only difference between this equation and that of Equation 3.1 is the addi-
tion of the V; term which is the output value of the unit being updated. This
equation is similar to the weight update equation for Hebbian learning
employing a weight decay term (Equation 1.11).

It should be noted that the update rule of Equation 3.2 was not derived
from a previously determined error measure, as was the case for backpropaga-
tion in Chapter 1. However, a corresponding error measure does exist and is

given by Equation 3.3[6],
E{W.} = 1"ZV*.*(V”—W..)Z (3.3)
) D i 1 J lj
7]
Gradient decent based on this error function will result in the weight update
function of Equation 3.2.
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3.3 Hardware Issues of Competitive Learning

As was the case with Coherence Based Unsupervised Learning it is our
intension to examine the competitive learning algorithm in relation to its
eventual implementation in analog CMOS hardware. This and following sec-
tions will explore the feasibility of CMOS implementations in relation to
expected process variations, based on experience with CMOS circuitry mea-
surements such as those of Chapter 2. As was the case with CBUL the major
component of the proposed hardware circuits will be our CMOS version of the

Gilbert multiplier.
Learn Gain
Vij—t— 1\;(1 Wij M2 i | M v2
v * Ol
T T vEX Ko
\ / \ /
Synapse 3 Neuron

Inputs from
other synapses.

Figure 3.2: Proposed competitive learning circuit implementation.

A diagram of the proposed synapse/neuron circuitry appears in Figure 3.2
above, and is very similar to the synaptic circuitry used in CBUL in Chapter
2. The learning algorithm of Equation 3.2 is realized by a single multiplier
M1, while the remainder of the circuitry remains unchanged.

3.4 Effects of Fabrication Variation on Learning

Though in theory it is possible to implement these unsupervised learning
algorithms in hardware, the actual fabrication process will introduce varia-
tions in the characteristics of the fabricated components. As a result, the fab-
ricated components will not operate precisely as predicted by theory, but will
show a slight variation in their characteristics. The following sections will
investigate the effects that these variations will have on the learning process.
This will help to determine whether the competitive learning algorithm can
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tolerate them, as well as showing how the variations affect parameters in the
learning equation. The basis for the evaluations given are the direct result of a
number of simulations of the CL algorithm using the Xerion neural network
simulator[15], which was modified for the purposes of these hardware simula-
tions. During simulation the characteristics of the Gilbert multiplier are mod-
elled using a trigonometric hyperbolic tangent function. This function is
commonly used to implement the nonlinearity in some neural network imple-
mentations as discussed earlier. However, it also compares closely with the
measured characteristics of our CMOS hardware multipliers of Figure 2.3.
Both the multiplier characteristics and tanh(®) function saturate at the
extremities of the input range, as well as being essentially linear near the
midpoint of this range. Thus it is felt that parameterized versions of tanh(®)
functions serve as good models of the hardware multipliers.

In order to determine whether competitive learning is a good candidate for
eventual fabrication in hardware it is important to explore the range of fabri-
cation variations which this algorithm will tolerate. Once this is known it can
be compared with the known parameters for the fabrication technology and a
determination of its suitability can be well established.

In order for this evaluation to be carried out, it was necessary to select
some task for the network to perform, and to be evaluated on. The problem
selected involves the learning of a simple binary decoder. The basic structure
of the decoder network is identical to that given previously in Figure 3.1. Each
input pattern is a three bit binary number, and if correctly trained, the net-
work should map each of these inputs to a single output unit. Thus, when an
input is presented only one output should be activated. As a result the connec-
tion weights for each output neuron, when taken as a group, should represent
a logical minterm. An example of actual weight values results for a correctly
learned decoder problem are shown in Figure 3.3.

The connections to each of the eight output neurons is represented by the
eight outer boxes. Each of the three smaller boxes within these represents the
connection strength of one weight. The sign of the weight is indicated by the
colour of the fill in the weight boxes, with positive values being white, and
negatives being black. The magnitude of the weight is represented by the
amount of the box which is shaded black or white. The group of three weights
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Figure 3.3: Xerion weight connection display.

at the top of each neuron box are the weights from the three input units to the
particular output unit. The eight weights grouped below these are the connec-
tion weights from all other output units to the given unit. These eight weights
are held constant during the training process, while the three input weights
are varied by the learning algorithm. Note that the weights in Figure 3.3 cor-
respond to soft competitive learning, and that when learning is complete the
weights have taken on maximal positive and negative values.

3.4.1 Variations in Multiplier Characteristics

Device variations are an inevitable result of the VLSI fabrication process.
These variations are not as critical for the production of digital circuitry
because of the relatively high tolerances which are permitted before faulty
operation is experienced. However, analog components are much more suscep-
tible to process variations, and as a result these variations must be accounted
for in the design process. The variations introduced during fabrication may
result in a number of perversions of the ideal device characteristics. Though
every effort was taken in the layout of the Gilbert multiplier circuitry to mini-
mize the effects of these variations, they can not be completely eliminated and
will result in variations of the multiplier characteristics. As a result a number
of simulations of the competitive learning algorithm of Equation 3.2 were car-
ried out in order to identify the effects of this variation.

The first of these potential effects is the replacement of the arithmetic
multiply with the nonlinear hardware multiplier itself. Will the network be
able to learn under these circumstances? Figure 3.4 shows the results of simu-
lations using an ideal arithmetic multiplier, while Figure 3.5 shows the same
simulation using the tanh multiplier. Twenty learning trials were attempted
using a variety of learning rates (¢) in the range (0,0.1). The training inputs
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for the network consist of the complete set of eight possible binary input pat-

terns, which fully characterize the range of possible input states. Since the

training inputs and the testing inputs comprise the same set of patterns gen-

eralization is not an issue. The only factor that was changed between separate

learning trials at any given learning rate was the random values of the con-

nection weights. All other factors remained constant.
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It is clear from these plots that the tanh network is able to reliably learn
the task for a wide range of learning rates, and that the use of the non-ideal
multiplier does not significantly affect the learning process. Best learning per-
formance is found over the range €=(0.05, 0.08). Learning rates higher than
0.08 result in larger weight modifications at each learning step, which cause
the weights to become unstable. As a result, the network does not settle to a
stable state, and will produce an unsatisfactory solution. Learning rates
which are too small will result in the network becoming trapped in a non-opti-
mal solution, from which it is unable to escape. Selecting a learning rate mid-
way between these two extremes will eliminate both these problems.

In the cases where learning becomes unstable the final weights contain no
useful information. However, in those cases which result in non-optimal solu-
tions the final weight values do embody some usable information. In this case
most output units have learned weights which represent a particular min-
term. Those that do not have learned weights which represent a sum of min-
terms, instead of a single minterm. As well, a non-optimal solution can result
in which two output learn the same minterm value. For the purposes of the
simulations conducted, learning is only considered successful when all eight

output units learn a unique minterm.

3.4.2 Effects of Multiplier Gain Variations on Learning
It has been shown that the arithmetic multiply can be safely replaced by a

non-ideal Gilbert multiplier. However, it must also be determined how varia-
tions in this multiplier will effect the learning process. To evaluate the effects
of variations, the soft competitive learning module of the Xerion simulator
was further modified to allow for the introduction of statistical variations in
the multiplier gain. Variations in gain are equivalent to changing the slope of
the multiplier characteristic. The variations introduced follow a gaussian dis-
tribution and are applied to the characteristic of the multiplier in order to per-
turb the gain (or slope) of the multiplier characteristic. This multiplier is used
in the computation of the weight update value in the learning equation. A nor-
mal multiplier characteristic has a slope of 1, and these random variations
alter that slope by various amounts. Figure 3.6 gives the results of simula-
tions using a variety of slope variations. Each plot in this figure represents the
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Figure 3.6: Non-ideal multiplier with uniform slope variations

number of correctly learned training runs from the twenty learning trials
attempted at each value of €. At the start of a training run each synaptic mul-
tiplier was assigned a modified slope selected from a gaussian distribution
centred at 1. The standard deviation of the distribution was changed between
plots, but remains constant in any given plot. The bottom plot shows the
results with a small standard deviation of 0.1, while each successive plot
shows the same simulation with a larger and larger variation.

Initially, the network is able to tolerate the gain variations, with only a
small reduction in the acceptable range of learning rates when compared to
the unaltered tanh multiplier of Figure 3.5. Over the range £=[0.02,0.06] the
network is able to learn correctly in 95% of the learning trials performed. As
the range of variations increases the range of acceptable learning rates
shrinks. For a standard deviation of 0.3 the network in still able to learn cor-
rectly 90% of the time, but the range of € has been reduced to [0.02,0.05]. As
degradation of the multiplier continues the network is soon unable to ade-
quately compensate for this behaviour. At a standard deviation of 0.5 the net-
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Figure 3.7: Non-ideal multiplier with positively biased slope variations

work is only able to achieve correct learning in 51% of the trials, over the
range €=[0.02,0.04].

Additional simulations were also carried out to determine the effects of
non-uniform slope variations. In this case, multipliers are considered where
the mean of the gaussian perturbations is not 1, but is shifted in either a posi-
tive or negative direction. Figures 3.7 and 3.8 show the results of these simu-
lations using a standard deviation of 0.1 (corresponding to the bottom plot of
Figure 3.6), and various mean offsets.

For the positively biased variations in Figure 3.7 the network is able to
compensate quite well for the change in slope. The only significant change
between the separate plots is the reduction of the range of valid learning
rates. This reduction is in response to the corresponding increase in the slope
of the multiplier characteristic which is producing larger products. Over this
reduced range the network is still able to learn the task correctly in 94% of the
trials shown.

A similar result is observed for simulations involving the negatively biased

variations of Figure 3.8. Here the range of viable learning rates has expanded
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Figure 3.8: Non-ideal multiplier with negatively biased slope variations

in relation to the variation in slope, which is to be expected with the corre-
sponding reduction in the multiplier characteristic. As a result, the network is
able to find a correct solution in 91% of the above trials, within the active
range of the results.

These simulations demonstrate that the network learning algorithm is
capable of compensating for multiplier slope variations, as long as these varia-
tions are not too severe. Experimental hardware variations for actual fabri-
cated devices have resulted in approximately 10% variation in the multiplier
gain4l, These variations are well within the acceptable boundaries as
derived from the simulations. So slope variations are not expected to have a
significant effect on network performance in an actual hardware implementa-

tion.

3.4.3 Effects of Circuit Noise on Learning.

Another area which was explored deals with the effect noisy circuitry has
on the learning process. In order to determine the impact of this phenomenon,



CHAPTER 3—Competitive Learning 38

20 L g e e e T
A Y - ’ Y N R m=0 $d=0.3

Pt VAR e ; Y , e m=0 5d=0.7

A v === m=0sd=15

# of Correct Trials # of Correct Trials
= DD e ) i
ot o O 92 ] V23 oo [, o
Levnadana i e Lol lennibond

# of Correct Trials
DO et
o O [é; ==

Lo b e lagaa)

[EERENRENENRENE RRENE|

ok
o

|
HE
[
1
A
1
1

# of Correct Trials
[y
=)

T T | T ( T 1 11 | T 1 17 l LI I T 71T I T 1T 7 { T :\I\ T | T 1T I T T 1T ] T l‘l_i
0 0.01 0.02 003 004 005 006 0.07 0.08 0.09 0.1 0.11
Learning Rate

[N

Figure 8.9: Non-ideal multiplier with noise.

the neural network decoder problem is once again simulated with the addition
of a continuously changing perturbation of the multiplier slope. As before the
perturbations were drawn randomly from a normal distribution and applied
to the slope of the multiplier characteristic. However, for this simulation the
random slope was changed before the presentation of each input pattern. The
simulator was modified in such a way as to allow this perturbation effect to be
included in addition to the uniform slope variations discussed in section 3.4.2.
The simulations presented in Figure 3.9 represent the dynamic random per-
turbations with various standard deviations applied to multipliers having a
small static slope variation similar to that of the bottom plot of Figure 3.6. The
static variation was selected at the start of each training case and remained
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unchanged for the duration of the trial.

It is quite clear from these plots that the dynamic noise present in the
multipliers does not greatly effect the learning performed by the network. In
all four learning cases shown the network is able to learn the decoder problem
in more than 91% of the training cases over the range £=[0.02,0.07]. This
result would be expected given that the mean of the noise added to the multi-
plier characteristics is zero, and as a result, over an infinite number of train-
ing iterations the mean effect on the weight updates should average to zero as
well. In fact the noise actually tends to compensate slightly for the static vari-
ations present in the multipliers by reducing its effects through the short term
statistics of the noise.

The results of this section differ from those of the slope variations in sec-
tion 3.4.2, where the network learned to compensate for the fixed variations.
Here the statistics are mainly responsible for the compensation, and not the
learning algorithm itself. However, these simulations show that the learning
is not overly sensitive to the incremental variations in the dynamic variations.
This result differs from those obtained Brion Dolenkol?! for his simulations of
the backpropagation modules discussed in Chapter 2. He has found that back-
propagation does not tolerate circuit noise particularly well, whereas here the
noise does not adversely affect the learning. In fact, the results indicate that a
small amount of noise may actually be desirable in compensating for other

imperfections.

3.4.4 Effects of Multiplier Offset Variations on Learning

Another important effect that will be encountered as a consequence of the
fabrication process is a zero crossing offset variation in the multiplier. This
will result in the multiplier producing a non-zero output value when one or
both of its inputs are zero. In order to evaluate the effects of this behaviour
the sample problem was once again simulated with various degrees of offsets.
The results of these simulations appear in Figure 3.10. As before, the random
offsets have been selected from a gaussian distribution with a variety of stan-
dard deviations.

It is expected from actual measurements of past fabrication runs that fab-
rication errors will yield multiplier zero crossing offsets which are in the
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Figure 3.10: Non-ideal multiplier with offset variations.
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range of +/-5% of the maximum multiplier output value. It is clear from the
plots that the network is capable of tolerating a small amount of offset, but
begins to fail for offsets larger than 1%. Offsets of 0-1% learn correctly on
>89% of the learning trials conducted over the range £=[0.01,0.08]. However,
offsets of 1.6%, 2%, 2.5% and 3% learn correctly on only 79%, 60%, 34%, and
15% of the trials respectively. These results are clearly well below the
expected level of variations for this multiplier, greatly increasing the probabil-
ity that a hardware implementation will perform unsatisfactorily. This is con-
sistent with the results obtained for backpropagation in [2]. Those simulations
demonstrated that the backpropagation algorithm does not tolerate zero-
crossing variations either.

This problem must be corrected before a usable hardware network can be
constructed. One possible alternative to this problem would see the use of a
form of weight update thresholding. Under this scheme weight values are
updated only if the size of the weight change is above a predetermined thresh-
old. If the calculated update is below the threshold the resulting update would
not be applied. This approximates a true zero crossing when the multiplier
product approaches what should ideally be a zero value.

3.4.5 Effects of Noisy Inputs on Learning

An actual implementation of any neural algorithm must be capable of
dealing with other difficulties in addition to variations in the fabrication pro-
cess. One of the most common is noise in the system, caused by noise in the
input signals. In order to evaluate the effects that noisy input signals will
have on the learning process, various amounts of gaussian random noise were
applied to each of the input patterns before presenting them to the network.
The results of these simulations appear in Figure 3.11. A variety of standard
deviations were selected for the random noise, ranging from 0.1 for the bottom
plot to 0.4 for the top plot. It is clear that for deviations up to 0.3 the learning
is not adversely effected by the noisy inputs. Learning begins to break down
for deviations of 0.4 and above. In practical applications this demonstrates
that the learning is extremely robust in the presence of a significant quantity
of input noise. In actual practice the amount of input noise present will be
well below 10% of the input range (bottom plot). Therefore this effect will not
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Figure 3.11: Effectiveness of learning with noisy inputs.

hinder the learning process to any significant extent. In fact, the noisy inputs
should improve the performance of a network since the small variations in the
input signals result in the dynamic creation of additional training patterns.
The noise essentially expands the training set as a natural consequence of its
presence. The additional patterns will allow the network to generalize better
after learning is complete, compared to an ideal network which was only

trained on the ideal input patterns.

3.5 Summary

The work presented in this chapter has examined the competitive learning
algorithm and its susceptibility to analog CMOS hardware implementation
difficulties. The basic theory of competitive learning has been discussed with
an eventual focus on soft competitive learning. Following this discussion, a
variety of hardware fabrication problems were outlined and the effects of
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these variations on the competitive learning were investigated.

Investigations showed that competitive learning is able to tolerate most
anticipated hardware variations except zero-crossing offsets in the Gilbert
multipliers. Apart from this effect it was found that the use of a tanh(®) style
multiplier, fixed multiplier slope variations, and noisy slope variations were
tolerated very well. In addition it was observed that noise present in the net-
work inputs do not effect the learning process to any significant degree. Thus
an actual hardware implementation of competitive learning would be

expected to operate correctly, as long as multiplier offsets could be controlled.



CHAPTER 4

Conclusions and Future Work

This thesis has given a brief overview of neural network theory, and has
examined two specific neural learning algorithms in relation to their suitabil-
ity for fabrication in analog hardware. The rationale for hardware implemen-
tations in general, and analog versions specifically, has been presented. It has
been stated that hardware implementations which include implementation of
the learning algorithm will significantly reduce the learning times of a net-
work, compared to simulation on serial computers. As well, it was reasoned
that analog implementations provide the necessary computational power
needed for these algorithms while improving integration density when com-
pared to equivalent digital techniques.

A learning algorithm for the extraction of spatially coherent information
in an input stream has been described. A fully custom analog version of the
CBUL algorithm was then presented. This included both the design of cir-
cuitry for the backpropagation of errors in the synapses, and for mutual infor-
mation calculations in the neuron. It was shown that it is possible to
implement a complex algorithm such as this, in analog hardware, using a
small collection of circuit elements.

Finally, a number of simulations were presented which examined the
effect which expected fabrication variation will have on the construction of a
hardware version of competitive learning. It was clearly shown that the com-
petitive learning algorithm was robust in the presence of most variations but
did suffer unacceptably from multiplier zero-crossing offsets. As well, the
results obtained for this unsupervised algorithm were compared with those
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obtained for the backpropagation algorithm. The results observed were quite
similar with the exception that competitive learning was more tolerant of

noise in the multiplier characteristic than backpropagation.

4.1 Future Work

Continued work in this area should result in the layout, fabrication, and
full testing of both the mutual information neuron of chapter 2, and the com-
petitive learning circuitry of chapter 3. As well, additional tests on the CBUL
synapse, which has already be fabricated, should also be performed. Effective
testing of these circuits has been hampered in the past by a testing environ-
ment which is poorly suited to the test of analog devices. The hardware tests
presented in this thesis had been performed using an ASIX-II digital tester
which provides only a limited ability to supply analog signals, and no facility
to measure them.

Additional simulations should be conducted in order to examine the effects
which non-ideal circuitry has on the network settling dynamics. One would
expect that hardware variations should result in longer settling time, but
actual simulations are required. As well, further simulations should be con-
ducted in order to determine the effects of fabrication variations on modifica-
tions of the standard competitive learning presented in chapter 3. These
should include examinations of networks with non-uniform lateral inhibitions
between the output units, frequency sensitive learning algorithms, as well as
examinations of these networks with more complex learning tasks. In addi-
tion, this work can be extended to include other unsupervised learning algo-
rithms such as self-organizing feature maps.
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