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ABSTRACT 
 

 
Direct micrometeorological measurements of heat fluxes made at the earth’s 

surface are relatively sparse, yet the implications of these fluxes are immense on all 

spatial scales.   Measurements are an even rarer occurrence in the Arctic, a physical 

environment at the forefront of scientific research.  Here, we present direct measurements 

of wintertime surface heat fluxes between the ocean and atmosphere in lead and polynya 

environments in the Canadian Arctic.  Environments such as those presented can yield 

very large vertical temperature gradients during the winter months and are particularly 

dynamic micrometeorological environments.  We found that sensible heat fluxes can 

exceed +100 W m-2 during the winter months, much larger than most regional estimates 

(~ 0 W m-2).  In addition, large heat fluxes were shown to affect the characteristics of the 

near surface temperature inversion.  The height, depth and strength of the characteristic 

wintertime inversion are shown to be influenced in cases where large surface fluxes were 

observed.  Such findings are likely to have implications on the regional and planetary 

heat budget, general circulation models and larger scale weather processes, which most 

often omit local scale heat fluxes in their analyses and calculations.  
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CHAPTER ONE:  INTRODUCTION AND LITERATURE REVIEW 

 
 
1.1 Context and Rationale 

 
 

The Earth’s surface has many profound effects on the atmosphere (Arya, 2001). 

Exchanges or fluxes between the Earth and the atmosphere, although occurring at the 

microscale (1 km or less), have significant effects on the Earth’s meteorology and climate 

(Pielke et al., 1998).  This coupling stems from three micrometeorological fluxes that 

occur at the Earth-atmosphere interface; heat (H), water vapor (E), and momentum (τ).  

These exchanges are driven by gradients across the air-surface interface and are 

facilitated by turbulent eddies of varying scales within the atmospheric boundary layer.   

Ocean’s cover 71 percent of the Earth’s surface and are thus a crucial cover class 

in the global energy budget (Oke, 1987).  Over typical oceans, fluxes of water vapor 

usually dominate over sensible heat due to small temperature differences and large 

moisture gradients across the air-sea interface (Oke, 1987).  However, for cold, polar 

seas, exchanges of sensible heat are typically the dominant turbulent flux (e.g. Andreas et 

al., 1999).  Polar seas are unique in that they experience a low solar elevation, receive 

little or no surface insolation during the winter, and have an annual cycle of sea ice 

formation and melt.  It is this cycle that drives the annual cycle of insolation, resulting in 

large atmospheric temperature swings between seasons.  Sea ice acts as an insulator 

between the warm ocean and cold atmosphere.  The complicating factor of sea ice, with 

its non-uniform temporal and spatial coverage (differing age and thickness) and extreme 

susceptibility to changing atmospheric conditions therefore reveals a highly pertinent and 

critical area of research.  
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Sea ice remains a defining featuring of the Arctic Ocean, even under today’s state 

of accelerated warming at high latitudes.  Aside from an overall reduction in extent, sea 

ice cover is both thinning and undergoing a transition from multi-year to first-year ice 

(e.g. Maslanik, 2011; Kinnard et al., 2011; Galley et al., 2008; Comiso et al., 2008; 

Stroeve et al., 2005; Serreze et al., 2003; Zhang et al., 2000; Gloerson et al., 1999; 

Parkinson et al., 1999).  The role of sea ice dynamics on heat exchange is particularly 

strong during the winter months, when the near surface atmosphere is at its coldest and 

the presence of leads (stretches of open water within fields of sea ice; Andreas et al., 

1979) and polynyas (nonlinearly shaped areas of open water or new and young sea ice 

where thick sea ice is expected; Smith et al., 1990) within the main icepack allow for 

direct air-sea exchange (Smith et al., 1990; Andreas, 1999).  These inhomogeneities 

within the icepack introduce areas where the cold Arctic atmosphere comes into contact 

with the relatively warm ocean.  In some cases, the air-sea temperature difference in these 

environments may be greater than -40°C (Alam and Curry, 1997).  Laikhtman and 

Klyuchnikova (1957) recognized that such extreme vertical temperature gradients allow 

for very large sensible heat fluxes.  Several studies (e.g. Lupkes, 2008; Gultepe, 2003; 

Andreas, 1999) have shown this to be true through various parameterization schemes.  

Despite their limited spatial coverage (on the order of 1-5% of the total Arctic icepack) 

(Barry et al., 1993; Lindsay and Rothrock, 1995), open water environments contribute 

significantly (as high as 80%) (Marcq and Weiss, 2011) to the total ocean-atmosphere 

heat flux in the winter.  Heat exchanges in these environments are thus are a major 

contributor to the wintertime planetary heat budget (e.g., Lupkes, 2008; Gultepe, 2003; 

Andreas, 1999; Maykut, 1978).  Additionally, snowfall has increased in the Arctic (Kurtz 
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et al., 2011) leading to higher reflectance of solar radiation (increased depth of 

snowpack) but reduced heat transfer between the ocean and atmosphere (greater 

insulation).  All of these factors have an impact on the thermodynamic and dynamic 

properties of sea ice and on the exchange of heat between the ocean and atmosphere 

(Maykut, 1982).     

Although modeling studies have shown average heat fluxes over the polar seas to 

be less than +50 W m-2 (with many studies having mean H values not statistically 

different from 0 W m-2) (Nakamura and Oort, 1988), measurements of H over smaller 

temporal and spatial scales, particularly in polynya and lead environments, are often 

much larger than regional estimates (Andreas et al., 1979; Kottmeier and Engelbart, 

1991; Gultepe et al., 2003; Raddatz et al., 2011).  These large heat fluxes, aside from 

contributing significantly to the large-scale heat budget of the Arctic (Overland, 2009), 

are likely to affect the temperature structure of the lower boundary layer of the 

atmosphere, although the extent to which is largely unknown (Lupkes, 2008; Overland 

and Guest, 1991; Serreze and Barry, 2005).  Larger scale weather and climate processes 

are also likely to be affected (Simmonds and Rudeva, 2012). 

By modifying the thermal structure of the lower atmosphere, linkages have been 

made between ocean-atmosphere heat fluxes and Arctic cyclones (eg. Simmonds and 

Rudeva, 2012; Asplin et al., 2012).  Heat (and moisture) input from the ocean is critical 

in cyclone intensification and longevity (Simmonds and Keay, 2009; Higgins and 

Cassano, 2009), although exact linkages are not yet fully understood.  As a result, 

cyclone frequency and intensity are increasing over the Arctic Ocean (Zhang et al, 2004).  

In addition, cyclones have been shown to significantly alter the icescape over a 
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significant area leading to greater areas of open water and enhanced heat fluxes (Asplin et 

al., 2012).  It has been proposed that this process may help to enhance positive feedback 

processes that will ultimately accelerate the loss of Arctic sea ice (Asplin et al., 2012).     

 Ship-based measurements of surface meteorology and air-sea heat exchange were 

made during the 2007-08 field season as part of the International Polar Year Circumpolar 

Flaw Lead (IPY-CFL) study (Barber et al., 2010).  The project, which ran from October 

through August, was the first of its kind. The CCGS Amundsen, a Canadian medium class 

icebreaker, remained mobile in Amundsen Gulf (Figure 1), allowing for the nearly 

continuous measurement of micrometeorological exchanges in a single region.  The 

dataset is unparalleled in Arctic research.  Throughout the study, the vessel experienced 

ever-changing ice conditions, including regions dominated by thin, first-year sea ice, 

thick multiyear ice and open water.  The project’s underlying goal was to “to investigate 

the importance of changing climate processes in the flaw lead system of the northern 

hemisphere on the physical, biogeochemical and biological components of the Arctic 

marine system” (Barber et al., 2010).   

Based on previous work (e.g. Andreas et al., 1979; Maykut, 1978; Rothrock et al., 

1999) air-sea heat fluxes are expected to vary significantly over time and space in 

response to the seasonal cycle of sea ice formation and melt, and changing atmospheric 

conditions.  Microscale measurements of heat exchange will significantly enhance our 

understanding of the linkages to local environments and potentially improve our 

understanding of the effects of a thinning and shrinking ice cover on weather and climate 

over a variety of spatial and temporal scales.  The objective of this work is to expand our 

understanding of the wintertime air-sea exchange of heat in lead and polynya 
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environments and evaluate their impact on the thermal structure of the lower atmosphere.  

The Amundsen Gulf and the Southeastern Beaufort Sea are data-sparse maritime regions 

of the Arctic.  To our knowledge such a study is unique, and resulting insight may inform 

modelers on the nature of sub-grid-scale sensible heat fluxes (Andreas, 2002; Drue et al., 

2007; Andreas et al., 2010a and 2010b) and air mass development within the western 

maritime Arctic (Penner, 1955). As the southward movement of this air mass is a 

significant feature of the North American climate in winter, a more realistic 

characterization of the thermal structure of the Arctic boundary layer may also help to 

improve weather simulations (Brown et al., 2006; Collins et al., 2006) below the Arctic 

Circle. 

 

1.2 Thesis Objectives 

 

The objectives of the thesis are: 1) To explore the contribution of oceanic heat 

exchange to the atmosphere during the 2007-08 polar winter in Amundsen Gulf and the 

Southeastern Beaufort Sea; 2) Identify and explain the role of surface heat transfer in 

affecting atmospheric boundary layer structure in dynamic mixed ice and open water 

environments; and 3) Investigate the representativeness of unique periods of exchange 

over the entire sampling period and study area. 
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1.3 Thesis Outline 

 

The thesis is comprised of four additional chapters.  Chapter two presents the 

study area where the work was conducted as well as the methods used in the data 

collection and analysis.  Chapter three presents the results, which are then discussed in 

Chapter four.  Chapter five concludes with a summary of our findings and a statement on 

future implications. 
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CHAPTER II:  MATERIALS AND METHODOLOGY 

 

2.1 Study Area 

 

 Measurements were made in Amundsen Gulf and the Southeastern Beaufort Sea 

from October 2007 through to August 2008 (Figure 1).  Here, however, we focus on the 

wintertime component of this dataset, with unique case studies selected from January 

through March (Figure 1).  Amundsen Gulf is located in the Canadian Northwest 

Territories and is the body of water constrained by Banks Island to the north, Victoria 

Island to the east and the continental landmass to the south.  Western Amundsen Gulf is 

connected to the Beaufort Sea by an outlet delimited by two capes; Cape Kellett to the 

north and Cape Bathurst to the south.  Eastern Amundsen Gulf is largely closed with the 

exception of small channels between Victoria Island and the North American continent. 
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Figure 1.  Study area and locations of the cases used.  Points represent the midpoint of each 
period of study. 
 

The meteorology of the region is Arctic marine.  The effect of the annual cycle of 

sea ice on the large-scale meteorology of the region is perhaps best described by 

Overland (2009) who states that the annual cycle results in a change from a winter 

continental-like air mass similar to the adjacent land areas to a summertime marine air 

mass characterized by low cloud and fog.  As a result of the annual cycle of sea ice, air 

temperatures during the polar winter range from between -25° to -40°C (Overland, 2009).  
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Cloud cover can increase surface temperatures by as much as 10°C, acting as a blanket, 

trapping heat near the surface (Overland, 2009).   

The wintertime lower atmosphere is characterized by a stable layer that exists 

near the surface.  This so called inversion, or region of the atmosphere where 

temperatures increase with height, is present daily during the winter and typically exists 

at heights of one to two kilometers above the surface (Bradley et al., 1992).  Such 

inversions develop due to the presence of a cold surface layer (associated with sea ice) 

and result in a decoupling of the surface winds from the synoptic flow aloft (Bradley et 

al., 1992; Anderson and Neff, 2008).  As a result, temperature inversions are much more 

common during winter compared to summer in the Arctic (Zhang et al., 2011). 

The sea ice cycle in Amundsen Gulf is described as being characterized by 

extreme variability in both ice extent and thickness attributed largely to ongoing changes 

in the thermodynamic and dynamic forcing mechanisms (Galley et al., 2008).  Freeze-up 

typically occurs in early October.  During initial stages of ice formation, landfast ice 

grows along the coastal margins (Galley et al., 2008).  Ice which forms offshore in 

Amundsen Gulf typically remains mobile during the early winter months creating an 

icescape that is characterized by open water environments (leads and polynyas) (Else et 

al., 2011).  Such open water environments have a temperature near -2°C, its salinity 

determined freezing point (Andreas, 1999).  Sea ice in the Beaufort Sea region typically 

remains mobile, moving with the Beaufort Gyre; a wind-driven clockwise circulating 

ocean current that is associated with a dominant, large-scale high pressure system in the 

atmosphere (Galley et al., 2008).  Linear cracks or leads are also a common occurrence in 

this region of the Arctic (Overland et al., 1995).  Polynyas, more predictable, recurring 
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areas of open water, are also a common feature of the regional icescape (Smith et al., 

1990).    

During the winter months (DJFM), the mean total sea ice coverage over the study 

region is 3.9 x 105 km2, which represents approximately 98% coverage of the ocean 

surface (Galley et al., 2008).  This leaves nearly 8900 km2 (2%) of the ocean surface free 

of sea ice during the winter.  Of the total area covered by sea ice, approximately 62% (2.5 

x 105 km2) is covered by first-year sea ice.     

 

2.2 Surface Fluxes and Bulk Meteorology 

 

 We directly measure turbulent heat fluxes using the eddy covariance technique.  

The reader is directed to Else et al. (2011) for additional details on the ship’s eddy 

covariance system, which are briefly described here.  Eddy covariance instrumentation 

was mounted on a meteorological tower positioned on the foredeck near to the bow of the 

ship.  Flux instrumentation included a sonic anemometer (Gill Windmaster Pro; installed 

at a height of 14 m above the sea surface or 7 m above ship deck), which was used to 

make high frequency measurements of the three-dimensional wind fields and sonic 

temperature.  Basic meteorological measurements were made using a conventional 

anemometer (RM Young 05103; installed at a height of 15 m above sea level) for wind 

speed and direction, a temperature/relative humidity probe (Vasailla HMP45C212; 

installed at a height of 14 m above sea level) and a pressure transducer (RM Young 

61205V).  Data required for the motion correction was acquired using a multi-axis 

intertial sensing system (Systron Donner, model MotionPak) that was fixed at the 
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H = ρCpCsU Ts −Ta( )

midpoint of the tower.  Bulk meteorological measurements were averaged over a period 

of one minute.  The high frequency measurements (wind, sonic temperature, humidity, 

angular motion) were made at 10 Hz and stored on a micrologger (Campbell Scientific, 

model CR3000) before being averaged over a period of 30 minutes. 

    Typically, estimates of the sensible heat flux (H) are calculated using some form 

of the bulk equation (e.g. Friehe and Schmitt, 1976):  

       (1) 

Where H is the sensible heat flux, ρ is the air density, Cp is the specific heat of air, U is 

the wind speed (typically measured at 10 meters above the sea surface), Ts is the sea 

surface temperature (SST), Ta is the air temperature and Cs is the sensible heat transfer 

coefficient (termed the Stanton number).  In this method of estimating H, the air-sea 

temperature difference (ΔT or Ts – Ta) determines the direction of exchange (positive H 

indicates a flux towards the atmosphere or away from the surface, indicating net heat gain 

by the atmosphere; negative H indicates a flux away from the atmosphere or towards the 

surface, indicating a net heat loss by the atmosphere) while the wind velocity and transfer 

coefficients (along with ΔT) determine the magnitude or rate of exchange.  However, 

transfer coefficients, such as those utilized in equation 1, are poorly understood and 

difficult to parameterize in time and space (e.g. Chou, 1993; Blanc, 1985; Grachev and 

Panin, 1984; Kondo, 1975), even more so for the world’s high latitude seas where sea ice, 

amongst other phenomena, becomes a complicating factor. For these reasons, the eddy 

covariance technique becomes a much more intriguing and appropriate method for 

calculating surface fluxes (see Baldocchi, 2003; Twine, 2000; Webb, 1980 or Goulden, 

1996). 



 
 

12	

Measurements of wind and temperature are typically made between 10-20 Hz by 

the sonic anemometer.  The vertical flux of heat is defined as the covariance of the 

vertical wind velocity and the sonic air temperature.  It is defined by the following 

equation: 

      (2) 

where H is the sensible heat flux (W m-2), ρa is the air density (kg m-3), Cp is the specific 

heat of air (J kg-1 K-1), w is the vertical wind velocity (m s-1) and T is the sonic 

temperature (K).  Note that the prime symbol denotes an instantaneous fluctuation and 

the overbar denotes a time average. 

 Details on the application of the technique are available in Else et al. (2011).  In 

brief, high frequency temperature measurements were derived from the sonic temperature 

following (Kaimal and Gaynor, 1991).  Motion correction was applied to w following 

Anctil et al. (1994), using the 3-axis measurement of acceleration and angular velocity 

from the MotionPak sensor.  Fluxes were computed over a 30-minute averaging period.  

Flux intervals were rejected if within each averaging period there were significant 

changes in any of speed over ground, heading or course over ground. The flux period was 

rejected if ship speed (for periods where the ship was under power) deviated by ±3.7 km 

hr-1 from the mean and if ship course deviated by ±27.5° from the mean. Wind direction 

was required to be within ±27.5° of the mean and restricted to within ±90° of the bow of 

the ship.  The mobile nature of the system allowed for the measurement of unique 

environments that would otherwise be inaccessible. Our main challenge was that sensors 

were subject to freezing spray and icing (Else et al., 2011).  Extensive filtering was 

required to remove those periods when atmospheric conditions significantly affected the 

H = ρaCpw 'T '



 
 

13	

meteorological instruments.  Overall there were 3841 usable flux-averaging intervals 

after screening of biased data.  We opted to break the time series into case studies to 

examine heat fluxes within non-homogenous surfaces.   

 

2.3 Sea Ice 

 

 Sea ice conditions were assessed using RADARSAT-1 imagery for each 

individual case study.  Specifically, ScanSAR narrow beam images were used.  These 

images have a resolution of 50 m and cover an area of 90,000 km2 (300 x 300 km).  

Images were classified by ice type and thickness and obtained for the appropriate dates 

used in the analysis.  Images represent approximately the mid-point of the period of time 

for each case study.  Sea ice concentration, open water and ice type were determined for 

each of the case studies analyzed using methods outlined by Galley et al., (2008). 

 Sea ice conditions for the entire study period were analyzed using AMSR-E 

imagery.  Weekly, 1000 kilometer resolution (or less) images were obtained for each flux 

averaging period and, given the ship’s position, were classified as being 1) no open 

water, all relative to the ship’s position, 2) near open water (at a minimum distance of 10 

meters and a maximum distance of 1 kilometer upwind), and 3) in open water.  This 

allowed for an estimate of how often during the study the ship experienced significant 

open water conditions (defined as 7/10ths or less sea ice coverage).  Finally, mean fluxes 

were computed for each of the three categories used in the classification.    
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2.4 Atmospheric Temperature Profiles 

 

Atmospheric profiles of temperature and humidity were collected over the course 

of the study using a microwave radiometric profiler (MWRP) that was situated behind the 

bridge of the research icebreaker Amundsen (see Candlish et al., 2012).  Profiles were 

measured to a vertical height of 10 kilometers above the surface.  The profiler provides 

high temporal resolution profiles of temperature (K), absolute humidity (g m-3) and liquid 

water (g m-3) every minute.  The Radiometrics MP-3000A profiler had been previously 

validated against radiosonde profiles (Candlish et al., 2012).  Temperature profiles in the 

lowest two kilometers were shown to exhibit differences of less than 2 K for the winter 

season, the smallest differences of the four seasons.  Additional information on our 

deployment of the profiler is available in Candlish et al. (2012) and Raddatz et al. (2013). 

Vertical temperature profiles were constrained to the lowest two kilometers of the 

atmosphere for this particular study.  This represents the layer of the atmosphere that is 

most significantly affected by surface exchanges and interactions.  This turbulent layer of 

the atmosphere is often referred to as the planetary boundary layer (PBL or BL) and 

typically extends to an average height of one kilometer in the Arctic (Raddatz et al., 

2013; Overland, 2009).  Ten-minute averages of the MWRP vertical profiles were 

computed to correspond closely with the averaging period used in calculating surface 

fluxes. 

As mentioned, temperature inversions are a dominant feature over sea ice in the 

Arctic winter (Overland, 2009; Curry et al., 1996).  They represent a stable region of the 

atmosphere that inhibit upward movement of rising air parcels (thermals) and are a 
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dominant feature of the vertical temperature structure of the Arctic boundary layer 

(Raddatz et al., 2012).  Because of their importance and regularity in the Arctic, inversion 

characteristics were deemed to be an appropriate means of analysis in studying the role of 

high surface exchanges in modifying the temperature profile of the lower atmosphere 

during the polar winter. 

Three characteristics of near surface inversions were determined and used in the 

analysis:  1) height, 2) strength, and 3) depth.  Inversion height is defined as the height in 

the atmosphere where temperatures begin to increase with height.  Inversion strength is 

defined as the temperature difference in the inversion (difference between the warmest 

and coldest temperatures in the layer of increasing temperatures).  Finally inversion depth 

is defined as the thickness over which temperatures increase (height difference between 

where temperatures begin to increase and subsequently begin to decrease again with 

height).  For this study, we adopt the definition of temperature inversion used by Kahl 

(1990) and Serreze et al. (1992), which includes thin (<100 m) embedded layers where 

temperature decreases with height within the main layer of increasing temperature. 
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CHAPTER III:  RESULTS 

 

The wintertime mean surface heat flux was -0.016 W m-2 (small heat loss by the 

atmosphere) and was shown to be not significantly different from 0 (p-value of 0.952).  

This mean value is confirmed by literature such as Overland (2009) and Sirevaag et al. 

(2011) who found similar averages over sea ice in the winter.  The mean sensible heat 

flux for January was +0.712 W m-2, +0.524 W m-2 for February and -1.48 W m-2 in 

March.  The small mean heat fluxes presented here are typical of wintertime marine 

environments where sea ice dominates the surface (Raddatz et al., 2013). 

Figure 2 highlights the range of values observed throughout the ship track.  The 

distribution of H shown in Figure 2 is presented in Figure 3.  Note that the vast majority 

(roughly 94 percent) of heat flux values range from between -50 and +50 W m-2 with 

very few exceeding 100 W m-2 (roughly 4 percent).  Also notice that, in support of the 

overall mean H, the distribution slightly favors negative heat fluxes. 

Details on the relationship between the measured fluxes and sea ice 

microenvironment are described in the following section.  H values in some of these 

unique environments are shown to be as high as +100 W m-2, much larger than regional 

estimates used in climate models.  Three cases were selected for analysis (Table 1).  

Cases were selected on the basis of ice environment (unique open water, lead or polynya 

feature) or observed fluxes (greater than +100 W m-2 or statistically different from the 

mean).  
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Figure 2.  Calculated air-sea sensible heat fluxes during the 2007-2008 CFL field study, 
following the ship track of the CCGS Amundsen.  Heat fluxes are shown in W m-2. 
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Figure 3.  Frequency distribution of H (W m-2) over the entire sampling period (3841 flux 
averaging intervals). 

 

Case 
Number 

Date Latitude 
(°) 

Longitude 
(°) 

H flux 
(W m-2) 

Air T 
(°C) 

Wind 
Velocity 
(m s-1) 

Wind 
Direction 
(°) 

1 January 
24-25, 
2008 

71.19 -125.1 10.0 -21.6 8.9 259.9 

2 December 
27-28, 
2007 

71.21 -124.48 1.9 -21.9 5.4 122.2 

3 February 
20-26, 
2008 

71.40 -125.49 16.0 -15.3 8.5 134.4 

 
Table 1.  Summary of the cases used.  Latitudes and longitudes shown are the midpoints of the 
ship’s position during the time period.  H, T and wind variables are the mean value during the 
time period. 
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3.1 Surface fluxes 

 

3.1.1 Case 1:  January 24-26, 2008; Young sea ice and lead networks 

 

Flux measurements were made from January 24-26, 2008 (figures 4 and 5).  

During this part of the cruise the vessel experienced large, positive heat fluxes on the 

order of +95 W m-2; much larger than expected in a winter Arctic icescape dominated by 

multiyear and thick first-year sea ice.  The mean sensible heat flux for this period was 

+10 W m-2, also significantly higher than typically reported wintertime values. 

Analysis of the ice environment where the ship was positioned revealed small 

pans of older first-year ice (70-120 cm thick) interspersed amongst younger first-year ice 

(< 30 cm thick).  Small lead networks and open water environments were also present in 

this newly formed ice. 

Mean air temperature during this period was -21.6°C.  Surface temperatures 

where regions of open water were present were slightly warmer than -2°C, the freezing 

point of seawater.  This meant that air-sea temperature differences were on the order of 

20°C.  Wind speeds were also considerably high during the period (mean of 8.9 m s-1), 

especially during the times when enhanced surface exchanges were observed (mean 

direction of 260° or westerly relative to the ship).  A peak wind speed of roughly 18 m s-1 

was observed around 17:00, which corresponded to the largest observed heat flux of 

roughly +95 W m-2.  Air temperatures, however, were at their coldest later in the period.  

These features, along with strong winds (on the order of 18 m s-1), combined to 

produce the large air-sea heat fluxes observed between 15:00 and 21:00 on January 24. 
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Figure 4.  Spatial and temporal variation of H for Case 1.  Wind direction at various points 
along the ship track are shown by the blue arrows. 
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Figure 5.  Times series of H, air temperature, wind velocity and wind direction for Case 1. 
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3.1.2 Case 2:  December 27-28, 2007; Uniform icescape dominated by first-year sea ice 

 

Flux measurements were made from December 27-28, 2007 (figures 6 and 7).  

During this part of the cruise, the vessel experienced relatively uniform ice conditions, 

composed mostly of young, first-year sea ice.  Sensible heat fluxes measured were fairly 

uniform over this period (average of roughly 2 W m-2) compared to case 1 where the sea 

ice conditions were much more variable (resulting in a much larger mean H).  Heat fluxes 

over this period consistently ranged from between -20 and +20 W m-2 (small heat gains 

and losses by the surface). 

Sea ice conditions experienced by the CCGS Amundsen during this period of 

study were much more uniform than cases 1 and 3.  Sea ice in the region consisted of 

young, first-year sea ice on the order of 30 cm thick or less.  Very little open water 

(<15%) is present in the image used for this period.  A large lead in the eastern portion of 

the image was responsible for the majority of the open water fraction estimated.  

However, the low sensible heat fluxes measured suggest that the ship was not influenced 

by the presence of this lead.     

Wind speeds also remained much lighter over the period (<8 m s-1 until late in the 

period) compared to case 1.  This likely did not promote as much turbulent mixing, which 

ultimately aids in sensible heat transfer.  With the exception of a shift in wind direction 

from more northerly to southerly early in the period, wind direction also remained fairly 

consistent.  The combination of consistent wind variables, much lighter wind speeds 

(compared to case 1) and uniform sea ice coverage with little open water resulted in 
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uniform and relatively small heat fluxes away from and towards the surface during this 

period of study.  

 

 

Figure 6.  Spatial and temporal variation of H for Case 2.  Wind direction at various 
points along the ship track are shown by the blue arrows. 
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Figure 7.  Times series of H, air temperature, wind velocity and wind direction for Case 2. 
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3.1.3 Case 3:  February 22-24, 2008; Open leads 

 

Flux measurements were made from February 22-24, 2008 (figures 8 and 9).  

During this part of the cruise, vessel was subject to a dynamic icescape characterized by 

many frozen and unfrozen leads interspersed amongst areas of older, first year ice.  In 

these open water environments, heat fluxes as high as +105 W m-2 were measured (mean 

of 16 W m-2), comparable with those observed in case 1.  In areas where thicker, first-

year ice was present (especially later on in the period), much smaller heat fluxes were 

measured, as would be expected.  To the contrary, heat fluxes were quite large and 

positive in environments of open water and newly frozen sea ice. 

Sea ice conditions were much more variable in case 3.  The icescape consisted of 

several areas of open and newly frozen leads (as compared to one main area of open 

water in case 1 and no open water in case 2) as well as pans of thin to medium thickness 

first-year sea ice (70-120 cm).  Large, positive sensible heat fluxes were observed in 

leads that were either open or refrozen.  Much smaller heat fluxes were observed in the 

thicker ice that the ship encountered earlier and later in the period.   

The average air-sea sensible heat flux for this period was approximately +16 W 

m-2, nearly double the average of case 1.  Although wind speeds were less variable for 

this period (albeit only slightly compared to case 1), the larger open water coverage was 

likely the reason for the enhanced exchange measured.  As wind speeds diminished 

slightly late in the period, sensible head fluxes decreased likewise.  Air temperature 

remained fairly uniform around -15°C, dropping only slightly later in the period. 
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Figure 8.  Spatial and temporal variation of H for Case 3.  Wind direction at various points 
along the ship track are shown by the blue arrows. 
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Figure 9.  Times series of H, air temperature, wind velocity and wind direction for Case 3. 
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3.2 Effects on the boundary layer 

 

 Linkages between surface characteristics, meteorology and the air-sea exchange 

of sensible heat, while important, do not uncover the role that such exchanges play in 

affecting the atmosphere.  In particular, periods of intense surface exchange can modify 

the characteristics of the near surface temperature inversion, a defining feature of the 

atmospheric boundary layer over the Arctic Ocean during the winter.  Overall, inversions 

were found to be present in roughly 91% of cases analyzed for this study.  This is 

comparable to Raddatz et al. (2011) value of 97% for wintertime cases.  Here, we 

uncover one such example where exchanges of heat from the ocean are shown to affect 

the temperature structure (or profile) of the lower atmosphere (herein referred to as the 

atmospheric boundary layer or BL), as measured by a microwave radiometric profiler. 

 Case 1 provides an ideal framework for a study of this nature.  Recall that this 

case involved transiting through young and newly frozen lead networks. Large heat 

fluxes on the order of +95 W m-2 were measured in open water environments during the 

period.  Recall also that the period of enhanced exchange (herein identified as a measured 

flux of 2.5 times the mean or greater) occurred between 15:00 and 21:00 on January 24, 

2008.  Positive fluxes such as this indicate warming of the atmosphere.  For this case 

study, mean inversion height, strength and depth were calculated over the duration of the 

period.  In addition, three soundings were extracted from the time series; one prior, 

during and after the period of enhanced exchange that occurred between 15:00 and 21:00 

on January 24.  The times of the chosen soundings are shown in Table 2.   
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 Inversion Height 
(km) 

Inversion Strength 
(K) 

Inversion Depth 
(km) 

2008-01-24 10:00 0.6 0.75 0.3 
2008-01-24 18:00 0.45 0.25 0.55 
2008-01-25 05:00 0.6 0.45 0.3 
 
Table 2.  Summary of inversion characteristics prior, during and after the period of enhanced 
exchange that occurred between 15:00 and 21:00 on January 24. 

 

3.2.1 Inversion height 

 

 The first parameter of interest is inversion height (Figure 10).  Mean inversion 

height for the period was found to be 0.39 km.  This is considerably lower than Curry et 

al.’s (1996) estimate of mean wintertime inversion height over the Arctic Ocean.  They 

estimated that mean inversion height ranged from 0.5 to 1.5 km over sea ice during the 

winter.  Similar heights to Curry et al. (1996) were found by Serreze et al. (1992).   

 Consider the case 1 time series of H and inversion height.  Inversion height ranges 

from 0 (no inversion) to 0.8 km.  During periods of enhanced surface exchanges (greater 

than +25 W m-2 or 2.5 times the mean), such as between 15:00 and 21:00 on January 24, 

the height of the near surface inversion is shown to decrease (highlighted by the red 

bounding box).  In other words, enhanced surface exchanges of sensible heat can 

contribute to the evolution of the lower boundary layer temperature profile such that the 

height of the wintertime inversion is lowered.  The same was observed for other periods 

of enhanced heating of the lower boundary layer. 
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Figure 10.  Time series of inversion height for Case 1. 
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 3.2.2 Inversion strength 

 

 Inversion strength is the second parameter of interest (Figure 11).  Mean inversion 

strength for the period was found to be 0.30 K.  This is significantly smaller than values 

found by a similar analysis conducted by Pavelsky et al. (2010).  The study estimated 

inversion strength over sea ice using AIRS, NCEP and ERA-40 reanalysis data and found 

the mean wintertime inversion strength to be between 1.53 and 2.80 K (depending on the 

product used).  The mean wintertime inversion strength found by Pavelsky et al. (2010) is 

roughly 1 to 2 K stronger than our study.  While Pavelsky et al. considered the entire 

Arctic Ocean, this study considers only a highly localized environment so it is expected 

that mean values will differ significantly.   

 Consider the case 1 time series of H and inversion strength where inversion 

strength varies from 0 (no inversion present) to 3 K.  During periods of enhanced surface 

fluxes (greater than +25 W m-2) such as between 15:00 and 21:00 on January 24, 

inversion strength was notably weaker.  Since these fluxes were largely attributed to open 

water and thin ice, the results follow suit to that of Pavelsky et al (2010), namely that 

wintertime inversion strength is strongly dependent on the sea ice concentration.  

Inversion strength was found to increase with increasing sea ice concentration (r = 0.78).     
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Figure 11.  Time series of inversion strength for Case 1. 
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3.2.3 Inversion depth    

 

 Inversion depth is the final parameter of interest (Figure 12).  Mean inversion 

depth for the period was found to be 0.24 km.  Kahl (1990) found that mean inversion 

depth ranged from 0.25 to 0.80 km over the course of sea ice freeze-up (fall) and 

maximum ice coverage (late winter).  Our wintertime mean inversion depth of 0.24 km 

seems reasonable given that it is only slightly smaller than the range of values found by 

Kahl (1990). 

 Consider the case 1 time series of H and inversion depth where inversion depth 

ranges from 0.05 to 0.6 km.  During periods of enhanced surface fluxes (greater than +25 

W m-2) such as between 15:00 and 21:00 on January 24, inversion depth has been shown 

to increase (such as from 0.3 to 0.6 km over the mentioned period).  In other words, 

inversions become deeper when strong heat fluxes from the surface modify the 

atmospheric column.  This is due to warming of the lower layers of the atmosphere.        

 

Further to analyzing inversion height, strength and depth, three vertical 

temperature profiles were extracted for this case study:  one prior (10:00), one during 

(18:00) and one after (05:00 on the 25th) the period of enhanced exchange observed 

between 15:00 and 21:00 on January 24 (Table 2).  From the values in Table 2, we can 

see that the same observations for inversion strength follow suit.  The height of the 

inversion is lower during the period of higher sensible heat exchange (0.45 km down 

from 0.6 km).  Inversion strength is also reduced for the sounding extracted during the 

period of highest surface fluxes (0.25 K) and responds afterwards.  Finally, inversion 
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depth increases (0.55 km up from 0.3 km) during the period of enhanced exchange.  This 

further illustrates the response of the boundary layer inversion during periods of 

enhanced surface fluxes as well as the temporal scale of the response prior, during and 

after such an event.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 12.  Time series of inversion depth for Case 1. 
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3.3 Representativeness of cases 

 

We have presented three cases where large sensible heat fluxes were measured in 

open water environments (less than 7/10ths sea ice coverage) and here I comment on the 

representativeness of these cases over the span of the entire study.  We classified the 

ship’s position, using AMSR-E ice images for each flux averaging interval, as being in 

open water, near open water or no open water nearby.  We found that, of the 3841 flux 

averaging intervals, the ship experienced no open water (7/10ths or greater ice coverage) 

70 percent of the time (or 2713 intervals).  The ship was therefore influenced by open 

water (7/10ths or less sea ice coverage) 30 percent of the time (or 1128 intervals).  

Specifically, the ship was near open water (less than 1 km upwind) around 27 percent of 

the time (or 1021 intervals) and in open water 3 percent of the time (or 107 intervals).  

Literature such as Pinto et al., 2003 estimated a flux footprint of 2.5 km so our threshold 

of 1 km is appropriate.  The distribution of the different categories is shown in Figure 13. 

 

 

 

 

 

 

 

 

Figure 13.  Distribution of the 3841 flux averaging periods for the three different ice 
classification regimes (0 – No open water; 1 – Near open water; 2 – In open water). 
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Mean fluxes were also computed for the three different classification regimes. 

Cases where there was no open water had a mean sensible heat flux of 2.1 W m-2.  Cases 

where the ship was near open water had a mean flux of 6.4 W m-2 while cases that were 

in open water had a mean flux of 2.9 W m-2.  Note that when the ship was being 

influenced by open water fluxes were higher than when there was no open water.  In the 

cases where the ship was upwind of open water features, fluxes were considerably higher.  

Figures 14 through 16 present the distribution of heat fluxes for the three different ice 

classification regimes.  The quartiles for each histogram are summarized in table 3. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 14.  Distribution of sensible heat flux for ice category 0 – no open water (7/10ths 
or more sea ice). 

 

 

0	

200	

400	

600	

800	

1000	

1200	

1400	

1600	

1	 2	 3	 4	 5	 6	 7	 8	 9	 10	 11	 12	 13	 14	 15	 16	 17	 18	 19	 20	 21	

Fr
eq

ue
nc
y	

H	(W	m-2)	
	

Ice	Category	0	

			-100													-80																-60														-40														-20																	0																	20																40																60															80														100	



 
 

37	

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 15.  Distribution of sensible heat flux for ice category 1 – near open water (less 
than 7/10ths sea ice). 
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Figure 16.  Distribution of sensible heat flux for ice category 2 – in open water. 
 
 

Ice Category 1st Quartile Median 3rd Quartile 
0 -5.09 0 5.45 
1 -4.99 0.24 14.05 
2 -11.35 2.13 17.06 

 
Table 3.  Quartiles for the three ice category histograms. 

 
 

Notice the distribution between the three ice categories do not appear to change 

significantly, although the overall means respond to the coverage of open water. 
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CHAPTER IV:  DISCUSSION 

 

Wintertime regional heat budgets and values estimated for H are not 

representative for many local scale environments in the Arctic due in large part to the 

inhomogeneous icescape of varying concentration and thickness.  Many studies suggest 

that H values over the Arctic Ocean average to near 0 W m-2 (e.g. Serreze et al., 2007a) 

yet over smaller spatial and temporal scales actual H values can be quite large.  We show 

that regionally averaged fluxes are indeed small, averaging around -0.016 W m-2, but H 

values as high as 140 W m-2 are not uncommon in lead environments during the winter 

months.   

 The temporal evolution of the near surface temperature inversion over sea ice in 

the Arctic is highly complex, with many different physical processes contributing.  These 

processes include radiative cooling, warm air advection, subsidence, cloud processes, 

surface melt and topography (Kahl, 1990; Curry, 1983; Busch et al., 1982).  Here, we 

present data that appears to show heating of the lower atmosphere, through the exchange 

of sensible heat across the ocean-atmosphere interface in open water environments, can 

modify the evolution of the near surface temperature inversion during the winter. 

The observed changes in the temperature structure of the boundary layer could 

have impacts on diurnal temperatures experienced during the winter months, atmospheric 

stability (Andreas and Cash, 1999), vertical heat transfer and distribution (Curry et al., 

2006), sea ice formation and melt processes (Markus et al., 2009; Maksimovich and 

Vihma. 2012), cyclone development (Zhang et al., 2004) and even the weather at mid-
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latitudes (Francis and Vavrus, 2012).  The varying scales of impacts are discussed in 

subsequent sections. 

 It is important to keep in mind that it is unlikely that surface heat fluxes are 

entirely responsible for the temporal evolution of the temperature structure of the lower 

atmosphere.  While the uniquely identified case studies presented here provide an 

unyielding example of the role that such exchanges can play in the boundary layer, large-

scale weather patterns, advections associated with frontal passages and other local effects 

could have also played a roll in the observed changes in the temperature structure.  We 

expect, however, that mesoscale changes, such as the passage of a cold front, be more 

represented in the thermal structure over longer temporal scales rather than the smaller 

scales shown here.  

 

4.1 Implications on the local scale and BL 

 

 Warming of the atmospheric column occurred for all periods when positive heat 

fluxes were measured (ocean to atmosphere flux).  Modeling studies have shown that the 

greatest “flux convergence” or accumulation of heat (warming) occurs in the lowest 20 m 

of the atmosphere (Curry et al., 1996). With this in mind, the observed effects of 

enhanced heating on the temperature structure of the boundary layer make physical sense.  

Inversion strength would be reduced (weaker inversions) because heating would be 

greater at the lower layers of the atmosphere compared to higher levels, effectively 

decreasing the temperature difference over the thickness of the inversion.  Inversion 

height would be lowered since the lowest layers of the atmosphere are warmed such that 
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the region of increasing temperatures with height would occur at lower levels.  Finally, 

inversion depth would increase since warming of the lower levels would mean lower 

heights and the overall depth over which temperatures increase with height would 

increase.  Raddatz et al., 2010 showed similar results for wintertime inversions in open 

water environments and indirectly calculated H given information on the temperature and 

humidty structure of the BL.  

 Warming in the lower levels would tend to increase instability in the column 

(Andreas and Cash, 1999) especially during periods of light wind when less vertical 

mixing occurs.  Leads have been shown to drive thermal circulations and lead to the 

development of convective clouds downwind of open water. (Fett et al., 1997).  This can 

have implications on precipitation (Liu et al, 2012) and radiation budgets (Sedlar et al., 

2011; Kay et al., 2008; Wang and Key, 2003; Curry et al., 1996).  Increases in 

precipitation may be more directly related to an enhanced moisture flux due to reduced 

ice coverage but heat and moisture fluxes are closely connected.  A somewhat contrary 

feedback of local heating leading to more open water and thus more cloud coverage may 

actually counter some of the large scale heating being observed in the Arctic. 

 Lowered inversion heights would tend to promote less mixing in the vertical and 

effectively trap moisture in the lower atmosphere.  This could lead to increased moisture 

near the surface, prolonged fog events and steeper moisture profiles through the boundary 

layer.  This would have implications on large-scale moisture transport, particularly in the 

development of cyclones.  Increased inversion depth would also have similar effects on 

the temperature and moisture distribution through the BL.  
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 It should be mentioned that the research vessel was influenced by open water for 

30 percent of the cases presented.  Such environments were similar to those presented in 

the three unique case studies.  These environments were therefore a fairly common 

occurrence during the course of the study.  While these environments are grossly 

underestimated in today’s climate models their spatial coverage is also likely on the rise 

(Comiso et al., 2008). 

 While positive fluxes were more common, occasional periods of strong surface 

heating by the atmosphere (negative fluxes) were also observed.  These periods likely had 

more to do with the synoptic situation than the local micrometeorology.  Periods of warm 

air advection associated with cyclones were noted in this and other studies (eg. Raddatz 

et al., 2010; Asplin et al., 2012) which would contribute to a warmer atmosphere than 

was normal.  Such exchanges would also be observed more often during the summer 

months when the atmosphere is quite warm despite the cool water surface (Raddatz et al., 

2010). 

 

4.2 Implications on the macroscale 

 

 The observations made at the local scale level are also likely to impact the larger 

scale Arctic and planetary heat budgets.  For the Amundsen Gulf region, the wintertime 

net ocean-atmosphere heat flux depends largely on the extent of open water in the region 

during the winter months.  While older estimates (eg. Barry et al., 1993; Lindsay and 

Rothrock, 1995) suggest that the open water fraction (leads and polynyas) is on the order 

of 1 to 5 percent during the winter months, more recent publications suggest an annual 
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trend in the open water fraction (Else et al., 2011).  Open water coverage in the 

Amundsen Gulf region decreases from 6 percent in November to 1 percent in January 

(Else et al., 2011).  This represents both a more recent and representative estimate of the 

open water fraction in the Arctic for the winter months.  Greater open water coverage 

leads to both enhanced fluxes and solar heating of the ocean surface (Steele et al., 2008; 

Perovich et al., 2008).  Warming of the lower atmosphere (due to enhanced H fluxes) and 

the ocean has lead to enhanced ice melt over the past decade (Woodgate et al., 2006).  

These values and annual trends are likely to continue to change in the coming years 

(Aagaard and Greisman, 2012). 

 The fraction of leads, polynyas and open water in general is likely on the rise 

(Comiso et al., 2008).  While the extent of the decline of aerial ice coverage is well 

documented, few studies have shown an increase in winter leads and polynyas.  It is 

expected that with a weaker, more mobile icescape (Rampal et al., 2009; Spreen et al., 

2011; Galley et al., 2013; Kwok et al., 2013) leads and fractures will increase in 

coverage.  An increase in cyclones (discussed below) has also been shown to lead to an 

increase in the open water fraction (Asplin et al., 2012).  An increase in the coverage of 

such microscale environments would lead to more periods of enhanced heat exchange, 

significantly altering the heat budget of the Arctic.  This further signifies the importance 

of the measurements presented in this study.   

It is important to note that while regionally averaged winter time heat fluxes may 

be near 0 w m-2 (eg.  Raddatz et al., 2011; Lindsay, 1998), they may be as high as +140 

W m-2 over areas of open water.  While having implications on the local 

micrometeorology, these large fluxes are also likely to significantly alter and contribute 
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to the regional and planetary heat budgets (Ledley, 1988).  Studies such as Maykut 

(1978) and Andreas (1980) suggest that, even at low fractions, these features dominate 

the regional heat budget for the Arctic Ocean.  Regional studies such as the SHEBA 

experiment found that H varied from -20 to 20 W m-2 throughout the course of a year 

(Persson et al., 2002; Overland et al., 2000).  Modeling studies have found similar ranges 

in values (eg. Tjernstrom et al., 2005).  Both regional and modeling studies fail to capture 

the unique measurements made in local scale environments even though they contribute 

significantly to the total heat budget.  Therefore, it is suggested that many regional and 

even global heat budget models, which use such values, are underdoing the warming 

experienced at high latitudes.   

If we extrapolate local values from this study to the Amundsen Gulf region 

(roughly 60,000 km2) using knowledge of the literature previously highlighted (lead 

fraction of roughly 6 percent in winter and assuming a flux of 100 W m-2), we can 

estimate regional heat fluxes to the atmosphere to be 360,000 MJ s-1 or 1.296 x 109 

MWh.  If we use the definition of Arctic winter as being DJFM, we get a value of 

approximately 3.787 x 1012 MW of energy transferred into the atmosphere from open 

water environments during the Arctic winter.  Consider the effects of such warming if we 

applied these values to the entire Arctic Ocean.     

 While the impacts on the regional and global heat budgets are likely to be 

significant, a further teleconnection can be made to Arctic cyclones.  Studies have shown 

a significant decreasing trend in sea level pressure over the Arctic Ocean (Serreze et al., 

2009; Polyakov et al., 2003) suggesting that cyclones have increased in frequency and 

intensity in the region (Sepp and Jaagus, 2010).  Heat and moisture input from the Ocean 



 
 

45	

drives cyclone formation, intensification and decay (Asplin et al., 2012; Zhang et al., 

2004).  An increase in the coverage of leads may help to enhance cyclonic activity (Sepp 

and Jaagus, 2010).  The number of deep Arctic cyclones (having a central pressure less 

than 1000 hPa) has increased over the last fifty years (Sepp and Jaagus, 2010).  While 

enhanced ocean-atmosphere heat fluxes may be a major contributor to the observed 

trends in cyclonic behavior, cyclones themselves may be a contributor (Asplin et al., 

2012).  Cyclones have been shown to cause large-scale fracture events (Asplin at el., 

2012), which will further increase the open water coverage and thus the ocean-

atmosphere fluxes. 

 Finally, warming in the lower atmosphere at high latitudes has recently been 

linked to extreme weather at midlatitudes (Budikova, 2009; Honda et al., 2009; Francis et 

al., 2009; Overland and Wang, 2010; Petoukhov and Semenov, 2010; Deser et al., 2010; 

Alexander et al., 2010; Jaiser et al., 2012; Bluthgen et al., 2012; Francis and Vavrus, 

2012).  The warming of the atmosphere experienced at high latitudes relative to lower 

latitudes, known as Arctic Amplification (Screen and Simmonds, 2010; Serreze et al., 

2009), may cause more persistent weather patterns at mid-latitudes due to a reduced 

poleward temperature gradient and a resultant weakening of the middle atmospheric 

winds.  A weakening of the jet stream leads to more amplified flow (Mote, 2006; 

Tedesco et al., 2011), more prolonged weather conditions and a higher likelihood for 

extreme weather such as droughts and floods (Jaeger and Seneviratne, 2011). 
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4.3 Future implications 

 

 Ongoing and expected changes to the polar seas means that heat fluxes are likely 

to have further implications.  First year or annual sea ice extent is increasing at the 

expense of multi-year sea ice (Kwok and Cunningham, 2010; Stroeve et al., 2008).  First 

year ice is much more mobile (Hakkinen et al., 2008) and easily deformed by waves and 

winds which would result in more open water during the winter.  With the anomalous 

heat fluxes measured in open water measurements shown to contribute significantly to 

the heat budget of the Arctic Ocean, it is expected that a further increase in open water 

coverage would drastically alter the exchange of heat between the ocean and atmosphere.  

A second factor is rising global air and sea temperatures but it remains unclear how this 

would impact the rate of heat exchange between the ocean and atmosphere. 

Surface exchanges are the driving force for the world’s large-scale climate and 

weather patterns.  Niche measurements such as those presented here, therefore remain 

critical components of today’s global circulation models (GCMs).  Current general 

circulation models have large discrepancies in simulations of the present and predictions 

of the future climate of the Arctic (e.g., Randall et al. 1998; Knutti, 2008). These 

difficulties are due, in large part, to an incomplete understanding of the physics of the 

vertical energy exchanges within the ocean–ice–atmosphere system.  The Arctic icescape 

is also grossly oversimplified in today’s climate models with lead and polynya 

environments often misrepresented or entirely uncaptured. These deficiencies are 

inherent with GCMs but further exemplify the need for more detailed measurements 

made on the local scale.  Until local scale measurements and processes are incorporated 
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into the increasingly complex climate models, our understanding and future outlook of 

the state of the Arctic will remain incomplete. 
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CHAPTER V:  CONCLUSION 

 

Regional estimates of H used in climate models are grossly simplified and 

underestimated.  There is a significant need to account for small-scale processes that 

occur in ice environments that exist beyond the spatial resolution of many of the world’s 

climate models (Lupkes et al., 2008).  The Arctic is a unique physical environment 

particularly during the winter months when sea ice dominates the surface cover class.  

The assumption that minimal exchange occurs between the ocean and atmosphere during 

these months is inaccurate.  The highly inhomogeneous nature of the Arctic icescape 

allows for significant exchanges to occur between the two mediums, particularly in 

mixed ice-ocean environments such as leads and polynyas.  Although small in their 

spatial coverage, these environments dominate the local and regional heat budgets of the 

Arctic Ocean.  Large fluxes on the order of +140 W m-2 were shown by this study to 

occur in such environments.  Some modeling studies have projected that even larger 

fluxes must occur (eg. Curry et al., 1996).  With the ongoing reduction in sea ice extent 

and thickness, measurements such as those presented here will become increasingly 

important.    

Periods of enhanced surface exchange were shown to modify and contribute to the 

temporal evolution of the near surface temperature inversion over sea ice during the 

winter.  In particular, periods of enhanced exchange (2.5 times the mean) were shown to 

be characterized by: 1) lowering of near surface inversions, 2) weakening of near surface 

inversions, and 3) deepening of near surface inversions.  The changing characteristics of 

the thermal structure of the atmosphere are likely to have impacts on all spatial and 
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temporal scales, including local and global teleconnections that may impact weather at 

midlatitudes. 
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