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Chapter I

Introduction

The purpose of thié theSis will be to present a comp-
- rehensive review of the theory and research dealing with
the "risky shift(ﬁhengmenonﬁ; that is, the tendency of
_groups to récommendfbiskier»decisioﬁs after diSéuSsion
than their individual members did. prior to dichssion. In
light of the research‘that has been done, a reformulation
of the thedretical-approaches to the problem will be off-
“ered and tested. v | |

As Qill be made élear in the following review, the
‘weight of empirical evidénce dealing with thevriSky shift
 fa§ours~oneuoomprehensive explanétion _‘the:cultural.vaiue
-hypothésis (Brown,'1965)}»A reformulation.ofvthié hypothesis
in terms of the constructs of norms and conformity behavior

(1) to provide a more general

was attehpted1for‘tWO reasons:
explanation of the risky shift than that . provided by the
‘Value'hypotheSis which wouid tie the'phenomenon,.théoréti;
cally, torthe'larger, more "established" psychological areas
of nofms;and’conformity behavior, and (2)Atd-provide an
épproach which specifies the processes invelved in the risky
shift in a less ambiguous manner. | |
The experimental study presented in this thesis was
conducted as a test of some of the implications of this

reformulation.:



Chapter II

The Risky Shift Phenomenon

AvdeSCription of_the.basic risky shift phénomenon is
in order. Thé phenomenon centers around a set of situational
problems, the choicegdilemmas_instrument,,dQVeloped by
Wallach and Kogan (196L) for use in studies of,individuai
risk taking;vIn each of these problems the central char-
aéter'must choose between two courses of action, one riskier
- but with a moré desirable outcome than the other. Subjects
~are asked to decide, individually, what minimum chance of
'success'théy wohld'feQuife before recommending the riskier
alterndtive to thé central chafaéter.'A basic research

findingAhaS-been that, after subjects have made individual

Q..

ecisions and have participated in group discussions of
each problem, their'deéiéions become riskier both in the
group-and in post-discussion individual decisicns."

The research started with a study by Stoner (1961).
While using the>choice_dilemmas,‘he found'that group decisions
lwere riskier than initial indi&idﬁal-decisions; his interest
was in manégerial decision-making and his Subjectsvwere‘male
graduate students in management ., |

- Wallach, Kogan and Bem (1962) hypothesized that Stdner;s
data may have fesulted because his subjects were males play-
ing the role of managéfs - a role consistent with aggréssive
and risk taking behavior; normally for group decisions, one

~might expect either an averaging effect {of initial decisions) .
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or increased conservatism. They repeated Stoner's study .

using male and female college students.
Their basic procedure is typical of that used in most

subsequent studies. Subjects made initial individual deci-

sions on the choice;dilemmas and then were formed into 5.6
member groups to discuss each problem to consensus; follow-
ing this, subjects again made individual decisions. Control

groups made a second set of individual decisions a week later,

The controls did not show a risky shift. Male and fe-
male experimental groups showed comparablé,~$ignifi¢ant,~‘w:
 risky shifts, for both group consensus and post-discuséioh
decisions, A.sbci¢metric rating for influence indicated
that high ihitialAfisk,takerszere'rated as having more in--
fluence on the group decisions. When male subjects made
"post-post" decisions two to six weeks later, a significant
risky shift was retained with no significant éhange from
post- to post-post-discussion decisions.. |

It is unfortunate that post-discussion decisions were"

made in the same booklet as the group consensus decisions,
possibly making the group consensus more salient. The cover
- story for the group discussion was a furthef_weak point:

subjects were told that this was the primary task whereas

the initial decisions were made to familiarize subjects
with the material.
- Wallach, Kogan and Bem offered two interpretations of

their findings: (a) the diffusion-of.responsibility hypothesis,
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and/or (b) high risk takers exert more influence and teke

“the.initiative in social situations. These will be discussed
seperately below. ,

Clark and Willems (1969) have considered the role of
instructions as.e,facﬁor in the risky shift. Typically, |
sUbjects_ere asked to indicate the.lewest probability
acceptable for successful completion of the riSky course .
of ection to recommend that-it be undertaken. Clark and
Willeme'contended that the "lowest'probabilityV may elicit
a'cognitiVe set for risk. Therefore, they”coﬁStructed new,
neutral instructions askine the subject to simply indicate
the "probablllty" he would accept. The two sets of instruc-
vtlons were admlnlstered to two different groups of subgecte.
oubJects rece1v1ng»tne or1c1na1~1nstruct10ns showed signifi-
cant rlsky shifts ’ while subjects rece1v1ng the new instruc-
tions did not. Thue, Clark and Wlllems concluded that the
risky shlft is an instructional artifadt.

‘However, Heathcock (1949) and MacNeill. (1969) obtained -
"significant risky ehifts using a modified version (by W.‘C.
Horne, Unlver31ty of Waterloo) of the Wallach-Kogan instruc-
tions. Here the subJect:ls to de01ae,Aby answering (yes or
no to) a series of eleven questions, whether he would or-
would not recommend following the risky course of action if
the odds for its success were 1 in 100, 10 in 100, 20 in
100000000y 99 in 100 - eleven different probability levels,

The subject was not asked to indicate the lowest probability
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-acceptable. Since this version of the instructions obviated

the cognitive ‘set associated with the earlier instructions,

"Heathcock and MecNeillfs'work'indiceted that the risky shift

is probably not-as dependent on instructional set as Clark
" and Willems (1969) nggested |
The present review w1ll be prlmarlly restrlcted to

studies concerned w1th group rlsk taklng, whlch employed

the ch01ce-d11emmas. See Kogan and Wallach (1967a) for a
review of 1nd1v1dual and grpup risk taklngrln'e'variety ef
,}_centexts;_An excelleht-review by Dion, Beron and Miller
(1970) cites studies attesting tottheVgeneralityvof‘the
'risky shift acrbss subjects and situations (Blank, 1968;
'Chandlef'&vaabow;”i969;‘Fiandérs 19703 Hunt & Rowe, 1960;
'Jamieson. 1958; Kessler & Wleland 1970 Kogan & Carleon,
“1967, Kogan & D01ee, 1969, Lamm & Kogan, 1970; Lonergran: &
NkCl;ntock, 1961; Lupferibl970' Marquis, 1962; Pruitt &
Teger,ll969' Siegel & Zajonﬂ 1967; Vidmar, 1970 Zagonc,

.WoloSin Woloeln, & Loh, 1970; ZaJon c, Wolosin, W01081n,

& Shermen, 1968, 1969) and to the reasonably high reliability
of the risky shift (e.g.: Kogan & Wallach, 196L4; Wallach & .-
Kogan, 1961; Wallach, Kogan, & Bem, 1962). The risky shift -

has been demonstrated»for‘other risk taking behaviors and
phenomena (e.g.: Kogan & Wailach, 1961, 196L; Wallach &
Kogan, 1961).

However, Slovic (1962) presehted non_significant’inter_

correlations among nine risk taking measures indicating a



lack of convergent ?alidity (Campbell & Fiske, 1959); he
- did not include the choice-diiémmas. Slovic argued that
this evidence and other validity data (as<reviewed by
Slovic, 1944) 1ndlcﬂte that risk tazking propencluy may not
be a general trait but ratne“ one varylnb w1th the individ-
ual and the 31tuat10n; Thus,»cautlon is warranted in extend-
1ng the results of recearch 1nvolv1ng the choice- dllemmas
to other risk 31tuatlons. ' | | |

The following review of the literature will center

7  méiniy.on two explahatiohs df»the.éhenomenonﬁ (a) the
diffusiOn—of-réSpohsibility hypofhesis (Wallach, Kogan &

Bem, 1962), and (b) the cultural value hypothesis (Brown,
1965). Other apprOaches will be brlefly considered.,

A number of studles.(Kogan &Wallach, 1957d; Minton & -

- Miller, 1970; Myers, Murdoch, & Smith, 1970; Rim, 1963,
196k, 1964b, 195kc, 19652, 1965b, 1965¢, 1966; Wallach,
~Kogaﬁ, & Burt, 1967) have examined tﬁe reiationéhip between
‘the risky shift and various personality variableé; as the
results of these studies do not have any direct theoretical
implications for the positions to be discusséd below, they

will not be reviewed here.




.Chapter III

-Explanations of the Risky Shift Phenomenon

" Less Salient Hypotheses and Approaches
'Leadershlp Hypotheses |

Various authorq have proposed in one form orbén_
-other, that the risky .shift may be attributed to the high
risk-taker assuming a leadership position in the group.

' VAs‘previouslf noted'?Waliach Kogan and Bem (1962) offered
this as one posq1blp explanation of the rlsky shift.

Clausen (1966) showed that. (a) initial risk taking
and'suogect confidenoe were p051tively related, (b) high-
rlsk hlgh confldence suogects were perceived as ‘the most
1nfluent1al, and (c) they were - able to move the group dec1» 
‘sién't6Ward risk. Thls 1s_1n 11ne-w1th Burnsteln S suggestlon
(1967)'that subjeéfs'iﬁitiélly prone to risk may be more
. influéntialAbecausé_df a greater committment to and con-

fidence in their initial decisions. Howevef, Stbner.(l961)

~and Teger and Pruitt (1967) have been unable to demonstrate

-a relationship betwée@ confidence and risk taking. ‘

Wallach, Kogan and Burt (19%8) showed that for female

groups risk takers were judged_slightly-mbfe persuasive
than conservatives, but not at all for male groups; they
concluded that the risky shift cannot be attributed to
.greater pérsuasivenesé as.a aehéfal charactéristic of high
risk takérs despite studies {(Flanders & Thistlethwaite,

1967; Wallach, Kogan, & Bem, 1952; Wallach, Kogan, & Burt,




1965) reporting positive but low correlations between

initial.risk'pakingbénd ratings of pefceivedAinfluenée;y
Kelley and Thibaut (1968) suggested thaﬁ these correlations
may be a consequence, rather than a cause, of'theirisky 
shift; this_notion~is supported by studies demonstfating
conservative shifts (Nordhoy, 1962; Rabow ég al., 1966)'~
where initially conservative subjects were pérceived as
more influential,,and’by Wallach, Koganvénd,Burt's'(1965)v
demonstréﬁibn that sﬁbjects~were aware of:a risky shift.
‘during the discussion but were inaccurate in estimating
' ité'magniﬁude. _
'_ Likewise, Hoyt and Stoner (1963) rejected'the;leader,
1 éhip explénation; their study,‘designed_to neutralizé any
leadership effects of highly risk-prone subjects, showed
that‘grdup discussion;to;éonéensus still prcduced risky
shifts; | o A - o _
Kelley and Thibaut (1968)'prbpdsed a "rhetbric;of_ 
risk"™ hypothesis to account for both the poéitive corre-
lations between initial risk and‘percéived influence, and
the riskykshift. They viéw persuasi#eneés'as,intrinsic to
‘ é‘position rather ﬁhan a persbni o |
There are two related aspects of‘ﬁhe risky posi-
tion that may give the proponent of such a posi-
tion a disproportionate weight in open discussion:
(1) the "rhetoric of risk" is more dramatic, and
(2) the conflicts and uncertainties entailed in
-accepting the riskier alternative might lead the
.. proponent of such alternatives to state his

arguments with a heightened intensity and ampli-
‘tude. In short, he may have the advantage of a




more potent language, more intensively produced
(Kelley & Thibaut, 1958, p. 82). '

Tﬁere istlittle evidence for this position: Kelley
and Thibaut cite a study by Lonergran and McClintock,(l961),
which failed to find a risky‘shift in a betting'éituatién,
~as indiréct support.
| Burns (1957) presentéd~a Vériation on the-leadership
 exp1dnation, He assumed that groups behave moré decisively
than individuals and tHat those holding’a more extréﬁe
7 positicn‘exert greatef influence.—Using only two parameters,
the initial extremity of the:most extreme group member and
ﬁhe within-group variance of initial decisions, this model
showed a fair dégree of prediétive‘power (as reported by
‘Dion, Baron, & Killer, 1970), | -

A léadership:hYpothesis as a comprehensive explanation .
of the risky shift is questionable because of the weak re-
- lationship between ¢onfidencé and risk taking (Sﬁonef, 1961;
VTeger,&uPruitt, 1567) -and between perceived influence and
‘risk taking (Flanders & Thistlethwaite, 1667; Wallach, Kogan,
& Bem; 1962; Wa2llach, Kogan, & Burt, 1965, 1968). It is
discredited by the finding that when the factor of leader-
shipnis neutralized, a riéky‘shift étill oceurs (Hoyt &
Stoner, 1948). Hencse, mény authors (Jones & Gerard, 1967;
Kelley & Thibaut, 1958; Kogan & Wallach, 1957é; Mackenzie-
& Bernhardt, 19468), including thefprésént writer, consider
that a leadership hybothesis can only be a limited,‘partial

explanation of the risky shift.




The Familiarization Hypothesis.

‘Bateson (1665) provided evidence to indicate that'
familiarization per se één lead to,a risky shift. Subjects
méde initial decisions and then were asked to familiarize
themselves with the problems through further study. They
wrote'notes-whilé théy'studied as if playing the role of
"a.cgnsultant preparing a brief%; there was nbigroup‘
discussion. Their post-fémiliarization,decisions‘showédﬁ
a‘fiéky shift eqﬁivalent to‘thétlshowﬁ.by Subjécté.in_the
uSuai discussion-to-consensus cbnditioh.'Bapéson interpreted
these results és indicating thaﬁ comprehension may be
instrumental to the risky shift., |

* Flanders and Thistlethwaite (1967) criticized this
conclusion on the grounds that no subjécts were run in a
‘cOndition-exposiﬁg'theﬁ'to'both‘familiarization and group
] discuésion. Repeating.Baiesén's conditions and‘adding a
!famiiiarization_groﬁp diécﬁssiohfto-bonsensus COndition,

‘they repiicated'Bateson’s findings ahd showed that. group.
 discussion-to-consensus failed to have'any incréasing effect
on risk takinngver that oflfamiliarizatian.
| - However, many studies'(Bell & Jamieson, 197C; Cecil, ‘
1968; Dion & Miller, 1959; Miller &'Dion, 19703 Myérs, 1968;
Pruitt & Teger, 1957; Tegef, Pruitt, St; Jean, & Haalaﬁd,
1970; Vidmar, 1970) have been unable to replicate these data.

Further, Marquis (19463) has demonstrated that subjects

shift to caution after familiarization on caution oriented .
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itemS“(Stoner,11968); if the'familiarization effect is
interpreted as effectihg shifts because of uncertéinty re-
duction through increased comprehension, then it cannot
aécount for cautiéus shifts. Because the familiarigzation
data cannot be replicated and because of Marquis!' (1958)
findings, the familiarization hypotﬁesis appears to be
inadequate.' | |

OgtimiSm; Pessimism and the Risky Shift

-Noting an observation by Madaras aﬁd Bém (1958) thét
the risky shift iéfacéompanied by a pessimistic shift, Lamm,
Tfommsdorff and-Kbgan (1970) éxémined'the relatibnship be-
tween optimism-pessimism and the risky shift. Subjects made
. thélusualﬁinitial.fisk-decisions ahd, as weli,‘estimated the
:actual-feal-wald probability of success of the risky alt-
ernatiVé’(a'measure'of optimism-pessimism). Group discussion-
to-consenéué.then.followed:'iﬁVOne condition; subjectsh'
.discussed the items on the usual risk dimension, but made -
final individual decisions on the optimism-pessimisﬁ’dimen-
sion; in a second conditién,~subjects diécussed ﬁhe‘itemsA
on the optimism-pessimism dimension, but ﬁade final individ-
ﬁal decisions on the risk dimension. Both conditiohs,shdwed
a pessimistic shift, but only the former condition showed
a risky shift, These results suggest thét the content of
- group discussion must be risk-relevant to produce a risky
shift. When group discussion is focused on the optimism-

pessimism dimension, the discussion makes salient "all the
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thingsAthap might go wrong™ iﬁvpursuing a risky course'of.
sction; this, in turn, inhibits a risky shift, but facili- |
tates a pessimistic shift; . |
Perlman and Oskamp (1970) examined optimism from a.

different vieWpoint, suggesting that a risky. shift should
be accompanied'by an increase in-Optimism, and a conserva-
tive shift by a decrease in optimism, that the risky alt.
ernatlve would be successful Using both risk- and cautlon-
vlnduc1ng 1tem3, the authors obtalned both rlskv and conser-

vative snlfts, but were unable to demonstrate a relation-

ship between the shift and optimism,

The 8001a1 COWP&PI%OH oF Abllltles '
| Jelllqon and - ququd (1970) presented a new approach
to,the.risky shift: S _

The 'social comparison of abilities 1nterpretatlon
" assumes that risk and ablllty are dlrectly related.
and that tne amount of risk chosen is an indication
. of a person 's ability. Since peraons want to be
“~higher in a2ability than comparison others, they are
motivated to take higher risks to demonotrate thelr
‘ability (p. 375). - .

The first of a series of experiments was designed to
- show that the more risk another recommends the greater will
be his perceived abilities. Subjects were given'booklets'

that, they were told, had been filled out by a student in

the course of =z previous experiment; a description of this
student was supplied. The Booklets contained the usual
initial, risk taking instructions plus 10 of the choice-

dilemmas already filled in; actually, the experlmenter had
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 filled in the booklets, answering them to create four risk
levels: low, moderate, high_and very high. Subjects were
told that.thié was a study of impressiQn formétion, and they
were asked to comﬁlete a series of rating scales in terms of
this student. Results indicated that as level of risk taking
" increased there Wés a strong and consistent trend for the
student to be rated higher on'the favourable adjegtives and

lower on tne unxavourable adJectlves.

A second experiment tested the hypothe51s that
If people assume that individuals usually chose a
~level of socially_defined risk as a function of their
perception of their own ability, then people should
expect individuals of hlgh ability to take nl%her
rlsks than 1nd1v1duﬁla of low ablllty (p. 380
Subgects were glven 1nLormatlon,about a-student indicating
whether he was high or low in a2bility, and were asked to
" complete the choice-dilemmas as this student would. Results
»indicatéd that higher risk taking‘was éttributedato thoée

4higﬁ in ability. & thifd experiment manipulated the subject's

‘motivations to demonstrate his abilities, through a role

playing uechnlque {Jones, Gergen, & Davis, 1952). The re-
sults indicated, in accord w1th predlctlons, that the more

motivated the csubject to demonstrate his abilities, the more

risk he was willing to =dvocate. A final experiment demon-
"strated that subjects prefer to see themselves as higher in
abiiity than comparable others: subjects filled”in'the ini-
tial booklet for themselves and for a gomparable“other, in

terms of the likelihood for success of the risky alternative.



Results showed that subjects consistently viewed the risky
alternative as having greater likelihood of success when

sell rather than other was involved. Thus, these experi-

ments support the social comparison of abilities inter-

"4pretation} However it was not actually demonstrated that

these factorq were 1nstrumental to or reopon51ole for the
'rlsky shlft |

The lefuq1on of Respon°1b111+V zgothe31s

‘As noted above, Wallach Kogan and Bem (1962) offered

' the dlffu51on of-raspon31b111ty nypotne31s as one 1nterpre-~
tatlon of the risky shift. .This hypothesis is a rather
51mple but 1ntu1t1ve1y appeallng explanatlon. These authors
proposed that a proveSD of dlffu51on or spreading of -
'responslblllty may'functlon'ln these dec151on_mak1ng grbups
‘as é’résult of knowing that one's décisioné aré béing'made
',jointly'With others_rather,than alone; that is, ﬁ;.}...,

individuals are willing to assume greater risks in a group

context because responsibility for failure of a risky course
can be shared with others" {(Kogan & Wallach, 1967b, p. 75).
The group discussion énables the individual to feel less

than proportionally to blame when he considers the possibly

failure of a riskier position; however, the risxy shift,

as this hypothesis treats it, is a group effect aﬁd cannot.
occur with isolated individuals (Pruitt & Teger, 1957;
Secord & Backman, 164L) . Wallach and Kogan (1965) added the

notion that the discussion allows emotionally tinged



-

i5

1nterper%onal connectlon or-affective bonds,-tb develop.
It 1S'these,.tnev maintained, thai’enable ﬁhe diffusioﬁ |
process to take place.

To test this hypothesis, Wallach, Kogan and Bem (1944)
used actual instéad of hypothetical payoffs.~8ubjects ans-
wered College Board Exaquuestions. fhe monepéry payoff |
for a correct'answer was proportional to the difficulty
level of the question. Control subjects made all decisions
indiVidualiv; In a sécond'conditipn, 3-rian groups of sub-
Jects made group dec' ions (coﬁsensus), but subjects solved'
the problems 1nd1v1oua11y. In a thlrd conaltlon, 3-man
groups were Iormed where eacn member individually decided
on a riskllevel‘ then one person was selected by chance to
_answer tne questlonq at hlovchosen level of rlsk. Two fur_
ther conditions were as follows. (.)-B-man groups made
declslons by'dlscu551on7to_consensus, and one member wa's
selected by chance to answer the'questions,'and-(S) 3-man
groups made deoisions’by'discussibn-to-ponsénsus'and
selected one member to answer the questions.

Thus, Wallach et al. manipulated two independent var-

iables - group versus individual decision-making, and group

versus individual responzibility.'Here,,”grcup responsibility"

meant that one person's performance was responsible for
the entire group's outcome. Thevy argued that group decisions
1

would lead to more diffusion of_responsiblllty and, thus,

greater risky shif t . They 2lso expected that "group
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responsibilitvy" - the opposite of responsibility diffusion -
would lead to.less pronounced risky shifts.
Their results can be summarized as follows: (a) the

second cond ion onowed significant risky shift, (b) the

<

third condition showed a conservative shift, and (c) the
1ourth and fifth condioiows SQOWCd hiﬁnly significant risky

shifts, Wallach et al. argued uhaf tnese results supported .

the diifu51on oi-resoonaibllitv nypothe in the second

ACOndition, group deC131on-mak1ngienhanced the risky shift

LR

whilc in the rd condition, group responsibility induced
a consérvative_shift; in the fourth and fifth conditions,
the factor of group responsibility actually seemed to change

its psychological charecter,(a conservative a n isol-

b

ent

o

3 )

?tion)'to.becoﬁé .Whén~paired~with group deCi_ion -max g;‘
a for ce toward g‘re&ter rick t?nlng.

Bem, Jallaon ond no*un ( 19¢5) disproved a number of
-alternative hypotheées,fusing a situation in?olVing direct
i-risk~for the subject, SuojectsiWere giVén questionnairés
outlining six différént experiments involving physiologicel
stimulation in which they would be participating. Bach
'experiment listed varying levels of the particular stimu-
lation COupled‘with'peroentages of the population that -

ects at each level; as the probability

iy

experienced side ef

erfects increased, so also did the

DJ
0]
L..q,

of experiencing si
monetary return to the subject. Subjects had to decide the

level of stimulation they would undergo for each experiment.
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Under ordinary discussion-to-consensus conditions
concerning what level of risk the grOup.would accept; there.
was a_riéky shift for both group consensus and post-discu-
SSionvprivate»decisioné. In a second condition, subjects
made initial decisions, and fiﬁal decisions a.Week‘later
. with no ihtervening;discussion; subjécts were told their
final‘decisions_would be reveéied to the other.group mem=
bers and discuséedl'Theré was no risky shift Qnder these
conditions of anticipated public disclosure, arguing |
agaiﬁstrthe notion that riskwtaking may be socially more
desirable than conservatism>(for a further discussion of
tﬁis;issuel see the section concerning risk,as‘a value).
Ina third‘éohdition, éubjects.were toid,'befbre
making final_decisions,.that they-wbuld undérgo~stimu;
‘ lationvwith two other éubjééts. There was no shift under
Athese'conditioﬁs of anpicipated presence of othéfé, dis-
ncrediting the idea that the risky shift may be enhanced if
the subject expects that the Qonéequenées of his decision
will“not'be expérienced alone. |
Finally, subjects after making initial decisions were
given a new questionnairé of the same experiments. They were
asked to decide on the stimulation they would suggest the
group use, They thought that Qhen theatime came to partici-
‘pete in thevexperiments, they would be requirédbtobdiscuss-
to-consensus whét levellof stimulation the grogp would

accept. Under this condition of anticipated discussion-to-
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consensus, there was no risky_shift,Adiscrediting.the idea
that the previous two hypotheses might be operating

simultaneouslya'

Bem, Wallach and Kogan (1955) argued that these results
'Vprovidedvdireet support for the diffusion-of-responsibility
hypothesis because the alternative explanations suggested,

and tested in the experlment had been found 1napp11cable.

This is a llmlted reeearch strategy and the conclusion is

unacceptable; altnough these findings providefsupport'for

several implications-of the diffusion-of-responsibility

hYpothesis, they do not proviée a direct test.

'qumm;ngs and‘Mize:(l969) used another aﬁpfoach to test

, the~diffusion-of;respeneibility hypothesis. They reasoned

tﬁat”";;...diffﬁeien of.respehSibility {an iﬁtggpersohal'

phenomenen) is a manifestation of a more basic lgtgg-
‘personal phenomenon' namely, the lessenlnv of the

-ggi}ence of personal responsibility as perceived by each

. group member" (p. 277;*italics in the original). Subjects

in one condition were given an "advisory" set of problems
on which they made recommendations concerning the risky
course of action; subjects in a second condition were given

a "central person" set of problems on which they made deci-

sions on taking the risky course of action. The former sub-
jects were riskier than the latter, although the difference
between them did not reach an acceptable level of signifi-

cance (p «<.10). The authors stated that the results
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support their prediction that ".....those subjects having

‘the lower ralative degree of perceived salience of personal
responsibility will éxhibit.a relatively higher fisk-taking
propensity than those subjects with the relatively higher
~ degree of peréeived salience of personal responsibility"
«(p. 277). |
However, this interpretation and the diffusion-of-res-

ponsibility hypothesis‘were discredited by Graham and
jHarris-(1970)§ in a similar study, they Qbﬁained the oppo-
site ‘results - M"central, per%on" subjécts showed a signifi-
cantly larger rlsky shift than Madvisory™ subgects. |

| Wallach and Kogan (1905) introduced ‘the idea that
~affect1ve bonds medlate the- dlffu31on of responsibility
iproéess. They arguedﬁthat-via'discussion peoPle-become
Aemotlonally attacned to one another. These attachments
_lead people to feel llnked to a common fate. Tnus, when
affective bonds are present, the respon51b111ty for this
iouté6me is dlffuqed throughout the group. This hypoth851s
was based on evidence that (a) whether groups discussed the
problemsvto consensus or not did not affect the shift to
risk - it was as great under either conditién; and (b)
groups reaching a consensus on a problem Qithout'actuallj
verbally discussing the'problem showed no shift to risk.

This consensus-without-diécussion was accomplished by having

“ group members write their deéisiqn'on a slip of paper which

was_then collected and tallied on a blackboard under the




- | S i ; 20
subject’s:name. This process was continued until all mem-
bers agreed on a Hecision for each problen. The authors
concluded that discussion was the necessary and sufficient
condition for the risky shift to occur.

The concept of affectlve bonds was discredited, how-
ever, by Teger and Prultt (1967) who claimed that Wallach
and Kogan's coneensus-w1thout dlscu381on procedure encour-

aged group-convergence on the mean of initisl aec181ons;

they claimed that the instructions and procedures used here
resulted in a compromise rather than a unanlmoue decision,
Uslng a better methodologv~ Teger and Pruitt Qhowed that
"31mple 1nformat10n exchenge is enough to produce s risky
shlft subgetts were given cards with the dlfferent prob- .
abilityllevels printed on them, and held up the card in-
dicating their decision for three rounds of the group mem-
‘bers; they were notvasked to come to a coﬁsehsus. Blank

,(1968)‘and Pruitt.ahd Teger (1969) have further substan--

.gtiated this resultlih gambling situations. Teger and Pruitt
(1967) concluded that this was e&idence against Wallsch and =
iKogan’s éssertion that discussien-is the necessary and
sufficient condition for the risky shift, as well as
against tﬁeir concept of affective bonds.

Assuming that effeetive bonds grow with increased inter-
4action groups should become riskier over time. Myers (1908)

showed that the risky shift did not algnlflcantly increase

over items, thus providing further evidence. opposed to the



~affective bonds hypothesis.

The affective bonds hypothesis was further discredited
by severél.eiperiments (Dion; Miliér,»& Magnsn, 1969;
Pruitt & Teger, 1957, 1949) dealing with group cohesive-
ness and the riéky shift; the affective bocnds hypothesis
wbuld'prédicﬁ'a,rositiye‘relatiqnship between these var-
iables. Using an expérimentai,gambling éituation,‘Pruitt
andfTéger’(1967) showed that there,were'positive correla-
tions between the‘fisky shift and an indei of cohesiveness,
as derived from a bost_disdussion'sociometrié,questionnaire;
this'is;weak evidence suggesting that moréAcohesive gfoups
show-greéter fisky shifts. In a éecondrexperiment {Pruitt
& Tegef; 1969);_non;§igﬁificeﬁt shifts ﬁoWérd;caﬁtion_ré-
sulted; 3uggeéting that the mere presence of affective bias
is not a sufficient coﬁditibh,for the risky shift. These
studies, however, dd,not_proVide actual tests of the hypo-
thesis in that the exﬁent of Maffective bonds" is not man-
ipulaﬁed.'Dion, Miilervand Magnan (19458) corrected for ithis,
examinimg high and low -levels of group cohesiveness. Contrary
to the affective bond hypothesis, low-cohesive groups showed
greater risky chifts than“did'high_cohesive groups. In con-
clusion, it'is apparent that the affective bonds hypcthesis
does not hold up to the empirical data. Further, there is
no direct evidence for the diffusionfof_réspoﬁsibility
hypothesis; but, since there is no contradictory evidence,

it remains as a possible explanation of. the risky shift.




The Value Hypothesis

The value hypothesis {Brown, 1965) states that, due to
cultural>norms,:subjects make their initial decisions on
the basis of either a velue of risk or a value of caution
with which they have labelled the prdblems. Because of |
differentiél'intérpretétion of these labels, there is much R
'variabiiity”on initiél,decisions.vThe shift to risk occurs
undefithe opefa£ion Cf two mechanisms, First,<subjeéts dis-
covér, through information-exchange at the start of the
discussion, that in cémparison to others

vieo..they were taking only an average level df

risk (or less). Hence they become more risky on

the second decision, in an effort to conform to

the value of risk as newly interpreted (Teger &

Pruitt, 1967, Pp. 1905191{. ‘

Secondly, peréuaSive»communicétioh serves. to enhance
the risky shift: if it;iéAégreed that risk is-the correct
~value, the discussion will elicit arguments favouring risk,
”.cauéing subjects to move further toward the value of risk.

Much evidence Ffavours Brown's hypothesis,mbut some
negative evidence exists_questioningvcertain aspects of
the value hypothesis. These and other issues will be
. examined below.
Information

The idea of information-exchange and information in -
general through the group discussion is important to Brown's
~hypothesis. As previously noted, Teger and Pruitt (1967)

showed thet information-exchange per se, without group
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discussion, is enough to produce a risky shift. Other
aspects of information will be examined here.

One way of examining the role of information is to

manipulate the amount avpllaole to the group member, Kogan
and Wallach (19670) did this by eliminating the face-to-
face visual bomponent of social,interaction.'Subjects_dis-

cussed the problems via an iﬁtercom system while physically‘

seperated from each other in booths. A significant risky

shift was stlll obtalned 1ndlcat1ng thatvthe v1sual com-
ponent of communlcatlon was unnécessary. However,  the fé-
sult is-oﬁly partially valid because no face-to-face groups
were run, so that there was'#o comparison between these
and’thé'éeperated groups. Kogen and Wallach also repiicatedﬂ
the ConSensus.versus_non-consensus data (Wallach & Kogan,
1965). . |

A second way of exam1n1ng the role of information is
,to observe the risk takln? behavior of non- participating

'subjects exposed to groﬁp discussions. Several authors,

using various procedures, have employed this method.
Thus, Lamm {1967) exposed subjects to a group discussion
of the problems: either an "observer-viewer" viewed and

listened to the group from behind a one-way mirror or an

"observer-listener" listened to the discussion only from a
seperate room by wey of a loudspeaker. The group discussed
six problems without coming to a consensus, and then dis-

cuosed six different problems and came to a consensus; the
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vsame procedures and inétructions as used by Wallach and"
Kogan (1965) were used here, replicating.the previous con-
Sensus versus non-consensus data (Kogan & Wallach, 1967c;
Wallach & Kogan, 1965). Viewers showed a risky shift
equivalehtvto'that’of'the discussion group, while list-
eners showed a fisky'shift somewhat less in magnitude.
~Rettig and Turoff (l?é?’ obtained simiiar_results. Using -
the ethical riék-téking instrumeht, thesé authors found
that single observithsubjects ekposed7to a live discussion
showed increaées in Vefbal"risk takingA0ver that shown by
Singlé'liétening sub jects exposed to a discussion onvtapeg
the latter did not.shqw increased risk. |

-ThéSe findings give strongvsﬁpport to Brown's value
hypotheéis: single viewers or obéervers,‘exposed to ex-
acfly the same amount of information-exchange as the dis-
cussion group, should show comparable shifts; single |
'listenérs - deprived of the visual component of informa-
'tion-exchangé - shouid show smaller shifts. The diffusion~
of-responsibility hypothesis, however, is discredited:
treating the risky shift as a ﬁrue group phenomenon, it
cannot explain shifts for single observing subjects.

Kogan and Wallach (1967b) employed another experimental
paradigm to test one information position. Groups of sub-
jects listened to'tapes of groups‘discuésing the problems
without consensus. In developing their hypothesis, Kogan

and Wallach assumed that subjecté in both conditions
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received essentially the same amount of information. Thus,
if information were the crucial variable, the two groups

should have equlvalent rlsky shifts.’ They did not: list-

ening groups showed q1gn1flcﬂnu risky shlfts, while inter-
acting groupaAshowed a risky shift slgnlflcantly larger
than the shift ih the listening groups; these results are
éomparable to-those’éf Lémm-(l967). Kogan and Wallach

clalmed that this is evidence that an 1nformat10n exchange

hypo thesis cannot adequately account for the risky snlft. -
~However, .if information exchénge is given a broader

meanihg - to inelude all that gpesvon during the discussion -

tworcriticisms can be made. First, as Kogan and Wallach were

aware,-the visual component of group interaction was exclu-

ded'andvthere was not;'therefOre, a maximal information

siﬁuation; hence, one WOﬁld not éxpect the listening group

to shift as much as the interacting gfoup because_they~were

" ‘not exposed to:the same amount of information-ekchange.

' Sécondly,'the listehing group may have thought that the

: 1ntera0u1ng groun wa s , in"some sense, atypical and reacted
by taking a risk position less extreme than that sdvocated

by the interacting group.

- Two studies have attempted to meet these_criticisms.
HeathcockA(i969) had interaéting groups observed directly
'by non-interacting groups. Both groups showed'sméll but
significant risky shifts; the difference between the two

condltlona was not significant. MacNeill (1969) replicated
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and expanded Heathcock's study. Observing groups were ex-
posed to either a discussion-without-consensus group or a
discussion-to-consensus group; unobserved discussion groups
(consensus and non-consensus) served as controls. Gfoups in
all six conditions showed significant risky shifts. The
magﬁitude of the shift was equally great iﬁ all.conditiens,
even~though one mighﬂ expect that the observed groups would
show enhanced rlsk taklng as mediated by soecial 1ac111tatlon
effects (ZaJonc, 1965 1968). As well, groups in the con-
sensus conditione did not show significantly greater ehlfts
than those in the non- conseneus conditions, thereby re-
plicating the previeus,consensus versus non-consensus data
(Kogen & Wallach, 1967¢; Lamm; 1967; Wallach & Kogan, 1965).
The conclusion was made- that maximal exposure to
.1nformatlon-exchange is sufficient to produce a risky shift.
Not all means of exposing-subjects to the information re-
sulted in equally strohg shifts, However,‘these differences
can'be explained within Browh’s framewofk by noting that
dlfferent means of transmitting 1nformat10n result in
dlfferent amounts of information being transmltted.
| Clark, Crockett and Archer (1970) provided data rel-
evant to information considerations. They composed groups
of subjects ﬁhe in initial pre-testing considered them-
selves to be riskier than a referenee group of peers; one
condition consisted of the usual group discussion procedure,

while in the other condition subjects were instructed to
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discuss the items without revealing their initial decisions

(an "arguments only" condition). Both conditions showed

significant risky shifts. St. Jean (1970), in a similar

study, presented evidence substantiating this data. The
authors noﬁed that the shift in the arguments only condi-
tion is inoonSiStent with the value hypothesis: subjects
should only have had to. revise their decisions upon leérn-

ing that others were riskier. Clark et al. did concede,

howéver,'that this information could nevertheless have been
‘convéyed because subjects participated in and listened to

a group discussion, as in the previously discussed studies.

EiiE as a Value and Other Considerations

i Stuoies‘disoossed.inrthistsection sﬁpport one aspect
of the first mechanism of the value hypothesis - that sub-
jects:iﬁitially see themselves as riskier than others -
and oiso-Support-the proposition that risk is a value.

, Nuoerous studies (Baron, Dion, & Baron, 1968; Brown,

'1965; Hinds, 1962; Levinger & Schneider, 1969; Pruitt &

Teger, 1967; Wallach & Wing, 1948; Willems, 1969) have
indicéted that on risk oriented problems subjects initially
consider themselves to be riskier than a reference group of

peers. Stoner (1968) replicated this finding and further

showed that on caution oriented problems subjects view others
as riskier than they themselves; Pruitt and Teger (1957)
and Levinger and Schneider (1969) have substantiated this.

- These results, of course, support this aspect of the hypothesis.
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However, this effect mav have little to do with the
riéky shift. Pruitt and Teger (1967) reasoned that the diff-
‘erence between one's initial risk and that attriEuted to
others should predict the megnitude of the shift;'only'
- weak, non-sighificantvevidence of a relationship could "’
be demonstrated. | |
| Clark, Crockeﬁt and Archer (1970) provided further data.
Homogenous'groﬁfs wererforméd of subjects who considered
themselves to be either riskiér or more cautious-than others
on at 1éast’four of six items; controls consisted of sub-
jects Who~did not meet this criterion. The relative_risky_
grbups Showed significantly greater’risky shifts than did
the othér ﬁwd céndiﬁions; ﬁbe}reiative-cautious groupsrdid
hot.différ_signifiééntiy from‘the controls}zAlthoughithese
fesults‘suggeétfthat the risky shift is dependent on the
subject's peréeption.of his own riskineés in felatibﬁ to

bthérs; they must be considered against Pruitt and Teger's

(1967), and the quéstion of the felationship between rela-
tive risk and the risky shift must remain opén. """
_Madafas and Bem (1948) showed that subjects who made

initial decisions on ten items and then discussed only five

of these, did not show risky'shifté on the non-discussed
items, If the value hypothesis proposes that subjects seek
out and adjust their risk levels to those of others, then
this finding is inconsistent with the model. However, Graham

and'Harris (1970), in a similar study, demonstrated risky
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shifts on the non-discussed items, and the issue here
must remain .open.

There is evidence to indicate that risk is a value.

 Levinger and Schneider (1969)”asked subjects to indicaté

the choice'they would admire most. The 2dmired choice was
riskier than the subject's own choice. Pilkonis énd Zanna
(1949) reported cémp rable data. These data seem to in-
_dicate that risk is a vélue, bﬁt it is perplexing that the
admiréd choice and the subject's own choice did not éofr-

équﬁd. Stoner (1968) asked subjects to rank in order of

importance a series cof statements derived from the choice-

dilemmas which corresponded to the risky and cautious alt-
ernatives explicit to .each problem. On risk oriented prob-
lems, subjects ranked the risky alternative higher than

the cautious, and on caution oriented problems, the cau-

tious alternative was ranked higher. Further, subjects

ranking the risky alternatives as more important were

“significantly riskier than zubjects ranking the. cautious
LgNnd yr g

‘alternatives as more important.

Madaras and Bem'(196d) provided further evidence that
subjects consider risk a valué'in that subjects rated "....
risk-acceptors as beling more stronz, active, successful,
fast, hard and masculine, and somewhat more gocd and soc-
iable, but less calm and kind than risk rejectors?.(p. 355).

Pruitt (1969) has provided an explanation (the "Walter

Mitty" effect) of why the values elicited by initial decision- .




making, subjects made subjectively cautious choices, and .

(b) when,labelling follbwed‘orioccured simultaneously with

‘& Blanchard, 1970; Rettig, 1966a, 1966b, 1969; Rettig, John-
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making are enhanced by discussion., In making initial deci-

‘sions, subjects must do two.things: (a) label the item as

meritting either a risky or a cautious approach, and (b)

determine acceptable odds for the risky alternative, if
chosen. In a series of experiments seperating these steps,

Pruitt showed that: (a) when labelling preceded decision-

decision-making, subjects considered themselves as risky.

 The Walter Mitty'effect, then, is that initial decisions

represent a compromise between two opposing forces: (a) the

value elicited by the item compels subjects to make deci-

sions accordingly, and (b) subjects are restrsined (from

‘extreme>risk or caution) by fear of "putting themselves out

on a 1limb"; this results in objectively cautious decisions
which subjects regard as risky, subjectively.

- A series of studies by Rettig and his co-workers (Krauss

son, & Turoff, 1967; Rettig & Pasamanick, 1964; Rettig &
Rawson, 1963; Rettig & Sinha, 1946; Rettig & Turoff, 1967)

on ethical risk taking offered evidence opposed tc a value

hYpothesis.'The basic instrument used in most of these studies
consisted of 64 itéms dealing with the unethical act of
stealing money; these items véried along four dimensions,

the reinforcement value-and the ekpectancy of»both gain and

censure. The subject had to predict whether or not the money
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would be taken. For individual risk taking, the negative

reinforcement value of censure explained the most variance

in predictive judgments; however, after group discussion,

individuals became riskier and the pesitive reinforcement
. value efrgain'then explained the greater part of the var-
iance. As-it-now'stands,.the.velue hypothesis cannot ex- |
plain theeerdeta (Horne 1970)

The conflict may be reconc1led here on the ba51s of a

study by Des‘Jarlals (lQ?O);-SubJects made the usual risk
decisions and, as well, estimated the payoff associated with
success of'the risky alternative. After group discussion,
there wae the u:ual rleky ehllt and also a "shift to reward";
that 1s, as subJects accepted greater risk, they also est-
vlmated that the payofl for the risky alternative would in-
crease. Des Jarlais offered two possible 1nterpretatlons of -
‘these deta. Flret the shift to reward may be an afterthougnu
of the shlft to risk. Converselv

The shlft to rlek may be a result of the shift to

- reward. Money, prestige and victory, the rewards in

the choice- dllemmae are certainly valued in American

culture, probably more than risk taking is valued. A

group setting, as a microcosm of the culture, would
«: : enhance the velue of these rewards. The shift to risk

would then be secondary to and a result of the shift
to reward (pp. 121-122{

'This latter interpretation and these data may be com-
parable to Rettig's findings that the positive rienforcement
value of gain (reward) explains the greater part of ethical
risk taking following group discussion.

Vinokur (1949) investigated whether the risky shift
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could be a function bfAthé”skeWnéés of the diétribution of
vinitial decisions, but could find no relatidnship. Thié
finding is in contrast to studies (Hérmann & Kogan, 19468;
Hoyt & Stoner, 1968) reporting a positive relationship
'\Betﬁeen the range of initial risk taking and the magnitude
- of the'shift. Further, Vidﬁar (1970), in comparing three
types'of.homogenoﬁsvgroups ~ persons high, medium or low
on ini#ial~fiék taking - and heterogeneous grdups, reported
that theimoét homogenous groups did not show risky shifts.
Thisris,coﬁtrafy to a possible value hypothesis prediction
thatifhéy would: all subjects find they are not riskier than
others“énd, hencé,AShould shift toward greater risk to be
fiskiér'than'the other group members. These'studies-argue
against.a social compafison interpretation (Festinger, 1954)
of the value hypothesis. However, to foreshadow this author's
appfpach, these data 'would nof be inimical_if the risky
shift were viewed as a function of confofmity to norms; the
fQIlowing studies, although questioning the value hypothesis,
would be'supportive of such an approach. |

Barbn, Dion and Baron (1948) composed groups of a
naive subject and confederates. Confederates consisted of
either a risky or a conservative majority opposed to the
naive subject. Regardless of whether the item concerned was
caution- Qf risk_inducing, naive sub jects showed marked con-
formity to the unanimous majority; Cecil, Chertkoff and

Cummings (1970) have substantiated this finding. 4 study
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by Wallach and Mabli (1970) seems to contradict these data.

- In examining.triads composed of either one risky and two

conservative members or one conservative and two risky mem-

bers, it was shown that: (a) conservatives showed strong i
.and similar risky shifts whether they constituted'a‘min-

1

ority or a majority of the group, and (b) risk takers

showed essentiazlly no shift whether they constitutéd a

minority or a majority of the group. However, categorization

of subjedts as risky or conservative was based on eompcsite
scores;on 10 items;'the,studies cited above (Baron, Dion, -
& Bardn; 1968; Cecii; Ghertkoff; & Cummings, 1970) compésed
roups dn the basis of scores on individual items. One won-
ders whéther the methdd uséd By Wallach énd Mabli actually
yieldedvgrcups withba.true'risky-consefvatiVe~miﬁority-'
majofiﬁy composition,
| _In»concluéidn, studies reviewed here.support the no-

tion}that risk is a value (Levipger & Schneider, 19469;

Madaras & Bem, 1968; Pilkonis & Zanna, 1969; Stoner, 1958).

Strong support ‘is given to Brown's notion that on risk
oriented.items sudbjects initially view themselves as riskier

than others and to the converse of .that notion (e.g;: Levin-

ger & Schneider, 1959); whether this effect has anything to
do with the risky shift must remain an open question, given
the present contradictory data {(Clark, Crockett, & Archer,

1970;‘Pruitt & Teger, 1967). These data supportvthe value

hypothesis, However, the implicit social comparison aspect of
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Brewnfs4hypotheeie-is'not supported (Beron; Dioﬁ, &bBaronl
1968; Cecil, Chertkoff, & Cummings, 1970; Vidmar, 1970).

Norms

Related to the value hypothesis and the issue of "rlsk
-as a value" is the concept of norms. Rabow,_Fowler, Brad-

- ford, Hofeller and Shibuya (1960) have examlned the_ﬁorms-
relevant to group decisions. They pointed out that:'

eseee.the risky alternatives appear to us. to be
- clearly supported by sococietal norms. While there
are other conflicting norms which point to a con-
servative choice, it was our impression that the
conservative alternatlves......would have only a
“slight possibility of being expressed in publlc
discussion......{and) that shifts in decision
making, regardless of their direction, would de-
pend on the norms that respondents could utilize
'in their group discussions. If this were true, the
explanation for the Wallach et al. results woéuld
be very different and should probdably. 1nclude the
following two principles.
, (1) An individual will be more effective in
“attempts to influence others if he can marshall
normatlve support for his p051t10n.
. (2) Group members will prefer to present ideas
which they believe will be socially acceptable to and
~ valued by others in the group.(Rabow et al., 1966, P 17).

They reasoned that if the central character of the

problem was a friend or relative, the particularistic norms
salient to this relationship would counter the universal-
istic norm for.risk in such a way that group decision-making

would be neither more nonservative ner riskier than individ-

ual decisions. ﬂodlfylnv several problems accoralnvly,
- Rabow et al obtained results supporting their predictions.,

Their conceptual analysis will be considered in a reformu-

lation of the approaches to the risky shift.
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Guttentac and Freed (1971) 81m11arly modlfled 1tems
so that the central character was 1emale. Male Subjects did
not show risky shifts, while female sub jects showed con-
servative shifts; These results for femaLe protagonlsts
" suggest that the w1dely held norm in our society that the.
| female should or does not show aggressive or risk taklng
behav;or was made salient. - , »

Alker and Kogan (1968) showed that the risky shift is
curteiled‘it the content of the group discussion is re- .
etrlcted to the conelderatlon of unlversallstlc and partic-
ularlstlc norms unrelated to the choice-dilemmas items.

Noscov1c1 and Zavalloni (1949), although not employ,
ing the ch01ce lliemmas showed that dlscu551on t0~consensus
Vresulted in shifts (a polarlzatlon effect) toward the ex-
tremes of opinion and judgment scales; Doise (1909) pro-
vided supportlve ev1dence. These authors suggested that a-
normatlve committment may be the underlying varlaole res-
ponsible for the polarlzatlon effect, in particular, and.
the risky shift phenomenon, in general.

Finally, using a procedure designed to make normative
values such as social responsibility (Berkowitz & Daniels,
1964) more salient, Kogan and Zaleska (1969) and Dion,
Miller and Magnan (1970) have been unable to affect the

riskiness of group decisions.




Chapter IV

A Normative Approach

Overview of the Literature’

Nlth some certainty, the following concrete statements
' may be made about the risky shift in smsll decision-making
groups, using the choice-dilemmas:

(1) Informetlon exchange is a necessary condltlon to. produce

a ehlft to risk {(or caution).

(2) Discussion serves to enhance the shift to risk (or caution);

it is; by no means, a:necessary condition for such a shift.
(3) Individualel initially consider themselves to be riskier
thau a reference group of peers, on risk oriented problems;
the converse nolds for caution orlented problens. |
(4) Whether a discussion group reaches o consensus or not does
‘not affect the magnitude of the shift to risk (or caution).
(5) The issue of lea dershlp in the groups does not seem to
be an 1mportent varleble..
(6) There would seem tO’be'some positive relationship bet-
ween.risk taking and the implicit and/or explicit univer-
salistic and particularistic norms of the situational prob-
lems and the group discussion =ituation (Rabow et al., 1968).
wﬁoet of the preceding statements can be suvsumed under
Brown's value hypothesis. However, in‘eeveral instances,'the
other main explanation of the risky shift - the diffusion-
of-responsibility hypothesis - is discredited; such a pro-

cess may occur, but the weight of empiricel evidence would
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indicate that this cannot be the full explanation of the

risky shift. Brown's value hypothesis would then seem to be,
2t present, the best explanation. Theoretically 2nd empir-

ic2lly, however, one issue central to Brown's hypothesis

- is unclear; this is the issue of risk as a value.

Brown {1965) held that each problem engages either

value on risk or a value on caution which are held to be

~North American cultural values. Evidence has been discussed

which would indicate that in some circumstances risk is

valued and in others caution is valued. These data (Levin-
ger &'Schneider, 1669; Stoner, 1968), however, must be con-
sidered as tentatlve because of the way ‘they were obtained;

’

ranklnv statements accordlng to their importance must be

?considered_ambiguous tasks. Another ambiguity is that var-

idUS‘authors have interpreted the statement "risk is a value”
dlfferently. For example, Madaras and Bem (19 8) "have in-

terpreued ‘risk as ‘a cultural value in the sense that a risk

“taker is‘perceived poSitively and it is rewarding to be a
risk taker. Stoner's (1958) interpretation follows more

closely to.Brown's statement. He hypotheéizes that:

{a) individuals make their own decisions in manners
‘that are consistent with widely held values, (b)
_individuals consider their own decisions to be more

consistent with widely held values than the decisions

of other people similar to themselves (a self-chosen
reference group), and {(c) group discussion and deci-
sion-making will lead to individual and group deci~
sions that are still more consistent with widely

held values. ThUs, it is hypotneelzea that on items

for which widely held values favour & risky decision,

‘individuals will tend to be rather risky, thev will

consider themselves to be more risky than a self-chosen
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reference group (other people similar to themselves),
and group discussion and decision-making will lead
them to prefer still more risky decisions. On items
for which widely held values favour a cautious
decision, the converse ‘will be true (Pp. L45-L46;
italics in the original). '
»ThisAis\a succinct, clear statement of what may'be.occ-
‘_urring. Its one point of ambiguity is in the phrase "widely
held value". What is a widely heid‘value? It will be the
contenfion of this thesis that a widely held vaiue, in this
context,‘refers to a norm for risk (or caution); and that
the risky shift can be explained in terms of processés.of
conformity,'térms‘not inimical to the value hypothesis.

o 7 - The Normative Approach
Déutsch?and Gérard (1955) differentiate between norm-

'ative‘énd.informational social influence. Normative social
influence is défined»as an influence to conform with the
positife éxpecfations of another; informational social in-
fluencévié'defined as an influence to accept informétion
obtained from another as evidence about reality. The term
ﬁanother" refers to another person, group and/or.one's self.

' .Furﬁher, Hollander's differentiation (1958) between the
individual's perceptﬁal ability, his perceptual error and con-
formit? to norms is considered relevaht,here. The individ-
ual's perceptual abilityv represents a general alertness to
theAsocial stimulus field, that is, "..iee...a cépacity to per-
ceive events and relationships in the social field"™ (p. 123).

Associated with the individual's perceptual ability is a

certain degree of error, perceptual error, which has
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.can be attributed_to individual differences in perceptual

39

particular reference to group expectancies: the individual's’

capacity to.perceive events and relationships in a parti-

cular social field (e.g., group expectancies) has an error
factor associated with it.

The present author, then, proposes that the risky shift

~ is a result of normative and informational soc¢ial influence.

Variability in initial individual risk taking positidns (1)
, : '

ability ;'the capacity to perceive the events and the re-

lationShips in the social field; the social field is here

" defined as the particular pfoblem under consideratidn, and

that aloné.

If the subject is then asked to indicate what recomm-
endation others like himself would make (O ), this makes
1

salient the idea that there are group expectancies assoc-

. iated with the behavior of making recbmmendations on the

partiéular'problem under consideration. It is held, then,

‘that the stimulus or the instruction to the subject to make

0 ,lplus the "stimuli" of the particular problem, elicits,
-1

or makes salient, a social or cultural norm which states ‘that,
under thesebconditions, the problem merits either‘a risky or
a cautious approach. However, because individuals differ in
their ability to perceive the expectations inherent in norms,
there:Will be a certain degreekof'vafiabiliﬁyvaéross in-
dividuals in their Ol rositions.

Three things, then, are conceptualized here: (a) I
1
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reflects individual perceptual ability, (b) O reflects both
' . 1
perceptusl ability and perceptual .error, and (c) a norm for

risk is not made salient until O is requested from the subject.
1 ' :

Under information-exchange conditions (Teger & Pruitt,

“1967), the”iﬁformation conveyed by other gfoup members

(through the process of holding.up cards, etc.) will take

the form of informational social influence for the individ-

ual tovchénge his,perception of the norm.as he initially

.pérceived-it.vAccepting this inflﬁence, the individual will

shift to a riskier position in light of his new perception

- of the norm, this being normative. social influence.

: ‘Undefvgroup discussion conditions, additional informa-
tional sééiai influence will be prbvided'(beyohd that pro-
vided by simple informétion_exchange), enhancing the risky
shift. The larger the group, the more will be, or the more
varied will be,vthe informational social influence, thereby
enhanéi#g the risky shift,

l‘Thé-positibn outlined above cannot account for a fam-
iliarization effect‘(Batéson, 1966; Flanders & Thistleth-
Waite; l967); however, the evidence for such an effect ié
Vconflicting -bseveral‘studies have been unable to replicate-
the initial results (Bell & Jamieson, 1970; Cecil, 1968;

Dion & Miller, 1969; Miller & Dion, 1970; Myers, 19468;

Pruitt & Tegef,'1967;ATeger, Pruitt, St. Jean, & Haaland,

1970; Vidmar, 1970). Further, Madaras and Bem (1958) pointed

out that the risky shifts in these studies (Bateson and
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Flanders-ThistlethWaite)_ﬁ.,;..couid have been due to a
culturally-induced predisposition to consider and favour
risk arguments when anticipating group discussionﬁ_(Pp.
353-354); or in the present terms:'anticipating group
~discussion méy elicit an‘iexplicit or implicit O .

| Two other considerations are relevant to the position
outlined here. The first comes from Kelman's (1958) analysis
of conformity.behavior; If ﬁe are dealing here with sbcial
or cultufal norhs, it ban be assumed that, to some degree

or other, these norms have been internalized by the indiv-
~idual as mediated by socialization processes. It is held,
then, théf the shift, as mediated b& normative social in-
fluence, can be considered as‘cbnformity behavior as med-
iated by a process of internalization; asbKelman.states, \
undér_ihternalization, " e.ean individusl accepts influence
becausé»theﬁhontentéof the:induced-behaviorizrthetideasand
'actioné of-which it .is composed - is intrinsically rewarding
;....;the satisfaction derived from internalization is due
to the content of the new behavior" (p. 142). |

| A sécond relevant consideration here is found in Fest-
‘inger's (1953) analysis of éompliant behavior. It is held
that here one obtains public compliance (with the group)

as well as private acceptance; post-discussion decisions
retain the risky shift and it is retained over a 2-6 week.
time span (Wallach, Kogan, & Bem, 1962).

Finally, the data and analysis by Rabowvgg al. (196%)
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can be seen to be perfectly congruent with this. approach.
That is, although the particularistic-horms elicited by the

'procedure of maklng decisions about a close relative would

conflict with and oov1ate the universalistic norm for risk,
" they would,stlll provide normative social influence, taking

the form of deterring a shift .to risk.

"It can be seen that the preceding is a restatement of

Brown's value hypothesis in terms of the more general con-

structs efwnorms-andrconformity behavior. The mainuassump-
tion utilized is that under certain conditions in our
eoc1ety it is normative to be risky, and under otners it
is. normavlve to be eautlous. A normatlve approach to the
rlsky shift is seen to be relevant at this time given re-
cent studies which seem to point in a norm-conformity
direction (e.z., Alker & Kogan, 1963; Dion, Miller, &
Magnen; 1970; Doise, 1949; Kogen & Zaleska, 1969; Mosco-
vici & Zavalloni, 1969; Rabow et al., 1956). Perhaps the

problemS'inherent in the value hypothesis are still present

'in this normative approach. However, it is felt that the
present view provides a more general approach to the risky

shift than that provided by the value hypothesis, and that

the processes specified by this approachrare:less ambiguous.

Predictions Derived from the Normative Approach

U P e et e ~

Several hypot 1eses. regardlng O , change in 0 and
‘ 1 : 1
change in I can be generated from the normative position,

where I refers to pre-discussion, individual risk decisions,
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Ol reféré to pre-discuséion, individual decisions about how
others would ah;wer an item, I2 fefers»ﬁo.post-discussion;

individual risk decisions, and Oé'reférs to post~.discussion,
individual decisions about how others would answer an item.

Hzpothesis lg

In all conditions where subjects participate in a group

discussion after having stated I , I will shift in the
. o 17 1 . .

direction of risk as a result of normative social influence,

as indicated by post-discussion measures (I ). This will

_ : 2

hold for the following conditions:

, followed by group discussion-to-consensus,

, : 1 - . :

followed by I .

) 2
Condition IO: I

-Condition I: I

made prior-to 0 , followed by group

: 1. Ny ,
discuésion_to-cinsensﬁs, followed by IA2 and, finally, O .
Condiﬁibn 0I: O ﬁade‘prior to_Il, followed by group ‘
,discuséion-to-consenaus, followed by 02 and, finally, I .

The rétiOnale for ‘this hypothesis is as follows: For
ConditiohsiIO and OI, information-exchange and discussion in
~ the group will provide informational social influence for the
 individuél to change his perception of the norm for riék as
he initially perceived it in making O . Accepting this in-
fluence, the indi#idual will shift to a riskier’position'(lz)
in light of his new perception ¢f the norm, this being
"normative social influence. For Condition I,Vthe normative
position implies that the norm for risk is not‘made salient

until subjects reach the group discussion; it is assumed that
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subjects explicitly or implicitly make O just before or as
discussion begins, but after learning that they will be part
of a-discussion‘group. Hence, I will similarly show a risky
shift as a result of normetive social influence - the’

typical "risky shift" found in numerous other studies.
T

D

———

- Hypothesis

_Similarly, in Conditions I, IO and 0I, individuals will
show gfeater risk taking as reflected in the group consensus,
kcompared'tp fheir_I risk positions}
Expothesis'g- '

In all conditions where subjects are in a group discu-

ssion after having stated 0 , 0 will shift in the direction
S ‘ ' 1 .1
of risk as a result of informationsl social influence, as

indicated by pdst-discussion'measures (0 ). This will hold
o . ' 2 _
for Conditions IO and OI, and for the following condition:

Condition O: O , followed by group discussion-to-consensus,
followed by O .
The .rationale for this hypothesis is as follows: Inform-

ational social influence, as provided by information-exchange

and ‘discussion in the group, will cause the individual to
- change his perception of the norm for risk as he initially

perceived it in making O ; hence, the individual will come

1
to see others as riskier than he had previously estimated
them to be, and the O measure will show a risky shift.

Hypothesis 3

As has been made clear, the I risky shift occurs as a
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.1nd1v1duals w1ll v1ew themeelves as riskier than =2 reference

L5

result of normative social ‘influence as represented by O
and the O risky shift. Thus, in both Conditions IO and OI,
there will be some positive relationship between the I and

O_shifts.

- Hzgothesis La.

xIn Condition IO, having made I , and then in making 0 -
1 1
whlch ‘now. makes sallent a nornm favourlng a risky approaﬁn -

group of peers because the-individual will consider his own
previously made decision as exemplifying the norm for risk

more consistentlv than others' decisions; also relevant here

is that 2 risky approacn, or conformlty to the norm, has.pos-

1t1ve connotatlons.- risk taklng is rewarding and the rlsk
taker is viewed p031t1vely. The converse will hold for a
nornm. favourlng a cautlous approaeh however, the consid-
eration here w1ll.not be that conservatism has positive
connetetiohs, butvrather more that risk taking has negative

connotations . the risk taker will be viewed as foolhardy.

Hypothesis kb o | —

-However, if O 1is made prior to I , as in Condition OI,
: 1 1
the norm for risk has been made salient before the subject

makes his own decision; the subject makes I , then, under the
l .

pressure of normative social influence to conform to the norm

for risk previously elicited in making O . One prediction that

may be derived is that subjects will view themselves as nei-

ther riskier nor more conservative than a reference group of
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peers; howeVer, this is in the form of a null hypothesis
and, as suchj cannot be statistically tested. A more con-

vehtional and testable prediction would be that subjects

in Condition‘IO will view themselves as riskier than others .
-to a signifiéantly greater extent that subjects in
Condition OI. |

,Thisfanélysis'fqr hypOtheses ha and 4b is somewhaﬁ
similar to the analysis of thé "Walter Mitty" efféct
'(Pruitt,-1969); Rather than having:stbjects make 0, how-
ever, Pruitt had subjects indicate whether they thimselves
'thought.each of the alternatives for each item merited
eithef é‘risky df a cautious approach. When this was done
after haking I - parélleling the I.0 order above - subjects
considered,the%f previous I decisions as risky. When sub-
jects.iébelled the alterﬁatives asrfisky or cautious pribr
to making'I -'paralleling the4O-I_order abdveA- ﬁhey gen-
erally-madélsubjectiVely cautious decisions wheh making I .

1
Hypothesis ALc V

For both Conditions IO and 0TI, following group discu~—
ssion, all subjects will be under the pressure of normative
social influence when making I . Again, one untestable pre-

. _ _ 2 :
diction would be that subjects will view themselves as

neither more risky nor more conservative than others. A
more conventional prediction would be that, in both of

these conditions, subjects will initially view themselves
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as riskier then others to 2 significantly greater extent

than they will following the group discussion.
" In conclusion, it should be stated that these hjpotneses
may be generated from Brown's value hypothesis (1G65) if

- that hypothesis was to be log;cally extended and refined.




Chapter V

- Method
Design | | | |
Subjects~were scheduled in groups of four and five and

were randomiy assigned to one of four conditionsy
(1) Condition I: Twelve groups of subjects individually
gave "own" decisions, held a group disgussiqn} and indi-
‘fidually'gave post-discussion "own" decisibns.
->(2)'Conditi0n O: Twelve groﬁps of subjects individually
gavevdecisibnsvaoutbhow "250 of your fellow studeﬁts"
would respond, held a group discussion, and.individﬁally
gave stt}diécuésion decisions about "250 of your fellow
_studehts"; |
(3)'Copdition I0: Twelve groups of subjects individuslly
gaVe ”owh” decisions, followed by individually given deci-
Sibnslaboht "250 of vour fellow stgﬁgnps", held a group
diécuésipn, and individually gave postudiscussion "own™. s
decisions and decisions about "250 of your fellow students™.
(4) Condition OI: Twelve groups of subjects individually
gave decisions abbut'"250 of* your fellow students", followed
by individually given‘"dwn" decisions, held a group discu-
séion, and individually gave post-discussion decisions about
"250 of your fellow students" and "own" decisions.

. Table 1 presents the breakdown of groups and subjects
in each condition, as weil as the number of groups of size

four and five used in each condition.




Number of

TABLE 1

k9

Groups of Size Four and Five and

Number of Subjects used in each Condition

. T e - a———

Condition: I 0 10 oI
Groups of Size Four 4 L 5 5
Groups of Size Five 3 8 7 7
Total Groups 12 12 12 12
Total Subjects 56 56 55 - i»'55




Sub jects.

& total of 2272 males recruited from the introductory

.pSycholbgy coﬁrse at the Universitykof Manitoba were used
in this study. They received one hour of credit in the
course for théir participation in the experiment.
Materiéls | |
_Féur-of the original 12 situational problems_ffom the
choice-dilemmas instrument (Wallach & Kogan, 1964) were
used'in the experiment; they were selected on the basis of
theif.having shown previously éonsistent risky'shifts. These
problems'were: the>eléctri¢al-engineef problem (problem A),
the football préblem (prbblem D), the cﬁemistfy_student
_problém‘(problem.F) and the.chess-player problem (problem
G).'These are described in Wallach and Kogan {1964},
Typically, éubjects arrived one at a time at the

e¥perimehtal rooms. One of these rooms waé, unfortunately,
labelléd:as the "Group Dynamics Room'. BecauseQOf this
and becéﬁse of the fact that four (or five) subjects at a
time awaited thé start of the experimeﬁt, it was suspected
that subjects-expected.they would be participating in some
type of groﬁp'experiment.-

| - The introduction and initial instructions (and 21l sub-
séqueﬁt instructions) given to the subjects were based on a
modified version (by W. C. Horne, University of Waterloo) of
‘the original instructions used bj Wallach and Kogan (1964).

In past work with the original instructions, some subjects
b
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thought that they were being'ésked whaﬁ thé prObabiliﬁy
Vactually was for the problem. This confusion‘arose from
the fact‘that the subject was required to chdse the lowest
probability for success of the risky alternative. In the
modified version,“the.subject_was asked to imagine that he
is'advising the central charactér éf the situational problem
and to decidé, by answering (yes or no to) a series of
- ‘eleven questions,.whether ne would or would not recommend
following the more desirable (risky) course of action if
the odds for ité success were 1 in 100, lQ in lOO, 20 in
'iOO,...,;.., %9 in 100, a total of eleven different prob-
ability;levels.-These inétructions were'thbﬁght to make it
more clear to the subject exactly what he was to do.
Full, wriﬁten instructions and other materials for all
" measures and all conditions may be found in the Appendii..

Procedure

- Initial decisions for Condition I. As inmthe previous
literature, subjects were asked to make decisions individ-
ually .on the series of risk taking problems; at no time,
prior to meking their initial»decisioﬁs, Were these subjecﬁs
under the impression that they would subsequently be par-
ticipating in a group discussion of the problems. Prior to
making initial decisions, all subjects were given a written
~introduction and set of instructions, as préviously descri-
bed. These Were the only instructions given to the subjects;

apart from answering procedural questions, the experimenter
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gave no oral instfuctionsveither at this stage of the
experiment or at subsequent stages.

Initial decisions for Condition 0. As in the previous

condition, subjects were asked to make individual initial
decisions on the four choice-dilemmas problems; however,
the‘subjects weﬁe asked to make decisions about how they
thought 250'of_thsir fellow studeﬁts would answer the
-problemSa The instructions read in part: |

«+.othis questlonnalre will be given to approxi-

- mately 250 of vour fellow students. What we are
~interested in here is having you attempt to guess
how these 250 students will, typically, answer the
'questlonnalre. Please abtempt to estimate for each

" situation how 250 of your fellow students, on the
average, would answer the series of eleven questions.
That 'is, what would be the normal or typical set of
answers "to the series of eleven questions?

‘The wording of the problems was changed accordingly to
‘ acéommodate these instructions, as, for example, problem A:
Imaglne that 250 of your fellow students are

19dv151n2 Mr, 4, Would 250 of your fellow students,
 typ1callv recommend that he tzke the job if the
chances that the- company would prove financially

sound 8reé..e....

Apart‘from these instructional differences, procedures

-for this condition were identical to those for Condition I.

Initial Qﬁﬁii19“5 for Coﬁgipion 10. As in the pfevious
Condition I, subjecté first of all gave their own initial
individual decisions on the four‘problems; instructions and
-*proceaures did not differ from those in Condition I. Having

‘made these dec sions, the booklets were collected. Then,

subjects were given 2 new booklet of the same problems,
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ith a new set of instructions ask in them to make decisions

s

aBout how they thought 250 of their fellow students would

answer the problems. The instructions read in part:

Now that vou hesve become familiar with these
~situations and have indicated how you would answer
the'questions, we would like you to attempt to guess
how other people will 2nswer the same questions.
This questionnaire will be given to approximately
250 of your fellcw students in 1ntroductory
psycheclogy. What we are interested in here is

: having you attempt to guess how these 250 stu-
“iemnodents will, typiceally, answer the questlonnalre.
Please attemot to estimate for each situation how
250 of your fellow students, on the average, would
answer the series of eleven queotlouq. That is,
- what would be the normal or typlcpl set of answers
“to the series of eleven questions?

ihe problems accompanying these instructions were
altered 1n such a wey as to make these ‘instructions sal-
'1ent~throughout the‘decision,maklng, as, for example,
problem A: |
imaglne that 2)0 of your fellow students are

—adv181n5 Mr., A, WolUlid 260 O0f vour felicw st gtuleﬁt
typlcally, recommend that he tzke tThe Jobeaeaa.,

'nl

Iﬂltlal decisions for Condition OI. As in the previous

Condi tion O, subjects first of all gave initial individual
decisi¢ns about how they thought 250 of their fellow stu-
dents would answer the'prbblems; instructions and procedures

id not differ from those in Condition O. Having made these

decisions, the booklets were collected. Then, subjects were
given a new booklet of the same problems, with a new set
of instructions asking them to give their own individuzl

decisions for each of the four problems. The ins ructions
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read in part:

Now that you have become familiar with these
situations and have indicated how 250 of your fellow
students would answer the questions, we would like
you to indicate how you yourself would answer the
series of eleven questions for each of the situations.
The problems accompanying these instructions were-

altered in such a way as to make these instructions salient
throughout the decision-msking, as, for example, problem A:

* Imagine that you are advising Mr. 4. Would
you recommend that ne take the jobeeo....

- Group discussion for all subjects. Upon completion of

‘initial decisions, all booklets,wefe collected. Subjects
in alllcoﬁdiﬁions were -then giveh a new booklet of the same
problemé;YWithva new set of instructions asking'them to
“discuss each 5f'the problems as a group and to come to a
consensus on each of the problems. They were to spend
about'fiye‘minutes on each problem., These instructions
fﬁrtherLinformed subjects that these discussions were
being held to develop materials for a human relétions
coursej the materials, subjects were told, should generate
a divefsity of opinion and, the purpose of the expefi-
ment was then to see if the situational problems, for
which they had just made decisions, would indeed gener-
" ate a diversity of opinion through discussidn.

Post.discussion decisions for Condition I. Following

£group discussion of all of the problems, the booklets were

collected and new booklets of the same situational problems




were hanaed out, bubgects were tnen asked to recon51der

each of the problems and to make a final individual deci-
sion on each.

Post-discussion decisions for Condition 0. In a like

manner, subjects in tnis condition were asked to make post-
discﬁssionvindividual decisions on each of the problems,
vabout how - they thought 250 of their fellow suudents would
answer tne proolem

Post-dlscusslon decisions for Condition IO. As in Con-

dition I, post-discussion decisions were made for the I
measure. Follow1ng this, new booklets were handed out with
the 1nstructions_asking the subjects to make final individ-
ual decisions about how they thought 250 of their fellow
stuaents would answer the proolems.

Post dlscu331on d601slons for Condltlon OI As in Con-

dition 0, post-discussion decisicns were made for the O
‘measure. Following this, new booklets were handed out with
the instructions ssking the subjects to make their own

final individual decisions on the problems.




'Chapter VI
Results

To verify the comparability of conditions, two pre-
liminary analyses were perfbrmed. The first involved the
subjects' own initial risk level (I ). Within Conditions
I and I0, a mean initiél risk levellwas obtained by com-
bining déta both across all subjects and across all prob-
‘lemsj the smallér theAvalue, the more risky the-decision.
It was found that the mesn 1n1t1al risk level for Condition
I (N 51 15) was nof %1gn1flcantly greater ‘than that for
Condltlon 10 (M = 47.50), using a two-tailed laree-sampLe
significance test (Hays,‘1963) for the difference bétwéen
mé‘ans (t = .96, p <. 34).

| In a similar fasnlon meén O scores were computed for

'Condlo¢ono 0 ‘and OI the smaller %he value, the more risky
are others seen. It was’found that the mean O level for
-Condition OV(M‘= 52.94) was marginally signif%éantly greater
than ﬁhat for Condition OI (M = 47.64), using a two-tailed
~ large-sample significance test (Hays, 1963) for the diff-
erenée between deanS-(E = 1.82, p <:.O7).

Hypothesis la

To test Hypothesis la, an I shift score was computed
by subtracting the post-discussion I scores from the pre-

discussion I scores (I - I ). Data were combined over the
. : 1 2 '
four choice-dilemmas items. In. doing analyses, instead of

Y,

treating each subject as an independent source of data the
: J s
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results from the four (or five) subjects in each discussion

gfoup'weré'combined into one I shift score. So that the
reported I shift scores would be comparable to the risky
shift of one subject on one problem, the overall I shift
scores were divided by the appropriate denominétor (16 or
20 - the'number'of problems times the numbér of subjects).
The_I shifts'were-scéred so that positive.values represent
a shift ?oward risk:§ thé largef the value, ~the gféauer |
the shift.

| Analyzing the I shifts for discussion groups (rather
than fdr'individual suhjects) réducéd'the degrees of free-
~dom in ﬁhe study from 56 (for Condition I) and 55 (for
Conditicns I0 ahd OI) to 12 (the numbér of groups in each

condition). However, this loss of statistical power was

[N
9]

warranted for two reazons: (2) the "risky shift effect™

Ui
o]

generally posited 2s a result of group decision making,
that'ih order to retain the effect of the group,vpre and
post individual measures were treated in terms of the group
to which those individuals belonged, and (b) treating the
data in this manner rendered them comparabie with the data
of‘previous studies. | |

As Table 1 indicated, groups of size four and five were
used in 21l conditions. As Teger and Pruitt (1947) provided
data showing a nonsignificant trend for larger groups to
take more risk, the.data for groups of size four and five

were examined sepefately, first of all. Within Conditions
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I, I0 and OI, the mean I shift scoresvfor groups of size
fbur were not significantly different from those for groups
of size five. Therefore,-the data for groups of size four
Aaﬁd five were combined. B |

In each of Conditions'I, I0 and OI, a 'seperate one-
tailed t-test fér paired observations {Hays, 1963) was
‘ performed»to determine if the mean shift_toward.risk for
‘that cqndition was significantly differeﬁﬁ ffdm zero
(see Table 2).

As Table 2 indicates, the I shifts were all in the
risky direétion aﬁd_réeched'significance in two out.of three
conditiqns (I, 01I). The same,trend Was élearly present in
the third condition (IO}, but only reached the p <.10
sighificance lével}

‘, Fﬁrther, the diffefeﬂce between the I shifts on Con-
ditiohs i’and I0 wés not significant (t = .08, df = 22);
,this_was’true also for Conditions I and OI (t = .27, df = 22)
"and for Conditions 10 and OI (t = .10, d4f = 22),

Hypothesis 1b

To test Hypothesis 1b, a consensus shift score was
computed and analyzed in a similar manner. Within Conditions
I, I0 and OI,'the_mean consensus shift scores: for groups
of size four were not significantly different from those for
groups of size five; the data were therefore combined for
groups of size four and five for further analysis.

In each of Conditions I, I0 and OI, a seperate one-—.
‘ b b
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TABLE 2

Mean I Shifts over 4 Problems for 12 Groups

ih each of Conditions I, IO and OI

—— e . ——— o ——— —

- e A — T I A T Mt el s N A il N "

Condition N I Shift S, D. t
I - 12  .0600 .0810 2, 1,65
10 120 L0836 .1308 - 1.61%
o 12 -,0681 ©.0577 3,97 %k

* non-significant (p <.10)
ok p <‘»'0025
©osksksk R <.OOS




TABLE 3

Mean Consensus Shifts over ) Problems for 12

Groups in each of Conditions I, I0 and OI

Condition ﬁ' Consensus Shift S. D, t

I - 12 , L0684 1294 1.66%
10 12 .0694 .1296 1,78
OI 12 . 0627 .0700 2 .97:}:;}:

S non;significaﬁt (p £.10)
#% p L .,01 |
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,tailed t-test fdr paired‘observations.(Hays,vl963) was per-
fdrmed to determine if the mean COﬁsensus shift toward risk
was significantly different from zero (see Table 3).

Table 3 indicates that'in all three conditions the con-
sensus scbfes shifted toward risk. The results for Condition
0I were significaht (p £.01), but the consensus shift in
the other tWo_conditionsv(I, 10) only aﬁproached signifi- -
cance (p-<.10). | | |

Further, the differencé between the consensus shifts
of Conditions I and IO was not significant (t = .08, df = 22)

this was also true for Conditions I and OI (t = .05, df = 22)

—

and for Conditions IO and OI (f = .12, df =-22).
Higothesis 2. | _

" To test Hypothesis 2, an O shift score was computed
end'anélyzed in,a éimilar maﬁner. Within'Conditionst, I0
and OI,_the mean O shift scoreé for groups of size four were
notréiénificantly-different from those for groups of size
five; the data were therefore combined, as before.

In each of Conditions O, IO and OI, 2 seperate one-
tailed Ehteét for pesired observations (Hays, 1963) was per-
formed to determine if the O shift toward risk w2s signifi-
cantly different from zero (see Table 4).

Table 4 shows that all O shifts were in the risky di-
rection 2nd were significant. Further the difference between
the O shifts of Conditions O and IO was not significant

{t = .15, df = 22); this was true also for Conditions




TABLE 4

Mean O Shifts over 4 Problems for 12 Groups

in each of Conditions 0, I0 and OI

Condition N 0 Shift S. D. t

. o 1 - e AT o .

o - 12 .]_038 ) 7 .072]_ h.78::=>{:>::

10 12 .0769 .1143 2.2L%
0T 12 L0685 .0575 3 .96k

i

e P e e T A . A e W s 40 - N NN A ot st A o b 2 CI U et WD 5 vt o i N
-




0 and 0I (gt = 1.27, df = 22) and for Conditions IO and OI
(t = .22, df = 22).

EXPOuhe¢1 3

e N ——————

The analyses of daté relevant to all further hypotheses
(3, ha,'Ab;4and Lc) were conducted at the level of the in-
dividuél subject; this was justified by the reasoning that
these hypotheses, derived from the normative approach, were
made in terms of the individual subject’s.behayior rather
than in iérmé of the group's behavior,

_Table 5 presents data pertaining to Hypothesié 3. The
correlation coeflicients between the I and O shifts in both
Conditiéns IO and OI were'computed over subjects for each
prbblem. !’thouvh ﬁng resulting correlations wer re only

7z o

moderately high (.39 to .45), 2ll were vositive and highly

9]
fdo
bl

gnificant, =v~~eqb1ng that there was a positive relation-

,hip_between the I and O shifts in these conditions.

I3

-

éxpotne La

For Hypothesis 4a, in Condition IC, the difference be-

tween O and I (0 . I ) was computed for each subject,
1 1 1
over the combined problems. A mean of these difference

b

scores was computed for 55 subjects to vyield a mean Ilol
difference score. Here, a positive value indicates that
subjects view a referenbe group of peers as more cautious
than they themselves; the larger the value, the more cautious

is the reference group perceived as being.

A cne-tailed t-test for paired cbservations (Hays, 1953)




TABLE 5

Correlations, by Problems, Between the

I and O Shifts in Conditions IO and OI

Condition Problem | r af | t
10 A .50 53 S.bx

D .51 53 6.05
F .53 53 . L5kt
G .65 53 6,224

oI A .35 53 3.09%
D Ll 53 3.56%
F 41 53 3.27%
G bl 53 3.56%

* RA<:FOQ1 3
sk R <.OO5
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wa s pérformed to determiﬁe‘if the mean I O .differénce7
(M =4.93, 5. D. = 15.51) was_significan%l% different from
zero. Results indicated that this mean for Condition IO
was_signifiéantly different from zero (E = 2.34, df = 54,
o} <£.O25),Lsuggesting that subjects do indeed consider
theméélves to be riskier than others. These daté, as well,
replicated the findings of previous studiés (Baron, Dion &
‘Baron, i968;_bewn,~1965; Hinds, 1962; Levinger‘& Schneider,
1969; Pruitt & Teger, 1967; Stoner, 1968; Wallach & Wing,
1968; Willems, 1959). -
Hypothesis 4ib - |

:_Si@ilarly, for Hypothesis 4b, in Condition OI, s mean
10 difference score (M =.l.89, 3. D. = 10.69) was computed.
Uéiig a two-tailed t-test for'paired-ébserVations, this
ScOré:wgs not found to be significantly different;from
V  zerQ.(E =1.30, df = 54).

The mean I O. difference scores, in Conditicns IO and

0I, were-comperédlusing a two-tailed large sample signifi-
cance test (Hays, 1963) for the differehce between means.
Although the mean I O difference for Condition IO (M = 4.93)
was numericallyAlaréei than that for Condition OI (M ='l.89),
the difference between these means was not significent
(t = 1.19, p £.24); this suggests that subjects in Condi-
tion IO did not view themselves as riskier than others to a

significantly greater extent than did subjects in Condition

OI.
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Hypothe s Le

In 2 similar manner, mesan I O dlflerence scores
. , 2 2
(O - I ) were computed and =nslyzed for Conditions IO : .
BN o . » Hi

For Conaltlon LO the mean I O dlfxerence score .
B 2 2
(M = 3.82 S. D. = 10.73) was significantly different from

Zero (E = 2 02 df = 54, p <: 01), suggestln? that suogects ‘‘‘‘‘
. here contlnued to view themselves as riskier than others
after tne group dlSCUSSlon.

| iFurther, for Condiiton iO, it was predicted that sub-
Jjects would initially view themselves as riskier than others
to a_significantly-greatér extent than they would afte;
the gfoupsdiscussion. The differences between (O - I ) and
(0O - I ) - that is, (0 - I ) - (0 - I) - weré cOm;uted
.2 2 2 2 - 1 1
for 55 subjects in Condition IO; a mean of these difference
SCsrss'was computed, and s two-tailed t-test for paired

observations (Hays, 1563) was performed to determine if

this mean difference score was significantly‘different from
zero. Results indicated that this mean difference scoré for
Condition I0 (M = _1. 30) was not ‘significantly different
from zero (t = ~.756, df = 54).

For Condition OI, the mean I O difference score
(M =1.92, S. D, = 8.46) was not g;gnificantly different
from zero (t = 1.57, df = 54). -

Further, for Condition OI, a mean difference score -

that is, as before, (0O - I ) . (0 - I ) - was computed
2 2 1 1
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-

for 55 éubjects (M = .22j, but‘wéé not found to be signifi-
cantly different from zero (t = .12, df = 54).

vFinélly, the mean I O difference scores, in Conditions
I0 and OI, were comparedzuzing a two-tailed large-sample
significance test for the difference between means. Aithough
the meén'I O difference for Condition I0 (M = 3.82) was |
numériéail§ iarger than that for Condition .0I (M = 1.92),'
the difference between these means was not significant
(t ='1;02; P <:.30);‘this suggests that, following the
group-discussion, subjects in Condition IO did not view

themselves as riskier than others to a significantly

greater extent than did éubjects in Condition OI.




Chapter VII

Discussion

The results of this study do ﬁot decidedly confirm
nor disconfirm the theory of‘normative influence which has
been'advénced as an explanation of the risky shift. Since
ﬁhe cdnfirﬁations outnumber the diséonfirmations; there is
room for,hope.vAnd one hopé is that the discbnfirmations,
in ré&ealing the'inadeqﬁaéies'of our first'model; will lead
to. a productive reformulation of the theory.
| ‘Before discussing the main results of this study;
however,zthe'neériy significant (p &£.07), pre-experi-
mental_aifferénce between the O scores of subjects in
COnditibné 0 and OI warrants_coisideration. These data
‘ suggest_thét the random assignment‘of subjects to Condi-
tiOns{O and OI did‘hot yield e#actly comparable conditions.
Alﬁhbﬁgh‘this is unfortunate, it is not crucial. Where sub-
~ jects wére initially quite risky (Condition OIL), the O
‘meaéure‘might hypothetically have been hampered by a ceil-
ing effect for s shift in the risky direction. The Tact
that ﬁhe_O risky shift heré was highly significent, and

comparable toc the O risky shifts in the other two condi-

tions‘(O, I0), indicates that the ceiling effect was not a
problem in the present study.

The results of this study, in part, replicate the
typical risky shift phendmenon obtained in many previous

studies: subjects in Condition I (the standard risky shift
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icant shifts in the risky direction,

ON

paradigm) showed signi

-y

as a consequence of group aiScusSion,won the I measure.
This,-however; did not hold for the consensus measure:
vsubjects'in Condition I showed noh-éignificant shifts in
the risky direétion on the consensus measure. However, as
indicétéd in the results; the trend of tnese data was
clearly in the dlrerlon of greater risk taking, cso that
it may be reasonaole to conclude thau the risky shiTt
pnenOMeqon has been repllcated.

The results for Condition IO indicated that neither
the I shift'nor the consensus shift were significent,
~although both were in the risky direction and showad a
tfend’towérd significance. Stoner (1968); using an I.O-
groﬁp'discussion-to;consensus paradigm (which did not
include post_discussion I measures) found that groups
(N =_33)wshowed highly significant consensus risky shifts.
 Thé7da£é,of ﬁhe present study using a substantially smaller
sample (N = l?)-are very similar to Stoner's results.
Probably, the loss of statisticel power in the present
study because of the smsll sample explains why the present
author obtained only a non-significent trend while Stoner
obtained a statistically significant difference.

Finelly, as predicted, significant I risky shifts and
consensus risky shifts were obtained for Condition OI.

The normative approach formulated as part of this

thesis assumes that risky shifts occur after group discussion.




76

Indeed, the normative approach was developed to explain
such shifts. Therefore, the validity of the present study

as a test of the normative approach requires the replica-

tion of the risky.shift phénomenon found in other studies.
Although.the risky shifts in the present study are not all
stétiétically significant) the present data are, in the

authqr's-opihion, adequaté for testing the hypotheses de;

-rived from the normative approach, especially since most

of these hypotheses (i. e., 3 to 4¢) pertain to individ-
ualsfrather'than'groups as the unit of analysis. Thus, the
present daté provided a more powerful test of these hypo-
theses than they did of the risky shift phenomenon.

| The results of this study most relevant to the norma-
tive”approéch are the Significant O risky shifts. Within
“the normative approach, the O shift is interpreted as the
result"qf‘informational social influence, as prévided by
informationséxchange and discussion in the groﬁp, and it

is assumed that the group represents a sample for the suh-

ject from the population of "250 of your fellow students®,
It was further argued that the I risky shift is a re-

sult of normative social influence as mediated by O and.

the O risky shift. If this were true, then the I and O
risky shifts would be highly correlated. Although the re-
sults did not reveal the predicted one-to-one relationship,
all of the moderate correlations between the I and O risky

shifts in Conditions I0 and OI were positive and highly
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significant; this suggests that although O shifts are not -

" a necessary and sufficient prerequisite for I shifts, the

I and O shifts are at leaét related.

The data concerning Hypoﬁheses La, Lb and Lc were
;elativeiy blear} Hypothesis La was supporﬁéd:,subjects
in Coﬁdition IO‘éonsidefed'themselves to be risker than
B others.‘Thislrepiicates results from previous studies

- (Baron, Dioh'& Baron, 1968; Brown, 1965; Hinds, 1962;
Lev1nger & Schnelaer, 1969; Pruitt & Teger, 1967; Stoner, -
1938,~Nall?cn & Wing, 1968; Willems, 1969). Hypothesis 4b
was not supported at the conVentionallg_<(.O5 level of
statisﬁical_significance: subjects in_Condition.IO did
not view themselves as riskier than others to a signifi-
cantly greauer extent Than dld subjects in Condltlon OI.

» Hypotne s Lc was not supported: in both Conditions I0
and OI xsubjeﬂt did not 1n1t1ally view themselves as

v rlokler than others to a significantly greater extent than

they ald nollow1ng the group discussion; 1ndeed, after the

group discusszion, subjects in Condition IO continued to
view themselves as significantly riskier than others.

As in previous studies, subjects in Condition IO saw

Fs

themselves as riskier than others. That is, they themselves

initially take significantly more risk than they expect that

others like themselves will take. For Condition 0I, however, -

oy

this was not significant, although subjects here did see

themselves as numerically riskier than othe 2r'S.
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Thus, the data relevant to Hypothesis 4b demonstrated

a markéd -‘olbeit a‘non'sivnificant'- trend in the predic-

ted dlrectlon. This trend is, of course, predicted by our an-
alysis of the rlqky shift situation. Whenever the in-
dividual'subject makes his own'decision,(I)-under the
pressure.of.nofmatiﬁe social influence - whether as a

result of making O or as a result of participating in a

group dlscu551on where the individual gains information E %ﬁ?
about how other= make de0151onq - he does 50 in an effort
tO'conform’to thevexpectations inherent in this influence.

He confofms to the norm for risk which has been made sal-
iont;vSubjects in Condition IQ do not make I under the

préssufe of normétiﬁe social influence; whehlthey comevto

make 0, which now makes salient a norm favouring s risky

approach, subjects consider their own previocusly made

decisions as exemplifying the norm for risk more closely

‘than the décisions that they expect others like themselves
will make. On the other hand, subjects in Condition OI
make i undér the pressure of normative social influence
to con%ofm to thé norm for risk made salient in making O ;
hence they conéider their own decisions to exemplify thel
norm for risk as.closely as the decisions that they ex-
pected others like themselves would make. |
Following the group discussion, subjects in Condition

I0 continued to see themselves as riskier than others. That

is, they continued to take significantly more risk than they
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~expect others like themselves will tske. Our Hypothesis Le¢

predicted the opposite effect. These data make the norma-

tive approach, in its present form, questicnable. However;

they may not ﬁarrant é wholesale rejection of the norma-

tive appfoach to'tﬁe»riskyvshift, 50 huch as a refinement

of this positiqn in light of this strong finding.
TheVaéSumption.underiying Hypothesis Lc was that,

'.followingbthe groap discussion,~all subjects would bé

~under the same préséure of normative social influence

when making Ié, This assumption was probably unwarrantéd.

A more refined aésumption which generates predictions con-

sonant with the obtained data would be that the norm for

‘risk becomes refined, more salienﬂ and vetter defined &s

the subject progresses ffom Ol, through the‘group discussion-

to-consensus, to 02. In making'12 (here, prior to 02), the

subject does so under the pressure of normative social

influehée as mediated by the group discussion. That is,

the subject makes I in such a way as to conform to the

| | 2

f

norm for risk as defined implicitly in the group discussion.

When the subject subsequently makes O , he underestimates
, 2
others' risk because he continues to consider his own
previously made decision (I ) as exemplifying the norm for
o X 2 '

risk more consistently than others! decisions. In essence
it is being argued that the same conditions which pre-
vailed prior to the group discussion for Condition I0

remain after the group discussion.
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For Condition OI, however, subjects make I under the
3 4 b

: : 2 _
pressure of normstive socisl influence as mediated by O .
_ 2
That is, subjects make I in such a way as to conform to

, 2 .
a norm for risk which has become even better defined -

through C - than it was previously defined - in the
group-disgussion; Following the previous reaéoning, the
resu;ts héfé are as would be expected: although subjects
-continugd to see themselves as numerically riskier than
others fdllowing the group discussion, they did not take
§i§§i£}caﬁflz mdfe risk than they expected that others
like themselves would take.

Such a refinement reéuires a further éxperimental
iést 6f the normative approach. In retrospect, this
writer suggests the use of an "after-only"™ design. Such
én’approach would have two, sowmewhat overlapping advant- -
ages. First, an after-only design would obviate the demand
-charaétéristics usually aésociated with the before-after
design. Secondly, in dispensing with pre-test measures, it
‘may be determined whether the risky shift indeed is a
real phenomenon; it is possible that the risky shift is a
direct Eonsequence of pre-testing. If the risky shift is a
real phenomenon, on the other hand, pre-testing could
conceivably have the effect of esither deterring or magni-
fying the magnitude of the effect.

Thus, withih the context of the normative approéch and

the present completéd study, the following experiment is
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proposed. Four conditions would be required, as follows:

(1) group discussion - I - O
(2) group discussion - 0 - I
3)1-0 |

(4) -1

The’number of Subjects used within each condition would

be equal In the flrst two condltlons, 5 member groups would

‘hold dlscuss1ons-w1thout-consensus.

The analyols of data WOULd proceed as follows,., Mean I
0 and- (I - 0) scores would be computed for the number of
spbjects'withinreach condition. Three 2 X 2 analyses of
varianc@'would'then be performed, where one factor would
be order (I-0 versus O-I) and the other would be a treat-
ment'factor (group discuésion versus no group discussion).
| The normative approach would then make the following
prédicﬁions: |

{1) For the I measures :

-,

(a) a significant main effect due to discussion - the

I risky shift - because of normative social influence.
(b) a significant order effect - when I is made after

0, I decisions will be riskier than when I is made prior to

0, -because of normative social influence.
(c) a significant order X trestment interaction - I
decisions made after both group dloCUbSlon and O will be

riskier than those made under any of the other conditions,

because of the greater pressure of normative social influence.
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~(2) For the O measures:

(a) a significant main effect due to discussion - the

0 risky shift - because of informational social 1nfluence.

(b) a 91gn1f1cant order effect - when O is made prior

- to I, O dec181on9'w1ll~be rlskler than when O is made after

Iy this may be somewhat of an artlfabtual result of the

fact that sub jects under the latter condltlons see them-

-selves as significantly riskier than others.

(c) a significant order X treatment interaction - O

decisions made after group discussion but before I will be

'riskier than O decisions made under any of the other con-

ditions, because of informational social influence.

(3) For the (I - O) measures:

'ka) a significant order effect only - regardless of

whether subjects participate in a group discussion or not,

" when I is made prior to O, subjects will view themselves as

'friskieffthan others; further, these subjects will view

themselves as’riskief than others to a signifieantly
greater extent than subjects who make O prior to I.

| " To summarize, this experiment would test those pre-
diétioné of the previous experiment cérresponding to
Hypotheses 1, 2, La and 4b. As well, consonant with the

refined normative approach, this experiment would test the

-implications of that refinement. Those implications are

as follows, where the notations in parentheses refer to

the predictions-above:




(1) If the norm for risk becomes increasingly refined,

more salient and better defined as the subject progfesses
“through the experimental paradigm, then I decisions made
after O will be riskier than I decisions made before O (1b),
and I.deéiéioné made after both grouﬁ discussion and O
will%bevriskier than all other I decisions (1c).

(2) If the preéeding is true and if it is .alsorstrue that,
‘1regardlgss of the gfoup‘discussion variable, sub jects
making iibefbre O view themsel&es_as riskier than others
to a significantly gfeater extent than subjects who make
0 prior»to I, then when O is made prior to I, O decisions
will be riskier than when O is made after I (2b), and O
decisions made after the group discussion but before I
will”be’riékier ﬁhan_all‘other~0 decisions (2c).

- The data of the°presénp“e2perimeht-thep?imply that:
-(aj subjects? perceptions of the estimated risk positions
“ of pthéfS'like themselves (0) shift toward risk as a re-
sult of information-éxchange and discussién (infgrmational
social influence) in the group.

(b) subjects! perceptions of the estimated risk rositions
.bf othefs like themselves affect the risk positions they

initially adopt for themselves (i), although it is not
exactly clear in'what way this éffect occurs; it is noted
here that (1) if I is made prior to O, then subjeéts-view
themselves as significantly riskier than others, and {2) if

O is made prior to I, this does nobt hold.




(c) the risk positions that subjects initially adopt for
themselves shift in the risky direction, but the datsz of
this experiment do not make it clear whether or not this

occurs as a result of the hypothesized normative social

influence.




Chapter VIII

Summary

A cbmprehensive.review of the theory and research deal-
‘ing with the ”fieky shift phenomenon" (the tendehcy of
groups to fecohmend riskier decisions after discussionethan
their:individuel-membefs did prior to discuesion) was pre-
seﬁted._The weight QL‘ mplrleal evidence lavours the. cult-—’
‘ural velue hypothesis (Brown, 1985) 2s an explenation of
the risky'shift. A reformulation of this hypothesis in
terms of the constructs of norms and conforni ty behavior

was offered for two reasons: (1) to provide a more gensral

b}

oy the

expl‘.atlon ol the risky shift ‘than that provided
vélu/‘nypobhe°1e which would tie the phenomenon, theor-

eti eallj, to the larger, more "establish red ™ psyéhologiceln
ereaS;of»norms and conformity beuaJlOF, and {2) to provide
aﬁeapproabh wnich snecilies the processes involved in the-
risky ek ift in 2 less ambiguous manner.

The essence of this reformulation - the normative
approagh - held that the shift to risk of subjects' own
'decieiens'(l) 1s a result ol normative social 1nfluence-
‘(Deutsch & Gerard, 1955): thet is, as a result of subjects'
efforts to conform to a norm for risk. It was further held
that the norm for risk is made salient when subjects become
aware of the idea that there are group expectancies assoc-
iated with meking,risk decisions; it was assumed fha; in

1

the typical paradigm, the norm for risk is made salient when




2

subjects discover they will be part of a group discussion,

obut not before. However, it may slso be made salient by

asking subjects to indicate how comparsble others would

‘make risk decisions (0); it was held that O would show a

risky shift after group discussion because of informational
social influence (Deutsch & Gerard, 1955,, as provided by

inlormation-exchange and discussion in the group. It was

d
further held that the I shift is a result of normative

social influence provided by O and the O risky shift.
‘This normative approach was tested in an experimental
study involving 222 males randdmly assigned to one of four

conditions: (1) subjects made I both before and after group

discussion-to-consensus, (2) subjects made O both before

and after discussion, (3) subjects made I and theh made O
both before and after discussion, and (4) subjects made O
aﬂd:tﬁen;made I both Dbefore and after discussion.
jAvRééults.indicated: (a) I showed a risky sﬁift, (b) ©
showed. a riéky éhiftl (c) the correlastions between the I
and O shiftstwere_positive and significant, (d) subjécts
in the thifd condition viewed themsel#es ss significantly
‘riskier than comparable others, both belore and after the
discussion; and {e) subjects in the fourth condition did
not take significantly more risk than they expected others
would take, both before and after the discussion. These're_

sults were interpreted as providing support for the norma-

tive approach to the risky shift,




References

T T
i o
gan, N. &

Alker, H. A. & Kogan ffects of norm-oriented group

discussion on individusl verbal risk taking and con-

| servatism. Human Relations, 1968, 21, 393-405.

Baron, R. S.;-Dion, Kf L., & Baron, P. Group norms, eli-
ciﬁed\velues and risk taking. Unpubliehed manuscript.
Unlver51ty of Minnesota: Minneapolis, Minn., 1968,

.Batebon, N. Famlllarlzatlon, group discussion and risk
aklng._iggzni; Qi Experimenggi Sociel Psychology,
11966, 2, 119-129.

Bell, P.;R. & Jamieson, B. D. Puollcloy of initial deci-

™

sions and the rlsky eh¢1t phenomenon. Journal of Ex-

Eerlmental Social Psvcnologz, 1570, g, 32y-345.

Bem, D. J., Nallacn, M. A., & Kogan, N. Group decision
meking under risk of aversive consequences. Journal

: of Pefsonellty and Socisal ngpholoqi, 1965, 1, 453~ L6O.

iBer&ow1tz, L & Daniels, L. R. Affecting the salience of
the social responsibility norm: Effects of'past help
on response to dependency relationships. Journal of

Aonormal and Social Psychology, 1944, 68, 275-281. -

Blank, A. 'Effects of group and individual conditions on

choice behavior. Journal of Persona i&l and Social

e e

Psychology, 19468, 2, 29,.293,
Brown, R. Social psychology, New York: Free Press, 1965.
Burns, J. F. An extremity-variance model of risk-taking.

¥

Unpublished doctoral dissertstion. School of Industrial




32

NManagement, Massachusetts Institute of Technology, 1967.
Burnstein, E. Decision-making end problem-solving in groups.

Unpublished doctoral dissertstion. School of Industrisl

Management; Massachusetts Institute of Technology, 1G67.
Campbell, D. T. & Fiske, D. W. Convergent and discriminant
validaﬁion by the.multiﬁrait-multimethod*matrix.
Psychological Bulletin, 1959, 56, 81.105.
.Ceéil E. A. The effect of group composition on the lével

of Plﬁk in- group decisions. Dlwsertptlon Qostracts,

1968, 23 (10-4), 3021 (Indiana University, 1967).
Cecil, E. A., Chertkoff, J. K., & Cummings, L. L. Risk
_taking in groupq as a function of group pressure.

Journal of 8001a1 qucno¢qgl, 1970, 81, 273-274.

Chandler, S. & Rabow, J. Ethnicity and acquaintance as
variables in risk taking. igurnal of §ggi§l~£§ychologv,
11949, 77, 221-228. |

'Clark,bR;'D.; Crockett, W; H., & Archer, R. L. Is knowledge
of othérs’ specific risk lévels necessary for the risky
shift to océur? Paper presented st the Annual Méeting
of the Eastern Psychological Association, April, 1970.

Clark, R. D. & Willems, E. P, Where is the risky shift?

Dependence on instructions. Journal of Personality.

and Social Psycholozy, 1949, 13, 215.221,
Clausen, G. S. T. ‘Risk taking in small groups. Disserta-

tion Abstracts, 1965, 27 (2-A4), 532_(University'of

Michigan, 1945),



83 -

Cummings, L. L. & Mize, G. W. Risk ﬁaking propensity and
cognitive set. Journal of Social Psvcholqu, 1669,
79, 277-274.

Des Jarlais, D. Shifts to risk and reward. xsznnol"glcal
neports, 1970, 23, 119~ 1?2

Deutsch, M;'& Gerard, H. B. A study of normative and
informatignal social influences upon individual

Judgment. Jourwa] of Abnormel and Sozial- Psythology,

1955, 51, 629-636.
Dion, K. L., Baron, R. S., & Miller, N. Why do groups make
iskier de015¢on" than individuals? In L. Berkowitz
-(Eg.), Advanggi in gﬁgggimggﬁil social psychologs
'Vo‘l.. 5. New York: Acesdemic Press, 1$70. Pp. 305-377.

Dion, K. & Millef; N. The risky shift: True or psuedo

group effect’ Unp published manuscrlpt University of
_ h}nnesota,vh;nneapolls, Mlnn.,'190(

Dion, K..L,, Mil1er, N;s & Magnan,lm. A, Cohesiveness and
soéial respon=ibility ac determinants of group risk
taking. Paper presented at the A. P. A, Convention,
Washington, D. C.: Ssptemver, 1970.

ﬁoiSeQ W. Intergroup relations and ;olarization of individ-

ual and collective Judgments._Journa of Personality

[V
fa

the croseroads. New York: Harper, 1653. Pp. 232-255.




8y

Festinger, L. A theory of social comparison processes.

Human Relations 1954, 7, 117-140.

Flanders, J. P. Does the risky shift generallze to a task

with demonstrably nontrivial decision consequences?
Paper preqented at the A P. A, Convention, Washington,
D. C.: September, 1970. _

: Flanders; J. P. & Thlstlethwaité, D. L. Effects of fam-

iliarization and group discussion upon risk-taking.

,iQEﬁEﬁlrﬁi Personality and Social PsyéhOlbg&, 1967,
5, 91-97. |

' Graham, W. K. & Harris, S. G. Effects of group discussion
»v‘.'on;accepting risk'and on advising others'to be risky.

Psychological Record, 1970, 20, 219-224.

Guttentag, M. & Freed; R. The effect od risk‘taking3o£ the

sex of group members, group homogeneity, and problem.

_content. Journal of Social Psychology, 1971, 83, 305-306.

Hays, W. L. Statistics. New York: Holt, Rinehart and

Winston, 1963,
Heathcock, T. Unpublished M. A. thesis, Uhiversity of
Waterloo, Waterloo, Ont., 1969.

Hermann, M. & Kogan, N. Negotiation in leader and delegate

groups. Journsl of Conflict Resolution, 1968, 12, 322.344..

Hinds, W. C. Individual and group decisions in ganbling
situations. Unpublished M. A. thesis, School of In-
dustrial Management, Massachusetts Institute of

Technology, 1967.



85
Hollander, E. P. Conformity, status and idiosyncrasy

credit. Péychological Review, 1958; 65, 117-127.

Horne, W. C. Group influence on ethical risk taking: The

inadéquac#-of two hypotheses. Journal of Social

Psychology, 1970, 80, 237- 238,

Hoyt G C. & Stoner, J. A, F. Leadership and group deci-
~:  sions 1nvolv1ng risk. Journal of Experimental Social

Psychology, 1968, £,7275-28h.

Hunt, E. B. &’Rowe, R. R. Group and individual economic
.decision making in risk conditions, In D. W. Taylbr

(Ed.), Expe rlments on decision maqug and other

A'ggggigg. Arlington, Va.: Armed Services Technical
'Informafion Agency, 1960. Pp. 21-26.
Jémiéson B. D. The "risky shift" phenomenon with a
_ heteroceneous sample. Psycholoclcal Reports 1968,
: 23 203~ 206

vJelllson, J. M. & Riskind, J. A social comparison of

abilities interpretation of risk taking behavior.

Journal of Personslity and Social Psychology, 1970,
15, 375-390. '"

Jones, E. E. & Gerard, H. B. Foundations of social

et

psychology. New York: Wiley, 1967.
Jones, E. E., Gergen, X. J., & Davis, K. E. Some deter-
- minants of reactions to being approved or disapproved

as a person. Psychological Monographs, 1962, 76

(2, Whole No. 521).



86

Kelley, H. H. & Thibaut, J. W. Group problem-solving.
In G. Lindzey and E. Aronson (Eds.), Handbook of

social psyéhology, Vol. 4. Cambridge, Mass.:

Addison-Wesley, 1968. Pp. 1-104.
Kelman, H. C. Compliance, identification and iternali-
- zation: Three processes of attitude changé. Journal
of Conflict_ Resolution, 1958, 2, 51-60.° |
-Késsler{ C. C. & Wieland, J. Experimental stﬁdy of risk-

taking behavior.in runaway girls. Psychological

Reports, 1970, 26, 810.
Kogan, N. & Carlson, J. Group risk taking under cdmpet-
| 'itive and noncompetitive conditions in adults and
 chi1dren. Paper presented at the A. P.'A. Convention,
.-'4Washington, D. C.: September, 1967.
Kogan, N._& Doise, W. Effects of anticipated delegate
‘.stapUS'oh lefel of risk-taking in small decision-

méking groups. Acta Psychologica, 1969, 29, 228-243.

R RASR)?

Kogan, N. & Wallach, M. A. The effect of anxiety on re-
lations between subjective age and cautioh'in.an older
_saﬁple. In P. Hoch and J. Zubin (Eds.), Psychology of

aging. New York: Grune and Stratton, 1961. Pp. 123-.135.

- Kogan, N. & Wallach, M. A. Modification of a judgmental

style through group interaction. Journal of Person-

2lity and Social Psychology, 1966, L, 165-174.
Kogan, N. & Waliach, ¥. A. Risk taking as a function of

the situation, the person and the group. In G. Mandler,



87

P. Mussen, N..Kogah, and M. A. Wallach (Eds.), New

directions in psychology, Vol. III. New York: Holt,

Rinehart and Winston, 1967. Pp. 224-2656. (a)
Kogan, N. & Wallach, M. A. The risky-shift phenomenon in
small depiSion,making groups: A test of the informa-

. tion-exchange hypothesis. Journal of Experimental

800131 PsxchoTog , 1967, 3, 75-84. (b)

,Kogan N & Wallach, M.lA. Effects of physical seperatioh

of group members ﬁpon group risk-taking. Human Re-
llatlons, 1967, 20, 41-48. (c)

Kogan N. & Wallach, M. A. Group risk taking as a function

| of members' anx1ety and defensiveness levels. Journal
of Personalltv, 1967, 35, 50- 63 (d)

Kogan, N. & Zaleska, M. Level of risk selected by .indi-
Viduals and groups when deciding for self and for
others. Paper preqented at the A. P. A, Convention,
Washlnyton D. C.: September, 1969

Krauss, Ho He & Blanchard, E. B. Locus of control in ethi-

cal rlsk taking. Psychological Reports, 1970, 27, 142.

i e L

Lamm H Will an observer advise higher risk taking after

' hearlng a discussion of the decision problem? Journal

of Personality and Social Psycholozx, 1967, 6, L67-471.
‘Lamm, H. & Kogan, N. Risk-taking in the context of inter-

group negotiation. ggurnal of Experimental Social

Psychology, 1970, 6, 351-363.

Lamm, H,, Trommsdorff, G., & Kogan, N. Pessimism-optimism



88

and riék-taking in individual and group contexts.
Journal of Personalitv and 8001a1 Psychology, 1970,
15, 366- 374 .

- Levinger, G. &-Schneidér D. J.. Test of the "risk is a

value" hypothesis. Journal of Personallnx and Social

s g ——————

Psychology, 1969, 11, 165-169,

'Lonergran, B. G.~&-McClintockv C. G. Effects of group mem-

bershlp on risk- -taking behavior. Psycholovlcal Re-

ports, 1961, 8, LL7-455,

Lupfer, M. The éffects of risk-~taking tendencies and in-

centive conditions on the performance of investment

‘groups. Journal of Social Psychology, 1970, 82, 135-136.
:Méckenzie; K. D. & Bernhardt, I. The effect of status upon
| .'groﬁp risk taking. Unpublished manuscript. Wharton
School of Flnance and Commerce, University of Penn-
. svlvanla 1968. |
‘MacNelll, J. A. COnsenéus, discussion and obsérvation

- effécts-on the risky shift phenomenon in small deci-

| sion-making groups. Unpubiished honors thesis, Univer-
sity of Waterloo, Waterloo, Ont., 1969,

Madéras, G. R. & Bem, D. J. Risk and conservatism in group

decision-making. Journal of Experimental Social -
Psychology, 1968, 41, 350_365.

-Marquis, D. G.  Individual responsibility and group decisions

involving risk. Industrial Management Review, 1962,
3, 8-23. - '




89

Marquis, D. G. Ind1v1dual and group de0131ons 1nvolv1ng

risk. Industrlal Banavement Review, 1968, 9, 69- 76

~ Miller, N. & Dion, K. L. An analysis of the famlllarl-
zatibn.exblanatioﬁ of the risky shift. Paper pre-
sented at the A. P. A. Convéntiqn, Washington, D. C.
g September,‘iQ?O. _ |
”MintqntiH,-L. & Miller, A. G. Group risk taking and in-
| ternal-external:control of group members. Psychological
Regorts, 1970, 25, L31-436.

- Moscovici, S. & Zavalloni, M. The group as a polarizer of

‘attitudes. igg;nal of Personality and Social Psychology,
1959, 12, 125-135. |
ijers, D. G. Enhancement df initial risk taking tendencies

in social situations. Dissertation Abstracts, 1968,

28 (8¢A),'3265, (University of Iowa, 1967).
Myefs?{D{»G,;'Murdoch, P, & Smith, G. F. Responsibiiity
o diffusion'and‘drive»enhancement effects on the risky
shift. Journal of Personality, 1970, 38, 418-425.
Nordhoy, F. Group interaction in decisioﬁ~making under risk.
| Unéublished M. A. thesis. School of Industrial Manage-

ment, Massachusetts Institute of Technology, 1962.

Perlman, D & Oskamp, S. Power enhancement and social eval-
- uation as explanations of the risky shift phenomenon.
Paper presented at the Western Psychological Associa-
tion Convention, 1970.

Pilkonis, P. A. & Zanna, M. P. The choice-shift phenomenon



90
in groups: Replication and extension. Unpublished .
manuscript, Yale University, New Haven, Conn., 1969..
Pruitt, D. G. "Walter Mitty™" effecf in individual and group
v risk'taking. Paper.presented at the A. P. A. Con-

A vention,'Washington,'D. C.: Septembér, 1969.

Pruitt, D. G. & Teger, A. I. Is thére a shift toward risk
in grOUp discussion? If so, is it a group phenomenon?

: If éo, what causes it?'Paper,presehted at the A. P. A,
CoﬁVention, Washington; D. C.: September; 1967.

- Pruitt, D. G. & Teger, A. I. The risky shift in group
betting. Journal of Experimental Social Psycholozy,
1969, 5, 115-126. o |

Rabow, J.,,Fowler;,F._J., Jr., Bradford, D. J., Hofeller,

--' M. A;, & Shibuya, Y. The role of social norms and |
leaderShip’in risk taking. Sociometry, 1966, 16-27.

Retﬁig,'S; Group discussion and predicted ethical risk

taking; Journal of Personality and Social PSychblogx,.

1966, 3, 629-633. (a)
Rettig, S. Ethical risk taking in group and individual

conditions. Journal of Personality and Social Psych-

ology, 1966, L, 649-654. (b)
‘Rettig, S. Locus of control in predictive judgments of
- unethical behavior. Paper presented at the A. P. A,
Convention, Washington, D. C.: September, 1969.
Rettig, S., Johnson, F. A., & Turoff, S. J. Group respon-

sibility, affiliation, and ethical risk taking. Paper



91

presented at the A.. P. A. Convention, Washington, D.

C.: September, . 1947.

Réttig, Se & Pasaménick, B. Differential judgment of eth-
ical risk By cheaters and noncheaters. Journal of
Abnormal and Social Psychology, 1964, 69, 109-113.

Rettig, S & Rawqon, H E. The risk hypothesis in pre-
dlctlve Judgment of unethical behavior. - Journal of“

Abnormal and Social Egychologv, 1963, éé, 2&3_248.

Rettig, S. & Sinha, J. B. P. Bad faith and ethical risk
sensitivity. Journal of Personality, 1966, 34, 275-286.
Rettlg, S. & Turoff S. J. Exposure to group discussion

and predlcted ethical risk taking. Journal of Per-

sonality and Social Psychology, 1967, 7, 177-180.

j'Rim,/Y. Risk-taking and need for achievement. Acta Psych-
ologica, 1943, 21, 108 115.
Rim,'Y,' Personallty and group decisions 1nvolv1ng risk,

Psycholoylcal Record 196A 1L, 37-45. (a)

Rim, Y. 8001a1 attltudes and risk teking, Human Relations,

196k, 17, 259-265. (b)

Rim, Y. “Intolerance of ambiguity and risk taking. Revue
Suisse de Psychologie et de Psychologie Appliquee,
1964, 23, 253-259. (c)

Rim, Y. Dominant interests and group decisions involving

risk. Archivio di qu cologia, Neurologia e Psichiatria,

W ————

1965, 26, 17-25, (a)

Rim, Y. Dimensions of interpersonal behavior and risk



92

taklng. Rev1¢ta de Psicologia General y "Epljcada,
1965, - . (b)

Rim, Y. Leadership attltudee and decisions 1nvolv1ng risk.

Personnel Psvchologv, 1965, 18, 423-430. (c)

Rim, Y. Machlavelllanlqm and decisions involving risk.

Brltlsh Journal of Social and Clinical Psychology,
1965, 5, 30-36. |
Secord, P. F. & Backman, C. W. §pcia;'psychologx, New York:

McGraw-Hill, 1964 .

Siegel, S. & Zajonc, R. B. Group risk-taking in profess-

ioﬁal'decisiOns; Sociometry, 1967, 30, 339-350.
7310§ic,;P. Convergent validation of risk taking measures.
Journal of éﬁgg;mg& and §§cial Psychology, 1962,V§2,

68-71. |

Slovic, P. Assessment of risk taking behavior. Psychologi-

gcal Bulletln 1964, 61, 220-233,

St Jean R " Reformulation of the velue hypothésis in
group risk taking. Paper presented at the A. P. A.
Coﬁvention, Washington, D. C.: September, 1970,

Stoner, J. A F. A comparison of individual and group deci-
sions invblving risk. Unpublished M. A, thesis. Schopl
of Industrial Management, Massachusetts Institute of

'Technolégy,'l961.
Stoner, J. A. F. Risky and cautious shifts in group deci-

sions. Journal of Experimental Social Psychology,

1968, é(-‘, l"hz"l&sg'



. 93
Teger, A. I. & Pruitt, D{'G, Components of group risk

taking. Journal of Exrerimental Social Péychologz,

1967, 3, 189-205.
Teger, A. I., Pruitt, D.:G., St. Jean, R., & Haalénd, G.

A re-examination of the familiarization hypothesis

Psychology, 1970, 6, 346-350.

Vidmar, N. Group composition and the fisky shift., Journal .

in group risk taking. Journal of Experimental Social
oup CLS of ZXperirm

- of Experimentzl Social Psychology, 1970, 6, 153-1656.

- Vinokur, ‘A. Distribution of initial risk levels and group
‘ dééisions iﬁvdlving risk. Journal of Personality and
‘Social Psychology, 1969, 13, 207-214.

Wéllaéh, M., A, &’Kogan, N. Aspects of judgment and deci-
| J;sidn making: interrelationships and changes with age.
Behavioral §giégg§, 1961, 6, 23-35.

o .

Wallach, M. A. & Kogan, N. Risk-takine: A study in cogni-

Eiﬂﬂ’iﬂg personality. New York: Holt, Rinehart and
Winston, 1964.

Wallach, M. A. & Kogan, N. The role of infdrmation, discu-
ssion and consensus on group risk-taking. Journal of
Experimental Social Psychology, 1965, 1, 1-19.

Wallach, M. A., Kogan, N., & Bem, D. J. Group influence

on individual risk-taking. Journal of Abnormal and
Social Psvchology, 1962, 65, 75-85,
Wallach, M. A., Kogan, N., & Bem, D. J. Diffusion of res-

ponsibility and level of risk taking in groups.



. | - 9%
Journal of Abnq;mai and Social Psychology, 1964, 68,

263.27L.
Wallach, M. A., Kogan; N., & Burt, R. Can group members

recognize the effects of group discussion upon risk-

taking? Journal of Egggyimental'Social Psychology,
1965, 1, 379-395.
Wallach, M. A., Kogan, N., & Burt, R. Group risk taking

.and field depéndence-independence of group members.

Sociometry, 1967, 30, 323-338.
Wallach, M. A., Kogan, N., & Burt, R. Are risk takers

more persuasive than conservatives in group discussion?

Journal of Experimental Social Péychologg, 1968, L,
76-88.

Wallach, M. A. & Wing, C. W. Is risk a value? Journal of .

Personality and Social Psvchologv, 1968, 9, 101-106.
.Wallach,_M.—A} & Mabli, J. Information versus conformity

fiﬁ‘ﬁhe effects of group discussion on risk taking.

———

;Joﬁrnal of Personality and Social Psychology, 1970,
1k, 149-155. | ‘

A Wiiiems,‘E. P. 'Risk is a value. Psychological Reports,
1969, 21, 81-82.

Za jonc, R. B. Social facilitation. Science, 1965, 149,
269-27L.

~-Zajonc, R. B. Social psychology: An’experimental approach.

Belmont, Calif.: Brooks/Cole, 1948.




| - | | 95
Zajone, R. B., Wolosin, R. J., Wolosin, M. A., & Loh, W. D.

Social facilitation and imitation in group risk
taking. Journal of Experimental Social Psychology,

1970, 6, 25-L6.

Zajonec, R. B., Wolosin, R. J., Wolosin, M. A., & Sherman,

S. J. Individual and group risk taking in a two-
- choice situation. Journal of Experimental Social

Psychology, 1968, 4, 89-107.

- Zajonc, R._B.,.Wolosin, R. dJ., Wolésin, M. A, & Sherman,

- S. J. Group risk taking in a two-choice situation:
Replication, extension and a model. Journal of

T . e et —

Experimental Social Psychology, 1969, 5, 127-1140.




1. Instructions for Initial Decisions for 96
v Conditions I and IO to Measure I.
- - : l

NAME:

- Opinion Questionnaire

On the following pages you will find a series of situations that are
likely to occur in everyday life. The central person in each situation is
faced with a choice between two alternative courses of action. One of these
alternatives is more desirable to the central character than the other.
However, the more desirable alternative also involves greater risk.,

For example, suppose Mr. Y is about to leave on a vacation.trlp when

- -he suddenly experiences mild abdominal pains. These pains could, of course,

reflect either an unimportant, temporary upset or may be the first signal of
 a severe condition. Mr. Y must choose between two alternatives: board an
airplane for a long overseas flight or cancel his plans in order to see a
doctor. In this case, boarding the airplane is more desirable if the pains
—-are merely part of a temporary and unimportant upset. Thus this alternative
is more desirable, but it involves more risk.

Suppose you had to advise the central character, Mr. Y, in the above
situation. Would you recommend that he board the airplane if the chances
that the pains are unimportant are 1 in 1007 What if the chances are 10
in 100? What if the chances are 99 in 100? This is the type of question
you will have to consider. MNotice that you are not being asked what you
think the probability actually is. Rather, you are being asked to indicate
what recommendation you would make if the chances actually were 1 in 100,
what recommendation you would make if the chances actually were 10 in 100
etc. You will answer eleven such questions for each situation. -

The situations on the following pages will be followed by questions
‘like those listed below.

‘Would you recommend that Mr., Y board the plane 1f the chances that
the pains were part of ‘an unimportant, temporary upset were

in 1007
in 1007
in 1007
in 1007
in 1007
in 1007
~in 1007
in 1007
in 1007
in 100?
in 1007

Lo (W N
SOOI M~

o~ O
DO 0

HHHHH

O O
O O

You should answer each of these questions by writing "Yes" or “No" in
the space provided.
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-

. You might answer the series of questions in the following way:

Would you recommend that Mr. Y board the plane if the chances that
- the pains were part of an unimportant, temporary upset were

No 1 in 1007

No 10 in 1007

' No 20 in 1007
- No 30 in 1007
- ' ' No 40 in 1007
No 50 in 1007

No 60 in 1007

Yes. 70 in 1007

Yes 80 in 1007

Yes 90 in 1007

" Yes 99 in 1007

2
)

, Notice that the first few answers are '"No"; the remaining answers are
"Yes”. You will see that, if you are comsistent, it will always be the
case that a "No" will never appear at a higher number than any ''Yes" answer.
It may be the case, of course, that you will answer ‘Yes'" to all questions
or "No" to all questicns.

‘ Read each situation carefully before you answer the questions. Try to
place yourself in the position of the person you are advising.

° When you understand these instructions, begin reading the first sit-
uation. Take as much time as you need, If you wish to return to any
situation after reading some of the othecrs, you may do so. '




- NAME:

2. Instructions for Initial Decisions for = 98

Conditions 0 and OI to Measure O
; , 1

Opinion Questionnaire

On the following pages you will find a series of situations that are
1ikely to occur in everyday life. The central person in each situation is
faced with a choice between two alternative courses of -action. One of
these alternatives is more desirable to the central character than the
other. However, the more desirable alternative also involves greater risk.

For example, suppose Mr. Y is sbout to leave on a vacation trip when
~ he suddenly experiences mild abdominal pains. These pains could, of course,
~reflect either an unimportant, temporary upset or may be the first signal
of a severe condition. Mr. Y must choose between two alternatives: board
an airplane for a long overseas flight or cancel his plans in order to see
a doctor. 1In this case, boarding the plane is more desirable if the pains
are merely part of a temporary and unimportant upset. Thus this alternative
is more desirable, but it involves more risk. :

This questionnaire will be given to approximately 250 of your fellow
students in introductory psychology. Suppose each of these 250 introductory
psychology students had to advise the central character, Mr. Y, in the above
situation. Would they recommend that he board the airplane if the chances
that the pains are unimportant are 1 in 100? What if the chances are 10 in
100? What if the chances are 99 in 100? This is the type of question they
will have to consider. Notice that they are not being asked what they
think the probability actually is.. Rather, they are being asked to indicate
what recommendation they would make if the chances actually were 1 in 100,
what recommendation they would make if the chances actually were 10 in 100,
‘etc. They would answer eleven such questions for each situation. '

As indicated above, this questionnaire will be given to approximately
250 of your fellow students. - What we are interested in here i1s having you
attempt to guess how these 250 students will, typically, answer the question-
naire. Please attempt to estimate for each situation how 250 of your fellow
students, on the average, would answer the series of eleven questions. That
is, what would be the normal or typical set of answers to the series of eleven
questions? '

The situations on the following pages will be followed with questlons
like those listed below.




Would 250 of your fellow students typically, recommend that Mr, Y

99

board the plane 1f the chances that the pains were part of an unimportant,

temporary upset were:

J'HHHH

You should answer each of these questiocns by writing "Yes"

the space provided.

You might answer the .series of ruestions in the following way:

l'c

10
20
30

40-

50
60
70
&

in
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in
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in

~ 90 im
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1007
1007
100?

1007 -

1007
1007
1007
100?
1007
1007

1907

or "No" in

Would. 250 of your fellow students, typically, reccmmend that Mr. Y
board the plane if the chances that the pains were part of an unimportant,

temporary upset were:

No 1 in 10072
Ne 10 ian 100?
No 20 in 100?
No 30 in 1007
No 40 in 1007
. No £0 in 1007
" Wo_ 60 in 100?
_Yes 70 in 100?
Yes 80 in 1007
Yes 90 dn 1002
Yes 99 in l002. - AT

Notice that the first few answers are "No"; the remaining answers are
"Yes". You will see that, if you ave coasistent, it will alwazs be the case
that a "No" will never appear at a higher number than any '"Yes' answer. It
may be the case, of course, that you will answer "Yes" to all questions or
"No" to all questions.

" Read each situation before you answer the questions.

When you understand these instructions, begin reading the first situation.
“Take as much time as you need. If you wish to return to any situation after
reading some of the otners, you may do so.



3. Example Problem (A) Accompanying Instruc- . 100 .
“tions for Condltlons 0 and Ol to Measure O ‘

1

Mr. A, an electrical engineer, who is married and has one child has been.
working for a large electronics corporation since graduating from college
five years ago. He is assured of a lifetime job with a modest, though ade-
"quate salary, and liberal pension benefits upon retirement. On the other
hand, it is very unlikely that his salary will increase much before he retires.
While attending a convention, Mr. A is offered a job with a small, newly
founded company which has a highly uncertain future. The new job would pay
more to start and would offer the possibility of a share in the ownership if
the company survived the competition of the larger firms.

Imégine that 250‘of your fellow students are adﬁiélng Mr. A, Would 250
of your students, typically, recommend that he take the job if the chances
. that the company would prove financially sound ares :

1 4in 1007
in 1007
in 100?
in 100?
in 1007
in 1007
in 1007
in 1007
in 1007
in 1007
in 1007
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L. Instructions for Initial Dec181ons for. 101
Condltlon IO to Measure O

1 .

-Cpinion Que stionnaire

Now that you have become familiar with these situations and have
indicated how you would answer the questions, we would like you to attempt
to guess how other people will answer the same questions. This questionnaire
will be given to approximately 250 of your fellow students in introductory
psychology. What we are interested in here is having you attempt to guess
how these 250 students will, typically, answer the questionnaire. Please
attemnpt to estimate for each situation how 250 of your fellow students, on
the average, would answer the series of eleven questions. That is, what
would be the normal or typical set of answers to the series of eleven
‘questions? The procedure is the same as it was previously, except that the
statement, as in the example, will now read:

Would 250 of your fellow students, typically, recommend that Mr. Y
board the plane if the chances that the pains were part of an unimportant,
temporary upset were :

in 1007
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in 1007
in 1007
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' You should answer each of these questions by writing "Yes" or "No" in
the space provided.

Again, if you are consistent, it will always be the case that a "No"
will never appear at a higher number than any '"Yes" answer. It may be the
case, of course, that you will answer 'Yes" to all questions or "No" to all
questions, :

Read each situation carefully before you answer the questions.
When you understand these instructions, begin reading the first situation.

Teke as much time as you need. If you wish to return to any situation after
raading some of the others, you may do so.




5. Example Problem (A) Accompanying Iﬁs_tru‘c.. 1102 -

tions for Condition IO to Keasure O
1

Mr. A, an electrical engineer, who is married. and has one child has .
< been working for a large electronics corporation since graduating from
college five years agu. He is assured of a lifetime job with a modest,
though adequate, salary, and liberal pension benefits upon retirement.

On the other hand, it is very unlikely that his salary will increase much
before he retires. While attending a convention, Mr. A is offered a job

. with a small, newly founded company which has 'a highly uncertain future.
The new job would pay more to start and would offer the possibility of a
share in the ownership if the company survived the competition of the
larger firms. ‘ ' ' ‘

, Imagine»that 250 of your fellow students are adﬁising'Mr, A. Would
250 of your fellow students, typically, recommend that he take the job if
the chances that the company would prove financially sound are:

1 in 1007
in 1007
in 1007
in 1007
in 1007
in 1007
in 1007
in 1007 -~
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6. Instructions for Initial De0151ons for 103.
" Condition OI to ! Measure I

1

Opinion Questionnaire

Now that you have become familiar with these situations and have indicated -
how 250 of your fellow students would answer the questions, we would like you
to indicate how you yourself would answer the series of eleven- questions for
each of the situations. The procedure is’ thé same as it was: previously, except
that the statement, as in the example, will now read:

Would you recommend that Mr. Y board the plane if the chances that the -
pains were part of an unimportant, temporary upset were :

in 1007
in 10207
in 1007?
in 1007
in 1007
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You should answer each of these questions by writing 'Yes" or "No" in the
space provided. ' :

Again, if you are conS1stent it will always be the case that a "No" will
never appear at ‘a higher number than any- "Yes™ answer. It may be the case, of
course, that you will answer "Yes" to all questions or '"No" to all questionms.

Read each situation carefully before you answer the questions. Try to
place yourself in the position of the person you are advising.

When you understand these instructions, begin reading the first situation.
- Take as much time as you need. If you wish to return to any situation after
-reading some of the others, you may do so.




7. Example Problem {A) Accompanying Instruc- - 104
“tions for Condition OI to Measure I- :
1

Mr. A, an electrical engineer, whe is married and has one child has
been working for a large electronics corporation since graduating from
college five years ago. He is assured of a lifetimeo job with a modest,
though adequate, salary, and liberal pension benefits upon retirement.

On the other hand, it is very unlikely that his salary will increase much -
before he retires. While attending a convention, Mr. A is offered a job
with a small, newly founded company which has a highly uncertain future.
The new job would pay more to start and would cffer the possibility of a
share 'in the ownership if the company survived the competition of the
larger firms.

Imagine that you are advising Mr. A. Would you recommend that he
take the job if the chances that the company would prove f1nanc1alLy
sound are: .

in 1007
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8. Group Discussion Instructions for - 105
all Conditions o o :

“HAME:

Opinion Questionnaire

The questionnaire on the following pages 1s the same one you have
just finished taking. You have taken it in order to familiarize yourself
with all the situations. What we are really interested in now is having
the group discuss each situation in turn, and to arrive at a unanimous
decision or consensus for each probability question. Let me now describe
the purpose of these discussions. We are trying to develop a set of case
materials for a human relations course. This means that we would like to
develop situations for which people are likely to hold many different

points of view. We want to see whether the situations we constructed will .

generate a diversity of opinion, so your discussions will tell us how well
the different situations are working out for our purposes. So that, in
-general, you are to discuss the pros and cons of any one answer utilizing

as many arguments as seem appropriate, and then come to a unanimous decision
for each probability question. You will recognize that a unanimous decision

is different from a4 majority vote, by the way.

You are to discuss each situation for about five minutes and, at the
end of that time, arrive at a consensus for the series of probability
questions. This time don't return to any situation after the group has
made its decisions. When the group completes each decision,-each of you
. will mark it in your questionnaire, so that you will have a record of the
- decisions.- :

. The experimenter is not going to participate in the discussion although
he will answer any procedural questions which may arise and will be listening

to parts of the discussion, as well.

When you understand these instructions, begin with the first situation.




9. Post-discussion Instructions for - | 106
Conditions I and IO to Measure I '
2

" NAME:

Opinion Questionnaire

The questionnaire on the following pages is the same one you have
been working with, and we would like you to go through it again, individ-
ually, making a final decision on each problem. For some of you, the’

- discussion may have raised issues that you had overlooked when making your
original decisions. Now we would like to have you truly recéonsider each
situation. In some cases you may feel that the group decision was the
best one that could have been made and, in other cases you may disagree
with the group decision. When making your decisicn now, don't feel bound
by what you did when making your first decision. We're not interested in
your prior opinien, but rather, how you feel about the situation right now.

When .you uhders;and these instructions; begin with the first situation.

e




~10. Post-discussion Instructions for " 107
Conditions O and OI to Measure O ° '

-

NAME:

Opinion OQuestionnaire

The questionnaire on thé following pages is the same one you have been
working with, and we would like you to go through it again, individually,
and attempt to estimate for each situation how 250 of your fellow students,
typically, would answer the series of eleven questions. Tor some of vyou,
the discussion may have raised-issues that vou had overlooked when making
your original decisicns. Now we would like to have you truly reconsider
each situation from the point of view of 250 of your fellow students. 1In
some cases you may feel that the group decision was the best one that could
have been made and, in other cases you mav disagree with the group decision.

"When making your decision now, don't feel bound by what you did when making

your first decision. %e're not interested in your prior opinion, but rather,
how you feel about the situation now. ‘

When you understand these instructions, begin with the first situation.




11. Post-discussion Instructions for - 108
Condition IO to Measure O

2

Opinion Questionnaire

Finally, the questionnaire on the following pages is the same one you
have been working with, and we would like you to go through it again,
individually, and attempt to estimate for each situation how 250 of your
fellow students, typically, would answer the series of eleven questions.
Again, when making your decisions now, don't feel bound by what you did when
making your first decision. We're not interested in your prior opinion, but
rather, how you feel about the situation right novw. :

When,you understand these instructions, begin with the first situatiom.




© 12. Post_discussion Instructions for 109
Condition 0I to Measure I '

2 .

Opinion Questionnaire

Finally, the questionnaire cn the following pages is the same one you
have been working with, and we would like you to go through it again,
Andividually, making a final decision on each problem. Again, when making
your decision now, don't feel bound by what you did when making your first
decision. We're not interested in your prior decision, but rather, how
you feel about the situation right now.

" When yod understand these instructions, begin with the first situation.




