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ABSTRACT

A símulation model of tire ManchesËer University Atlas computer

is developed to examine the relíability of sÍmulation results. Job

statistics logged by Ëhe AËlas computer are used to supply the input

job-mix parameËers necessary Ëo generate a job stream using I'fonte Carlo

techniques. The characÈeristícs of performance used are Ëhe mean du-

ration and Ëhe mean relative response of Ëhe jobs vithin various ranges

of compute time.

Two differenË comparisons beËween the simulaEion model and a

Ëypical Atlas job stream are mad.e. The fÍrst comparison involves re-

sulËs gathered under an increasing page demand and the results are extra-

polated to the full Atlas paging load. BeËween 800 and 1000 jobs r,¡ere

pro'cessed for each value of the page demand.

The reliabiliËy of the simulatíon results is examined using a

page demand function in the second comparíson. The mean interarrÍval

Ëime of out-of-core page requests ís Èaken Ëo be a function of the number

of in-core pages for each job. Results from the simulation of 1000

jobs are used to compare with the Atlas statistics.

Simulation results obtained by both Ëhese technÍ-ques are found

to be in fairly good agreement with result.s from logged infornration.
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CHAPTER I

INTRODUCTION

The numerous facËors and couLplexities involved in computer

syst.ems do not easily lend Ëhemselves to an analyËíc analysis.

As suggested by Penny I t ], to be able to obtain accurate results

and Ëo evaluate inodifícations of time-sharing procedures, a simu-

laËion study ís practically unavoidable.

The analysis of moderately sophisËicaËed computer sysËems by.

simulatíon techniques, alËhough effective Í2r31, gives rise Èo both

advantages and dísadvantages. The major síngle advanËage is Ëhat

simulation ofËen provides the only feasible approach to the analy-

sis of computer systems, which in general resist analytic methods.

Disadvantages ínclude the time, cost and diffículty in the develop-

ment of an appropriaËe model and Lhe actual computer time required

to obtain relíable results ti I .

In order Ëo be able to define the object system both analytíc

and simulaËion techniques generally involve assumptions and approx-

imatíons of varíables, parameters and of meaníngfu1 analytic rela-

Ëionsl-ríps which are not well behaved mathematically. Analytic

studies usually involve the properties of the populations of the

lnpuÈ and output varíab1es, and the results are therefore applicable

to an lnfiníEe number of iobs.
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Although simulation methods usually require fewer approximations

than analytic meËhods, simulatíon studies ín r¡hich the desired job-stream

is defined by Monte Carlo techniques result in output varíables de-

pendent on Ëhe number of jobs processed during each simulaËíon run.

This índeËerminateness of the simulation results is referred to as

the reproducíbílíËy.

físhrnan [4] considered the problem of the reproducibility of

simulatÍon results in relatíon to the number of jobs processed during

each símulation run. He gíves recognítion to the degree of auto-

correlation piesenË in Ëhe output statistics whích are in turn aver-

aged to give the results of a simulaËíon. A body of empirical data

from which it is possíb1e Èo calculate the reproducíbility'for speci-

fic síËuatíons has been sËudied by l^lren t6]. However, the problem

of determíning the reproducibility of a set of results by means other

thaà repetitive calculatíons is by no means solved t5].

Asstruring that Ehe reproducibílity of a seË of simulation re-

sults can be relied upon, a further equally important problem arises.

This problem, referred to as the reliability, concerns the díscrep-

ancy between the simulaËion resulËs and resulEs logged for a real com-

puter system with the same design characteristics. This same problem

applies equally Ëo analytic studies.

In most computer sysËem models r¿hich seË out to simulate the

processing of a large number of jobs, iË is assumed thaË events whích

eiËher occur with an i.nterarrival t.íme of less than about a milli-



second, or 1ast, l-ess Ëhan about a millísecond, do noË.affect the

overall operation of the computer system and may therefore be ig-

nored. For example, the request by a program to use a magneËic

tape deck may give rise Ëo many elemenËaryl clrcuiË operaËions but

símulatíon model-s usually take account only of Ëhe toËal length of

time of Ëhe transfer [2,3].

This type of approximation, plus others whích are described in

later chapters, tend to place a certaín amount of doubt on the re-

líability of símulaËion and analytic resulËs. Very few direct con-

parisons beËr,,een a simulaËÍon model and a real- systern have been

carríed out.

rn mosË computer-system models which set out Ëo simulate the

processing of a large number of jobs, ít, is assumed that Ëhe processing

of jobs ís adequately represented as a series of demands for cpu

attenÈion i-nËerspersed wiËh demands on the oËher faciliËies of the

computer system. Input.-outpuÈ operations are simulated as elemencary

transmissíons of data having a prescríbed length. Such approximations

are rather gross considering the number of operatíons carríed out.

in a real sysËem. rt is Ëherefore necessary t.o establísh that all

the features of the real system i¿hÍch are essentíal to its accurace

simulaËion have been retaíned in any particular simulation model.

1. elemenLary in the sense that they are noË broken down.



Scherr has carried ouË a comparÍson betr¡ieen a next-event type

of simulatíon model (which produced jobs by Monte-Carlo Ëechniques)

and nonitored results from t,he Compatible Time Sharing System (CTSS)

a! Mass. Inst. of Technology [2]. The CTSS is an interactive

sysËem wíth approxímately 250 users. The CPU, drum and disc op-

erate serially and are noË overlapped. Scherr has succeeded in

showing that a model ¡.,ihÍch includes Ëhe gross approximations dís-

cussed above is capable of modelling the CTSS successfully. Thís

is not to say that all attempËed simulaËíons of this Ëype wí1l be

equally successful, but rather Ëhe importanË conclusion is that

approximaËions of thís level can produce accuraËe results.

In addíËion Lo this comparison Scherr carried out calculations

using a Markov analytical mode1, which necessaríly ínvolved even

more gross approxímations such as the neglect of the hardr^rare and

job-stream details included in Ëhe former model, and he again found

the comparison r¿íth the real system Lo be favourable. This too

is an ímportant conclusion since a raËher large number of para-

meËers rnrere used to describe the job-stream in Ëhe former model ,

and such a Large number of parameLers would make Ëhe study of hyp-

othetical computer sysËems, where the job-stream cannoL be projected

fn such detail, exËremely tedious.

Work has been carried out on hypoËhetical computer sysEems

using a next-event Ëype of sirnulation model [6rBr9] and further r+ork

on systems with autoriomous CPU, drum and <lÍscs or Ëapes ís planned



r,/ith an extended version of the same model .

from Scherrts in three ímport.ant respeccs:

This model differs

(í) hardr,rare operations are not Ëreated in as much deËail

(eg. the positíoning of Ëhe drum read'heads relative

to the information to be read is not considered);

(íi) fewer input parameters are used to describe the job-

sËrearn and its demands on the system (eg. different

stages such as cornpílatíon or execution are not dis-

tinguished); and

(iii) Ëhe operatíon of the CPU drum and tapes are autonomous.

Although Ëhe worlc carried out by Scherr goes a long way Èowards

justifyíng this slíghtly different level of approximaËion, it is

ímportant in view of the projected v¡orlc to Ëry to establish the

validíty of the model.

The purpose of this thesis is to establish tl-Lat the above

simulation model is capable of simulating a real sysLem success-

fu1ly by incorporaËing any additional essential features of the

real system into the model. The assumption Ëhereby made Ís that

íf the simulation model (appropriately urodífíed) is capable

of simulatíng a real sysËem successfully, Ëhen the simulatíon

results corresponding to systems of simpler or equal comple.xity

to the real system should be equally rve1l símulated.

SËatistics on the operation of tte At.las computer at Manchester

Universíty are readily available [10] and the Ínformation is such that
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the símulatíon of Ëhis system by modifying the parent símulatíon model

ls not too dífficult.a task, and the system is sufficiently compli-

cated to allow plenty of scope for the simulaËion of símpler systems.

Accordíngly, this system \^ras select,ed as the real system for comp-

aríson wiËh Ëhe simulatÍon model nodifíed to include paging and other

features of Èhe AËlas computer. As some variations are found betr¡een the

various AËlas comput.ers, the reference to t,he Atlas system or conputer

throughout Ëhis research is specífícally the Universíty of Manchester

Atlas computer.

The concepE of multiprograrnming in a pagíng computer such as the

Atlas computer is ínítíally easily understood. The details are in

fact ccmplex. In paging systems all informaËíon addressable by the

central processor is structured into manageable segmenËs called pages.

In a símíIar manner Ëhe available drum and core storage is sub-divíded

into blocks or pages such that any block of a program may be locaËed

or relocated on a block of drum or core sËorage. At any one moment

durÍng execution the blocks comprising a part.ícular job may Ëherefore

be disËribuËed beËween both drurn and core storage. If only the blocks

which are currenËly in eore sLorage are required then execution may

proceed. In general execution proceeds until information is required

whích is noË found in core storage. The required block of informatj-on

is fetched on a demand basis.

In systems which al1ow more Èhan one program to share core storage

ít is usually the case thaË core storage is full as a page is required
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from drum storâge. In such an event, a page is chosen Ëo be transferred

back to drum storage. The mechanism making this page selecËÍon is

termed Ëhe replacement. strategy.

In Ëhe development of the model for comparison with Ëhe AËlas

computer, the exËensions made Ëo an existing simulatíon model in-

cl-uded the simulatíon of such operatíons as Ëhe assembly of jobs

(that is, gaËheríng all inforrnatíon necessary to execuËe a job),

the loading of a job into core storage, the system outpuË and user

magnetíc tape transfers, the removal of jobs from the system and the

s.chedulíng of both jobs and the central processor. The core stor-

age has a finite capaeíty and a maximum of two jobs are allowed to

share storage with anot,her job maintaíned in the assembly phase

if possible. Jobs awaiting assembly are held ín the assembly queue.

. As part of the supervisory system of Ëhe Atlas computer, tvro

algoriËhms are of prímary interesË, Ëhe job-scheduling algorithm

and Ëhe replacemenË algorithm or drum-learning program. The job-

scheduling algorithin determines whích job is selecËed from the

assembly queue next on the basis of information supplied by user re-

quest.s and the Ëype of jobs requíred in accordance with the Atlas

scheduling philosophy.

The drum-learning program is that part of the supervisor which

contains the replacement strategy for the decísíon as Ëo rvhich page

is to be removed fron core storage if core is ful1 and yet anoËher

page is to be fetched



CHAPTER II

ATLAS SYSTEM AND SIMULATION MODEL

2.L INTRODUCTION

The nucleus of the siurulation model developed for this sËudy

was first used by Chaí [B ], and l-ater by McDonald [9 ] and l^lren t 0l

for the sÍmulation of hypothetical time-shared computer sysËems.

This nucleus T,^/as further extended to include operations whích are

particularly characterístic of the UnÍversíty of }4anchesËer AËl-as

computer. The salíenË feaËures rvhich characterÍze Ëhe Atlas com-

puter are well- publícised in the literature. Thus, the descrÍption

of the Atlas computer at Manchester UniversÍty, r^¡hich is necessar-

íly included with Ëhe description of the simul-ation modeI, is only

íri order to make approximations involved in the sirnulaËion model

apparent. A more complete descrÍption may be found elsev¡here [1Ortt,t21.

As ín the AË1as configuratÍon, Ëhe model has a fíníËe capacíty

of physical st,orage of l-65 units or blocks, of which 32 uniËs are

main core sËorage and the remaining l-33 units consist of magnetic

drum storage. In additíon to the 5 magnetíc t,apes.available Ëo Ëhe

user, the Atlas compuLer uses 3 system magnet,i-c tapes, of these,

on1-y the sysLem outpuË Ëape is sirnulated by the model. The system

ínpuË and cornpile magneËÍc tapes are ignored. Autonomous magnetic



Ëape and drum transfers allol job execuLion to be overlapped while

Ëhese operations are in process. The fundamental operat.ion of 'tl¡-e

símulaÊion model is to allocate the central processor during drum

and magne,Ëí-c tape transfers between a maximum of trqo jobs on the exe-

cuËion list and supervisory tasks. supervisor overheads of magni-

tude less than I millisecond are omitted in the simulatíon mod.e"I .

The simulation model may be conveniently described in four

major secLions:

(1) The Job stream: which descrj-bes properties of the Atlas job-

sLream, the ínput job-mix parameters to the simulation model, the

job generaËíon techniques used and Ëhe ::esulting job-stream;

(2) Operatíon of Atlas system and Model: which ouElínes the main

features of the At.las supervisor and describes the símulation model

and its operation;

(3) Paging in Atþs_ ¡Lnd Sirnulation Model: which describes Ëhe Atlas

pagíng operations, replacement strategy and the sÍnulated counter-

part for these ín the model; and

(4) Performjrnce Characteríetícs: which dÍscusses Ëhe characËeristÍcs

of perforïÌance of the Atlas system and simulaLion mode1.

2.2 THE JOB-STREAM

This sectíon descrÍbes briefly the observed Atlas job-stream

statistics collected especially for this study. These describe the
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job-stream observed

week of operation.

tor, the individual

represents the work

Atlas compuËer.

2.2.1 ATLAS JOB_STREAI"I

at the University of Manchester during a typical

Secondly, thís seetion describes the job genera-

jobs generated and Ëhe resultanL job-stream which

load for the simulaËion model used Ëo simulate the

Properties of the user's job population are supplied by the AËlas

sÈatisËícs. Each job processed by Èhe Atlas computer is assigned to

one of five classes or categories, depending in t+hich compute range

[1,, u,] the requested compute time, Err, for job i belongs. The boun-
JJTJ

daries 1, and u. are partly fundamenËal to the Atlas scheduling ín de-
JJ

fining each job to be one of: a short job (range [tj'tj], j:1, 2,

and 3) or a long job (range [tj'tj] j = 4' 5). However, all the com-

pute ranges chosen are ín accordance with those used Ín a discussion of

the performance of the Atlas compuËer [f01. Thus jobs are classified in

one of several compute ranges bounded above and belor.¡ Ot tj and l, res-

pectively. Any job requiring aÈ least one user magneËic tape is referred

to as a tape job.

The Atlas statisËics [13] used in this study r\iere determined from

information logged, by the Atlas eomputer as it completes processing each

job. These statistícs contain informaËion concerning the:
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(a) compute tíme;

(b) requested cornpile store;

(c) requested executíon store;

(d) number: of user magnetic tapes;

(e) prínter outpuË lines;

(f) blocks transferred;

(g) drum device (one level store) time; and

(h) observed duration.

This basic ínformaËíon was used to obËain the ínput job-mix

parameters descríbed belorv. Table 2.1 shows an example of the

statisËics gathered for these parameters collected during a typical

weelc of operatÍon:

(a) Ëhe boundaries of the computer range, [1,, u, l;
JJ

(b) the mean cenLral processor or comPute time re-

quested, denoted ¡V L;
(c), the mean storage ¡fo"i" requested, denoted ¡v \;'t -J

'\:t 1

(d) Ëhe mean number of magnetíc tapes requested de-

noted by U.;-J
(e) the mean number of printer output lines ob-

served denoËed UY lt,;
.J

(f) Ëhe mean number of block transfers observed,

Lo or from the nagnetíc tapes, d.enoted ¡V ßr; and
J

(g) the mean one-level store or drum device time

observed, denoËed bY d,.-l



CO}f UTE TIME
RANGE MEAN

(sEC) (sEc)

j=l <1

j=2 1- B

j=3 I - 120

j=4 120 - 960

j=5 >960

NO. OF

JOBS

TABLE

EXAMPLE OF ATLAS STATISTICS

0.3 360.0

3.8 864.0

33.1 1133.0

284.0 L94.0

0 .0 0.0

CO},PILE
STORE

\bLKt /

2L

EreCUTION
STORE

(BLKS)

^1 
0

65. 3

NO. OF

TAPES

55 .5

56.0

rìô

PRTNTER
OUTPUT
(LINES )

0.8

0.4

0.5

ñq

0.0

BLOCKS

TRANS.
t'arvc\

11 '7

11,? 1

Lr1 ¿. +

nn

ONE-LEVEL
ò I UKË.,

(sEC)

423.6

34+. L

rìr\

1n

/t h

ôn

H



IJ

Certaín difficultíes were encountered in the calculation of the

mean int,era'rrivaL times from the logged informatíon, and as a result'

the interarrival Ëjmes r¿ere calculat,ed from the number of jobs ín

each compute range. Several simplifying approximation.s concerning Ëhe

input staËísËícs v/ere adopted.

The mean number of blocks transferr"d, q' \^7as calculated fgr

the Atlas sLatístics as: n.

R =rJo /n. (z,z.L)þ" = l-, Þi.i /nt
Jí=l-JJ

rvhere n, represents the number of jobs processed for compute range j.

The time necessaïy to Ëransf.r ßii blocks (r¿ithout rervincls and searches)

is equivalent to the rervind tíme, the search time and the bl-ock trans-

fer time for job i of compute range j. In effect Ëhe rewínd and

search time Ís converted to an equivalenË number of block transfers.

Assuming thaË a Ëape is rewound or searched a number of times equal

to the number of block transfers¡ the average Ëime Ëaken by a tape

for Ëhe completíon of a síng1e requesÈ is approxímately the time nec-

essary to transfer 3 Ëo 7 bloclcs withouË rewind or searches [fO]. Tape

requesËs are simulaËed as transfers of groups of B blocks, sJ-íghtly in

excess of these approximate figures.

Secondly, no disLinction ís made by Ëhe simulatÍon model between

compilation and execution. Thus the mean storage bloclcs requested,

\, is taken Ëo be the mean value of the compil-e and executíon sLore
J

given in Ëhe Atlas statistícs for each compute l:ange.

LasËIy, it is convenienL to assume that, the compute f-imes and

inËerarrival times aïe exponenËíally dístribuËed and not dependent

upon time. These are fairly standard assumpËions ltr213i.
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2.2,2 SI}fULATED JOB-STREAM

A series of n entiÈies or jobs are produced by the job gener-

ator, usÍng the described job-mix parameters, operatíonal parameters,

Monte Carlo techníques, normal and Poisson generat.ing funcËions tf+ ] .

These jobs compete Ëo be processed by the central processor. It fol-

lotvs Ëhen that the generated job descriptions directly determíne the

scheduling of each job througl-r the simulation model. For s¿qþ ioh i

fn Ëhe job-stream, the eight job parameters which completely define

a job of compute range j are:

(1) the compute range or category number, denoted by

v (v = i):
'i .,i -t "

(2) Ëhe arrival tíme of each job, denoted Ot Aij;

(3) the comput,e time or central processor time requested,

denoLed Ot 6ij;
(4) the number of units or bloclcs of physieal sËorage

requested, denoted by R,,;- LJ-

(5) the number of user magnetic tapes requested, denoted

by ur., !

(6) the number of output bloclcs requested, denoted by

r]
"ij'

(7) the mean rate of out-of-core page requests, denoted

by 6j; ancl

(B) Ëhe mean rate of block transfer (to user tapes) re-

quests, denoËed by ó.,*, (m = U.r).- 'Jm- l-J
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A compute range number ís assígned to each job generated. This

number, denoted by yi identifies one of Ëhe L compute ranges to whj-ch

each job musË belong. To clarify, if. a job i has an assígned compute

range number yi equal to j, the cenËral processor time requested for

that job lies in Ëhe range j. Jobs requestÍng the leasË compute tíme

have a compute range number equal to 1, while those requesting the

greatesË cent,ral processor time would have y, equal Ëo L.

The arrival time, orj, ot a job i Ín Ëhe job-stream belonging to

compute range j is the accumulated value of the interarrival tímes

À_., of range j. Explicitly, if Ëhe Ínterarrival time for job i ofrl
compute range j i" Àij, the arrival t.ime for tha-t job is:

Ar, = A* . , * À.. .,,.(2,2,2)r_J a-t¡J r-J

The interarrival t,imes are assumed to be exponentially disËributed

around the mean L, which is determined by:
J

À. = T/n. ,

in"." T is the ti.*. olr.r *lliL .n. orr"" sËarisrics

n. the number of jobs observed in compute range j.
J

The job generaËor uses the input job-mix parameters describing

the job-stream to be simulated over a specific period. of tÍme, T.

The system efficiency or cent.ral processor utilization of the Atlas

system at Manchester is 6L%, as stated in a previous publicaËion trol.
The duration over which each set of AËlas sËatístics are gathered is

estimated by:

(2.2.3)

are observed and
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L
T=r nrEr/0.6t ,

j=l ' '

where n. and Ç. are inpuË job-mix Paramet.ers for each compute range
JJ

j, denotÍng the number of jobs processed and the mean requested com-

pute Ëírne for the n, jobs observed ín each of the L compute ranges.

The compute tíme or central processor Ëime requesËed t Eil, for

each job i of compuËe range j in the Job-stream 1s generated such that

the varíate 8.. - 1-. comes from an exponenËial distribuËion I^/ith a-]-J 
J

r."tr -E, - 1. and which is truncated at "j - lj. The mean comPuËe Ëime

for compute range j i" L, where J-, and u. are the lorver and upper
JJJ

l-imits. Because the exponentíal dísËribution is truncaËed aË u. - lr'

the observed mean of the E' varÍ.ab1es generated ín Ël-ris manner ís noË

Ç U.tt rather the mean oveï the range [1., ,t.] gÍven by:
JJJ

..... (2,2,4)

u.r Eii 
" 

_ (Erj-Lj)/(E:-t:)

E:-t:
1.

J

dÇl i .

Frou the Atlas statÍstics shown in TabLe 2.L, it was determined (for the

compute range with Ëhe greaËest discrepancy l=2) ' Ëhat for the F -1'ij -j

variables greater than 2.5 times the mean L-f-, the discrepancy is less
JJ

than 8.32. Figure 2.1 shorvs Ëhe frequency distribution for the n. jobs

in each compute range with mean of approximately Ç.

The number of units or blocks of physical storage ø^^--^^+^À Dr ç(isçÞ l=*, ..ij ,

mean requestedfor job I is taken to be normally disËributed abbut the
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of compute range j is geometrically distríbuted around

storage, R* r with standard deviation of Rr/4. Using the Atl-as stal-istics,
JJ

Ëhe mean n- rr" calculated by taking an average of the mean compile and
J

execution storage reguesËs. A minor restriction was imposed on the upper

límiË for the amount of sEorage thaË may be requesËed is taken to be 133

units, which represenËs Ëhe amount of drum storage, D, available. Since

each job is assumed Ëo require a certaÍn amount of sÈorage, t.he storage

requested, R,,, for each job is a posit.ive non-zero ínt,eger such that

I < R.. < 133.
f a 

-

The number of user magneËíg tapes requesLed, Uii, fh
Dy Ene a JoD

the ¡nean Í. .-l
J

The varíate U-. 1l is exponenËially distïíbuted about the mean U. and U..r.J J AJ

is cal-culated by roundíng Ur{ to the nearest inËeger. Any value not

in Èhe range [ 0, rnt], r,rhere l, Uunor"s Ëhe maximum number of avail--

able user tapes.- are discarded. In Ëhe Atlas system mt equals 5.

Because Ëhe exponentj-al distribution is truncated aË mt + 0.5 and Lhe

variates U-'1 rounded to integers, the mean of the U-. generated var-
AJ-TJ

iabl-es Ís not U. bnt rather the mean of a geometric distribuËion

given by:

-0.s/u.eJ
-1 tl1 - e -'-j

Agaín, using the Atlas staLisËics for this sLudl' (Table 2.L).the great-

esË discrepancy betrveen U. and Ëhe mean of the geomeËric disËribuËion
J

(j = 2) ís less t]nan237". Figure 2.2 shows the frequency distribution

for the n. jobs in each compute range j over the range of user magnetic
J

tapes [o, mt], dísËributed about *""t f..
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The number of output blocks requested, Oij, is normalty distri-

buËed about Ëhe mean6. with a standard deviatíon of O.t+, The meanJJ
number of outpuË blocks transferred to t,he system outpuË or dump tape,

0r, is consÍdered Èo be a functíon of the mean number of printer ouL-
J

put línes, ñ1*, observed for each compute range j. The basíc unit for
J

output is Èaken to be blocks of outpuË. This is reasonable, since all

output is firsË buffered and then transferred to the system output

tape a block aË a Ëime. The mean number of output blocks is related

Lo the mean number of printer ouËput línes by the equation:

õ-= = ãr, /to ,JJ

where the number of printer ouËput l-ines per output block is taken to

be 16. Assumíng that each job has at least some ouËput, this approxi-

mation used at the UniversiËy of ManchesËer is not unreasonable. In

the simulation model, the minímum number of blocks of output, is taken

:o 1.

Inlhen a job has received íts fu1l compute time, the ouËput blocks

are transferred ín one long tape Ëransfer. Again, Ëhis represents an

approximation to the Atlas sysËem, since output may occtlr during execu-

tion in addition Ëo occurring automatically at the end of each job.

The mean rate of out-of-core page requests, Er, for all jobs be-

Ionging to compute range j represents the *.rrr r"rl at r,¡hich a job de-

mands that a page be transferred from drum into core sËorage. Because

of Ëhe limited storage available¡ âny required page may or nay not be

in core storage. If not currently in core storage, the required page
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ls transferred from drum ínto an empty. page of core storage., In

order to always maintain an empty page for drum to core page s\^rap-

píng, another page may be required to be transferred. out to drum stor-

êge.; As the drum becomes available upon completion of a drum-to-core

sËorage Èransfer, Ëhe latter transfer is initiated if necessary.

During the interval of execution beËween each successive re-

quesË for an out-of-core page, pages resident in core sËorage rnay be

accessed in some sequence. As sÈaËed [10], the out-of-core page re-

quesËs represenË only 0.0L7" of. Ëhe total number of pages aecessed.

Because of the length of time taken for each simulatÍon run, generating

al-l page requests was found to be impractical. For Ëhis reason, only

ouL-of-core page requests are generated by Ëhe simulation inodel.

. The ínterarrÍval time for out-of-core page requests, e. . is ex-

ponenËially d.istributed abouË the mean ínterarrival time ã. for all
J

jobs in compute range j and describes the mean length of Ëhe execution

ínterval between successive out-of-core page requests.

The mean number of out-of-core page requests, [, for all jobs be-
J

longíng to compuËe range j is defined as:

tan. = r cl ./o'JJT
where ã. is the mean drum device Èjme used for swapping pages both

J

inËo and out of core sLorage and d, is the drum response time. The

consËanË, f-, is defined as a proportionality constant, such that f d..

represents the mean drum device Èime used for swapping pages f.o* ati*.

Lo core storage. The mean paging rate, 6-., for all jobs of compute
J

range j may be expressed as:
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Â =7 tî
"i Þi/ 'l.i

JJJ

The mean block transfer request rete, ö5*, represents the number

of block transfer requesËs to or from magnetíc tape per unít of pro-

cessing Èíme. For a job belonging to compute range j, requestíng m

rnagnetic tapes, the mean raLe is expressed as [._-. The mean number
Jm

of blocks transferr"¿, F", averaged over all the n, jobs within computeJ _ J-
range j, is assumed to be dírectly proportional to the number of mas-

netíc tapes U- . requesËed by each job in compute range j. The mean- l-1

block transfer requesL raËe, õjm, (where * = urj) may be expressed

4Þ.

L- = ß-e(*)/E. .... (2.2.10)
Jut J J

The functÍon g(m) represents an arbítraxlLy chosen funcËion ín terms

of m the number of magnetic.tapes requested and P.n Ëhe probability

of a job requesting k tapes, such that:

mË

g(m) = m/I kP.'.
k=o ,^

The interarrival tíme betrveen block Ëransfer requests: Q,*,
J ¡r¿

to be exponent.ially distributed about the mean interarrival

(Slr_ = f/Qr*), for each job belonging to comput,e Lime range
Jru Jilr

m magnetÍc tapes.

Ís assumed

E1me. \¿.
J urt

j requesting

The job generatgr uses normal and Poisson generation functions Ëo

generate the elght deffned paraneters which completely clefine.eacir job in
Èhe job-stream. A generaËion list mainËained by the job generaËor con-

sísts of one slot for each compute range. \'Ihen there ís a vacancy,

another job is generaËed for the appropriaËe compuËe range.
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When the Èíme of arrival, Aij, of any job on the generaËion list

ls equal Ëo the simulated time, ËhaË job is transferred from genera-

tion list to the job list or assembly queue, where it awaits selection

for. assenbly. Alternatively, if the assembly queue is full, the gener-

ated job remains on the generation list unËil a vacancy appears.

2.3 OPERATION OF ATLAS SYSTEM AND THE MODEL

This section descríbes the necessary details of the Atlas super-

visor in order that Ehe logic of the simulation model becomes apparenË.

A more deËaíled description concerning Ëhe Atlas supérvisor, scheduler,

dynamic storage allocation and storage organizaEion have previously been

presented [12rlIr15rL7i. Secondly this section presents ín detail the

'sËructure and operation of the siniulation model used ín Ëhís sËudy.

2.3.1 OUTLINE OF ATLAS OPERAT]NG SYSTMT

The Atlas operatíng sysËem is designed to achieve the maximum of

overlapping of sysËem funcËions whj-ch may proceed eoncurrently lf6]. For

example" execution may be overlapped with magnetic tape transfers, drum

transfers, and peripheral input-ouËput Ëransfers. The At.las supervisor If2]

consists mainly of five logically distinct parts, the input supervisor,

job scheduler, central execuËive, magnetic tape supervisor and output

routine. The supervisor controls all those system functions which are
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a result of the execution of a job appearíng on the execution list.

During the processing of a job, the various parts of the supervisor

conmunícate, so as to maíntain the fullest activíty of the conrputing

sysËem.

As a job is presented Lo the computer system, the input supervisor

makes a job entry for each job ínËo the job list or assembly queue.

This job entry consists of a description of the system resources re-

cluested by that job and is used by the job scheduler. The object of

the job scheduler is to maintain a supply of jobs on the execution list

and arrange as far as possible to have in storage a magnetic tape job'

a non-tape job, and. a job in the assembly phase. During Ëhe assembly

pirase, a job is prepared so that uPon entry on the executíon list, exe-

cution may begín without any delay. This requires Èhat job scheduler

is able to select the necessary job recluired from tl-re jobs available.

It is suggested [lt] that efficienË scheduling of jobs through the sys-

tem increases the demand on the computing system' thereby increasing

the sysËem uËilizaËion.

As a job enters the sysËem, it is st.reamed Ínto one of three

sËreams according to the information supplied by the job description.

Briefly, the three streams consís! of a stream for all Ëape jobs, a

stream for al1 short jobs and a stream for all long jobs. As both short

and long jobs do not request any user magnÊ.tjc taPes, a long job is de-

fined Èo be any job requestíng an excess of l*rvo ininutes compute tíme.
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One of the tasks of the scheduler is to assemble i¡r advance Íobs that

may begin compiJ-atíon and execution ímmedíately upon entry onËo the

execuËj-on list. Thus, when a part.icular type of job is required, the

scheduler is activated, consults the appropriaËe sËrearn and searches

for the next avaílable job to be assembled.

Assembly of a job ínvolves the collecting of the information re-

quired bêfore execuËion of the job may begin. For example, a completely

assembled job h:rs al1 magnetic Ëapes mounted and storage allocated in

combíned. core and drum storage. When a vacancy appears, the scheduler

again ís activated." the job is Ëhen entered. onÈo the execuËion 1isÈ and

the priority of Ëhe job established. The prioríties in order consist

of jobs assigned Ëop priority by operator, magnetic tape jobs, non t,ape

jobs and jobs assigned lowest priority by the operator. In the sjmula-

tion model, the firsË and last priorities are ígnored and magnetic tape

jobs are regarded as highesÈ prioriËy.

The central executíve ís thaË part of the supervisor responsible

for Ëhe moníËoring of all execuËing jobs. Secondly, this part of the

supervisor allocaËes to each job a block direcËory, r+hich defines the

relative address and physical posíËion of each block in storage. Duríng

execuËion, blocks belonging t,o a particular job may or may not be in

core storage which consisËs of. 32 direcËly aecessible pages. As a part-

icular page in core is referenced, this page is located by hardl.rare

functíons t16]. However, when a block is required which is not currently

Ín core sËorage, the central execut,ive is entered Ëo arrange Èhe transfer
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of Ëhe required block from drum into an emPty page of core storage.

For'the duraËion of this operation Ëhe job requesting Èhe transfer is

hal-tgd by the supervisor. If core storage is full, Ëhe cenËral execu-

tive selecËs by means of a drum-learning program' a page Ëo be trans-

ferred to drum storage. Thus, an empËy page is always maintained in

core sËorage.

The'drum-learning program described in detail elsewhere E7J pre-

dícts the page in core storage, which is noË expected to be requ:Lred

for the largesË period of time.

As the paging-in operation is complete, the drum transfer routine

ís again ent.ered and the paging-ouË operation iníËíated. A queue for

drum transfer requests is maintaj-ned and as a drum transfer terminaLes

the nexË queued request is ínitiated. While a job is hal-ted during a

magnetic or drum transfer, the central execuLive swiËches control to

.the next free job on the execution lisË, which is able to proceed. In

the UniversiÈy of Manchester Atlas system, and Lherefore the simulaLí.on

model, Ëhis transfer of control Ís ínhibited during a drum transfer, if

the halËed. job is of a hígher príority than the next free job. In ref-

erence Lo Ëhe símulation model, this change of control is prevented

whenever a tape job is halted during a drum Ëransfer, since only one

tape job may be on the execution list at one time.

The magnetíc tape supervisor is entered whenever a job requests a

tape transfer r¿hich may consist of several blocks. In Ëhe AËlas system,
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a queue for tape Ëransfer requests is maintained. As Èhe tape request

reaches the't,op of the queue, Ëhe tape Ëransfer is ínitiated. Tape

Ëransfers may be overlapped with normal execution, providing the pages

accessed are not those being transferred. Holever, if a block is al-

ready ínvolved ín a transfer the job requesting the transfer is halted

and control passed on to the next job able Ëo proceed. The simulation

model is simplified by the approximaËion that for the job making the

tape transfer a page involved in the transfer is invariably accessed.

As a result, each tape job is halted during a Ëape transfer and control

is passed on to the next free job if possible.

Lastly, an output routine is entered to transfer output for a job

Ëo the systern ouËpuË tape, whÍch is used to buffer the output of all

jobs. Out.put may occur during execution and automaËically occurs at

the compleËion of each job. Horvever, to reÍt,erate, the simulation nodel

assumes no output, during execution, insËead. all output blocks are t.rans-

ferred automatically upon the completÍon of the job execution in one

long Ëransfer. If a request, for output occurs r,¡hile the output tape is

busy, the request is queued in the queue mainLained for tape requests.

2.3 ,2 OPERATION OF SD{ULATION MODEL

This secËÍon describes the flow of jobs through the simulation

model durÍng processing. Each job processed Ëo completion passes through
1
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several v¡ell defíned phases. In order, these are: generation, assembly"

execuLion and removal. Figure 2.3 illustrates the flov¡ of jobs through

Ëhe simulaËion urodel. Duríng processing of a job, that job may appear

as an entry on only one of the four lists:

(1) the generation list;

(2) the job list or queue for

(3) the assembly list; and

(4) the execution lisË.

assernbly;

The generation list v¡hich is comparable to the Atlas input stream,

consísts of L entries made by the job generator. Each ent.ry repres-

ents a job which is due to arrive. When the símuJ.ated time is equal

to the arrival Ëime, Orj, ot a job in the generation list that job is

Ëransferred to the assembly queue or job 1ist. Thís transfer repres-

enËs the entry of a job on the job list by the input supervisor in the

AËlas system.

The job líst or assembly queue represents a list of nn entries

(n^ = 20) comprisíng alt jobs rvhich are candidates for assembly. Each'o

3ot in this queue competes for assembly and is selected by the job

scheduler only when required by the símulated sYStem. Jobs are queued

into one of three conceptual queues or streams for tape, short and long

jobs. As a vacancy appears on the assembly list, the appropriate queue

ís scanned, and by means of the job schedulíng algorithm, the next job

Ís chosen for assembly from the candidates available. Once chosen, a

job is removed frorn the assembly queue and is entered on Ëhe assembly
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lj-st. The empty slot of the assembly queue is again available for the

next job that has arrived. The símulation model assumes that no over-

head is incurred for the transfer of a job from the assernbly queue Ëo

the assembly list. The actual overhead being in the order of a fer,¡

microseconds is considered negligible in this study.

The assembly lisË of the sjmulation model consisËs of a single

entry slot. LIhen the assembly slot is vacant, the required jôb is

entered on Ëhe assembly list by the job scheduler. The algorithm whictl

selects a job for assembly includes logic to verify that the system

resoul:ces (magnet,ic tapes and sËorage) may be allocated to the job con-

sidered for assembly. Once entered on the assembly list, the job re-

mains on tirís list for a mínimum duration equal to Í.ts assembly Ëíme,

taí, or until that time the job may be accepted onto the executíon list.

The assumed asse-h'lrr f-íma r'c fe1¡s¡ Lo be a functíon of the job storage

size and represenLs the time taken to transfer a job from the system in-

puË tape through core storage to drum storage. For each job i, the

assembly tíme is given by,

t-_.=R,,(d_+r\ .,...(2.3.1)-ai --ij '-r ' "t' '
where R-. is Ëhe storage blocks requested by job i, d.^ and t_^ denote].J'rr
the drum and Lape response times, respectively. The model is somer,rhat

simplified in that the actual Ëransfers required to store a job onto

drum storage are ignored and the drurn is made available for drum trans-

fers for executing jobs.
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As jobs on the execuÈion list are completed the execution slot

ls freed and the assembly list is scanned for an assernbled job. If

found, Ëhe assembled job is Ëransferred to.the execution lisË from

the assembly lisË and the assembly sloË made available for the next job

thaË Ëhe system requires to be assembled. The simulation model incurs

a supervisor overhead of 0.006 seconds for Lhe transfer of the assembled

job from'the assembly list to Ëhe execuËion lisË and Ëhe organizing of

the job for execution by the supervÍsor (Central Executive).

Lastly, the execution list consists of n" slots (tu 2) and

conËains those jobs which are being executed, that is Ëhe central pro-

cessor is allocated to jobs appearíng on Ëhe execution list. In the

simulation model, upon completion of the job entry onto the execution

1íst Ëhe storage blocks for that job are allocated with Ëhe first block

located in a page of core storage and Ëhe remaining (Rij - 1) blocks

on drum storage. A block direct.ory corresponding to each execution lisÈ

resolves the physical locaËion of each block in storage. Jobs are placed

ínËo the first vacant sloË available on the execution lisË as each execu-

tÍon slot is tidenticalt.The simulation model does not involve roll-in,

ro11-oul operations, although during the execut.ion almost an entire job

may be transferred back onto drum storage. For each job on Ëhe execu-

tlon lisË, aË least one page is reËained in core storage for its entire

d^ura¡ion. Thus. once an execuLion sloË is allocated Èo a job, it reuaíls

ãllocated Èo Ëhat job untíl the job has received iLs full requested com-

puËe time and has completed its ouËput transfer. The job is removed from
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the execution 1.ist upon the completion of the output transfer and its

executlon slot made available to the assembled job. under certaín

cond.Ítíons, the execution list may be empty or partially filled. These

condítions reflect a sparse load on the simulation system or a heavy

demand on syst,em resources, prevenLíng assembly of the next available

job.

During a símulation run, the series of transfers from generation

1isË to Ëhe assembly queue, from assembly queue to the assembly list

and from assembly list to execution líst continue in this order, until

a ËoËal of n jobs have been processed Ëo compleËion. when n jobs have

been processed through Lhe system, the simulation statístics are calcu-

lated and the simulation run terminated. The generation list, job list

or assembly queue, assembly list and execution list are not flushed.

trliÈh each of the four defined lists, arr associated sub-líst is maintained

containing the variables which describe each job and. the relevant data

generated and accumulated durúng the processing of each job. A descrip-

tion of the daËa maintained in each list for each job is given by Appen-

dix A.

2.3,3 DESCRIPTION OF THE MODEL

The sírnulaËion model <ieveloped consists of seven major or prÍmary

routines: event control, switching, search, service, update, output and

removal routines, each described in order. Figure 2.4 presents a flor,¡

charÈ of the logÍc of the simulation model
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(1) The event control routine (Figure 2.5) may be considered.

as Ëhe tcorer of Ëhe símulation model. It,s fundamental- funcEíon is

to co-ordínate and organi.ze ín a logícal sequence, the events occurring

durÍng the processíng of jobs by the rnodel. It is convenient, for the

purpose of description t,o presenL Ëhe evenL conËrol in the various

logical parLs of which it consists. The event control routíne, in

addition t.o conLaining Ëhe previously descríbed job-stream generatar )

performs Ëhe selection and enteríng of jobs onLo the assembly, job and

execution 1ists. I{hen a job Ís required Lo be assembled, the job

scheduler algorithm, part of the event control routine, selects Ëhe

next job to be assembled and iniriaËes assembly of ÉhaL job. Assernbly

of jobs occurs concurrenËly r,rith normal processing and once ínítiated,

the event cont.rol rouËine advances the time to the nexL evenË to occur

at a Ëime which is the lesser of:

(a) the tíne of arríval of the earl-iest job

onËo the job lÍsË or assembly queue;

(b) the tirne when assembly of a job in the

assembly phase is completed;

(c) the Ëime of the nexL termínating inLerrupt,

due to the central processor or drum and

*aæ..¡*-'^ +âñ^ ¡ra-^{:^v^.¡[4Ël¡9L!U L4yE Lr4lrÞrçr Þ

(d) Ëhe time of arríval of the Dext request for

a drum or magnetíc tape transfer for an

execuLing job; and
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FIGURE 2.5 THE EVENT CONTROL ROUTINE
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routine T

FIGURB 2.5 EVENT CONTROL ROUTINE (continued)
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FIGURE 2.5 EVENT CONTROL ROUTINE (continued)
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(e) the current time íf no job is executing and if a useful

' operatíon could be performed after a subsequent super-

. visor cycle, for exampl-e, the íniËiatíon of execut,ion

for a job.

EvenËs are processed on a first-come-firsË-served basis. However,

in the evenË of a coincídence an arbiËrary priority rule is invoked in

the model. This prioriËy rule ís Ëaken Èo be the precedence order of

events type (a), (b), (c), (d) and (e). It should be stressed that the

occurrence of a coincidence in evenË tÍmes is somewhat lare since the

times are sËored as normaLi-zed binarv numbers with a 24 bít fract.íonal

parf.

Corresponding to each event, the event cont,rol rouËine contains a

piece of logic or sub-rouËine which performs the required action once

the next event is chosen. These may be summarized as:

. (a) Ëhe logic which transfers a job from the generating list

inËo the assernbly queue rvhere íË awaiËs selection for

assembly.

(b) the logic which enLers a job from the assembly list into

the first available execution s1ot. As a job is entered

onto the execution lisL, storage for that job is resolved

in the block direcËorv associaËed v¡ith each execution slot

and magnetic tapes, íf any" assigned. The availability of

these resources vrere est,ablished before the job rras sel-

ected for assembly. SËorage for each job is allocated
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such Ëhat the first page of the job is placed into

core storage and the remaining blocks distríbuted in

vacant blocks of drum storage. The actual transfers

to locate these blocks on drum storage are not per-

formed by the rnodel. User magnetic tapes are dedicated

to a job occupying an execution slot and remaín assigned

Ëo thaË job for its enLíre duration. The supervisor

. overhead tíme due Ëo this operation is t.aken to be 6

mil-l-iseconds which represents the average time Èhe

Atlas supervisor spends ín Ëhe Central Executive [f2]. A

completed entry on the execuËion list signifies that

a job is nor¿ ready to receíve attenËion from Ëhe central

processor.

(c) Ëhe logic which handles the terminating ínterrupts.

This logic rnay be entered for three types of interrupts.

These inËerrupts arise from the completion of a drum and

magneËic Lape Ëransfers and the completion of a jobrs

compuËe tíme. Coincident interrupts are given priority

1n Ëhe precedence order of drum, tape and CPU. The

actual supervisor overheads due to hardvare functions

and switching between supervisor routines are to the

order of a few microseconds. In the simulaEion these

overheads are ignored.
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(d) a pÍece of logic which accommodates the drum.,and

' Ëape transfer requests for an executíng job. This

logic performs the necessary housekeeping for paging

operations and enËers drum request.s inËo t,he drum

gueue if necessary. If it ís necessary Ëo transfer

a page from core upon completion of a page transfer

to core storage, the simulated drum-learning algoriÈhm

. conLaíned in this logic selects and marks the page to

be transferred out Ëo drum storage. It ís necessary

to transfer a page out of core whenever core sËorage

does not. contain a free page for page swapping.

(e) the logic rvhich ís execuËed when the central processor

ís idle and a useful operation could be performed on

the nexË supervisor cycle. If on the nexL cycle, a

job was found Ëo be free to receiwe atËention from

the cenËral processor, this supervisor cycle represents

the Ëime required Ëo s\,/it,ch control beËrveen jobs and is

taken to be 2 míllíseconds tl?l.

The job scheduling algorithrn selects from the assembly queue the

next job to be assenblgd. As the simulated system requests the assembly

of a certain type of job, (long, tape, short) the job scheduler searches

on a fírsË-come-first-served basis for the next. job which may be assembled

amongst Ëhe possible candÍdates. As a completely assembled job has its
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storage blocks located on drum stol:age and magnetic tapes mounted,

the job scheduler algorithm scans for a job for which these requested

system resources are avaílable prior to selection for assembly. The

rules which govern the type of job required by the system as presented

[18] may be summarLzed by:

(a) search for long job, if execution list is

empËy;

(b) search for tape job, if execuËion list is void

of a tape job;

(c) search for a short job; and

(d) search for a long job if ekecution líst is void

of a long job.

The algorithm ensures that tape and long jobs are processed seri-

aLLy. However, shorË jobs are processed independently from boËh long

and tape jobs. Once selected, assembly of a job is ínitiated and occupies

Ëhe assembly slot for a minímurn duration equal to its assembly time.

Figure 2.6 illustraËes the flow logic of the job scheduler used in the

simulation model.

(2) The s_ivi.tching routine determines which routine is to be exe-

cuted next, the search or update routine. The selectíon is dependent on

whích one of the three paths was last executed and the type or status of

the Ëerminating ínterrupt. Interrupts represent the completion of a

supervisory task, upon which subsequent updating or searching is re-

quired. The sv¡itch table used to cletermíne each operation to be performed
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FTGURE 2.6 JOB SCHEDULING ALGORITI{I"Í
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upon each interrupt is shown in Table 2.2. Vacant entries appear, be-

cause certain combinations of inËerrupts and last paths executed. do noË

occur. For example, if the previous cycle involved the search rouÈine

(path = 1, Figure 2.4), indicaËing a job is not executing, then upon

leaving the event control routine, Ëhe status of an interrupt could

not be l- or 4, indicat.íng a job was inËerrupted during executíon.

Thereforê, it. is not possible for an rupdaËe CPU interruptt to occur

with path 1,, and the same argument hol<ls for path 3.

(3) The search routine locates a job on the execution list which

has not yet received it.s full requested CPU Ëirne and is ready to receive

more att,ention from the cenËral processor. A straight search is per-

formed on the first-found-first-served basís for a free job which ranks

greater or equal in priority to any of Ëhe other jobs on Ëhe execution

Iíst. For example, if Ëwo jobs on the execuËion list are both ready and

are of equal priority, Lhe job enËered ín the first slot of the execu-

tion líst r¿ould be selected bv the search routine.

(4) The service routine initiaËes execution for the job located

by the search routine.

(5) Th" gp{"t" routine records the various combinations of accum-

ulated CPU time, CPU and drum device time, CPU and magnetic Ëape device

Ëime. trrlhen a job has received Íts full requested CPU t,ime, the output

routine is activaËed. If a job is fÍnished, that job is Ëagged for re-

moval from the simulated system.
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SI^IITCH TABLE CONTAINING THE DESCRIPTION OF THE NEXT ROUTI}IE

The entries in the above swítch table indicate
the functions or routines to be performed upon

an interrupt.
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(6) The outpuq routine, activated by the updat,e routine, ÍniËíates

Lhe outpuË block t.ransfer onto the system output tape. If the systent

ouËput tape is busy, the requesË is queued.

(7) The removal routine releases all system resources allocated

Ëo Èhe job tagged by the update rouËíne and removes thaË job from the

simulated sysËem, The time of completion ís recorded and all- relevant

data pertaining to Ëhe completed job is col-lecËed.

In sumnary, the sysËem operatíonal parameÈers used Lo conËrol the

operaËions of the simulation model include:

tg, t.he number of generation sl-ots;

D", Ehe number of execution slots;

tq, the number of slots in assembly queue;

nd, the number of slots in drum queue;

Dt, the number of slots in tape queue (output tape);

d tho .lrr.* raqnnncÄ f imo.*ï, LIIç U! UtU I LoYvr¿ou LI¡lrç t

Ër, the magnetic Ëape response tirne;

C, the number of pages of core storage

De the number of blocks of drum sEorage;

DË, the number of user magnetíc tapes;

tst, the supervisor overhead for central execut,ive; and

Ès2, the supervísor overhead to swit.ch between jobs.
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2.4 PAGING IN ATLAS SYSTH"I AND THE MODBL

This sectÍon describes the pagtng operaËj.ons in the Atlas computer

and how these operations are simulated fn the model. In the following

description, emphasís ís placed on the drum-learníng program. The

drum-learning program reflects the l-ogic of the replacement, straEegy

used to selecÈ Ëhe page to be transferred to drum st,orage in order to

maLntaín an empty swapping page. A bríef dÍscussion of the Atl-as drum-

learníng program is included only to make the drum-learníng al-goríthrn

used by the sinul-aËion model apparent,. Detaíls concerning the drum-

J-earning program and Ëhe storage organízation in Ëhe AË1as computer have

been presented elsevrhere t17].

2.4.L ATLAS DRIIM-LEARNING PROGRAM

In the Atl-as computer, paging ls used as a means of storage man-

agemenË for each job. Jobs are segmented ínËo manageable sections or

pages each dynamically rel-ocatable during execuÈion. Adminístrating

hardware, records dat,a on the page usage, which Ínterrupts the supervisor

if a reguired page is not found j.n core storage. In this manner, pages

are only loaded ínt.o core storage as Ëhey are required by Ëhe executíng

Job, When a page is required from drum and core storage is fuli, a page

is swapped back onto drum sËorage in order to mainËain an eurpty page for

the next page demand. The replacement straËegy, to select the page Eo

be Ëransferred, is based on the rdrum-learning programt. This drum-

learning program records information on Ëhe length of tÍne that, each
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page currently in core sËorage l-s accessed and the previous duraËion

of lnactivíËy for thaÈ Page. Uslng this Ínformation, by a slrnple al-

gorithm, Ëhe learning program aÈËempts to find a page rvhích appears no

longer'in use. However,.if a1-1- pages are currentl-y in use, it predicts

the page that r^rill be the last required, if the current page usage

pattern is rnaintained. In this manner, the drum-Iearníng program at-

tempts to detect a loop PaËtern of page references and tries Ëo maxí-

mize the Ëime between page transfers. Approxirnately 99.99% of al-l the

pages requested are found to be already in core storage [fO].

2.4.2 S]]"ÍULATED DRUM-LEARNING ALGORITHM

As a job ís entered on the execuËion list on1-y the first block of

thaË job is locaËed in core storage, r¿iËh the remaining bl-ocks located

on drum sËorage. In this simulation, Ëhe page references to pages in

core are ignored and only the out-of-core page requesËs are generated.

The assumption is made that ín-core page references for each job i are

normally disËribuËed about R,r/z, where R-. is the number of storagelJ ].J

blocks request,ed. It follows Ëhen ËhaË for any page reference the fur-

ther away from this assumed mean, Ëhe greater the Èime before thÍs par-

ticular page will be required. During execution of a job í' the out-

of-core page requesËs occuï at a mean rate of E for each job belonging

to compute range j. The particular page to U" it"rr"ferred into core is
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randomly chosen from the remaining pages on drum storage. However,

the page transferred back to drum storage is Ëhat page furthesË away

from the assumed mean R.. /2 fox each job í on the execution list. fn

this manner a loop patËern of page usage is est.ablished clusËered

about an arbitrary mean of a normal distribution. The in-core pages

located furthest away from this mean represenËs Èhose pages which will

be last required by the execuËing job.

2.5 PERFORMANCE CHARACTERI ST IC S

There are t\^ro independent statístics used to characteríze

system performance, Èhe mean relatíve t""pott". õ. and the mean dur-
J

ation ÃT. . The characterisËic õ. adopted ín this research ís sim-
JJ

ilar Ëo the relative response o used by Fife [19] and Nielson [2].

assumptíon is that íf values of q and At. (i = Lr 2,3 and 4) are
JJ

produced by the simulation model, the simulation is accurate.

The

re-

The relative respon"., oij, of a job ín Ëhe job-stream of compute

range j is defined Ëo be the ratio of the total tirne elapsed between

compleËion of assembly to job cornpletíon and the sum of the magnetic

tape and drum device times and the CPU tíme received. The time ínterval

from job assembly Ëo completion, excludes the assembly queue wait time

and represents ín accordance wíth Ëhe Atlas computer the time for which

each job ís monitored.
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The duration of any job i is taken to be the tíme elapsed be-

t\^reen Ëhe end-of-asseinbly time, A.r*, and the job completion time,
rJ

T,, and is given by:
1'

^T. 
= f . - 4..'^: .rarJ

the end-of-assemblY A*=:k mâY be defined as:
rJ

¡{;¡-^l-l-Èd.." - n.. I L-: gr_J rJ ar

/, q 1\
\L.r.Ll

r,rhere

where A_.. t is the tíme \^/hen assembly of job i is initiated
rJ

denotes t.he assumed duration of assembly for that job.

(t ( ?\
. . . \a . J . 4 /

and t

The earliest time that a job inay be entered onto the execution

list is A-." j-f an execution slot is immediaËely available, then

^ 
ll 

^ 
+

AJ TJ
The time interval defined by A*." - 4.,'t is the time anLJ TJ

asseml:led job must ivaíË l¡efore it may be entered on the execuËion líst.

The average ruait time for jobs of each compute range is output by the

sinrulation model. Fígure 2.7 LLLustrates the time relations described

above. Bach job i in the job-stream is assumed to receive some drum

devíce time, d- , due to pagíng and magnetic tape device time, tmi,

due Ëo system or user magnetic tape Ëransfer. The eärlíest Ëime that

a job may be completed, ignoríng supervisor overheads approaches the

value:

t, =orj', *lrj * di* r*i ....(2.5.3)

The actual value of Tr, in factr may be slightly less, sínce some of

the drum device Ëime may be overlapped rvith execution of that job. The
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FIGURE 2.7
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minÍmum tÍme a job will be on the executíon list is seen to approach

the value given by:

Time on, for the monítoring of each job, begins at the time of

end-of-assembly, Aijo. The duraËíon of each job is a measure of time

for which system resources (süorage, tape, drum and CPU) are occupied

by that'job and includes the waít Ëime required before a job may be

enËered on Ëhe execution lisË. Thus, Èhe mean duraËion, ÃT., for Ëhe
J

n. jobs of compute range j whích are given in Ëhe Atlas statistics and
J

cal-culated by the simulaËíon model may be used as an additional characË-

eristic of performance.

At job completion, Ëhe sum of the magneËíc Ëape and drum device

times plus Èhe central processor time devoted to a job i is denoted by:

ri = Eíj * d, + rmi ....(2.5.5)

, The relative response, trj, of job i is a measure of how rapidly

Ëhe system responds Ín Ëhe processing of that job and is define9.r"t

rij =Ot./ti , .....(2"5.6)

similarly the minimum relative response of a job is defined as:

AT- min E., r* d..+ t_-
- 

- 

- !. \L.J.r )*ij 
T- mÍn 6*..* d.*t-*r- rJ l_ ml-

mean relative resporr"., õ., for each compute range j is deter-The

by:mined



55

n
{,IJ=I L

ã í=l
"j

where n Ís the ËoÈal number of jobs processed in.the simulat.íon run.

The CPU uËilization, E, is defíned to be the ratio of the simulaËed

time T Ëhat the CPU is acÈive on users jobs. This time includes only

thaË conpute tíme f.. for each job i and excludes all waÍËs for magnetic

tape and. drum tran"flr" and supervisor overheads.

The CPU utí1itv is determined as:
n

E=IEorlt, .....(2.5.9)
í=r 'J

where f-. is the compute tíme job í and T the duration for the pro-rJ

cessing of all the n jobs.

2.6 ALLOCATION OF CENTRAL PROCESSOR

. The cenËral processor ís dynamícally tíme-shared between a mårli-

mum of two jobs on t.he executÍon list and the supervisor. Thus, once

the cenËral processor has been allocated to a given job on the execution

list, Ëhat job contínues execut.Íon until that time when iË is suspended

Ëo service an inËerrupt. Upon completion of the service of such an in-

terrupr, the search routine of Ëhe simulaËion model again searches for

a job to r^rhich it may allocate the central processor. Interrupts occur-

ring from time to Ëime, Ëhat are of interesË in Ëhis discussion, are

those resultÍng from the arrival of a ner¿ job onto the execuËion lisË
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and Ëhose resulËing from drum and magnetic tape transfers. Figure

2.8 illustraËes the above díscussion.

If the executing lisË is shared beËween a magneËic tape job and

a non-tape job, the rnagnetic Ëape job having the higher príority

seizes Ëhe cenËral processor until a requesË fot a tape or drr¡n trans-

fer occurs for Ëhat job. In this siÈuation, the cenËral processor

uray be allocated to the non-tape job, only duríng magneËíc tape Ërans-

fers of the tape job. Thus, the non-Ëape job must waiË for each tape

transfer to receive its compute Ëime, as long as Ëhe tape job remains

on the execution l-isL.

The sítuaËíon is somewhaË different if Ëhe execution list is

shared bet\,,ieen two non-tape jobs since each has equal príoríty. Under

Ëhese conditions, the cenËral processor may be allocated to each job

in an alËernating pattern as each job Ís halted during a drum Ëransfer.

Secause drum queues may aríse, boËh jobs on the execut,ion may be ín a

halted state, with Ëhe central processor remaining idle.

It is interesËing and apparenË that the allocation of the central

processor and Ëhe duratíon for vrhich ÍË is allocaËed depends on three

factors. First, allocation of the cenËral processor depends on the

priority of jobs on Ëhe execuËíon ]-ist, tape jobs having the highest

prioriËy. Secondly, allocation of the central processor depends on

the physical location of a job on. Ëhe executíon líst, as the search

routine accept,s jobs of equal priority; in Ëhe order of fírsË-found-

firsË-served. Thís is a símplifícation and an artifact of the simu-
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laËion model. Lastly, the length of time Lhe cent.ral processor is

al-located to any one job depends on the distribution of the inËer-

arrival tíme of boËh the drum and magneËic tape Èransfers. Because

of Ëhese requèsts, an inËerrupËed job ís unable to proceed and allor+s

the cenËral processor to be allocated to another job if one is ready

to proceed. Appendíx D gíves some example profiles of interaction be-

Ëween the central processor, supervisor, magnetic tape and drum Ërans*

fers.
I

2,7 DISCT]SSTON OF THE STI'IULATION I"ÍODEL

The assumpËions and approximaLions used in ttr-ls sj¡nulatíon have

been díscussed earlíer. It is conveníent aË this tíme to summarize

and cont.rast some of Éhe major, features of the símulaËion model to the

Atlas sysLem.

The Universíty of Manchester operates the Atlas computer ín alter-

nate periods of time of 2 to 3 hours throughout each day. This may

necessiÈate thaË the system is flushed upon completion and resËarEed

upon iniËiaËÍon of each period of operation. In cont.rast, the simulation

model assumes Ëhat operation Ís continuous over a week taken to be 43

hours.

It is apparent Ëhat intervenËion in the operation of a computer by

the computer operaËor may affect Èhe behaviour and performance of the

Atlas system. However, these ínterventions are not subjecË to simula-
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tlon withouË an exact knowledge of their natuTe. For this reason,

operator assígned priorities and streaming of jobs before enÈry into

the sysËem are not considered.

In the Atlas system during execution of a job, output for a job

rnây occur aË any partícular moment during execution and automatícally

upon compleËíon. Againr the model símplifies the real condiÈions and

assumes that all out,puË observed for a job occurs upon completion of

execuËion..

During executÍon of a job the Atlas sysËem incurs numerous over-

heads resul-t.ing from boËh system hardvrare and supervisory Ëasks; for

example, overheads due Ëo swiËching betvleen supervísor routines, iní-

tiatíng perípheral devices and transferring job between various l-ists.

ûverheads of rnagniÈude less than 1 míllisecond are ígnored by the sim-

ulation model.

Information concerning supervisor requesËs for rnagnetíc Ëape and

drum Ëransfers \,¡as not collecËed for this study. Thus, these are ig-

nored by the simulaEion mode1. As a result, the lengËh of the drurn

queue ís reduced frorn 64 entry sl-oËs [fZ] to 3. The maximum number of

drum requesËs that may possíb1-y be queued for a maxímum of Ëvro jobs on

the executíon list of the simulation model- is three.

A discussíon of the Atlas performance h0] indÍcaËed that magneËic

tape jobs accounÈed for approxÍmaËely 16 per cent of the Atlas job-

stream. However, the percentage of magnetic Èape jobs was not. cal-

culated for the ALlas staËÍsËics used in thÍs study and L6% was deter-

mined to be too sparse. All jobs are generated usíng Monte Carlo
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techníques and iË was possible Ëo predetermine the percentage of Ëape

jobs by a suit.able rounding forrnula:

utj

where 0 < U.. < mË and 0rJ-
resulting ín a sj_mulated

jobs are tape jobs.

=urT+6 ' .,,..(2,7"r)

I ç < 1. In the simulation model Ç = 0.5

job-stream in which approximately 3BZ of the

To conclude, duríng execution of a job, magneËic t,ape rer+inds,

block transfers and out-of-core page requests occur at a raüe i,¡hich is
time dependenË. For example, the raËe of out,-of-core page requesËs

tends to be much larger rvhen a job has just started processing than

¡vhen it has been processing for some tÍrne t10]. The sirnulation model

hor¿ever considers ti'rat these activíties are time independent r+iËh the

mean values inpuË or derived from the ínput job-mix parameters. Also

tape jobs wíthin compuËe range j requesi-ing m magnetic tapes have the

same mean raËe of block Ëransfer requesËs.

rn chapter rv the problem concerning the rate of out-of-core

Page requests Ís approached in a more realist,ic manner. The out-of-core

page request rate for each job ís t.aken to be a function of Lhe ratío

of pages residenË in core Èo Éhe jobfs toLal sËorage size.



CHAPTER IIÏ

SNII]LATION OF THE ATLAS SYSTB,Í

3.1 INTRODUCTION

In this chapter the reprodueibility and the relíablility of

the Atlas sÍmulation results are discussed. The críteria for the

characterístics of performance used in this research are presented

ln Chapter II. Thís chapter, then, invesËigates the devíation of

Ëhe simulation results from Ëhe resulËs observed in the AËlas out-

put statísËics. Repeated simulalion runs, subject to similar con-

ditíons are performed using a Ëypical set of AË1as job-urÍx para-

meters, with one parameter varÍed on each simulation run.

The Atlas compuÈer processed an average of 2500-3000 jobs per

r¿eek. Six sets of statistics co11ecËed over consecutive weeks are

shown in Table 3.1.

3.2 CHOTCE OF JOB_I{IX PARAMETERS

The job-mix parameters for Ëhe simulation model obËained from

the Atlas sËatistics hrere fu11y described in Chapter II. As the

acLual run Líme of the simulaLion model Ís highly dependent on the

paging acËivity, a favourable job-rnix in this study consists of one

in which Lhe mean observed drum device time, ã*, is,.relatively low
J



COMPIIIE TIME
RANGE MEAN(sEc) (sEc)

(i) <r- o .3

1- I 3.8

I - 1_20 33.1

l_20 - 960 284.0

>960 0 '0

NO. OF

JOBS

UNIVERSITY OT MANCHESTER - ATLAS STATISTICS

r^rEEK ENDTNG 2L/9/68 TO 26/1.0/68

COMPÏLE
STORT

(BLKS )

, TABLE 3 1

360.0

864.0

1133 .0

194.0

0.0

(ii¡ <1 0.3

l_- B 4.0

8 - l_20 32.5
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>960 0.0

EXECUTION
STORN

(BLKS )

6L.9
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75.s

0.0

NO. OF

TAPES

J4. /
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0.5
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57 .8
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0.0
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0.0
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1.0

6.3

2r.6

54.6

0.0

27.0

L64.3

688 .4
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0.0

80. I

37 .7

L02.2
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0.0

369.0

397 .2

476.5

841. L
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¿oo. I

2.5
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0.0

1.3
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20.3
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569.4

U.U
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2.7

l- .8

1.3

0.0
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CO¡DUTE TÏME
RAI{GE MEAN
( sltc) ( sE c)

(ii:L) <1 0.3

1-- 8 3.9

B - 120 33.1

120 - 960 290.4

>960 0.0

NO.OT
JOBS

COMPILE
STORE

(¡lrs)

349.0

909.0

L2B7 .O

264.0

0.0

(iv¡ <l- 0.3

l_- B 3.9

8 * 120 32.6

l_20 - 960 293"5

. >960 1229.L

TABLE 3.1 (CONTINUED)

E)GCUTÏON NO . OF PRINTER
STORE TAP.ES OUTPT]'I

(BLKS) (LTNES)

57 .3

67 .3

78.6

81.3

0.0

34" B

39. 3
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65.0

0.0

418.0
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o.)
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3.2
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0.0
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LL64.2

L57 .3
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COMPUTE TIME
RANGE MEAN
(SEc) (SEC)

(vi) <1 0.4 1013.0

1- B 3.5 1068.0

B - LzC 32.0 1385.0
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>960 I7L4.3 2.O
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STORE
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Or
â.



65

Ín each compuÈe range j. Aside from thís consideraËion, the choice

of a parti.cular set of Atlas statistícs ís somewhat arbitrary. The

particurar job-stream to be símulated is represented by the Atlas
statisCÍcs as shovm in Fígure 3.1 (i). These represent a Ëypical

Atlas job-míx with moderately heavy demands on the system.

Each job processed during a week of operation belongs Ëo one

of 5 cornput,e ranges, (j = t, 2, 3, 4 and 5). As shown, the bulk of

Ëhe jobs Ín the job-sËream are classifíed as short jobs and belong

to compute ranges 2 and 3. The variaËíon of the mean relatÍve res-

ponse for three compute ranges, (j = 2" 31 4), in comparison to the

remainíng set,s of Atlas staËistícs, is noË significanËly large. How-

ever, Ëhis ís not true of the first compute range (j = f) in r¿hích

the range of mean relative response is as large as 165,2r 266.77.

ThÍs wide fluctuation in the mean relaËive response of compute range

1 suggesLs that this statisËic is unstable and sensitive Ëo one or more

features of the AËlas sysÈem. These feaËures may be totally or part-

iarly present in the simulations or excluded entirely. For example,

these flucÈuations may be a result of the part.ícular job scheduling

algoríthm used or due Ëo system restarts and operator assigned prior-

ities.
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3.3 REPRODUCIBILITY

Because the reproducíbility problem is noË solved I S] ' iÈ is

necessary to Ëreat Ëhis problem in an ad Lt7c manner in order to

reduce the majority of the uncertainty lnvolved in the calculatíons.

Under the circumstances, it r+ould be acceptable Ëo simulate

the operâtion of the Atlas computer over a period of one week and

Èo repeaË this calculation several times using a dífferent pseudo-

random number series. However, prelíminary calculatíons indicated

tha¡ each simul-aÈíon would resuíre B hours on a 360/65 computer

(the machíne available). This tíme ís consídered to be prohibitive

for several such calculations.

Prelíminary calculations based on pí1ot simulations also indi-

cated thaË Ëhe variation of the run time with Ëhe rate of drum trans-

.fers üras an increasíng function with an increasing slope. Further,

íL was considered that calculations involving increasing raËes of

drum Ëransfers (a11 other input parameËers the same as ín Tables 3.2

and 3.3) would extrapolate to the Atlas rate of drum transfers giving

an extrapolated result equal ín worth to several calculatíons using

the ful-1 AËlas sËatisÈics. This would, of course, only be valid (i)

íf the dírection of extrapolation r¿as faÍrly well defined r¿ith a shallot¿

slope,. and (iÍ) if a dífferent pseudo-random number series \^7as used for

each calculation contribuËing to the extrapolation.
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The approach taken ín Ëhís reproducíbÍlity study r,ras to perform

six sirnulation runs wíth the actual Atlas job-stream paging over-

heads reduced .by a multiplying factor C_ (C_ < 1), for values .01,
I 1.-

.1, ,2, .4, .6 and .8. Thís was effected by assuming that Ëhe mean

observàd drum device time, ã.,, for each compute range j was not ã.
J_J

but C ã. where C is a proportíonality constant. In thís manner, therJ I -

rate of out-of-core page requests is decreased, reducing the overall

paging overhead in the simulaÈion model and therefore the machine Ëime

required to perform each run.

Trial- simulation runs each ínvolving ín excess of 500 jobs for

values of C equal to .01, .1, .2, and.4 indicated that Ëhe plotted
t-

values for ,t" mean relaËive response against Cr, assumed a reasonably

smooth graph suiÈ.able for extrapolaÈion. SirnulaËion runs rùere continued

for the values of C, equal to .01 , .1, ,2, .4, .6, and .B unËi1 in excess

of 800 jobs were processed in each case.

Figure 3.1 illustrates graphícally the run times required to per-

folm each run for 100 iobs at various values of C The Ëotal tíme
I

taken for the extrapolation scheme !üas approximately 6.9 hours. The

run time íncreases linearly wíth C, and Ëhe intercepË aË a, = 0 indicates

the speed at whích Ëhe processing of jobs could be achieved withouÈ the

slmul-aËíon of page demands.

The simulation operational and input job-mix parameters used for

each run were identícal (except for Cr) and the same startíng random

number was used to iniËiate the random number generator. The fixed

job-mix parameters and simulation operation parameters used are shor"n

in Table 3.2 and Table 3.3, respecËively.
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FIGURE 3 1
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COMPUTE

RANGE
(sEC)

0 - 1 0.3

l_ - 8 3.8

8 - L20 33.1

LZO - 960 284.0

INPUT JOB-MIX PARAMETERS USED FOR REPRONUCTNTT,ITY STUDY
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(sEC)

TABLE
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JOBS
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(Br,KS)
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66.5
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rABLE 33

OPERATIONAL PARAMETERS USED FOR REPRODUCIBILITY STUDY

Number of generation slots,

Number of execuËion sloËs,

Nr:mber of assembly queue slots,

Number of drun queue sloÈs,

Number of tape queue slots,

Drum response Ëíme (seç),

Tape response time (sec),

Size of core storage,

Size of drum storage,

Number of user magnetic Ëapes,

(Central executíve) supervisor overhead (sec),

(Swítching) supervísor overhead (sec),

Proportionality consËanË,

PagÍng load proporËion,

StarËíng random number,

nI
n

e

n
c

n,
o

nt
dr
t r
C

n

mt

t-
Sl

Ë
S2

f.

C
1

=4

=2

= 20'

=J

=2

=.014

=.063

=32

= 133

=5

=.006

=.002

=2.00

varied

= 568976679
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It is importanË to poinË out that although Ëhe same lnitia-

value is used as a rseedt for the random number generator, a differ-

ent.sequence of random numbers result for each run. Ïn fact, Èhe

paging load alrers Èhe sequence of events occurring in each simu-

laËion run producing a different sequence of random numbers.

Clearly Ëhe AËIas job-stream is defined when C is uniËy.
I

Extrapolation techniques were used sínce the machine tíme required

Ëo process a sufficienË number of jobs (with C, = 1.0) to obtain

reasonably sÈable and reliable results is "o"tfy.

3.4 RELIAB]LIT.Y OF SI}'IULATION RESULTS

The discrepancy between the símulation results and results

logged by the AËlas computer is a measure of the reliability of the

simulated results and hence Ëhe validity of the approxÍmations and

assumptions used in Ehe design of the model.

OuËpuË of the simulaËion model consisLs of boËh J-nput (gener-

aËed by job generator) and output parameËers for Ëhe processed job-

sLream. Sínce the input parameËers such as the mean requested

sËorage blocks, magnetic tapes, compute time and prÍnter output

are independent of time líËtle discrepancy is expected in these

parameters. However, the output parameters such as the mean dura-

tion and relaÈive response are dependent on time, the scheduling of
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are

for

jobs and allocation of the CPU. These parameËers reflect the accur-

acy'of the desígn of Ëhe simulaËion model and accordingly are used

to examíne Ëhe reliabilit.y of the simulaËion resulËs. The input and

ouËput parameters of the Atlas statistics are shovm in Table 3.1 and

the simulatíon results are Ëhe results of Ëhe exËrapolaËíon scheme

discussed in the previous section.

The inpuË job-mix and operational parameters for this scheme

shovrn inTables 3.2 and,3.3 and the results of each simulati-on

the values of Cr are given in Appendix F.

As a further compromise between machine tíme and the number

jobs processed during each run, each calculaËion vJas continued Ëo

maxímurn of 1000 jobs or unËil Ëhe mean relative response, ,j, for

each compute range j r+as observed to be relatively stable. These

are Ëabulated in Appendix E. Figure 3.2 illusËraËes graphically the

variation of the mean relative response for each comput.e range. versus

the number of jobs processed at C, = 0.6. The Ëotal number of jobs

processed, n, during each of the six runs are distríbuted in Ëhe j

compute ranges (j = I, 2, 3, 4) and have values of 1000, 1000, 1000,

835, 1000, and BB5.

The mean relative response, tahen over the n. simulated jobs for

each compute range j is denoted by t,r.. These values were calculated
J

for each run from the job sËat,istics gathered by the simulation model

for each job i. Figure 3.3 illusLrates the variatÍon of the mean rela-

of
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tlve response, o,, for each compute range j versus C . The overallJr
mean relatíve response time, õ, for all of the n simulated jobs was

calculated for each run and Ëhe standard deviation ot determined.

Figure 3.4 shows the varíation of Ëhe mean relatÍve r."porr"", õ, for

aIl jobs in each simulation run plotted against Cr.

Values of o. for compute ranges j = 1, 3, and 4 appear to be
J

línearly dístributed for each value of Cr. For these compuËe ranges,

linear exËrapolation to C, egual Ëo uniËy excludes any serious con-

sequence. However, for the values of õ (of compute range 2) Logar-
2

lthiníc extrapolaËíon is found to be more appropriaËe. By least

squares regression techniques, Ëhe best fit Ëo Èhe values of r¡. (j = 1,

2, 3, 4> for the values of C, = .01, .1, .2, .4r.6 and .e girrl ti".

to the exËrapolated values of 21.89, 2.64,1.54 and 1.40 at C, = 1.0.

These extrapolated values represent Ëhe mean relaËive response for

each compute range j and are the resulË of Ëhe sjmulation of Èhe AËlas

job-stream (Fígure 3.3).

In order to confirm these ext.rapolaÈed values, a símulation run

was performed for 336 jobs under similar conditions with C, equal to

unity. The values for õ. (j = 1, 2, 3 anid. 4) were found. to be 5.02,
I

3.22, 1.65, and 1.25 respectively. The devÍation of these values from

the exËrapolated. values of uJ, (j = Z, 3, and.4) is less tnan 227". In
J

comparison, boLh the exËrapolated and the obtained (by simulation)

values of the mean relative respons. õ. for compute ranges 2, 3 and. 4J-
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compare favourably to the values of tl:., observed from the Atlas st.at-

lsËics. For these three compute tttrl", the deviation is less Ëhan

29% and ís considered a reasonable degree of accuracy for Ëhis study.

Table 3.4 shows Èhe values of t¡. for j = Lr 2, 3 and 4 obtained by

extrapolation techníques, "i*.rtltíng 336 jobs and those observed from

the Atlas staËistics.

As the Atlas job-sËream is by no means constant, some variatíons

1n Èhe mean relatÍve response within each compute rânge j is observed

over Ëhe sets of Atlas sËaËistics. This variaËÍon of o, ís greatest.
J

in the fÍrst compute range (j = 1) and the range over all six seËs is

as large as [ 65 ,2, 266.7f . It is of interest to compare the mean

relative response for both Èhe exËrapolated and simulaEion values to

the corresponding ranges of t¡. in the Atlas statistics. Results ob-

tained by exËrapolation and sjmulaËÍon are observed to be within the

Atlas range for compule ranges 21 3, and 4. In conËrast, the values

obtained by both methods, for compute range l, is consíderably lower

than those observed in the Atlas staËistícs.

The mean relatíve response Ís the resulË of a division of two

correlated varíates (Af. and -T . ) and it is inËeresËing to compare the

mean duraËion given by Ehe simulaLion model wíLh the mean duraËion in

the Atlas staËisÈics. This comparison is made in Appendix G and is found

to be ín good agreemenE wíth the Atlas results.

Results from the simulation run performed

for 336 jobs gíve ríse to a CPU uLility of 55.27",

at C, equal to unity

magneËíc Ëape deck
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lABLE 34

COMPARISON OF RELATIVE RESPONSE TIMES

COMPUTE

RANGE

EXTRAPOLATED

c =l-
t

SIMIILATION

c =I
I

ATLAS RANGE OF

ATLAS

1

2

3

4

2L.89

2.64

1.54

1. 40

5.02

3.22

1. 65

L.25

266.7

2.5

1.6

1.3

65.2 - 266.7

2.3 - 3.8

1.6 - 1.8

1.3 - 1.5
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(user) utility of 38,4% and a drum utility due to paging of.22.7%.

These resulÈs are seen to be in fair agreement wiËh the values 61.0,

42.5 and 23.0 per cent respectively as calculated from the Atlas

statÍsÈÍcs used in this sËudy.

Table 3.5 gives an example of Ëhe output sËati-stics collected

for a simulaËíon run at (C, :1) for 336 jobs. The means collected

for the output parameters for each compute range are averaged over

the n. jobs appearing in each range.
J

3.5 DISCUSSION OF ATLAS SIMULATION RESULTS

In view of the assumptions, approxímations and available data,

the simulation of the Atlas comput.er j.s consídered as being fairly

successful. For compute ranges 2, 3 and 4, both the extrapolated and

obtaíned (by sínulatíon) values for the mean relative response lie withín

òr on the boundaries of the range of the mean relative response ob-

served over the six seËs of Atlas statistics. In addition, the system

performance basecl on CPU uËilization and magneËic tape and drum utili-

zatior: correspond to u'ithín LO"/. of the values calculated fron.-the Atlas

staEistics. The najor conclusion then ís that the simulation model seems

to be a reasonably valíd representaËion of the AËlas system. Because of

large variations observed in the Atlas sËaËistics, for Ëhe mean relatíve

response of compute range one, (Figure 3.3) it appears that the rela-
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tfve response for this compute range is relatively unstabi_e. This

fluctuation of the mean rel-ative response, õ , r"y be due to eíËher
I

correlat,íons in Ëhe ínput Atlas sËatÍstics or Èhe streaming of jobs

by the operator, operator inËervenÈions, system restarËs, or all
four. This conjecture is parËially supporÈed by the correlatÍons

observed in the Atlas input and outpuÈ sËatistics. A correlation

fs observed betr¡een the mean relatíve respott"" õ. (J = Lr 21 3, 4)
J

and the values for the mean compute and drum device times. Fig-

ure 3.5 and Fígure 3.6 show graphically the correlations observed

in Ëhe six set,s of Atlas statist.ics beËween the mean relaLive re-

sponse, Ëhe mean compute Ëime and the mean drum device time res-

. pecË j-vely.

Fron Figure 3.5, the eurve sketched in the regíon of points

observed for the mean relaËive response times of compute range L

is seen to be almost horÍzonËal. This suggesËs even vrider fluc-

tuaËíons may be expected for the mean relaËive response of ËhÍs

compuËe range had the AËlas statistícs been collecËed over a longer

period of time.

In the results from the simulation model large fl-uctuaËions are

noË observed for compute range 1. It is for this reason that a marked

deviation of the mean relatÍve response, o, of all the n jobs sÍmu-
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lated is observed in the simulatíon results (Figure 3.4). Because

the relative responses for compute ranges 21 3 and 4 are in good

agreement wíËh the Atlas statistÍcs, Ít is reasonable to assume

that the disagreement for compute range I is due to a feature ín the

operat,ion of the Atlas system not Íncluded, or approxímated to, in

Ëhe simulation modele rather than due to the invalidity of the mode1.

Possible causes for disagreements not included in the simulation

model, are:

(a) operator príoritíes, where príorities of jobs

are assÍ-gned or alËered by the computer operator over and above the

s)¡stem assigned priority;

(b) system restarts of the Atlas system, after rvhich

jobs remaíníng ín the job queue are flushed to be processed at a later

time:

(c) non-exponential interarrival times of jobs ín the

AËlas sysËem; and

(d) neglect of a feature in Ëhe sched,uling algorithm

which favours jobs requiring a free peripheral ouËpuË device.

One would expect the mean relative response to increase for each

compute range as the system paging loadings (C- ) increase. For example,

the Ëime a job spends in Ëhe system, AT., would on the average increase

by a greater amount than the increase ín 'r. which depends on the CPU

tíme, magnetÍc tape and drum device times. This conjecture is sup-
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porËed by the mean relaEive response observed for compute range 4.

The mean relative response of compute range I decreases slowly for

values of C and the mean relatíve response of range 3 is alnost
I

stable. However, for each value of Cr, the mean relative response

of compute range 2 is seen to decrease markedly for increasíng

vâlues of C
¡

This does noË seem to be unreasonable if the relation-

shíp between the job Ëype (tape or non-tape) and the allocaÈion of

the cenËral processor is considered.

From the data used (table 3.2) , a smaller proportion of tape

jobs is executed ín compute range 2 whích possess Ëhe lowest meari

for Ëhe number of tapes. Therefore fewer jobs of rhis compute range

are t.ape jobs whích assume the highest priority in the simulation model.

In addition, long and tape jobs are scheduled through each stage of

assembly, execuEion and output by the simulaËion model ín a serial

manner clearing each stage before another begins. Short jobs

pass through each stage independently of these. For combinaËions

of short and long jobs on the execution list, Ëhe inËerval of time

the CPU is allocated and awaits allocaËÍon is dependenË on Ëhe rate

of page requests for jobs on the executíon lisË. For example, if

the execution lisË is shared between these two types of jobs, the

tong job could seize the CPU untíl interrupËed by a page transfer re-

quest, before the short job received any aËËention from the central

processor. If possible, the CPU is allocated to another job as a page

Ëransfer proceeds. As a result, the dísÈributj-on of attentíon given to
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jobs on the execution list by Ëhe CPU becomes more uníform as the

paging raËe.approaches some liniited va1ue. Thus, it is posËulated

that the èffect of more frequenË CPU switching between jobs due to

heavíer paging demands is reflected in the simulatíon results by

the decreasing mean relatíve responser û\, of compute ranges I and
J

for íncreasing values of C,.



CHAPTER IV

STMUI,ATION OF ATLAS SYSTEI"I USING

4.L

DEMAND FUNCTTON r, (O)

INTRODUCTION

rn the simulation of the Atlas system described in chapters

fr and rrr some sfunplifying assumptions and approximations r¿ere

adopted. For example, each job wiËhin a partÍcular compute range

assumes Ëhe same mean ínterarrival tine for ouË-of-core requests

which are índependent of t,ime. The interarrival of ouË-of-core

page requests is difficult to estímate since during execution of a

job the fraction of the Ëotal number of pages resident Ín core is

variable. rt ís apparent then that core storage is shared by the

jobs concurrently on the execuËion 1ist. A relatíonship betrveen

the amount of execution sËorage allocaLed to a job and. the average

length of the interval of Ëime a job may execute uninËerrupted has

been suggested [20].

In the next section a similar relation

be referred to as the demaid funcÈion. This

generate the mean ínterarrival times ,ii for

is described and v¡i1t

function was used to

each job i for compuËe range
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j. For each compute range a particular demand function is defined

relating the mean ínterarrÍva1 Ëime of out-of-core page requests

of job í to the proportÍ.on of pages found ín core storage.

IË is expected that if the storage allocaËed ís relatívely

small the length of an execuËion burst is short. In conËrast, Íf

the entire job is mainËained in core storage, the mean execution in-

terval i's dependenË only on other interrupts suspendíng execution.

The requíred paging operatíons during execution give ríse to

additÍonal supervisor overheads and increases the job halt time while

a job awaits completion of page transfers. In reference to the Atlas

computer, the logged ouËput statístics (ratte 3.t) indicate that the

mean s\^rap time required for paging operaËíons exceed the mean com-

pute time by a factor greater than I for jobs of compuËe ranges 1

ar,d 2. Thís high ratio of swap tíme Ëo compute tíme is suspected to

be a result of the limited amount of core sËorage available and the

large amount of swapping during compilation.

It has been suggested [20] that the fundamental problem encoun-

tered by multiprogramming ínvolving pagíng techniques is the conflicË

beËween the number of jobs that may be multiprogrammed and the sys-

temrs abílíty to honour all- storage demands. ln the Atl-as compuËer and

simulation model the ma:iÍmum number of jobs mulËiprogrammed ís Ëvro.

The símulation model described in Chapter II was modified slightly

Ëo include the demand function to generate t.he mean interarrival tíme
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for ouË-of-core page requesËs. The effecr of this function is

demonstrated using the same job-mix paranleters used in Ëhe

Atlas simulation described in the previous Chapter.

4,2 THE DM{AND FUNCTION

In thÍs section an analytical relationshÍp between Ëlr.e mean

interarríval time of out-of-core page requests and the proportion

of in-core pages for jobs of each compute range is deterrnined on

the basis of a previous publication by Be1ady i201. Some of the

underlying assunpËions made for his analytical approach were re-

1axed. The assumptions retained for this símulation study are:.

. (a) Jobs are execuEed ín a paging envirorunent Ín whictr- the

storage demands usually exceed rhe avaj-lable core stor-

ge caPacitY.

(b) The average tj:ne inËerval of r.rnínterrupted. processílg is

a function of the number of pages resident in core sto.rage.

(c) The pages are referenced duríng executíon in a trandomt

seguence

The relaËionship or demand function determined for the sÍmuIa-

tion model- for each compute range j is defined to be:

t, (n) = krr/ (1-p) ,

where k. is a consËant and p the proportion of the total
J

job i has resÍdent in core sLorage. The consËant k. \,ras

. . . (a.r)

pages R.. a
1J

taken to be
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unity by Beladyts approximation sínce the average length of an un-

lnterrupËed execution ínterval was considered to be a funcLion of

only'the storage space occupied by each job. However, for Ëhe

function adopted in this sÈudy the value of k, for each conpute
J

range j is such that the average execution ÍnËerval corresponds to

the value calculated from the Atlas statistics (equation 2,2,9).

It is assumed that for Ëwo jobs on the Atlas execution list,

the mean number of pages residenË in core is 16. Thus, the mean

proportion of ín-core pages for jobs of compute range j is:

p, = l6/R: ,JJ
where R, is the mean storage blocks requesËed for the

J

compute range j. The observed mean interarrival Ëime,

of compute range j ean Ëherefore be expressed:

e, = r.(p,)
JJJ

4.1 the constanË k. for each compuËe range j is de-

(4.2)

job within

;. . for iobsJ'

(4 .3)

Using equation

termined as:

k*=ã*(t-pr)/p*
JJJJ

The interarrival times e.. for an ouË-of-core page requesË for

each job i are assumed to be ,rol*rtty disËributed about t* (l). hÏhen the
,J

proportion of in-core pages is p the mean of the distribuËion is given
0

by f,(p ) and Èhe sËandard deviati-on Ëaken to be f,(p-)/6,
JOJO

An ínterarrival time, t *, of Ëhe next out-of-core page request
0

generateci at Ëime t is subject to change as the Proportion p changes
00
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at a laËer time È- Ëo p: (i=1, 2,3, ....1) durÍng the coursel_ -l_

of execuËion. The ínt,erarrival Ëíme e.* after the ith change in

proportion p^ may be defined by the recursive relationshÍp:
0

r, (no ) c*
a-.r

such that the ratio (t- - t*_,)/¿.x, <1 for the request not to havel-¡

already oecurred.

Thus, e-* is the CPU time necessary to gÍve rise to Ëhe nexË

page Ëransfer after the proportion of in-core pages has changed for
rhthe i-" Ëime and eo* is Ëhe initial interarrival time generaËed from

the distribution with mean f. (p ) . A deËailed derivation of the re-
JO

cursive relaËion (equation 4.5) is given in Appendix H.

4.3 INVESTIGATION OF THE RELIABILITY.OF THE SIMULATION

}IODEL USING DE},IAND FTJNCTION

The use of Ëhe demand funcËion requires Èhat the model calculates

Ëhe ínterarrival Ëime of Ëhe next out-of-core page request for a job i

each time its proportion of in-core pages ís changed. IL is assumed

thaË a job is loaded into core sËorage when a job is entered on the

execuËion 1ist.

In order to examine the reliabiliËy of Èhe símulation results using

t'his denand funcLion, n jobs were processed through the simulation model
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and the simulatíon output statistics cal-culated for contí¡.ued values

of n. equal to 100, 165, 266, 386, îBL, 64L, 702, 766 and 1000. The

job-rníx and operational parameËers used are sj¡ruilar to Ëhose de-

scribed in Chapter II and are given ín Tables 4.1 and 4.2 respectively.

The mean drum device tj:ne, ã., obtaÍned for each compute range
J

j Ís ouËput by Ëhe símulation model an<i is compared to the range of

the corresponding value given in the Atlas statistics. For increas-

ing values of n the símulation results tor ã-. are plotËed against. n
J

as shovm ín Figure 4.1. The value of 4 (j = 1, 2, 3 arrð.4) obtained
J

from Ëhe 1000 simulated jobs are 1.28, 5.90, L6.65 and 46.92. These

values correspond reasonably well to the Atlas resul-ts which are ob-

served to be 1-.0, 6,3, 2L.6 and 54,7. The largest deviaËion (¡ = 3¡

is less tinan 22%. Table 4.3 gives a comparison of ã, oltained. by sím-
J

ulatíon involving the demand functíon f, (n) and Ëhe observed Atlas re-
J

sults

The mean duration, Ãt., of jobs within each compuËe range gíven
J

in the Atlas staËÍstics and output by Ëhe simulation model is used as

a further measure of the reliability of the símulation results. For

Ëhe n contínued values giyen above the values obËaÍned. for AT. "."J

graphically presented in Figure 4.2 and the values obtained at n

equal to 1000 are compared t.o t.he range of the corresponding Atlas

resul-ts in Table 4.4. The largest. deviation of Ëhe simulation results

( = 2) is less than 29%. llowever, the values obtained for Ir. (j = l,

21 3, and 4) areobserved Èo lie l*rithin or near the boundaries of each



INPUT JOB-},TIX PARAMETERS USED FOR RELIABILITY STIIDY I^IIT}I DEMAND FUNCTION f, (p)
J

COMPUTE

RANGE
(sEC)

0-1
1-B

B-120

120 - 960

TI]"fE
MEAN
(sEC)

TABLE

NO. OF

JOBS

0.3

3.8

33 .1

284.0

4.L

STORAGE

BLOCKS
(BLKS)

360.0

864 .0

1333.0

194.0

NO. OF

TAPES

48.3

51. 3

66.5

65 .8

BLOCKS

TRANS-
FERRED

0.8

0.4

0.5

0.5

PRINTER
OUTPIIT
(BLKS)

423.6

344.2

449 "6

452.5

L.4

8.3

45.2

70 .8

\o(,
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TABLE 4.2

. OPBRATION PARAMETERS USED IN RELIABILITY

STUDY WITH DEMAND FUNCTION f, (p)
J

Number of generaEion sloÈs,

Number of executíon sloËs,

Number of assembly queue sloËs,

Number of drum queue slots,

Number sf t,':pe queue sloËs,

Drum response time (sec),

Tape response tíme (sec),

S.íze of core storaget

Síze of drum storage,

Number of user magnetíc tapes,

(CenËral executive) supervísor overhead (sec),

(Swítching) supervisor overhead (sec),

Proportionality constants

StarËing random number

^ -t,t¿-ToÞ

¡ =2--e

r.-=20q

n, = 3'-cl

nt= 2

,l = .014-r
r = .063-r
C =32

D =133

mt=5

L = .006
S1

t.^ = .002
ù2

k = 0.017
I

k = 0.037
2

k = 0.135

k = 0.453
4

= 568976679
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T'IGURE 4 .1
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TABLE 4.3

COMPARISON OF d. FROM SIMULÀTION USTNG f, (p)J J-

. SD{ULATION ATLAS ATLAS RANGE

ã. 1.28 1.0 r.o - 1.4I

d 5.90 6.3 4.g-6.s2 -'-

ã^ L6 .6s zL.6 20.7 - 24 .7
3

d 46.92 54.7 54.7 - L05.24
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FIGURE 4.2

Ãr. ¡,s A FUNCTToN oF n
J
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TABLE 4 4

COMPARTSON 0F AT, FROM SIMULÀTrON USrNc f, (p)J J..

SIMULATÏON ATLAS ATLAS RANGE

AT 38.59 BO.B 26.1 _ B0.BI

¡r 48 .46 37 .7 30. O - 4s .9
2

Ãr- g7.2s Lo2,z LOz.z - LL3.2
3

. -^T 455 . 35 456 .g 456 .g - s6g .4
l+
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range of 
^T. 

observed over the síx seLs of Atlas data (Table 3.1).

As exnected the mean relatíve respott"u õ. , (J = 2, 3 and 4), whichr¡rçq¿¿ r ero, 

.,

Ínvolves (see equation 2,5.7) both of the discussed varíables (ATi and dr)

is also found to be in faírly good agreenìent with the Atlas r¡¿t.rul. The

result,s from the simulal-ion for ã. are 23.00, 3.0g, 1.43 and 1.28 and the
J

corresponding Atlas values rvere observed to be 266,7, 2,5, 1.6 and 1.3.

The greaËest deviation of r¡. (where j = 2, 3 and 4) from the Atlas results

ís less than 24% and 1Íes tn¡ithín or near the boundríes of the range õ.

observed over the Atlas statistics. Fígure 4.3 íllustrates the plottecl

values of õ. (j = rr 21 3 and 4) versus n, the number of jobs processed.
J

Table 4.5 gives a comparison of the obtained values of õ. ruhen 1000
J

jobs are processed to those observed in Ëhe Atlas statj-stics.

The values obtaÍned for the eplT rlr,,m on.l mag¡etic tape util1ty are

58,L2r 2L.05 and 38.95 per cent respectively. Again, these values are in

good agreement wiËh Ëhe corresponding values of 61.0, 23.0 and 42.5 per

cent determined from the Atlas statistics. The largest deviatíon of

these símulat,íon results from the Atlas values is less than 9%.

The results of the simulatÍon using the demand fur-rction are given in

Table 4.6 and compare favourably to the results of the simulation of Chapter

III. (the results are given in AppendÍx F).

4.4 DISCUSSION OF SIMULATION RESULTS INVOLVING f, (p)
J

rn additon to the simplífying assurnption and the approximations

described ín Chapter III the adopted dernand function f, (l) ís a further
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FIGURE 4.3

,. AS A FUNCTION oF n
J
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TABLE 4 5

COMPARISON OF ûr. FROM SIMULATION USING f, (p)J J-

STMULATION ATTAS .ATLAS RANGE

il 23.00 266.7 6s .z - 266 .7
L

ûr 3.08 2.5 2.3 - 3.8
2

úr L,43 1.6 1.6 - 1. B-3

, L.zB l-.3 1.3 - 1.5
l+



COMPUTE .TIME

RANGE }IEAN
/^n^\ /^F^\

\Þ.r-u / \òr,\,./

o - I 0.26

| 
- 

x { th

B - 120 3r.42

r20 - 960 2BO .7 6

TABLE 4.6: oUTPUT TRou STMULATION USING fT þ)

NO. OF

JOBS
STORAGE NO.'OF BLOCKS

BLOCKS TAPES TRANS.
(BLKS) (BLKS)

156 .0

373.0

397 .O

74.0

50.27

5¿.)+

67 .39

66.31

0.71

0.34

0.41

0.41

DRUM PRINTER DURA-
DEVICE OUTPUT TION
rrME (BLKS) (sEC)

5 .40

CPU UTILITY

DRUI4 UTILITY

TAPE UTILITY

NUì{B]ilì JO],}S PROCiJSSED

4l-3.3r

5Ll ,L+¿

370 . 85

494.62

L.2B

5 .90

L6.6s

46.92

ut = 40.77

= 58.L2%

= 2l-.057.

= 38.957"

= 1000

1.40 38.59

B .39 4B .46

45.6L 97 .25

71.01 455 .35

RELAT- QUEUE
IV.T. W¿\I I
RES. TIME
DA\TCF

I I,"I.L

23.00

3.08 ,

I. +J

t.28

9 .3s

10.04

2.28

).zo

H
NJ
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approxinatíon which is believed Ëo be a more accurate representation

of the real sítuation than Ëhe correspondíng approximation used. in

Chapter III. -

The agreemenË betv¡een t.he Atlas resulËs and the simulated

values using the demand functÍon is superior to the agreernenË obtained

ln Chapter III for ÂT. and inferíor for the t¡. values.

It is perhaps signíficant Ëo note, however, ËhaË although the

resulÈs obtained in thÍs Chapter stabilízed fairly well as n in-

creased to 1000, iË is a single calculation and the results are sub-

ject to some uncerËaint.y. More aËtenËion was paid to Èhe reproduc-

íbility of Ëhe results Ín Chapter III and it is possible È,hat, r¿ere

the same attenEíon given Ëo reproducibility in this section, the re-

sults night be superior to Ëhe ones observed.

. The obtained values of the mean drum device tiine C are less
J

Èhan the values of the Atlas statisËícs for compute ranges 2, 3

and 4. This may be due to the assumptions thaË for each job of

each compute range j, Ëhe mean number of in-core pages ís taken t.o

be 16. Secondly, mean required storage, F. is approximaÈed by the
J

average of the requested compíle and execution store as described

Ín Chapter II, section 2.2,2.

4.5 CONCLUSIONS

Acknowledging Ëhe imperfections in the desÍgn of the simulation

urodel, íË ís felt that simulation results obËained (as descríbed in

Chapter III and Chapter IV) from boËh models are in general in fairly
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good agreemenË tríth the Atlas sËatistics collected- for this stud.y.

In spite of the simplification and approximations made in the

model the output results have indícated thaË the símulation model

behaved much like the actual Atlas computer.

It Ís apparent that in a moderaËely conplex computer system

such as Ëhe Atlas several aspects or features contribuËe more than

others to the overall performance of Ëhe compuÈer. This simulation

study has indicaËed thaË paging compuËer systems of this nature may

successfully be simulated by a nexË event Ëype simulation model Íf

Ëhe more ínfluenËial features can be isolated a¡rd replicated in the

model. The l-ess' imporËant features may be sÍmplified or excluded

wíthout seríous consequences. For example, the assumption that

overheads of less than 1 mil-lísecond rnay be ignored wiËhout altering

Ëhe overall operation of the model is in actual fact quite drasLic.
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APPENDIX A

DATA },TAINTAINED ON JOBS BY SIMULATION MODEL

DURING PROCBSSÏNG

The job descríption for each entry on the job list includes:

1. program number;

2, compute range (identifíer);

3. time of arrival;

4. CPU Ëime requesËed;

5. sÈorage (blocks) requested;

6. number of user tapes requested;

7, number of blocks of ouËput requested

The additíonal descriptíons recorded for an entry onto the

exeeutfon lísË include;

B. tíme assembly termínated (TIME 0N) ;

9. time loaded ínËo core;

10. accumulated CPU Ëíme received;

11. accumulated drum time received;

L2, accumulaËed tape time receíved.
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APPENDIX

SAI4PLE OF GBNERATED JOB-STREAM

A sample, consÍsting of the fírst few jobs appearing in each

compuËe range of the job stream is given below. The job-mix and

operatíonal parameËers used to generate this job stream are given in

Tables 3.2 and 3.3 respectively.

COI'{PUTE RANGE ONE

11
26
316
423
528
634
744
851
960

10 63

11
6
5

10
10
10

4
5
I

10

55
4B
33
34
61
57
59
64
63
73

1
2
3
4
5
6
7

B

I
l-0

PROGRAI"T

NI]MBER

2

7

9

10
13
14
15
L7
t-B
2L

TII'ÍE
ON

L23.L3
489.52
981.l-5

1105.40
1368.50
2252.84
2349.L5
2959.88
3L52.30
4248.68

L27 .37
259.6L
262.L5
404.44
42L.54
483.44
551.63
622 .7 2
986,L9

L025.9s

CPU TIME
REQUEST

(SEC )

0.62
0.07
0.06
0.27
0.19
0.56
0.09
0.36
0.11
0.28

STORAGE

BLOCKS

33
55
55
6B
35
6L
35
49
36
51

MAGNETIC
TAPES

I
2
0
l-
0
1
0
0
1
I

BLOCKS
OUTPUT

l-
1
2

I
2
2

1
1
2
I

CO}ÍPUTE RANGE TI^]O

5.L7
3.78
5.26
2.79
1.03
1.16
1.03
6.72
1.43
L.67

0
0
0
0
0
I
0
0
1
0



L07COMPUTE RANGE THREE

58
57
52
59
B5
62
7L
5B
97
B7

13
25
3B
4LL
,5 12
6L9
720
822
925

t_0 26

PROGRAM

NIIMBER
TIME

ON

34 .88
236.2L
27L.42
377 .96
6s5 .15
7L4.42

l-006 .12
1034.03
1105 .40
L297 .48

CPU TIME
REQUEST

(sEC)

57 .42
27 .22
2L.07
L8.42

109 .16
42.75
r-8.99
19.68
8.32
9.46

STORAGE

BLOCKS

COMPUTE RANGE FOUR

MAGNETIC BLOCKS
TAPES OUTPUT

MAGNETIC BLOCKS
TAPES OUTPUT

l-
l_

1
0
2
1
I
0
0
0

40
22
L4
50
52
50
3l_

66
37
33

1
,
J
4
5
6
7

B

9

0
0
0
2
2
1
0
0
0

PROGRAM

NIJMBER

4
27
30
4L
52
69
70

103
L29

TIl"fE
ON

LL47 .70
L326.00
1851.32
2452.22
3416.08
3s99.34
6452.23
7 646 .44
B22B .7 3

CPU TI]"ÍE
REQUEST

(sEC)

L49.5L
17 3 ,04
325.L3
151 . 85
300.33
274.93
L7L.47
425.09
266,99

STORAGE

BLOCKS

49
9L
60
74
B4
tr1

108
25
20

64
56
BO

52
7L
B5
B7
64
78'
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DERIVAT]ON OF THE MEAN FOR THE I,IAGNETIC TAPE DISTRIBUT]ONS

In Chapter

generate variates

ent the number of

teger distributíon

mined as:

For the values

II, an exponenËial distribuf-ion

(rounded to the nearest Ínteger

user magneËj-c tapes requested by

is of a geometric type and the

108

\{as assufired to

value) which repres-

a job i. Thís in-

actual nean ñ deEer-

5¡¡
fr I j+o.s 1 -u../u
I \ _ e "ij'"j ourj/ | ì U.'i=r J i - o.s J

m = ..(e .f¡
5.5

t_-
-tle -íj

U.
oJ

ll
J dU..

1J

of U, used. throughout the calculations (Table 3"2)i
J

5.5

* 
-TT lfi

_ e "ij' "j du", - I
U. TJ

oJ
-l lrl

Usíng thís approxímatíon and denotíng e '"j by o equaËion.C.l re-

duces Ëo upon íntegration;



hence,
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{223ñ-=o {t+o+o +o +.........} ,
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APPENDIX

SAMPLE CPU ALLOCATION PROFILES

In Chapter II the allocaËíon of the CpU ís described. Three

Partíal profiles depicËing typical situations encountered during

multiprogramming as in the Atlas compuËer are shov¡n.

(1) Figure D.l illusËraËes the sequence of evenËs as the exe-

cuËion list contains a tape and a shorË job. The tape job is engaged

in a Ëape transfer and control is passed to Ëhe short job.

(2) The sÍtuation illustrated by Fígure D.2 resulred from

Èhe execuËion líst containíng a Ëape and a short job. The tape job

(having highest priority) ís engaged in a drum transfer. Allocatíon

of the CPU to Ëhe short job is inhibited in this situation as shov¡n.

(3) The last profile, Figure D.3, reflects the execution líst

conËaining a long and short job of equal príority. As a job is halted

during a drum transfer, the cPU is allocated íf possible to the other

job on the execution list. fn this situaËion, the CPU is allocated on

a ffrsE-found-fírst-served basis, wiËh no decÍsion as t,o priority

taken in accounË.
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FIGURE D.1

PROFILE OF TAPE AND SHORT JOB - SITUATION 1

tape transfer

drum transfer

cpu idle or overhead.s

cpu execiting

r--l-l-.--
4\t)
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f
I

@

t, = 66.439;

E, = 66 '4411
t, = 66.450;

tO = 66.456;

t, = 66.458;

tU = 66.470;

t, = 66.472;

t, = 66 .477;
t, = 66.485;
tr.= 66.490;

trr= 66.492;

tL2= 66.502;
+ - CC <^1..L13- vw r JVT ¡

start tape'Ëransfer
start shorË job executing

request page from drum for short job

start page transfer into core

end of supervisor cycle
page in core, start page transfer to drum

start short job executing

request page from drum, queue request
page on drum, reapply for queued request

start. page transfer into core

end of supervisor cycle
end of tape transfer
start Ëape job executing



tL2

t-
l_@',

E, = 45.052;

t, = 45.058;

t, = 45.060;

tO = 45.0723

Ë, = 45 .074;
tU = 45.081;

t, = 45.088;

L, = 45.094;

Eg = 45.096;

Ë10= 45.108;

trr= 45.110;

FIGURE D.2

PROFILE OF trAPE AND SHORT JOB - SITUATION 2

T.
-t-

hm
drum transfer

cpu idle -or overheads

cpu in execution

request page from drum for tape job
start page transfer into core

end of supervisor cycle
page in core, sËart page transfer to drum

start tape job executíng

request page from drum, queue request
page on drum, reapply for queued page request
sËart page transfer into core

end of sup.ervísor cycle
page in core, start page transfer to drum

start tape job executing



FIGURE D.3

PROFILE OF I.ONG AND SIIORT JOB _ SITUATION 3
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r, = 53.270;
t, = 53.276;

13 = 53.278;
tO = 53.290;

t, = 53 .292;

tU = 53 .297;
E7 = s3.304;
Ë, = 53.310;

tn = 53.3L2;
Ë10= 53:3L9;

lrr= s: '324;
trr= 53.326;
tt3= 13.338;

drum Ëransfer

cpu ídle or overheads

cpu execution

request page from drum for short job
start page transfer int.o core

start long job executing
page in core, start page transfer to drum.

start short job executing (first found first served)
request page from drum, queue request
page on drum, reapply for queued page request
start page transfer into core

start long job executing

request page from drum, queue request
page in core, start page transfer to drum

start short job executing

page on drum, reapply for gueued page request
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APPENDIX

DISTRIBUTION 0F r¡, AS A FUNCTION 0F n
J

The followíng represents the tabulated values of the mean

relaËive response for each compute range as a function of the number

of jobs processed, n, for C', = .01 , .1, .2, ,4, .6, .8, and 1.0.

= .01

=.1

n

1000

163
463
881

1000

235
528
7s9
937

1000

135
27L
364
4ss
56s
o)/
748
835

LT7
203
337
430
595
727
820
9sB

1000

0)
t

31.69

2.53
4.L7

L9.69
18 .87

60.27
31.39
27 ,23
27 .60
2s.94

37 .95
26.20
3L.L2
4s,98
37 .0e,
45.sL
44.83
41 .10

1 .30
s.9B

15 .28
20.L9
20.82
19 .50
2L.23
lB.BO
lB.BB

7 .s5

1 .55
s.99
6.36
6.04

10.36
5.84
s .36
5.7L
s.74

3 .81
3.25
4.03
3.95
3.93
3.72
4 .0r
3.99

2.53
2.33
2.79
3.L9
3. 13
2.87
3.08
2.59
3 .65

UJ

L.52

L.23
L.57
1.61-
L.7 0

I .58
I. Jq
l-.50
L.62
r.59

L.57
1.56
1 .63
1.58
1.50
r-.)4
l- .51
1 .55

L.7 5
1 .89
L.7 4
L.7L
L.67
1.60
1qq
1.55
L.57

L.20

1.09
1.18
L.24
L.23

L.36
L.29
1. 30
7.28
L.2B

1 .07
1.05
L.L7
L.24
L.20
L.2L
L.23
L.24

L.56
1.38
1.41
1.40
1.38
L.JI
1.38
1.39
L.37

û)
4

û)

,C a

e
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=.8

-1^

n

131
227
3L6
400
488
591
705
790
885

92
180
24L
336

ÜJ
I

23.7r
32.90
26.89
27.02
38.55
3L.64
25.62
23.79
2L.55

3.98
5.69
4.6s
5 ;02

4.48
+.tL
4.24
5 .11
4.60
4.08
4.08
3,87
3.73

4.24
3.60
3,r2
3.22

(¡

1.78
r.60
1 .50
1.55
I .50
1.48
I .56
r .55
I .55

1 10

L.44
1.39
1.6s

1.58
L.47
1.36
1.51
I,4B
1.44
r.38
1.38
L.36

1.31
1.19
L.20
L.25

û)
4

û)
2



COMPUTE TT}ÍE
RANGE MEAN
(SEC) (SEC)

0-l
1-B

ó-L¿V

120-960

NO. OF

JOBS

0.26

3 .15

11 2q

¿Y4 . )L+

STORAGE
BLOCKS
(BLKS)

145 .0

338 .0

436.O

Bl .0

NO. OF BLOCKS

TAPES TRANS.
(BIKS)

45.6r

51 .68

66.L2

67 .98

u = 7.9L r¡r = 53.28

CPU UTILITY

DRUM UTILITY

MAGNETIC TAPE UTILITY

NU}ÍBER JOBS PROCESSED

0.63

0.30

0 .44

0.43

DRUM

DEVICE
T]ME

309 .13

29L.83

450. s4

477 .23

PRINTER DURA-
OUTPUT TION
(BLKS) (sEc)

0.01

0 .03

0.11

0.30

1.38

8.22

45. tO

RELAT- I^IAIT
IVE TTME

/õF^\Kf,ù- \ÐrIU/
PONSE
TIME

33 .51

39.L4

tY.)o

393 .00

64 .7 57.

1 l,d/

40.002

1 ,000

3r.69

7 .55

L.52

L.20

c,/)
H

rr
ÞË
H
z
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Fl
tsg
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Þ
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Fl
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FIJ
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I
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Þ
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F.þ

UA
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COIPUTE 'TI'\ÍE
atn 

^ 
\t

K,¿fÀ\rÉ I'IÄ¡IN

(SEC) (SEC)

0-1

1-8

B-120

L20-960

NO. OF

JOBS

^ ')^

3.2L

33 .55

LöO. I ¿

STORAGE
BLOCKS
(BLKS)

130.0

356 .0

439 .0

I ).V

NO..OF BLOCKS
TAPES TRANS.

/ñT 1rô \
\l).trl\ù,/

4B .38

50.37

66.60

65.63

u = 5.44

CPU UTILITY

DRU}Í UTILITY

MAGNETIC TAPE UTILITY

NU}ÍBER JOBS PROCESSED

0.78

0.28

0 .41

0.44

DRUM

DEVICE
TTME

PRTNTER DURA-
OUTPUT TION
(BLKS) (sEc)

4L6.99

234 -28

42r.34
486.22

ü)t = 4l .16

=

=

0 .05

0 .41

L.97

5.rB

I. JO

B .11

45.79

OI.L¿

RELAT- I'IAIT

IVE TII'ß
RES- (sEc)
PONSE
TIME

32.04

38 .05

88.17

394.43

62.367.

2.347"

37 .70%

1,000
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L.23
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CO)IPUTE TIr\fE
RA.\GE }IEAN

/^-^\ /ôF^\

\ùliu/ \ù!u/

0-1

1-B
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APPENDIX

CO}ÍPARISON OF THE MEAN DURATION OF SI}IULATION RESULTS

The mean duration of a job, &i, ís defined. to be the mean

interval- of tíme elapsed, for the n.5lU" of compute range j, from
J

end of assembly Ëo job completion. This staËÍsÈic is ouËput by the

simulation model (Appendix F) and ís given in Ëhe Atlas sËatist,Ícs

(Table 3.1).

The variation in the mean duraËion is il1usËrated (Figure G.1)

for each of the four compute ranges at each value of C,. The mean

duratíons obtained from the simulation run at C, - 1 for each of the

compute ranges are 35.51, 41.41, 109.03, and 422.64. The corresponding

values observed in the Atlas statistics are 80.8, 37.7, L02.2 and

456.9. For three compute ïanges (j = Zr3 and 4), agreement is good. as

Ëhe devíation is less Ehan, Lr%. All four values obtained for the

mean duration from the sÍmulation model aË c' = 1- compare favourably

as shorr¡n in Table G.1.
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TABLE G 1

cot"lPARrsoN oF 
^Tr 

T0 ATLAS RANGE
J

COI"IPUTE

RANGE

S]MULATION
AI .

J

ATLAS RANGE
OF AT.

J

I 35 .5r

4L.4L

l-09 .03

422.64

26.1 - B0.B

30.0 - 45.9

L02.L - 113.1

4s6.9 - 569.4
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APPENDIX

INTERARRIVAL TIMES GENERATED FROM A

Dts'fAND FUNCTION

In the nexË event tyPe simul-ation model developed in this

research, events are generated prior to the tíme at which they

occur. This applies also to requests of out-of-core Page generated

by the model used in chapter IV involving the deurand function, r.(p).
J

DurÍng the interval of simulated t.ime defined in Ëhe model

by the t.íme elapsed between Ëhe generaËion of Ëhe nexË ouË-of-core

page requesË and the actual time this request occursr the proportion

of ín-core pages may change. In such an event a job has already

received some CPU attentíon with the initíal proportion, Po, in

core sforage.

Assume an interarríval Ëime e * is generaEed from the dis-
0

tribution f, (p) with a mean f . (p-) at time when the .proporËion of
J- J O

pages ín core for a particular job t" no. Assume further thaË the

job executes for time Ë - t with proporËion p after which time
I 0 '0

the proportion changes ao Pr. The ne\¡I request time may be defined by

the equation:

*ex=t
rll

g*
+ o r(P ){rft6J I

- -'t-LJ1!
g*

0

provided that

porLional to

the sÈandard deviatfon

r, (n).

of Ëhe distribution is pro-



If the proporlËon changes agaín to P, after t, - L, more

units of CPU time, Ëhe new request time is gíven by:

L27

t -t
r +e*=r + o f(p){1 - 2 r}
222--.2

g:k

f, (no) g*
I

The interarrival- time s.* can therefore be defined by the

recursive relaËionshiP :

for i>1 and where e.* is the execution time required to give rise

to the next page request after Èhe proportion of in-core pages has

changed for the iËh tir.. In order for the requesËs not to have

aLreaðy occurred, the raËio (t-.-t . \ le'* <1. The variable e *-i -i-r' r-l o

ís the interarrival Ëime initially generated from Ëhe distribution

r.riËh mean f,(p^).
Ju
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