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Abstract

The transport of ultrasound through a strongly scattering medium, with either a random

or ordered mesostructure, was studied in the intermediate frequency regime, where the

wavelength in the sample is comparable to the size ofthe scatterers. The samples were

made by braising aluminum beads to form a solid network, held together by weak bonds

between the beads. In the random samples, wave transport was found to be diffirsive in

the lower part of the intermediate frequency regime (- 0.25 MHz). At higher

frequencies (-2 MHz), the diffirsion approximation was found to break down. and the

localization of ultrasound was observed. This demonstration of ult¡asonic wave

localization, believed to be the first experimental realization of this effect in th¡ee

dimensions. was based on two approaches: thc observation of rime dependence in the

diffi¡sion coeffrcient, and evidence for non-Rayleigh statistics and anomalously large

variance of the normalized transmitted intensity. Band gaps were observed in both the

¡andom and crystalline aluminum bead samples, and in the crystals, the group verocity

was found to be negative in the lowest frequency gap.
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Chapter 1 Introduction

1.1 History and background

The phenomenon of Anderson localization, explaining metal-insulator transitions in terms

of the possibility of eiectron localization in disordered systems, was first predicted by

Arderson in 1958. Electron localization was later reaÍized ro be a general wave

phenomenon [Ioffe and Regel, 1960; John, 1984], suggesting that classical waves could

also be localized in a random medium. The analogy with electron localization and the

advantage of classical waves, which do not suffer from complications arising from

interactions like the Coulornb interaction between electrons, have attracted great interest

in searching for experimental evidence that classical waves can indeed be localized in

three dimensional systems.

classical wave localization in ¡andom media has been investigated, theoretically and

experimentally, for the past several decades [Sheng, 1995]. Many theoretical principles

and methods, such as loffe-Regel criterion [Ioffe and Regel, 1960], the Thouless criterion

[Thouless, 1974], scaling theory [Abraham s et al., 1979], self-consistent theory

[Vollhardt and WöIfle, 1992; Götze, 1979; Volthardt a.d WöIfle, 1980, 1982], random

matrix theory [Kogan and Kalveh, 1995], etc., have been developed, and greatly

enhanced basic understanding of the phenomenon. In parallel, many samples and

experiments have been designed ald made, but it has been extremely diffrcult to achieve



sufficiently strong scattering to realize localization in practice. Even in very favourable

circumstances, it was found that absorption in the samples suppressed the localization. so

that it was difficult to tell whether the observation of signatures of localization in the

transmission [weirsma et al., 1997] were in fact due to localization or just absorption

fSchetrold et al., 1999; Weirsma et at., 19991.

For the past 10 years, a statistical approach to photon locahzafion has been developed

fNieuwenlruizen and van Rossum, 1994; Kogan and Kalveh, 1995; Marko5 and

soukoulis, 20051. Due to the breakdown of diffusion in disordered media, the intensity

ofthe transmitted waves fluctuates greatly from one position to another on the surface of

the sample, leading to a large variance of the transmitted intensity. These fluctuations

may greatly exceed the more usual variations of intensity in random media associated

with speckles, which in the diffusive regime obey an exponentiar distribution of

intensities known as the Rayleigh dist¡ibution [Goodman, 19g5]. As the localized

regime is approached, the probability of find very intense speckles is enhanced, leading

to a non-Rayleigh distribution described by a stretched exponential at large intensities

fNieuwenhuizen and van Rossum, 1994; Kogan and Kalveh, 1995]. These predictions

have been extensively studied in quasi-one-dimensional systems using microwaves, and

good agreement between theory and experiment has been found [stottchev and Genack,

1997; Chabanov er a1.,20001.



Howeve¡ up now, most of the successful experiments exhibiting signatures of

localization of classical waves have been limited to quasi-one-dimensional systems, and

all have focused on photons at optical or microwave frequencies. However, despite

some very promising reports [Wiersma et al., 1997; Störzer et al., 2006), there is no

consensus that photon localization has been achieved in th¡ee dimensions. Furthermore,

no experimental observations ofthe localization of sound have been reported yet, making

the observation of ultrasound localization in three dimensional disordered media a big

and exciting challenge. The main goal of this thesis is to address this challenge.

while the transport of classical waves in random media continues to attract nruch

attention, the behaviour of classical waves in periodic systems is also a great current

interest. These periodically structured media are called photonic or phononic crystals,

depending on whether they are designed to diffract light or souncl. photonic band gaps,

where the propagation of photons is prohibited, were first predicted and realized

experimentally in 1987 [John, 1987; yablonovitch, 19g7]. phononic band gaps,

analogous to photonic band gaps, were then reported theoretica y [Economou and

sigalas, 1994; Kushwaha e/ a/., r994; sigalas and Economou, 1996; Sanchez-p erez et al.

1998; Montero de Espinosa et al., l99B; Liu et al, 20001 and finally reaiized

experimentally in th¡ee dimensions only quite recently fLi', et a\,2000; yang, et al.,

2002]. Moreover, an interesting experimental demonstration of ultrasound tunneling

tkough the band gap of a three-dimensional (3D) phononic crystal was reporled fyang et



ol-' 2002l These phononic crystars were made by periodically arranging monodisperse

spherical scatterers in a close-packed lattice. what will happe' if these scatterers are

connected by weak bonds, instead ofjust touching each othe¡ so that instead of praying

the role of scatterers in a continuous matrix, the spheres form a periodic network through

which the wavls propagate? Does this tunneling effect still exist? or w l some new

striking behaviour appear? A second goal of this thesis is to seek answers to these

questions.

1.2 Outline of the thesis

The main purpose of this thesis is to present new experimentar results on the observation

ofsound localization in a three-dimensional disordered materiar. The thesis is organized

into six chapters: Introduction (chapter 1), Theory (chapter 2), Sample preparation

(chapter 3), Experiments (chapter 4), Results (chapter 5) and conclusions (chapter 6).

The main part of thesis begins with a review of theory in chapter 2. section 2.1

provides an introduction, and a summary of diffusion theory that can be used to describe

the propagation of multiply scattered ultrasound is then presented in section 2.2. A

description of the relevant localization theories, incruding time dependence in the

diffr¡sion coefficient and the statistical approaches, follows in section 2,3.

the

4

chapter 3 describes the preparation of the samples. Section 3.1 introduces



principles of braising aluminum beads. The details of making diso¡dered sintered

aluminum bead samples a¡e described in section 3.2. Then, the procedure for making

sintered aluminum bead crystals is presented in section 3.3.

Next a description of the apparatus and procedure used to perform the experiments is

given in chapter 4 (Experiments). section 4.1 introduces the general ideas of the

ultrasound experiments. Then the experimental setup is presented in section 4.2,

followed by the apparatus in section 4.3. section 4.4 discusses the measurement

techniques and geometries used in ultrasonic measurements ofboth ballistic and diffusive

propagation. The former describes the coherent propagation of a pulse through a

disordered medium, while the latter describes the transport of the ensemble averaged

multiply scattered ultrasonic energy density.

The main results are reported in the chapter 5. section 5.1 outlines the organization of

this chapter and describes some parameters of our samples. section 5.2 discusses the

results in the diffusive regime. The ballistic results are first presented, and then the

aralysis and results of the diffi.¡sive data are described. section 5.3 presents the results

in the localized regime. Two main approaches to observe signatures of localization are

introduced fi¡st. Then the analysis and results showing the time-dependent diffusion

coeffrcient and the intensity statistics are presented successively. Section 5.4 shows the

experimental results for the crystal samples, and a comparison between our crystals and



more traditional phononic crystals is made.

The conclusions that may be drawn from this research are presented chapter 6, where the

main findings are summarized. Additional experimental results that furthe¡ reinforce

the main conclusions ofthe thesis are presented in the two appendices.



Chnpter 2 Theory

2.1 Introduction

The theory needed to interpret the experimental results is outlined in this chapter. The

next section deals with the difñrsive regime, where phase information in the multiply

scattered waves is ignored and the kansport of the ultrasonic energy density through a

strongly scattering medium is approximated as a random walk. The basic assumptions

of the model are introduced, and the solutions of the diffusion equation for pulse

propagation through a random medium with reflecting boundaries are summarized. one

of the important results of the diffusion approximation is that the transmitted intensify is

predicted to decay exponentially at long propagation times.

In the localized regime, the diffiision approximation b¡eaks down because wave

interference effects become important due to the enhanced probability of the scattered

waves retuming to the same point. Recent theoretical predictions, that the transmitted

intensity at long times obeys a power law, and that the diffusion coefficient decreases as

l#, are presented. Finally, the main theoretical results for the statistics of the

transmitted intensity in the localization regime are summarized. These predictions of

non-Rayleigh statistics and very large variance of the normalized transmitted intensity

provide another approach to demonstrate the localization of classical waves.



2.2 Diffusivepropagation

The propagation of waves through a multiply scattering medium may be approximated as

a random walk, and thus can be described as a diffusive process. The multiply scattered

energy density U satisfies the diffusion equation,

ôlÌtr tt
DY' U (r - t ) = 6 t r - r, \6lt )ðt (2-1)

where á(r-r") is apoint source located at i,andD is the diffrrsion coefficient, which

is normally given by the Boltzman diffusion coefficient D, = ] ".1. 
. Here, v" , the

J

energy velocit¡ is the velocity at which acoustic energy is transported though the

medium, and /-, the transpoft mean free path, is dista'ce at which the direction of

propagation becomes randomized. It is also assumed that diffusion begins from a depth

z,: l" inside the sample [Page et al.,1995, Sch¡iemer etat_, 19971.

The solutions to equation (2-1) depend on boundary conditions, and are discussed in

detail by carslaw and Jaeger [carslaw and Jaeger, 1959]. when a short pulse is incident

on a slab-shaped sample, the diffuse energy density on the opposite side of the sample is

described by lPage et al., 19951

--Ì t4 Dt --t tt. ø
U(x.y.z) lc,lr¡u ot!'t' 

,2¡rDLt H-' (2-2)

wiTh 12 = (x - xù' * (y - yùt being the transverse distance from the source position,

and, L the sample thickness. The coeffrci ent C,(z) are given by



c,fr¡ =
p:Kz +t+2K

The values of p, are given by the positive zeros of the transcendental equation

^ 2ßKtAjb = 
-.!-' þ'K'-r

and the dimensionless constant K is given by

K=hlL Q_4)

Here å is the exhapolation length and is defined as

, 2t'l+Rn= 
.¡ r_n (2_5)

-R is the angle-averaged reflection coefficient, defi'ed by the ratio ofthe incoming flux to

the outgoing flux at the boundarie s [Zhu et al., l99l].

The experiment measures the transmitted flux normal to the slab, which is related to the

energy density by Fick's law:

(2-3)

(2-6)
AÍÍ

J tt\ = -D- ""oz

Hence, the transmitted flux for a point source is described by

--,tfaoor ^-r rt" -ru)=:-a;--le,,r-'ø:'tr e-7)
n=1

with

o _ þ,1p, x ti" p, - cos p,l[þ,K cosl B,z o, L¡ + sin( p,zo' Dl, 12-ór

where ro is the absorption tirne.



The transmitted flux for a plane wave source is calculated by integrating over all source

points (x¿, y¿) in the plane z : z6 and is given by

(2-e)

In the experiments, the real source is not a delta function in time, but a function with

finite width. Hence, it is also important to convolve the transmitted flux with the finite

width ofthe input pulse ln(t):

(2-10)

where t2-\ is the width ofthe incident pulse.

2.3 Localization

2.3.1 Introduction

Anderson localization of electrons, due to the breakdown of diffrsion in a disordered

material, was first predicted by Anderson in 1958 [Anderson, 1958]. The central idea

was that electrons become localized when the disorder in the electron energy from Iattice

site to site exceeds the coupling between sites, so that the wave functions fall

exponentially in space and transport ceases in an infinitely large sample. In a finite

sample, current can still flow, but the transport of electrons decays exponentially with

sample thickness, and the diffusion coefficient tends to zero as the thickness increases.

1J\ - tlt"

J(t\=""8"- \ A 
" 

ouP:",'
' T¿ L¿L h=l

t2

J ,,^(t) = IJ,,,1t'¡ t *,,"1t - t,¡ dt'

l0



In the past two decades, the analogy with electron localization has greatly raised interest

in the possibility of observing the localization of classical waves in random media. one

ofthe conditions that has been proposed for wave localization to occur is the Ioffe-Regel

criterion [Ioffe and Regel, 1960], which stafes that wave propagation ceases when fr/ < 1,

where Ë is the wave vector and / is the mean free path. However, it is still not entirely

clea¡ whether the mean free path in this expression should be the transport mean free path

/*, as is often assumed, or the scattering mean free path /" [van Tiggelen, 1999]. Also, it

has been pointed out that the loffe-Regel criterion is not very useful for predicting the

localization of acoustic or elastic waves, since k/ is expected to decrease very gradually

as the localization regime is approached, without any sharp transition fsheng et a\.,1994]

and it has been found experimentally thaT H" < I does not necessarily imply localization

for ultrasonic waves [Page et al-,2004]. A better way to obserwe the localization of

ciassical waves is to measure the transmission coefficient as a function of of sample

thickness z. In contrast to the diffusive regime, where the transmission coefficient r(z)

decreases linearly with sample thickness, z(1,) is predicted to pass through a transition

rcgion of 1lL2 behaviou¡ to an exponential decay in the localized regime [Anderson, 195g;

Abrahams et al. , 19791. such behaviour has been seen experimentally by weirsma e/ a/.

(1997) in infrared transmission through a wedge of GaAs particles. However, if

absorption is present, it becomes diffrcult to distinguish between exponential decay due to

absorption and exponential decay due to localization [scheffold et al., 1999; wei¡sma ¿f

al.,19991.

1t



Recentl¡ two new approaches have been proposed to observe the localization ofclassical

waves that largely circumvent the complications due to absorption. One is the

observation of time-dependence in the diffusion coeffrcient [Chabanov et al., 2003;

Skipetrov and van Tiggelen, 2004, Cheung et a\.,2004, Skipetrov and van Tiggelen,2006,

störzer et a1.,2006], and the other one is the statistical approach [stoy{chev and Genack,

1997; chabanov et al., 20001. In the localization regime, the diffiusion coefficient

decays as 1/¡ instead of being a constant. Furthermore, the variance of the normalized

transmitted intensity becomes much bigger, and the intensity distribution obeys a

stretched exponential decay instead ofthe Rayleigh distribution. A description ofthese

two approaches will be presented in the following two sections.

2.3.2 Time-dependent diffusion coefficient

If the diffusion coefficient is time-dependent, the productDrr should be replaced by

integral JD(r')dr' in equation (2-9) [Crank, 1956]. Hence, the transmission would
0

decay as

- -+l Du )d!

Iv) - I'l,e '"" e-!t'o (2-u)
n=l

\ttrcn l*/L and R are small, the equation (2-11) can be approximated at long times by

_2 1

- " IDtt'tdl
I(t)- e 

(L+22"\ô 
e-!tîd

Hence, the expression for D(l) is

(2-t2)

t2



(2-13)

The dynamics of Anderson localization in open th¡ee dimensional (3D) media was

investigated recently [skipetrov and van Tiggelen, 2006] using the self-consistent theory

of localization. It is assumed that a 3D disordered slab is confined between the planes z

: 0 and, z : L >> l. While Skipetrov and van Tiggelen did not explicitly take absorption

into account, this can be achieved by multiplying the transmitted intensity by exp(+/t,).

In the diffuse regime, Æ/ >> 1, and if t >> t¡ is assumed, where t, = (L +220)2 / E2 D B ,

which is the typical time needed to cross the disordered sample by diffirsion, skipetrov

and van Tiggelen showed that the diffusion coeffìcienf can be expressed as

P=r--!l'.11, 7 2s)-4h!1-: .1Ll^' -ZZ] (2-t2lDB (kt)'l 2 L 1.1 1k1), 2 Ll'-' r,, r /r, )

we see that the reduction in D(l) below DB contains two terms: a static term, which is of

oñer (l/kt)z, and a dynamic term, which is reduced by an additional factor of //r smaller.

This implies that non-exponential transmission is very diffrcult to observe in this diffi¡se

regime.

In the localization regime, ld < 1, the transmitted intensity after time l¿ is predicted to

obey a power law: I(t) - I {lo") with s - 0.85, which is very different to exponential decay

13

D1r ¡ = -f 1 t, 2r")' I o'll +itn /1r;.¡ + -L I' '¡at r" 
I



in the diffusion regime. For very long times t> I/a.,where ø- =(Du/{r)exp(_Ll{)

with4 = 61,(kl)'z lF-@t)41 being rhe localizarion length, (l) _ exp(-G.t)/f*t (p _ 0 5)

Hence, the time-dependent diffusion coefficient is predicted to have the following

behavio¡:

D(t\: 
^ (s + l)¡^ /¡-

D^

*c¿'tD+(p+l)tDlt,

We can see that there is a window of time

coefficient decays as 1/l in localization regime

tD<<t<1ld'

t >1/a' (2-13)

over which the time-dependent diffirsion

2.3.3 Statistical approach to localization

Because of the random structure of the samples, it is virtually impossible to predict

exactly the intensity variations in the near-field pattern. 'I'herefore, it is both necessary

and more useful to discuss the statistical properties of speckle patterns. The intensity

distribution properly reflects the macroscopic properties, although the microscopic

properties are not possible to determine. when the intensity is normalized to its

average value, its distribution is universal, independent of the dimensionality of the

system.

In the diffuse regime, the intensity distribution obeys the Rayleigh distribution [Goodman,

1985], which is a negative exponential:

14



P(s"u = I.o/ < I"u r) - exp(-s,¡ ) (2-14)

where <.Io¿> is the average intensity. 1o¡ means the intensíty from an incoming mode a

and outgoing mode å. Hence, the total intensity for incoming mode a is I, - Dt Ia and

the corresponding normalized quantity is s,= Iol<I)>. In contrast to the diffuse regime,

in the localized regime, the intensity distribution is non-exponential, and is predicted to

have the form of a stretched exponential for large s"¿ fNieuwenhuizen and van Rossum,

1995; Kogan and Kalveh, 1995; van Rossum and Nieuwenlui zen,1999l:

p(s"u) - expl-2nGÇ). Q-15)

The parameter g'was defined by Genack as a localization parameter fChabanov et al.,

2000], which is also related to variance ofso:

g'=2lþvar(s)l (2-t6)

In the absence of absorption g' is equal to the dimensionless conductance, g, making a

connection with theory oflocalizaiion ofelectrons. Genack conjectures that localization

is achieved for g 5 1 whether absorption is present or not. Kogan et al. (1995), used the

isotropic approximation, which assumes the perfect mode mixing that is only valid for

quasi-one dimensional systems, to relate distribution ofsd to that ofs,¡:

2var(so): var(s,¿)-l (2-17)

corresponding to the localiz¿tion criterion g's l,localizaTion is obtained in quasi-one

dimensional systems when

(2- 18)

15

va{s,6)> 7/3



Chapter 3 Sample preparation

3.f Random sintered aluminum sample preparation

3.1.1 Introduction

To search for the localization of sound in a random three dimensional structure, sintered

aluminum-bead samples were fabricated. The aluminum beads, coated with silicon and

Nocolok po\ryer, \¡/ere brazed aT- around 650 degrees celsius in a fumace. The general

instructions for making such samples can be found in two references (Baldantoni er al,

2000; Bobowski, 2001) listed in the reference section. In this section, the detailed

procedure that I followed is summarized.

The type of aluminum beads we used was Aluminum M362-1100-ALO-TEMp from

ABBOTTBALL company. The diameter of aluminum beads was 0.162 inch (4.r1 mm).

Before starting the preparation, the following ingredients and tools were assembled:

> NOCOLOK powder, Silicon pafìcle

Þ Stainless steel molds

Þ Va¡ious beakers and mixing tools iike Teflon rods

Þ NaOH

Þ Hair dryer

Þ Reverse Osmosis water



3.1.2 Principle

The basic principle for fabricating the samples is as follows. Aluminum beads are {ìrst

coated with a mixtu¡e of NOCOLOK powder and silicon particles. Above 562'C ,

NOCOLOK powder starts melting, which dissolves the oxide on both aluminum beads

and silicon particles. Aluminum beads are now in contact with silicon particles, and the

absence of oxide layers allows solid state interdiffrrsion of aluminum and silicon. Very

quickly the composition near a silicon particle reaches that ofthe Al-Si eutectic (12o/o S1);

as the temperatu¡e increases beyond the eutectic ¡eaction temperature (577'C ), a liquid

near eutectic composition is formed. Formation of the liquid leads to rapid dissolution

ofthe remaining silicon tlrough liquid diffusion. The pool of liquid continues to grow,

consuming aluminum, until all of the silicon is consumed in the melt. The liquid layer

solidifies on cooling to room temperature and the joints of eutectic Al/Si alloy are fonned,

connecting individual aluminum beads.

3.1.3 Procedure

(1) My recipe

For every l00g Aluminum beads, 0.4g Silicon and 29 NOCOLOK powder were used.

The final weight of samples may be several times heavier than 1009, but it is

recommended to coat only 1009 of aluminum beads at once due to the limited size of the

container. If too many beads were coated at one time, say 2009, the fluctuation in the

coating layer thickness of each bead would be much bigger.
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Note that the strength and size of the joints between the aluminum beads is only

proportional to the amount of silicon powder deposited onto the surface ofthe Aluminum

beads, so that my recipe can be modified as needed to prepare samples with different

elastic properties.

(2) Removal ofthe oxide layer ofthe aluminum beads

The first step of the procedure was removing the oxide ìayer of the aluminum beads.

Although melting NocoLoK will consume the oxide layer of aluminum beads. if the

oxide layer is too thick, it will not be totally consumed by the limited amount of

NOCOLOK deposited on the surface of the beads. To remove the oxide layer, I put

aluminum beads into NaoH solution and waited until I saw that hydrogen was produced,

which meant the NaoH had started to react with aluminum. Then the aluminum beads

were washed by reverse osmosis water.

(3) Coating

0.4g Silicon particle and 29 NocoLoK powder were mixed with Reverse osmosis

water into a beaker. The amount of Reverse osmosis water can vary dramatically, since

it will be dried eventually anylvay. Then I poured the Aluminum beads into the sluny

and stined them with a Teflon rod. A hair dryer was used to dry the beads when I

stir¡ed the beads in the slurry. About half an hour later, after the water had evaporated
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completely, there should be a uniform coating formed on the surface of the Aluminum

beads. Sometime the coating was rot quite uniform. At this point, I usually added

some Reverse Osmosis water into the beaker and repeated the drying procedure. Some

ofthe coated beads that I made are presented in figure 3.1.1,

To make a random sample, I just simply poured the coated Aluminum beads into a

stainless steel mold with diameter of 120 mm until the beads at the top were 1 or 2 mm

higher than the height of the mold. I then carefully pressed the top plate of the mold

until it tightly touched the mold, in order to ensure a more uniform packing of the beads

and parallelism ofthe top and bottom surfaces ofthe samples.
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Figure 3. 1. 1 Coated Aluminum beads



(4) Heating

After the Aluminum beads were coated, it was time to heat them up, which was done at

645' c in a nitrogen atmosphere. The heating apparatus was located in the basement of

the Allen Building.

a) Apparatus

We needed a fumace, a pump, Nitrogen gas, a sample box, a few plastic tubes and

stainless steel pipes. The apparatus and set-up are shown in figure 3.i.2.

Figure 3. 1. 2 Heating system



b) Heating procedure

Þ The mold with coated aluminum beads was placed into the sample box which would

be placed in the furnace later. The boits on the cover of the sample box were

tightened as much as possible to get good a vacuum seal, having made sure that the

copper gasket sat in the proper position on the cover.

Þ Evacuafing the sample box

Afte¡ I closed valves 1,2 and opened vaive 3 (figure 3.1.2), the vacuum pump was

switched on. If the seal was good enough, the vacuum gauge reached a reading of

-29 or lower. To fufher check the seal of the sample box, I closed yalve 2, and

waited 5 minutes. For a good seal, the gauge reading should not drop signifrcantly

during 5 minutes (gauge reading should be no higher than -28).

Þ Feeding nilrogen gas

After the sample box was sealed well, I fed nitrogen gas into the sample box. To do

this, I closed valve 2 and opened valve 1. Once the vacuum gauge read 10, I opened

exhaust valve 3 a¡d the nitrogen gas flowed out. The nitrogen gas should be run at a

pressure of l0 psi and a fiow rate of 1.2 on the flow meter. When nihogen gas was

flowing, if the seal of the sample box was not good, the sound of gas leaking was

clear{y heard. This was another way, which I though was a better way, to test the

seal.
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Þ Recordíng temperatuÍe

Three thermocouples (K+ype) were used to measure the temperature. One was for

the temperature in fumace, and the other two were for the front and the back of the

sample box, respectively. The three voltages were measured using Hewlett-Packard

Digital Voltage Meters (HP DVM) and recorded on a computer using a data

acquisition program called Rebecca.

Based on standard thermocouple tables, the relation between temperature in degrees

Celsius and voltage in millivolts for temperatures between 0 and 800 degrees Celsius

is that:

T = 25.8 xVoes + RoomTemperature

Þ Heating

Before brazing the Aluminum beads, I made sure that the temperature monitored by

the thermocouple in the fi¡rnace reached 750 degrees and the room temperature was

recorded. The temperature of the sample was raised to around 650 .C by gradually

inserting the sample box into the furnace. The detailed procedure was as follows:

I located the cover of the sample box a distance equal to the length of 2 bricks ( 7.3

inch) outside the fumace. When the temperature of the front thermocouple reached

2.9 mY (100 "C), I started to record the time. Then I waited until the front

thermocouple reached 9.0 mV (250 "C) and the time was recorded again. The time
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interval was about 20 minutes. Then I pushed the sample box 4 inches into the

furnace. At this point, the opening of the furnace was covered by ceramic plates.

It would take about 5 minutes for the front thermocouple to reached 17 mv (440 "c 
).

Then I placed the sample box another 4 inches deeper and waited approximate 5

minutes until the front thermocouple reached around 2lmv (535'C). Finally, I

pushed the sample box as far as it could go and waited for the front thermocouple to

rcad 25.8 mv (650 "c ). Meanwhile the back thermocouple should reach af leasf 23

mv (585'c), otherwise the back of sample might not braze dte to the temperature

gradient in the sample box. At this point, I usually kept the reading of the

temperature of the front thermocouple around 25.8 mv for 5 minutes by pushing and

pulling the sample box to adjust its position inside the fumace.

Þ Cooling

I pulled the sample box back by a couple of inches and waited 2 minutes. I repeated

this procedure until the sample box was totally out of the fumace and then covered

the opening of the fumace. I kept recording readings until the front thermocouple

read 9.0 mv. At this point, I turrìed offthe nitrogen gas and also stopped Rebecca.

An example of the heating profile fo¡ a random sample is shown in figure 3.1.3.

24



O
()
f<
E(c
¡r()
Þ.

0)F

750

700

650

600

550

500

450

400

aE^

300

250

200

150

100

50

.l€20
()
bo

o
()
a. 15

o
o
F
{_)

Flo

0 't0 20 30 40 50 60 70 80 90

Time(min)

Figure 3. 1. 3 Typical temperature cycle for braising the random samples.



(5) Polishing, cleaning and mounting

The sample was often very dirty after it was taken out of the sample box. one example

is shown in figure. 3.1.4 (upper pichrre). To make a good coupling for waves getting

into the sample, I polished the both surfaces ofthe samples a little bit to make them flat

and parallel. After polishing. the samples were immersed in NaoH solution for 10

minutes or so, which made the samples shiny. one example of a cleaned sample is

showed in Fig.3.1.3 (lower picture). To mount the samples, I used clear transparencies

as two walls and stycast 1266 epoxy to make permanent coupling between the sample

and transparencìes, with which the sample was fixed in a plastic holder. since the

experiment was performed in the water tank, the sample had to be sealed well by silicon

rubber.
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Figure 3. 1. 4 sintered aluminum samples (upper picture: before being cleaned, lower
picture: after being polished and cleaned).



3.2 Sintered aluminum crystal preparation

3.2.1 Crystal template

The aluminum beads were assembled in a face centered cubic (fcc) crystal structue, with

the beads packed in triangular layers along the [111] direction. The top view of the

stainless steel template, which was used to ensure that the beads could be arranged in this

structure, is shown in figure 3.2.1. For a sample with a perfect hexagonal bottom layer

having n beads (diameter d¡ along each side, the formulae for the dimensions ofthe side

lenglh L,a and L¡ altd the angles of inclination of the side, a and B, are [yang, 2003]

Lu = (n _t * E!)¿"2'
Lu=ln-l+ryEr,r7r'rO 

(3-1)

tanlo¡ = Ji

tan(þ =2Jj

our samples were designed with 12 beads on each side of the bottom layer. From

equation (3-l), it was calculated thatZ ¿ =1.8659" ,La =1.9127" .



Figure 3. 2. I Top view ofone ofthe sample templates and the side view ofthe blocks
Aand B fYanç,2002].

3.2.2 Crystal preparation

There only two differences in the procedure between ¡andom and crystal sample

preparation. one is that after the aluminum beads were coated, we needed to anange

the coated beads in an fcc structure in the template rather than just pouring the coated

beads in the mold. The other difference is that the highest reading of the front

thermocouple in the sample box should reach around 26.2 my. This reading is higher

than that for random sample making, since the geometry of the template resulted in an

extra distance between the sample and the f¡ont ofthe sample box. one typical heating

profile for crystal preparation is showed in figure 3.2.2
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Unfodunately, despite the excellent precision with which the beads were positioned on

their lattice sites using this technique, I could not make these crystal samples perfectly.

Some bonds between beads were missing. Thus, the crystals had near perfect

translational order, but non-negligible bond disorder. Some pictures from different view

angles of sintered aluminum crystal samples are showed in frgure 3.2.3.

Figure 3. 2. 3 Sintered aluminum crystals.



Chapter 4 Experiment

4.1 Introduction

The description of ultrasound propagation in the strongly scattering sintered

aluminum-bead samples requires the measurement of both ballistic and diffirsive waves

fPage et al., 1995; Page et al., 1996; Schriemer, 1997]. The experiments were

performed in a water tank that was big enough to eliminate the interference between the

straight signal through the samples and the reflected signals from the walls of the tank or

from the sample surfaces. water provided a good signal coupling between the

transducers and the sample cell and made it easy to change the relative position between

the sample and the transducer or miniature hydrophone.

Measurements of ballistic waves were accomplished with two large planar wave

transducers, which were fixed on the manual translation stages in the water, while the

samples could be translated by stepper-motor t¡anslation stages in the water and were

usually placed in the far fields ofboth generating and receiving transduce¡s.

Measurements of diffusive waves were accomplished with planar wave or focusing

tra¡sducers and the miniature hydrophone. The face of the miniature hydrophone was

small enough (400 pm diameter) to detect the sound in a single coherence area, and thus

to avoid the phase cancellation effects that would occur if the average field over more
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than one coherence area was detected.

The experiments were performed with both planar wave sources and point sourees. For

the measurement of the time intensity prorrre of murtiply scattered sound, the plane wave

geãmetry was used. The samples were placed deep in the far field of the plane wave

transducer to achieve a good approximation to a plane wave source. Another reason to

choose the plane wave geometry \^/as that the scattering in the sampres was so strong that

it would iast longer than 500 ps, but the availabre focusing transduce¡s did not have long

enough focal lengths to allow alr the scattered signars through the samples to be separated

from the reflected signars between the focusing transducer and the samples. For the

plane wave geometry the plane wave transducer and the sample remained fixed, while a

miniature hydrophone was praced close to the opposite face of the sample to scan the

central portion of the sample face to co ect transmitted signals in many unconelated

speckles.

For additional measurements of the time-dependent diffusion coefficient D(r), the point

source t¡ansducer was required for the dispraced point source technique. For the point

source geometry, the focusing tra¡sducer and miniature hydrophone remained fixed,

while the samples were translated to collect data from many speckles.

J1



4.2 Experimental setup

The main idea common to all experiments was generating an ultrasound pulse which

would propagate tkough the sample, and detecting the transmitted sound by a receiving

transducer or miniatu¡e hydrophone, depending on the type of measuement to be

performed. The experimental setup is presented in hgure 4.2.1.

Figure 4. 2. 1 Block diagram ofthe experimental setup.

An electrical pulse was generated by an arbitrary waveform generator which could

pre-store a specihcally designed waveform, such as a Gaussian wavepacket. The pulse

was then amplified by an Amplifier Research power amplifier and corurected to the

generating transducers, which converted the elect¡ical energy of an electromagnetic

excitation into the mechanical energy ofan ultrasonic vibration. The transmitted sound

through the sample was detected by a receiver which converted the ultrasonic vib¡ation

Aquarium

(transducers and/or

hydrophone, sample)
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back to an electrical signal. After the electrical signals were amplified, they were

displayed on the digital oscilloscope and. recorded in a personal computer.

4.3 Apparatus

4.3.1 Arbitrary wâveform generâtor (AWG)

I used an Agilent 332204 Arbitrary waveform Generator to generate an electrical pulse.

The Agilent Technologies 33220A is a 20MHz synrhesized function generator with

built-in arbitrary waveform and pulse capabilities. The advantage of an AWG was that

we could store up to four user-defined waveforms in non-volatile memory in addition to

one in volatile memory. The waveform that I usually used for the experiments was a

Gaussian wavepacket that could be designed as required. I usually used a Gaussian

wave form that contained two oscillations, the so called Gauss 2 waveform. The more

oscillations that the Gaussian wave form contains, the narrower the bandwidth is in the

fiequency domain. To create a Gaussian waveform, the AWG which had its own Ip

address, was connected into the Lan first. A command "set AwG address : sICL:

lan[IP address of AWG]: GPIB0,r0" was used to locate the AWG in the Lan. A program

"awgsend" written by Matthew Hasself,reld was used to create and store the required

Gaussian waveform in the non-volatile memory of the AWG

It was recommended that the output voltage of the AWG was around 100mv (peak to

peak), which was the maximum voltage allowed to avoid saturation io the Amplifier
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Research power amplifier. To generate a pulse in the AWG, the burst mode was required

To make sure that the transmitted sound through the sample vanished before the next

pulse was generated, the period should be set long enough, which was 30ms for my

experiments.

4.3.2 Amptifier Research (AR) power amplifïer

The function of the AR power amplifier is to amplifi the electronic signal generated by

AWG so that the signal is big enough to excite the generating transducer and create a

large enough ultrasonic pulse to enable it to be detected by the detecting transducer or

hydrophone after propagating through the samples. The working frequency range of the

Amplifier Research power amplifier is from 0.01 to 220 ld]F'z, which can satisfy the

needs of all ofour experiments.

4.3.3 Plane \ryave immersion transducers

A hansducer uses the piezoelectric effect to convert electrical energy into ultrasonic

energy. This piezoelectric effect is reversible for transducers. The sound field of a

transducer is divided into two zones: the near field and the far field. The near field is

the region directly in front of the t¡ansducer where the echo amplitude goes through a

series of maxima and minima, which end at the last maximum at a distance N from the

transducer. The far fìeld is the region beyond N where the sound field pressure

gradually spreads out in a smoothly diverging beam. Hence, samples are always placed
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in the far held ofa tra¡sducer to avoid the amplitude fluctuation region. The theoretical

formula for the distance N is expressed by [Panametrics, 1993]

(4-1)

where D is the diameter ofthe surface ofa transducer and 2 is ryavelength in water.

All transducers have beam spread. Figtxe 4.2-2 gives a simplistic view of a sound beam

for a plane wave transducer.

Fig:ure 4.2.2 Transducer beam spread [from ya ng,2002].

The pulse-echo beam spread angle is give by equation (4-2) [panametrics, 19931

sin(0o):9.514.¡JD @-2)

where á¿ is half angle spread between the -6dB points, c is velocity of the wave, /is
sound frequency and D is the diameter ofthe transducer.

4.3.4 Focusing transducer

A focusing transducer can focus the sound beam so that it can be applied as a good

t = 4['- t4r' l4^L D )
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approximation to a point source. A schematic diagram of a focusing transducer is

shown in figtre 4.2.3- The main parameters shown in figure 4.2.3 are diameter D, the

focal length fl and the length d and diameter B¡ of the focal zone. F, and B¡ can be

expressed as [Panametrics, 1993]

(4-3)

(2-4)

1

I

ç2 ')
F', = _ t---:Ff¿n 1l. !

2..

D 1.028F),
,D

Backing PZT Plano-Concave
Lens

Figure 4. 2. 3 Focusing transducer [from yang, 2002].

4.3.5 Hydrophone

A hydrophone works as a very small detecting transducer. The hydrophone I used has

diameter of 0.4 mm and was used to scan the near field of the scattered waves Íiom the

samples over many single coherent speckles, which arise from interference of the

scattered waves (refer to Sec. 5.2.3-1).
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4.3.6 Oscilloscope

The signals were eventually monitored by a Tektronics Digital oscilloscope (Model

544A). The oscilloscope has a GPIB interface, which makes it possible to download

data to a computer directly, and to use a computer to control the data acquisition.

4.3.7 Catrles

we used 58 Aru RF coaxial cable, which has an impedance of 50 ohms to match most of

our electronic equipment.

4.4 Measurement techniques and geometries

4.4.1 Ballistic measurements

Two large-element-diameter planar transduce¡s were used to measure the phase and

group velocities, and the scattering nlean free path. The two transducers were aligned in

the aquarium with their faces parallel, and the sample was placed between them in the far

field of the two transducers. The transducers were fixed on manual stages, while the

sample was tra¡slated by a motorized stage in a plane parallel to the faces of the

transducers. Figure 4.2.4 shows the ballistic measurement setup. The

large-element-diameter transducer measured the total pressure on its surface; it helped

eliminate the background contribution due to scatte¡ed sound from the ballistic pulse.

For even better performance of the cancellation of the scattered sound, the sample was

translated and the transmitted fields ffom new ensembles of the scatters were averaged.



Only the unscattered pulse survived. From the unscattered pulse, phase and

velocities, and scattering mean free path were determined (Section 5.2. I ).

generating planar t¡ansduce¡ defecting planar transducer

sarnple

cross-section

Figure 4' 4. I Experimental setup ofballistic measurement [from schriemer, 1997].

4.4.2 Diffusion measurement

4.4.2.1 PIane wave source geometry

Diffusion experiments in the plane wave source geometry were performed to measure the

diffusion coeffrcient D and the absorption time ro. The sample was located deep in the

far field of a plana¡ transducer. Thus, the wave front incident on the sample surface was

a good approximation to a plane wave. The distance between the planar transducer and
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the sample should not be too long either and was set so that the amplitude of the incidenl

beam at the edge ofthe sample was at least 3dB smaller than at the centre of the sample;

this reduced interference from edge effects. Since the attenuation in the sample was

very huge, the reflected signal from the walls of the water tank would become

comparable with the transmitted signal through the sample. To eliminate this effect, a

big styrofoam sheet, which just fitted tightly in the water rank, with a window in the

center to let signal through, was made to block these stray reflected signals. The

generating transducer and the sample remained fixed, while the detecting hydrophone

was placed close to the opposite face of the sample, scanning the near field speckles.

Fígtsre 4.2.5 presents the diagram of the plane wave source experimental setup. The

scanning spacing was determined by the wavelength ofsound in water, since this distance

corresponds to the near-field speckle size. Then the pulse shape ofthe average multiply

scattered intensity of sound, which was determined by an ensemble average of the

scattered wave intensity over a large number of speckles, was htted by the time-of-flight

profile predicted by the diffusion equation.
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4.4.2.2 P oint source geometry

Measurements of the diffusion coefficient in a point source geometry led to the same

result as the plane wave source geometry. In this point source measurements, the

sample was placed at the focal point of a focusing transducer. The hydrophone was

positioned on-axis, directly opposite the focusing transducer, and was placed close to the

opposite face of the sample. The focusing transducer and the hydrophone remained

fixed, while the sample was moved. A large number of uncorrelated speckles were

recorded by translating the sample. The geometry ofpoint source is illustrated in figure

4.2.6 (on-axis configuration). However, since the transmitted sound through the

samples always lasted fonger than 500ps for my samples, and the time for the round trip

of sound between the focusing transducer and sample surface was much less than 500¡rs,

the point sourae geometry was not recommended for time-of-flight intensity profile

experiment.

one advantage of using point source was that the method could be extended to precisely

determine the numerical value of the diffusion coeffrcient D(l) independent of boundary

condition and absorption. This extension of the method was called displaced point

source lechnique. This technique is also shown in fig.ure 4.2.6. Both on- and off-axis

configurations were used in this technique. The sample was translated for both on- and

off-axis configurations, respectively, to collect uncorrelated ultrasound speckles. The

displacement of hydrophone in these two configurations was r. As mentioned before

43



(section 2.1), the transmitted flux for a point source with boundary conditions fo¡ a slab

sample is

(4-s)

where r is the transverse distarce f¡om the point source. In our dispraced point source

geometry:

r' = (x.¡ -,.,)' + (y.¡ - y.,)' (4-6)

The ratio ofthe ensemble-averaged diffuse intensity for on- and off-axis configurations is

given by

--12 f+ot ^-tlroLç¡=!---"!--' ; u 
"-on],1t22nL'r 

='

, _ exp[(x"o - x.,,): +ty,,,,- y.,Srl
4Dt

, - -[(x,,,r - x",)'? + (y 
"o 

- y.,)2 I
4t ln 1,,,,,,

Hence,

Note that other parameters, such as those governi'g the boundary conditions, the mean

free path, the absorption time and the velocities, cancel out in equation (4_g).

The diffirsion coefficient D in equation (2-g) was assumed to be constant. If the

diff,sion coeffrcient is not constant but is a function of time, the product Df in equation

I

(4-7) would be reptaced Ay ln6at [Crank, 1975]. Then D(/) is given by
0

(4-7)

(4-8)

(4-e)



Chapter 5 Results and discussion

5.1 Introduction

In this chapter, the experiment results and discussion are presented. I begin with

ballistic experiments to show how to measure ballistic parameters. I then discuss the

results in the diffi¡sive regime (low frequency, - 0.25 MHz) and discuss how to determine

diffirsion coefficient D in section 5.2. In section 5.3, I present the resurts in the

localized regime (high frequenc¡ - 2-25 MHz) and discuss two approaches that indicate

signatures of localization.

we made five samples of different thickness. Table 5.1 shows the thickness and density

of each sample.

Thickness (mm) Density (gicm2)

Sample 03 t4.5 1.57

Sample 04 23.05 1.55

Sample 05 14.s 1.55

Sample 06 23.5 1.57

Sample 07 8.27 1.475

Table 5.1. Thickness and density ofthe five samples.
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5.2 Diffusive regime

5.2.1 Ballistic measurements

5.2.1.1 Extraction ofthe coherent pulse

ultrasound propagating through a disordered medium has both coherent and incoherent

components. The coherent component has a defrnite phase relation to the incident pulse,

which propagates straight through a ¡andom medium, whereas the incoherent component

scattered many times in the random medium has random phase contributions. since the

incoherent component undergoes a random walk, it always travels longer than the

coherent component.

Two 1.5" diameter transducers at a central frequency of 0.25 MHz were used in this

experiment. The large surface of the planar transducer averages the pressure of sound

incident on it, a¡rd, because of the random phases of the incoherent component, it is

averaged out. To improve the phase cancellation of the scattered sound, the sample was

translated in grid with a 5-mm spacing, which corresponds to the incident beam width

ald all of the tra¡smitted pulses were averaged again to eliminate the conhibution of the

scattered sound and exûact the coherent component.

The upper panel of figure 5.2.r shows three typical transmission waveforms obtained

using a 0.25 MHz plane wave generating transducer and the low frequency hydrophone
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detector. From the beginning of the waveforms until about 45ps, the three speckles

appear very similar in phase and amplitude. After 45¡rs, the waveforms are no longer

very similar, but there is still a little coherent trend shown after 45ps, which may be

because the¡e is some degree of short-range order in the random sample. The solid

curve in the lower panel offigure 5.2.i is the average waveform of25 speckles.

As frequency goes up, the scattering of sound becomes dramatically stronger. Above

0.5 MHz, scattered sound was dominant and no clear coherent pulse could be extracted.

Figure 5.2.2 shows some typical waveforms at 0.5 MHz, measured with l,' diameter

transducers. Even though the fi¡st one or two oscillations appear coherent, the¡e is no

way to extract the entire coherent pulse.
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5.2.1.2The scattering mean free path

when a sound pulse propagates through a sample ofthickness z, its originar intensity 1¿ is

attenuated as it is scattered out of its original direction. The transmitted intensity 1is

expressed as

I: I6exp(-Lll,) (s_1)

where 1, is defined as the scattering mean free path. The scattering mean free path then

can be expressed as

, _L _L

" - l"U / A= ,|"\at 4)
where I and l0 are transmitted and incident amplitudes, respectively.

(s-2)

To determine the scattering mean free path, the ratio of the FFT of the transmitted and

incident pulses was calculated. since waves were reflected at the interfaces between

water and the sample surfaces, part of energy was rost. Hence, the conection for

reflection was needed. The conected scattering mean free path in the row frequency

range is illustrated in figure 5.2.3. The scattering mean free paths for sample 5, 6 and 7

decreased as frequency increased (expect for sampre 7), and were smafler than the

diameter of the aluminum beads (4.11 mm) in this frequency range, showing scattering

was very strong in this regime. since we could not extract good balristic pulses from

the total waveforms at higher frequencies, the scattering mean free path was difficult to

measure, but it is almost ceflainly smaller than in the low frequency range.
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5.2.1.3 Phase velocity

The phase velocity of a wave is the rate at which the phase oscillations of the wave

propagate in space. This is the velocity at which the phase of any one frequency

component ofthe wave will propagate. The phase velocity may be determined using the

relation

L
{ _ sdhPle,*^"- U.pnase

(s-3)

where L,o*r¡" is the thickness of the sample and, Ãtpno,n is the transit time that a wave will

take to propagate tkough the sample at one ceÍain frequency.

To determine 
^/pä,"e 

experimentally, we needed both the transmitted pulse, and the

incident pulse which was determined from the reference pulse acquired by removing the

sample from between the two transducers. Then the transit time À/o,r"" between the

reference and tra¡smitted pulses relative to waterwas only dependent on the effect of the

sample and walls on the propagation time. The experimental conhguration for

acquiring transmitted and incident pulses is shown in figure 5 .2 .4 .

The time correction that needs to be subtracted from the reference pulse through water in

order to transform it into the incident pulse is

Í , "tJ

^ 
t - 

L'o,¡r" + ¿d ,otr 2d,at
y*o,", vwatt

(5-4)

where d-o¡¡is the thickness of the sample wall, v.,,o,", ard v,,o¡¡ are the phase velocities in
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water and wall material, respectively. Meanwhile, the transmitted pulse was truncated

a¡ound 50 ¡rs to eliminate the effect of multiple scattering to obtain the ballistic pulse.

one example of the time cor¡ected reference and ballistic pulse are presented in figure

5.2.5.

The time difference Lton^" was determined by the following expression.

^t -Aø - 
Lø

"' tlhD\c - a; 2z f
(5-s)

where Á/ is the phase difference between the ballistic and reference pulses, ar and /

are angular frequency and frequency.

The phase difference Â/ was measured from the complete FFTs of the reference and

transmitted waveforms by subtracting the reference phase from the transmitted phase.

The tlpical results for the frequency dependence of the phase of the transmitted and

reference pulses, and the phase difference a¡e illustrated in figure 5.2.6. Since the phase

difference Â / from the FFT analysis contains an unknown phas e shift of n2n, where n is

an integer, a method to determine n is needed. The best method to achieve this is to

measure Á/ down to sufficient low frequencies that the wavelength is greater than the

sample thickness, so ¡? : 0. Unfortunately, even though the frequencies are quite low in

this case (down to 0.1 MHz), they were not low enough to determine n unambiguously.

lnstead we used a different c¡iterion: the conect value ofn was determined by comparing
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the phase velocities for samples of different thicknesses. This criterion was successful,

since only one set of values of ¡z was found that gave consistent velocíty results for all

samples. Figrre 5.2.7 shows the experimental phase verocities for sample 5, 6 and 7,

determined using this method.
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Fig.ore 5. 2. 4 Experimental geometry for measuring the transmitted and reference
pulses.
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5.2.1.4 Group velocity

The group velocity of a wave is the verocity with which the wave's envelope propagates

through space. As for the phase velocity, the group velocity is given by the ratio of

sample thickness to propagation time. However, the transit time for group velocity is

calculated in a different way from that of the phase velocity, and so we use 
^ls,oup 

to

denote it. Hence, the group velocity is expressed as

The time correction due to the effect of sample thickness and wall thickness was also

required for group velocity calculations. The formula to determine the group velocit¡

which conesponds to equation (5-3), is therefore given by

TL¡annl,

Etoùt)

fr
_ "s¿ñptc Lsonptc

"-'-La;N-=@puß.

l¿t!.

(5-6)

(s-7)

l,uo,n, v w¿tr

Here, Ltg*up was experimentally determined from the time difference between the peaks

of tl-re envelopes of the ballistic and reference pulses. since different frequency

components of pulses may travel at diffe¡ent speeds, to determine the group velocity at

different frequencies, both transmitted and reference pulses were digitally filtered to limit

the signal to a Gaussia¡ pulse with a relative narrow bandwidth before their envelopes

were determined.

The results of filtering the 0.25 MHz data (frgure 5.2.5), with a Gaussian band pass
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function of central frequency./: 0.25 MHz and bandwidth of w = 2o: 0.02 MHz are

presented in figure 5.2.8. The dashed curves show typical envelopes of the

corresponding pulses. Figure 5.2.9 shows the group velocity in the low frequency range

(0.05 - 0.375 MHz). There are very large fluctuations in the group velocity. The most

likely cause ofthese fluctuations is resonantJike modes ofseveral coupled beads. (Note

that the wavelength in aluminum 71¡ varies from about 30 to 4 bead diameters over this

frequency range, and wavelength in the sintered network va¡ies f¡om about 3 to 1 bead

diameters). The average group velocity in this frequency range is around 2.1 mm/us,

which is a little larger than the phase velocity, but still less than the longitudinal velocity

in aluminum (6.4 mm/ps).
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5.2.3 Diffusive transmission

5.2.3. I Ensemble averaging

The scattered waves in the near field ofthe samples interfere with each other to give rise

to a ¡andom speckle pattem, which fluctuates in both phase and amplitude across the

surface of the sample. Each speckle corresponds to a coherence area ofthe interference

pattem. In the near field of the sample, the size of a speckle, or coherence area, is

approximately equal to 1"2, where,l is wavelength in water fpage et at., 1995, schriemer,

19971. The cross section of the speckle pattem of multiply scattered waves is illustrated

in figure 5.2.10 for schriemer's 2O-mm-thick glass bead sample in water [schriemer,

19971.

To detect the transmitted field, we used a hydrophone that is smaller than the coherence

area of the speckles to avoid phase cancellation. The near field speckle pattem was

scanned over many single coherence areas in a plane parallel to the surface of the sintered

aluminum disordered samples, and then the intensity of all the speckles was averaged to

determine the average hansmitted intensity. Because the size of the speckles is i2, the

spacing of the grid over which hydrophone was scanned was approximately equal to the

ulhasonic wavelength in water.

As mentioned before, for the diffrrsive transmission experiments, it is better to use a plane

wave source rather than a point source due to the long transmission times for scattering in
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the sample. since our "plane wave" was generated by a 1.5" diameter transducer, the

sorrce was not an ideal plane wave. The measured amplitude profìle of the input beam

form of the 0.25 MHz transducer is shown in the upper panel of hgure 5.2.11. Ballistic

pulses should have no contribution to the diffusive transmission; hence, we need to

subtract the ballistic pulse from each individual transmitted speckle. To do so, we first

need to corIect the transmitted speckles in amplitude and phase to eliminate the

deviations from ideal plane wave behavior of the source. The amplitude and phase

difference ofthe reference pulses at all measured speckle positions were found relative to

the central position in order to correct the amplitude and phase of corresponding

transmitted speckles. A c program "correctgrid.c" was used for this purpose. The

conected field pattem for the 0.25 MHz transducer is shown in the lower panel of figure

5-2.1r. The same correction was applied to transmitted speckles as well. we then

averaged all the corrected transmitted speckles to determine the ballistic pulse, which is

illustrated in figure 5.2.12, and finally subtracted the ballistic component f¡om individual

corrected transmitted speckles, leaving the purely diffirsive component. Three typical

corrected diffusive tra¡smitted speckles at 0.25 MHz are presented in figure 5.2.13.

Diffilsion properties may be dependent on frequency. To exhibit the frequency

dependence, the diffr¡sive transmitted speckles were digitally hltered by a Gaussian band

pass fìlter with a narrow bandwidth which was usually 10% of the central frequency.

The ñltered pulses ofthe typical difñrsive ftansmitted speckles in figure 5.2.13 a¡e shown
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in figure 5.2.14.

To construct the mean diffrrse intensity, the phase information contained in the individual

speckles was ignored and the waveform envelopes were determined. The envelopes of

the th¡ee filtered transmitted speckles in figure 5.2.14 areshowed in figure 5.2.15. Then

the envelopes were squared to achieve intensities, which were averaged to produce the

ensemble averaged diffi:se intensity. An example of a diffirsive pulse centered at 0.25

MHz wìth 0.02 MHz bandwidth for sample 05 is illustrated infigwe 5.2.16.
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Figure 5.2. 10 The cross section of the acoustic speckle pattem of multiply scattered
sound [from Page et al., 1995; Sckiemer, 1997].
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Figure 5. 2. 11 Upper f,rgure: the field pattem of 0.25 MHz transduce¡. Lower ñgure:
corrected field pattem.
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5.2.4 Fitting the diffusive pulse

5.2.4.I Introduction

As mentioned in Chapter 2, for a planar wave source, the t¡ansmitted flux is described by

t t¡ =?D" ^ - i. n,r-ao:' t t'
L n=t

(s-8)

A c program called con_fit7w was w¡itten to fit the diffusive pulse to the expression

above. The input parameters that the C program needed were:

(1) D: Stafing value of the diffirsion coeffrcient

(2) z": Starting value ofthe absorption time

(3) /*: The transpoft mean free path, which was estimated from the weighted average of

longitudinal and transverse scattering mean ftee paths

I at
'r/ '' s7

t+t
,' vo,t vo.,
' I 2'

vi,t v o,,

(5-e)

where Z and Z represent longitudinal and transverse, respectively, and v, is phase

velocity.

(4) 26. The penetration depth into the sample where the source begins to diffi¡se, which

was assumed to be equal to the transport mean free path l+ [Dwian, 19941.

(5) I: The thickness ofthe sample

(6) v": the Energy velocit¡ which was estimated by
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12
)')lnt lnr

'12
v).v ' t,2 ^v ^

where p and g' represent phase and group velocity, respectively.

(s- 10)

(7) rR: Angle-averaged reflection coefficient of the diffuse waves. The details of the

calculation of R for acoustic wave are summarized by Schriemer (1997). This

calculation has been extended to elastic wave by Beck (2000).

(8) An amplitude factor that allows a normalization correction to be made.

The transport mean free path /*, the penetration depth zs.the sample thickness I, the

energy velocity re and the reflection coefhcienl ¡R were fixed pararneters, which were

determined numericallf based on ballistic measurements, by using a C program call

"crbarc".

The diffilsion coefficient D and absorption time ro were the fitting parameters. "crbar.c"

provided the estimated diffirsion coefficient D based on the expression:

(5- 1i )

We needed to estimate the initial values of the absorption time ro and the normalization

factor by guessing. The fitting program calculated a diffusive pulse by using the fixed

parameters and estimated parameters. The calculated pulse was then compared to the

experimentally detemrined pulse to see if they were within the given convergence. If

D =!, t'3"
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not, the program would adjust the fitting parameters, using a nonlinear least squares

minimum procedure, until the given convergence was achieved.

5.2.4.2 Preliminary analysis before fitting

To meet the requirement of the fitting program and make time and amplinrde corrections,

some preliminary analysis of the reference a¡d diffr¡sive pulses was done. All the

analysis could be done on a personal computer rather than a unix/linux machine. In this

section, I would like to present the procedure for such analvsis.

(1) Filtering.

As mentioned before, to investigate the frequency dependence of the diffusion properties,

we needed to filter the pulses with a Gaussian bandpass hlter function wíth a nanow

bandwidth. A c program "Gauss4alltimes" was applied in this analysis. usually,

*10% of the transducer frequency was used as the bandwidth, i.e., for 0.25 MHz dafa, a

bandwidth of 0.02 MHz was used.

For the reference pulse, we simply used "Gauss4alltimes" to filtered it to att¿in required

frequency components.

For the diffi¡sive pulse, we made time and amplitude corrections on each individual

specklg as described above, and extracted the ballistic pulse by averaging all of the
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corrected speckles, and subtracted the ballistic pulse from each speckle. Then

"Gauss4alltimes" was applied to all of the diffusive speckles with the same fi.equency

setting as that of reference pulse.

(2) Envelope

A c program "envelope" was used to calculate envelopes of both the filtered reference

pulse and the diffirsive pulses.

(3) Intensity profile

The intensity profiles of individual diffrrsive pulses were obtained by squaring the

envelopes of them and then averaging the diffrrse intensity profiles. This analysis was

done by using a C program "intdist.c',.

The intensity profile ofthe reference pulse was also required, which was easily created in

Originby squaring the envelope of filtered reference pulse.

(4) Time correction

The fitting progr¿ìm required the center of the reference intensity profile to be located at f

: 0. To do this, we needed to find the Time tpear, conesponding to the peak of the

enveiope in orígin. Then the time tpearc was subtracted from the reference intensity

profile in Origin or by using the C program ,,subtime.c',.



The time correction of the ensemble averaged diffuse intensity required the same peak

time correction as the reference pulse and the time correction due to the effect of the

thickness of the sample and the walls. Hence, the total time that should be subtracted

from the ensemble averaged diffi:se intensity profile is expressed by

(s-t2)

(5) Normalization

The fitting program required the normalization of the reference intensity profile. To do

this, the numerical value 1o"or of the reference peak was found and the reference intensity

profile was then divided by lpeart. To correct the ensemble averaged diffuse intensit¡

another correction factor due to the difference in the attenuator setting between

measurements of reference and diffusive pulses was required in addition to dividing by

Apeak. The total intensity correction for the ensemble averaged diffuse intensity is

expressed by

I *,^ = I ,*,,,., lQ o""u ,l}oou ''o)

where adB is the attenuator difference between refe¡ence a¡d diffusive pulses when the

data were acquired.

(6) Deleting redundant data points

There should be equal number of data points on both sides of the peak of the reference
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intensity profrle. Meanwhile, the data points in the reference prohle whose absolute

values were smaller than 0.01 should be also deleted. To make the fitting program

converge quickly, the number ofpoints in the diffr¡sive intensity profile should be around

1000. This elimination of redundant points was done in Origin.

After all the procedures above were done, con_fit7w was used to fit the ensemble average

diffusive pulse.

5.2.4.3 Plane wave source results

Ensemble averaged diffusive pulses were determined at several frequencies in this

frequency regime (0.25 MHz). The incident pulse was Gauss 2 centered at 0.25 MHz.

The ensemble averaged diffusive pulses at some ceÍain frequencies (0.2 MFIz, 0.25 MHz

and 0.3 MHz) for samples 5, 6 and 7 were fitted by the predictions of diffusion theory.

The fitting results for sample 5 at each frequency are illustrated in figures 5.2.1j,5.2.18

and 5.2.19. In this frequency regime, the absorption time ro determined from the fitting

program was infinity, which meant the¡e was no measurable absorption present. The

diffi¡sion coeffrcient D was found to be around 1 mm/psz for all fiequencies, which

suggested that the diffusion coeffrcient D was frequency independent in this fiequency

regime. The values of difft-rsion coefücient D are shown in table 5.2.1. The diffusion

coefficients D for sample 3 and sample 4 are bigger than those for sample 5 and sample 6.

These results may suggest that the strength of bonds in sample 3 and sample 4 are
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stronget which was seen from a visual inspection of the size of the necks between the

beads in the samples. Stronger bonds are expected to result in larger velocities and

mea¡ free paths [Schriemer et aL.,19961, and hence larger diffusion coefficients, so that

the wave diffìrses more rapidly.

Table 5.2.1 Diffusion coeffrcients for different samples.

One thing we should notice is that the values of the diffusion coeffrcient D in Table 5.2.1

are inconsistent with the relation D =!r"rt'. This disagreement may be attributed ro
J

diffrculties in determining the energy velocity vn, the penetration depth z0 and reflection

coeffrcient R. The group velocity graph (figure 5.2.9) shows that the $oup velocities

oscillated, which was due to resonant-like standing wave reflections inside the samples.

Hence, it was diffrcult to determine the group velocity. The penetration depth z6 was

taken to be equal to the transport mean free path i-, which was estimated from the

scattering mean free path (5-9), and /- could be bigger than this estimate. The

angle-averaged reflection coeffrcient could also be bigger when the ¡eflection in the

D (mm2/¡rs) Sample 3 Sample 4 Sample 5 Sample 6 Sample 7

0-2MHz. 4.6 5.6 2-5 2.0 2.1

0.25MHz 4.2 5.1 ¿.J 1.8 1.8

0.3 MHz 4.2 4.3 t.9 t.7 1.7
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sample walls was considered. If we adjusted v", l- and, R in the fitting procedure, the

diffusion coefficient D could be determined thar satisfied the relation D=!, *l'.3'
Figure 5.2.20 shows the fitting result based on the possible values of v" and, r' fhat

I
satis$D =lv"xl'. In this ht, the input values v,:3 mm/¡rs andl-- 1.4 mm were in5

the reasonable range.

5.2.5 Conclusion

In this section, the method of determining ballistic parameters, and the procedure of

analyzing and fitting intensity time profiles were presented. In the diffi.rsive regime, the

transmitted intensity shows an exponential decay at long times and the diffi¡sion theory

gives a very good description ofthe data.
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5.3 Localized regime

5.3.1 Introduction

In the section 5.2, we presented the intensity time profiles of normal diffusive pulses in

the lower part of the intermediate frequency ralge. The time profiles were found to fit

the theoretical predictions of the diffusion approximation very well, and had an

exponential decay, which indicates that the diffusion coeffrcient was constant over time.

In this section, I wiil present the results in the upper part of the intermediate frequency

range, in which the localization of sound was observed. Two different approaches, both

consistent with the theo¡etical predictions, were applied to demonstrate the localization of

sound in this regime. one of the approaches \ /as the observation of a time-dependent

diffusion coefficient. In contrast to the exponential tail of the time profile in the

diffi.rsive regime, the tail was non-exponential, indicating that the diffi-rsion coefficient

was changing over time. The behavio¡ of time-dependent diffusion coefflcient was

consistent with recent theory predictions for localization. [skipetrov and riggelen, 2006]

The other approach was based on measurements of the statistical distribution of the

intensity. Rather than the Rayleigh distribution in diffi¡sive regime, the normalized

intensity distribution exhibits stretched exponential behavio¡ which indicates sound

localization.
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5.3.2 Time-dependent diffusion coefficient

5.3.2.I Time profile with non-exponential tail

In the upper part of the intermediate frequency regime, a non-exponential tail was

observed in the time profile of the ensemble-averaged intensity of the multiply scattered

waves. This non-exponential behavior starts at frequencies as low as 1.5 MHz at least

and was seen in all samples. Data for all samples a¡e collected in Appendix A. Here I

focus on the analysis of data for sample 5. The transmitted intensities in the 2 MHz

frequency range were obtained by averaging 3025 speckles to attain smooth results.

Figure 5.3.1 shows the transmitted intensity for sample 5 at frequencies of l.g MHz,2

MHz,2.2 MH42.4 MHz,2.6 MHz and 2.8 MHz wirh a 0.2 MHz baldwidth. The solid

line shows exponential decay for comparison. A clear departure from exponential decay

was found at long times, an effect that carirot be explained by normal diffi¡sion. To

make sure that this departure was not due to noise, the noise background before diffusion

started was subtracted from the transmitted intensity before further analysis. The

dashed line in figure 5.3-2 shows the noise tevel ( 2.34 x 10, ), -d the dotted curve

shows the transmitted intensity after noise subhaction. To calculate the diffilsion

coeffrcient, the derivative of ln((r)) should first be taken for every transmission profile,

according to equation (2-13). However, the little bumps in the transmission profiles

lead to a very noisy signal when the derivative is taken. we found that the intensity

transmission profiles of three high frequencies (2.4 MHz,2.6 MHz and 2.g MHz) had

similar behavior. To improve the signal-to-noise ratio, the average of the transmission
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profiles was taken for these three frequencies.

Before fuither analysis was performed, we tried to use dif,frrsion theory to fit the early

time behavior of the high frequency averaged time profile (2.4 - z.g MHz), including

only the rise and initial exponential decay. since the transmitted field in this regime was

dominated by scattered sound, the ballistic pulse was difficult to determine, so that we

could not use independent measurements of the mean free path and phase velocity to

estimate /+ and R. Hence, we varied all the fitting parameters to find the best fit, shown

by the solid curve in figure 5.3.3; this curve gives a nearly perfect fit to the early time

part of the intensity profile. The parameters for the fitted curve are shown in the text

paael in figure 5.3.3. The diffr¡sion coefficient was 2.7 mmz/¡ts and the absorption time

zo was 83 ps' Apparently, absorption became large enough to measure in this frequency

range. Then the intensity transmission profile was conected by murtiprying it by

exp(t/t") to eliminate the effect of absorption. The hollow circle symbols in the figure

5.3.3 show the modifièd time profile with no absorption; these corrected data were found

to satis$' the power law, shown by the dashed curve in figure 5.3.3, 1(Ð cc /{r.") with s

- 0.85. This behavior is in sharp contrast to the exponential decay in the diff.rse regime.

This observation of power law decay suggests the localization of sound. [skipetrov and

Tiggelen, 2006.1

To directly investigate the behavio¡ of the diffrrsion coefficient, the logarithm of this
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average profile in figure 5.3.3 was taken and is shown by the hollow circles in the upper

panel of fig're 5.3.4. Before taking the derivative of ln(ft)), the ln((¡)) data still

needed further smoothing, which was done in origin by averaging 200 adjacenf data

points, yielding the solid curve in the upper panel of figure 5.3.4- The derivative of

[-ln({r))] is shown as hollow circle symbols in the lower panel of hgure 5.3.4. A fit of a

constant plus a function that is proportional To llt is shown by the sofid curve. This fit

to the tail of the derivative (for f > 150 ps, i.e. I >> rD) gave l.gllt+l/ï3.4.

The theory predicrion t2-13) eives-4(ln /(¡)) = D(1)- + I However. thisdt l(L +2zo)' I r'l r"

expression used an approximate solution, which is valid only when l+/L and R are small.

This condition is not true for our case, so we need to use the exact solution instead of the

approximate solution. From equation (2-11) we obtain

-fiurct=Zr#ou,.*,

Since /1 is dominant at long times, equation (5-8) can be approxìmated as

_4çn11,Ð=4orr*!
dt L' r.

(s-8)

(5-e)

By comparing this expression to the fitted expression l.BUt+1193.4, the absorption time

to of 83.4 ¡rs can be determined, which is consistent with the fitting parameter

ro = 83 ¡rs given by the diffirsion theory. Meanwhile, the resulr 4Or,r= 1.81/¡ can
L'
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be derived. Hence, D(t) is expressed as Dir) :ry!. The value of p, is given
þ;l

by the lowest positive zeros ofthe transcendental equation (2-3), which was calculated to

be 1.054 by using Maple. Therefore, D(t) - 3401t, which is plotted in figure 5.3.5, along

wirh rhe scaled experimental data, -frfrU"rr,rr- L

The same analysis was done for lower frequency averaged time profiles as well. The

fitted result is presented in hgure 5.3.6, giving D:2.6 mmz lþs and r,: 110 ps. B, for

this setting was calculated to be 1.33. Hence, the time-dependent D(l) was expressed as

2601t. The other relevant results are presented in figures 5.3-7 and 5.3.8.

This time-dependent diffusion clearly indicates that the localized regime has been

reached. However, there is still some uncertainty in the magnitude of D(t), since this

depends onB , which is depends on the fitting parameters /* and À, although D(r) clearly

decays as 1/t. In the next section, I will describe ratio measurements by which the

additional information on time-dependent diffusion coeffrcient ca¡r be measured

independent of all other parameters in the model for .I(r).
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Figure 5. 3. 5 Time-dependent diffirsion coefficient: D(t) = 340/t.
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5.3.2 Ratiomeasurements

5.3.2.1 The displaced point source technique

To circumvent the 
'ncertainty 

in the parameters other than D(t) that determine {r), we

first applied the displaced point source technique. The experiment procedure was

described in section 4.4.2.2, wherc it was shown that the expression for the

time-dependent diffrrsion coefficient D(t) is

(s-10)

The displacement between the on- and off-axis positions of the hydrophone in our

experiment was 20 mm. This expression for D(t) is independent of absorption and

boundary effects. Again, to reduce the unceflainty in the data, we averaged the

transmitted intensity over a band of frequencies that had similar behavior. The average

was taken of 2 4 MHa2.6 MHz,2.B MHz,3 MHz and 3.2 MHz intensity transmission

profiles for both on- and ofÊaxis measurements, as shown in the upper panel of figure

5.3.9. since the input beam was not an ideal point source, a correction for this was

needed before performing the next step in the analysis. The c¡oss section of the input

beam was approximated by a Gaussian profile, as shown in figure 5.3.10. The solid

curve in figure 5.3.10 is the Gaussian fit to the input beam profire, which gave a width

o : 2.29 mm. Then, the point source transmitted flux was corrected by convorving the

point source t¡ansmitted flux with the Gaussian input beam profire. since the input

beam profile was symmetric in x and y directions, and onry the integral in x direction was

pr,¡ - d 
[ 
-[t"¡ -'.,)' +rv.o - r")']1' d, [. 4tn I ,,,,. )
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considered:

J-**n¿() - JJtr)e 
,"'tu -l l, i' e-,' ,.' d, 

If* ) zt')r

_ +f ,[.,*'¡,ur,] ,-,/,.i 1,",o,0Ì, ¡rz2Jtre'\ 6 r ( /'
iffit ztt,

^ll 
o'z +21 Dtt'\ar 

I I I o, ¡ og ¡at I\/\ o .i/\ ð .l

Ìú0 was 0 and 20 mm for on- a¡d off-axis geometry respectively. Then, the ratio of

off-axis intensity to on-axis intensity is given by

':
I "rr't rr',tr)I,",,"(t¡=e' ¡t l

.) 2'Ï 
D(t'\dt' = - *" 

-õó 41n11,.,,"\t)) 2

o,,t=dl- '! -o'ldrl 4lntt,",,.1r)) 2 )

Therefore,

Hence,

Because of noise, furthe¡ smooth ing of !O1t¡at, was needed before taking the
0

derivative, which was done in Origin by averaging 500 a jacent points. lO1t¡at n
0

shown by the hollow circle symbols in the middle panei in figure 5.3.9 and the smoothing

r-

of lD(l)dÍ' is illusrrared by the solid curve in rhe middle panel in figure 5.3.9. After
¡)
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taking the derivarive ot Jng¡ar ,the diffusion coeff,rcient thus obtained is i ustrared bv
a

the hollow circles in the lower panel in figure 5.3.9. The diffrsion coefficient was fitted

to the theoretical prediction tha|D,x:l/r at long times. The result of this f,it is shown

by the solid curve, giving D(f): 6.61t, which also proved that the diffusion coeffìcient

was decreasing as lá.
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5.3.2.2 Rafio of plane wave measurements to point source measurements

In addition to the displaced point source teclmique, the ratio of the plane wave

measurement of (t) to the point source measurement can also be applied to cancel out all

parameters other than D and to check the displaced point source technique result. The

same frequency range of data as that analyzed, for the displaced point source technique

was used. After correcting for the finite widths of the input beam of the quasi-plane

wave source and the point source, and taking the ratio oftheir intensities, we get:

Hence,

The¡efore,

zIo6¡ar
0

, I0,o," oi,,,,,
'tut ' I t'¡om'l 2lDQ')dt'

I+ -L,(f -.
- ptahe

r-2
lotrv,'=t¡;'''' U"""-t)
J)ß

1- ¡,",,.¡l!!r!¡,
6 ptonn

rj
nt ¡ = ll oT''' (t ,",,. -t)-\''l dtl 2 , , ,o,.,,,., II t- r,",,.1- )- |

I orr* ]

(s-12)

(s- l3 )

(s- 14)

Before taking the derivative, we again smoothed loçr¡at, shown by hollow circles in
0

the upper panel in figure 5.3.11, by averaging over 500 adjacent points, giving the solid

curve ir the upper panel in figure 5.3.11. After taking the derivative, D(r) was obtained,
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as showì in the lower panel in figure 5.3. I 1 . The fitting of D(t) at long times gave 4.01t,

also showing that the diffr-rsion coefficient decreased with time as 1/t, although the value

found for D(t) was smaller than that found by the displaced point source technique.
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5.3.2.3 Discussion

From both of the direct time profire analysis and ratio measurement analysis, we found

the diffirsion coefhcient is time dependent and decays as iÍ at long times. However, the

value of D(t) found f¡om the ratio measurements was much smaller than that from the

time profile measurement. This difference suggests that the rocarization in the

transverse direction is much stronger than the localization in longitudinal direction.

This result may be taken as experimentar evidence that the diffi¡sion coefticient is a

function of both position and time in the localized regime, as proposed in a recent

theoretical model for the dynamics of rocalization in open 3D media. [skipetrov and

Tiggelen,2006l
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5.3.3 Statisticalapproach

5.3.3. I Probability distribution of normalized intensity

As described in chapter 2, in the diffirse regime, the probability distribution of the

normalized intensity is described by the Rayleigh distribution as [e.g., see chabanov e¡

at-,20001

4h) .-'[-#J (5-r 5)

where (l) is the averaged intensity of all the speckles.

In the localized regime, the probability distribution of the normalized intensity is

predicted to satisfy a stretched exponential distributio' [chabanov et a|.,2000]

(5-16)

where g'is a localization parameter. This stretched exponential form is predicted to hold

I,
lor larse =--g!-" (,,)

For a complete set of data over a wide frequency range and for several sampres, see

Appendix B. To calculate the probability of I,u/(I.o), the number of values of

I,b/(l.b) falling in a certain bin size was counted and then was normalized by the total

number and the bin width. Usually, a larger bin width was chosen for largel,rlQ,r),

where the number of counts was row and 1o¿ decreased relatively slowry, than for low
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I,b /(f,b), thus ensuring optimal statistics at large 1,¿ while not forgoing good resolution

at small Io6- Take the intensity distributions for sample 3 in the low frequency range (^

0.7 ld}ìz) for example. 289 speckles were acquired in this frequency range. The

intensity distributions at 0.6 MH40.'/ I|,4Hz and 0.9 MHz were found to be similar. To

improve the statistics, the number of counts in each I,b/(I.b) bin for these three

frequencies was added together, and the resulting average distribution was then

normalized. The resulting intensity dishibution for this frequency range is shown in

figure 5.3.12. The solid line represents the Rayleigh distribution. The excellent

agreement between this distribution and the data indicates that the modes are diffusive.

The high frequency range around 2 MHz was also investigated. More than 3025

speckles were acquired for this frequency range. The distribution of l,ol(I,u) for

sample 5, sample 6 and sample 7 in the frequency range 2.3 MH4 2.4 MHz,2.5 l;1;ÉIz

behaved similarly. Thus, to improve statistics, the distribution ofl.o/(I.o)for these

frequencies and samples were averaged together. Hence, the number of speckles

involved \ryas more than 26500, which gave very good statistics. The resulting intensity

distribution is shown in figure 5.3.13. We can see the intensity distribution shows a

clear deparh,rre from the Rayleigh distribution, which is shown by the dashed line. The

solid curve is a fit to the tatl (I"b /\I,b) t 1O) of th" data with equarion (5-16). The best

fit of equation (5-16) to the data gives g'=0.84+0.10, which indicates the modes are

localized in this frequency range.
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5.3.3.2 Yariance of the normalized intensity

The localization of waves is characterized by large fluctuations in all transmission

quantities. For quasi-one dimensional samples, it has been demonstrated that

localization is achieved when the variance of the normalized transmission satisfies

fChabanov et a|.,20001

(s-17)

whether absorption is present or not. This condition (5-i7) corresponds to the

localization parameter g'< 1. Although, equation (5-17) is only known to hold for

quasi-one dimensional systems, measurements of the variance of the normalized intensity

can still be used to probe the approach to localization for our 3D samples.

The upper panel in figure 5.3.14 illustrates the dependence of the variance of the

normalized intensity on frequency. The horizontal dashed line shows the th¡eshold

vahæ of 7 /3. Although this tlueshold may not be an accurate criterion for localization in

3D [Kogan and Kaveh, 1995], we can see that as the frequency increased, the variance

also increased, suggesting that the modes become more localized at higher frequencies.

The variances for different samples were also compared, and were found to have a similar

increasing trend, as shown in figure 5.3.15. The average variance for 2.3 MHz,2.4

MHz and 2.5 MHz for sample 5, sample 6 and sample 7 was calculated to be 2.90+0.15,

corresponding to 8':0.70 + 0.06 if equation (2-17) is assumed, which was close to the

value ( g'= 0.84 + 0. i0) obtained from the stretched exponential fitting in the last section.

uur(l,, /(I.rD>:
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This suggests that equation (5-17), or a relationship that is very similar to it, may also

hold for three dimensions as well.

The dependence of the transmission coefficient on frequency was also measured, and is

shown in the lower panel in figure 5.3.14. To measure the transmission coeffrcient, the

amplitudes of the FFT spectra of each speckle, obtained by hydrophone scanning, were

averaged and tl-ren normalized by the reference pulse. This normalization therefore

eliminated the dependence on transducer response, and gave an accurate measure of the

average amplitude of the response function of the medium. The most striking feature of

the transmission coefficient is the existence of band gaps, which correspond to the large

dips in the transmission; the existence of band gaps in this random system was also

observed previously by Turner et al. (1998). As pointed out by Tumer et al., the :upper

edges of the bandgaps correspond to scattering resonances of the isolated aluminum

spheres, suggesting that the mechanism that gives rise to the band gaps is more analogous

to the tight binding model in solid state physics than the Bragg scattering mechanism

(which requires a periodic structure). In this weak network system, the scattering

resonances, which correspond to large amplitude ultrasonic displacements in the beads,

become broadened by the coupling between adjacent beads and also shifted to somewhat

higher frequencies, forming the transmission bands that ¿ìre seen above 0.5 MHz. In

between the transmission bands, band gaps are formed, since the overlap in the

resonances of the weakly sintered beads is not complete.
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The scattering resonances of the beads, short-range order effects that influence the

coupling between the beads, and the associated band gaps, facilitate the transition from

propagating to localized modes in the samples. We can see that spikes in the variance of

the transmitted intensity appear near the lower frequency edge of the band gaps of the

sample, indicating that the modes are strongly localized at these frequencies. The

widest band gap appears around 0.55 MHz, as shown in figure 5.3.16. The va¡iance

reached 360 at the lowe¡ frequency edge of the band gap îear 0.45 Ìly'lHz.

The near-field intensity speckle pattern is also very helpful to demonstrate the signature

of diffusive or localized regimes. Figure 5.3.17 shows the near-field intensity speckle

pattem at 0.7 MHz. Most speckles overlap with each other, indicating that ultrasound

can readily diffirse through the sample suggesting that the modes are diffûsive. By

contrast, the near fieid intensity speckle pattern at 2.4 MHz is shown in figure 5.3.18.

The pattem is dominated by a few bright spikes with little overlap between speckles,

which is another signature of the localization of classical waves [John, 1997]. Thus

figure 5.3.18 adds additional evidence that the localization of sound has been observed in

the upper part ofthe intermediate frequency regime in these samples.
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Figure 5. 3. 17 Near-field speckle pattem at0.7 MHz.
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5.4 Crystal

5.4.1 Motivation

In the last section, the band gaps, associated with short range order and the effect of

scattering resonances of the weakly sintered beads, were found for the random samples.

Here, the transmission spectrum of the crystals, for which the sintered aluminum beads

were periodically positioned, was investigated. Recently there has been a lot of work,

theoretically and experimentally, on band gaps in three-dimensional phononic crystals

lLiu et a1.,2000; Yang et a1.,2002;Page et a1.,2003, Sukhovich et a1.,2004, page et al.,

20051. For those phononic crystals, the scatterers were monodisperse beads periodically

arranged in a close packed lattice, in which the beads touched each other but were not

attached to each other by bond connections. In this section, we present the results for

crystals made f¡om our sinte¡ed beads system, in which sound propagation must proceed

through the network of coupled beads rather than through the surrounding medium,

making a complementary phononic structure to those studied previously.

5.4.2 Transmission coefficient

Three crystals of 3 layers, 4 layers and 6 layers, respectively, were made. In the

experiment, the incident pulse propagated along the [111] direction of a face centered

cubic lattice, in accordance with the design of the crystals. Two large-element-diameter

tralsducers were used to perform transmission coeffrcient measurements at 0.1 MHz,

0.25 MHz' 0.5 MHz, and I MFIz. The experimental procedure was the same as that of
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ballistic measurements for random samples. From the transmission measurement, band

gaps, which corresponded to very small values of the transmission coefficient, were

found in some frequency ranges. The first widest band gap appeared around 0.55 MHz

for the three crystals. Figure 5.4.1 shows the details of input and averaged transmitted

pulses, and their Fourier spectra around 0.5 MHz for the 3-layer crystal. Figure 5.4.2

shows the details of the band gap around 0.5 MHz for the 3Jayer crystal.

The transmission coefficient over the whole frequency range that we investigated is

plotted in figure 5.4.3 for th¡ee crystals with different thicknesses. As was mentioned in

the sample preparation section, our crystals had some missing bonds. Due to some

degree of disorder in the crystals, the amplitude transmission coefficient became noisier

as the sample thickness inc¡eased. The band gaps showed up in the same frequency

range for the three crystals. The comparison of the transmission coefficient between the

4Jayer crystal and the random sample number 3 is shown in figure 5.4.4. The band

gaps appeared around the same frequencies, and have a similar width. Remarkably, the

random sample has a deeper band gap, showing that short range order, rather than perfect

periodic order, is all that is needed to form band gaps in this system.
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5.4.2 Group and phase velocity, and dispersion

For phononic crystals made from tungsten carbide beads immersed in water, ultrasound

turureling was reported in the band gap [yang et at.,2002]. In the band gaps of these

phononic crystals, the group velocities were found to increase as the sample thickness

increased, implying a tunneling time that is independent of thickness. In this section,

group velocities were also determined for our th¡ee crystals. In our crystals, an even

more striking efi[ect was observed: the group velocity was found to be negative in the first

widest band gap of the 3 crystals, as illustrated in frgure 5.4.5. This counterintuitive

effect results from the unusual dispersion in our crystals, which causes the beginning of

the pulse to travel faster tha¡ the tail, so that the peak of the pulse traveling through the

crystal emerges from the fa¡ side of the crystal before the peak of the incident pulse has

entered the crystal. From the plot, we can see that the negative group velocities became

more negative in the band gap as the crystal thickness increased. Meanwhile, because

of some degree ofdisorder in the crystals, the frequency range ofnegative group velocity

shrank as the crystals became thicker.

This observation of negative goup velocities for evanescent modes in the gap is a rather

dramatic extension of previous observations of "supersonic" acoustic velocities in

phononic crystals [Yang et a1.,2002], as well as superluminal group velocities for optical

pulses tunneling through the baad gap of photonic crystals [e.g., see Steinberg el al,

19931. For example, in a lD photonic crystal made from a multilayer dielectric mirror,
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a group velocity equal to 1.7c was found, where c is the velocity of light in vacuum

[Steirrberg et a|.,1993]. More recently, a coaxial photonic crystal has been constructed

in which the tunneling of a pulse through the band gap is so fast that a negative group

velocity was observed [Munday and Roberston, 2002], although it is not clear that the

origin of negative group velocity in this simple lD coaxial cable structure is same as in

our 3D phononic crystal. In all these cases, it is important to realize that there is no

violation of causality: the effect arises from a change in shape of the pulse due to

interference of the different frequency components, which in the case of anomalous

dispersion cause the peak of the pulse to be advanced rather than retarded in time as it

travels through the crystal.

Phase velocities were also measured lrom the pulse transmission data, starting at lowest

frequency range (0.1 MHz) where the conect n2r shiftwas easiest to determine. It was

found that the phase velocity was remarkably small at low frequencies, even for the

largest possible values (n = 0). Thus the data shown in figure 5.4.6 are the fastest phase

velocities in the 0.1 MHz frequency range, and data for higher frequencies were joined

smoothly to form a continuous curve over the entire frequency range. Figure 5.4.6

shows that phase velocities increased rapidly in low frequency range and dropped

significantly around 0.7 MHz, which was the high frequency edge of the gap.

Figure 5.4.7 illustrates the dispersion relation, which gives the relation between
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frequency and wave vector, where the wave vector ¿ is determined from the measured

frequency and phase velocity v,

, 2tr 21îfk= , = _ , (5_l)
A V,

The group velocity can be expressed as

u, =d/atr' G-2)

where a:2r/f is angular frequency. Hence, the negative slope around 0.5 MHz in the

dispersion curve is consistent with negative group velocity.
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Chapter 6 Conclusions

The transport of ultrasonic waves through sintered aluminum bead samples was studied

in the intermediate frequency range, in order to investigate the effects of very strong

scattering on wave propagation in both disordered and crystalline media.

In the lower part of the intermediate frequency ran ge (-0.25 MHz), we first measured the

ballistic parameters, the scattering mea¡ free path as well as the phase and group

velocities, and used these parameters to evaluate the boundary conditions that influence

diffrrsive transport. Then the ensemble-averaged transmitted intensity (r) was

determined at different frequencies. (l) for all the samples was found to have an

exponential decay at long times, which was very well explained by diffrrsion theory.

The fitting to the measured (r) with the predictions of diffirsion model enabled the values

ofthe diffi¡sion coefücient D and the absorption time ro to be determined. The values of

D va¡ied from 1 mm2/ps to 2 mm2/ps for different samples, a¡d D was found to be

independent of frequency in this frequency regime. This result is consistent with

measurements ofthe diffi¡sion coeffrcient in very porous glass bead networks throughout

the lower part of the intermediate frequency regime lPage et a1.,20041, which in that case

extended over a much wider frequency range than in our less porous samples. The

absorption time zo was found to be infinity by the fitting, so that it was too small to

measure in the diffirsive regime. The success of explaining the data by diffi.rsion theory
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indicated that the multiply scattered ultrasound propagates by diffusion in the lower part

of the intermediate frequency range, which is therefore the diffirsive regime.

In the upper part of the intermediate frequency range (- 2 MHz), the scattering of

ultrasonic waves became stronger, so that the ballistic parameters were diffrcult to

measure. By contrast, the ensemble-averaged transmitted intensity (/) was accurately

determined in this frequency range. In conhast to the difft¡sive regime, the tail of (r)

had a non-exponential deca¡ which cannot be interpreted by the diffìrsion theory. In

this frequency range, the absorption time ro became measurable. By fitting the initial

increase and the exponential part of the early time behavior of I(t), r, was determined.

After making a cor¡ection for absorption by multiplying I(t) by exp(t/t,), the tail of (r)

was found to obey the power law, I(t) - [(t'") with s 
^v 

0.g5, which was predicted by the

theoretical calculations for localization [Skipetrov and van Tiggelen, 2006]. we then

calculated the values of the diffi.¡sion coeffrcient D frorn (r), and found the diffusion

coeffrcient D was time-dependent and was decreasíng as l# at long times, which was also

consistent with the localization theory.

In addition to the observation of time dependence in the diffi,rsion coeffrcient, the

statistical approach was used to show another signature of localization. The normalized

transmitted intensity was measured and the intensity distribution p(I"bl(I"bÐ was then

obtained. The tail (s,¿>10) of the intensity distribution at flequencies neu 2.4 MHz
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was found to exhibit stretched exponential behavioq p(s.) - expl-2,[g\ *), instead of

the observed exponential decay in the diffusive regime. By fitting this stretched

exponential model to the data, the localization parameter g/ was determined, giving g/ :

0'84 + 0-10, which was consistent with the theoretical predication for localization that gi

< I [chabanov et at., 2000]. A large variance of the normalized transmitted intensity

was also found, which again is consistent with localization of classical waves. we

found that the varia¡ce increased as the frequency increased, indicating that the waves

become more localized at higher frequencies, but no sudden onset of localization can be

infened from these data. This is also consistent with a recent theoretical prediction that

the localization tra¡sitio' is smooth for open systems [skipetrov and van Tiggelen].

Although the relation, P(s,)=j4lfir,¡.*p1-s.r/s,) [Kogan and Kaveh, 1995], is
,; ¡-.

only known to be valid for quasi-one dimensional systems, hence, so is the relation

between g/ and the variance of .çaó, we still used it to obtain an additional estimate for g/.

This relation Bives g': 0.70 t 0.06, which is close to the value ofg/ obtained from the

fitting to the tail of the intensity distribution, suggesting the relation between gl and. s"6

may even hold for three-dimensional samples. The consistency of these observations

with the localization theory indicated the modes were localized in the upper part of the

intermediate fiequency range, which can therefore be termed the localized regime.

Additional experiments were performed on phononic crystals, made from sintered
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aluminum beads in an fcc structu¡e, to investigate the effects of positional order on the

band gaps that underlie much of the interesting wave physics in this system. ln common

with other phononic crystal systems, the main focus was on the transmission coeffrcient

and the coherent velocities (phase and group). It was foLrnd that the long range periodic

order ofthe crystals had little effect on the position ofthe band gaps, confirming that the

dominant mechanism for the band gaps is coupled bead resonances and not Bragg

scattering. The slight shift in the lowest band gap to higher frequencies can be

explained by the additional number of contacts between the beads in the crystal (12 for a

close-packed fcc structure), since this will have the effect of shifting the resonances to

higher frequencies due to the additional stiffness imposed by neighboring beads. The

dynamics of wave transport though the band gap was investigated by rneasuring the

group velocity, which was found to be negative in the gap, with increasingly large

negative values for v" being observed as the thickness of the crystals increased. This

observation of negative group velocity is intriguing, because of the close analogy

between the tunneling of evanescent waves through a band gap in a phononic crystal and

the tunneling of a particle through a potential ba¡rier in quantum mechanics fyang et at,

20021.

In conclusion, the most significant contribution reported in this thesis is the evidence for

the localization of ultrasonic (acoustic or elastic) waves in a random system with very

shong scattering. For over 20 years, convincing evidence for localization of acoustic
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waves in th¡ee dimensional systems has been elusive, so that these new results on time

dependent diffusion and non-Rayleigh statistics represent a very significant step forward

by demonstrating that classical wave localization is indeed possible in 3D. In addition,

these data are motivating new theoretical work that has already begun in collaboration

with sergey Skipekov and Barl van Tiggelen to model the time and position dependence

of the diffirsion coeffrcient quantitatively, and thus hold promise for advancing our

understanding of this challenging wave phenomenon. My results are also motivating

new experiments in the ultrasonics Research Laboratory to explore additional

phenomena that have not previously been seen for ultrasonic waves, such as the behavior

of the phase and phase derivatives near the localization transition, as well as the

possibility of observing enhanced correlations, both dynamic and static, in speckle

pattems in the localization regime; in all these cases. there have been recent theo¡etical

predictions that so far have not been examined experimentally.
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Appendices

Appendix A Transmitted intensify profìiles

4.1 Ttansmitted intensity profiles in the 0.25 l.4ilcLz frequency

range
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Figure A. 1 Tra¡smitted intensity profile at 0.2 MHz for sample 3.
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Fig.4.2. Upper figure: transmitted intensity profile at0.25 MHzfor sample 3;
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4.1.2 Sample 4
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Fig. 4.3. Upper figure: transmitted intensity profile at 0.2MHz for sample 4;
Lower figure: hansmitted intensity profile at 0.25 MHz for sample 4.
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,4..1.4 Sample 7
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Fig.4.6. Upper figure: transmitted intensity profile af 0.2MHz for sample 7;
Lower figure: t¡ansmitted intensity profile af.0.25 MHz for sample 7.
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4.2 Transmitted intensity profiles in the 1 MHz frequency rânge
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4.3 Transmitted intensify profiles in the 2 MHz frequency rânge
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Appendix B Normalized intensity distributions
B.l Normalized infensity distributions in the I I{iIlJrz frequency

range

289 speckles were acquired in the 1 MHz frequency range for sample 3. As the

frequency increased, the deviations in the intensity distributions Íìom the Rayreigh

distribution became more pronounced. since the statistics were not very good, it was

difficult to fit equation (2-15) to the tail of the experimental distributions.

$0,5

t 0.6 MHz

- 
Rayleigh distribution

123456
I/<>

Fig. B-1. Intensity distribution at 0.6 MHz for sample 3.
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8.2 Normalized intensity distributions in the 2 l4,HLz frequency

rânge

8.2.1 Sample 3

3025 speckles were acquired in fhe 2 MHz frequency range for sample 3. The intensity

distributions all looked non-Rayleigh-like. However, the statistics for I l(I) > 10 were

not good enough to reliably fit equation (2-i5) to the rail. Average of I l(I) for some

frequencies for diffe¡ent samples will improve the statistics. (section 5.3.3.1)
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Fig. 8.6. Intensity distribution at 1.6 MHz for sample 3.
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8.2.2 Samples 5,6and7

The intensity distributions for samples 5, 6 and 7 in the 2 MHz frequency range are

presented below
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