SCINTILLATION TIME COMPOWENT STUDIES IN

THALLIUM - ACTIVATED SODIUM IODIDE

A Thesis
Submitted to
the Faculty of Graduate Studies

University of Manitoba

In Partial Fulfillment
of the Requirements for the Degree

Doctor of Philosophy

by

William Robert Wall

August 1968



ABSTRACT

An experimental system has been constructed in which the photon
sampling technique is used to investigate the scintillation pulse shape
of NaI(Tl) under gammna ray stimulationa The effect of temperature
on crystals of various thallium concentrations haslbeen studied, re=
sulfing in a considerabiy more detailed description of the time pro-
cesses involved than has been previously available,

Analysis of the data indicates that the first two microseconds
of the scintillation is characterized by at least twelve distinct decay
processes, four of which are reported here for the fi%st time., Of the
twelve time components four are attributed to one radiative and three
metastable states associated with a Tl+ luminescent centre. Four others
are characteristic of the pure sodium iodide crystal, one of which may
indicate the presence of a stoichiometric excess of iodine. Three
processes are ascribed to the thallium dimer or other multiple thallous
“ion centres. Energy transport in the crystal is suggested as the
twelfth process.

A simple eﬁpirical model for the kinetics of the Tl+ lumines-
cence is suggested although the complexity of the gamma luminescence is
shown to be difficult to interpret unambiguously. The thermal equili-
brium theory of kinetics that has recently been advanced seems to be

inappropriate for the case of NaI(Tl).
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CHAPTER I

INTRODUCTION

0f fundamental concern in the study of luminescence is the
determination of the time dependence of the emission. Since the scin-
tillation pulse shape contains the past history of enerqy transfer and
storage in the crystal, it can be expected to yield information not
only on the characteristic mean lives of the various states present
but alsb details concerning the interrelations between such states. In
practice it ié not possible to describe completely the nature of the
scintillation process from the behaviour of the pulse shape since the
latter cannot be determined exactly;° It is this lack of precision in
the determination of the pulse shape that has, until quite recently,
severely limited the use of the time.deﬁendence as a predictor of the
scintillation mechanism,

The experimental problem that is of concern in this work is
the measuremeﬁt of the time dependence of the rate of emission of photons
produced by a scintillator crystal which has been excited through the
absorption of a gamma ray. The total absorption of a one MeV gamma ray
in a crystal of sodium iodide doped with approximately 0,1% molar thallium
will resﬁlt in the production, at room temperature, of roughly fifty
thousand visible and near-visible photons (Pertsev et al, 1965). This
emission refers to the fluorescenpe and short-lived phosphorescence which
i; virtually complete in a time of a few microseconds and ignores the
presence of long-lived phosphorescence which méy take hours to disappear
(Cameron et al, 1962; Emigh and Megill, 1354). The purpose of the experi-
ment is to obtain the time of emission of each of these photons with

respect to the time of absorption of the incident gamma rav.




Measurements of luminescence lifetimes have been made on
various materials for more than forty years. What the early experinenters
lacked in the way of sophisticated electronics was almost made up by their
ingenuityv. In a review article, Perrin (1929) makes mention of several
technigques. A synchronous spark was used fo illuminate a radial strip
of anthracene deposited on avrotatinq wheel, An upper limit to the life-
time of anthracene was found to be 6 microseconds. 2 related method was the
photographic recording of the luminous path length of a high speed jet of
luminescent solution. Gaviola (1926) used a Kerr-cell technique
to determine that the fluorescence lifetime of Rhodamine B in water was
2.5 nanoseconds. Perrin (1926) used an‘indirect technigue to infer that
the lifetime of fluorescein dve was 4.3 nanoseconds. This involved a cal~
culation based on the disorientation that is characteristic of Brownian move-
ment and predicted the effect of the viscosity of the solvent on the degree
of polarization of the emission (in which the decav time of the excited
state is a parameter). Delo;me and Perrin (1929) describe a modification
. of Becguerel's phosphoroscope with which fluorescent lifetimes of uranium
salts were measured in the 100 microsecond region.

The removal of the shrouds of secrecy from the World War IX
development of the photomultiplier (PM) tube resulted in the resurrection
of the scintillation counter techniaque which, ig its visuval form, was
a mainstay of research in nuclear physics for the first thirty vears of
this century. The introduction of the photomultiplier not énly ushered
in a new era in experimental nuclear physics but also resulted in equally
radical modifications to techniques in the study of luminescence. As
well, under the spur of practical applications.in nuclear prhysics, re=-
search on a vastly expanded scale in the field of new scintillators

produced, as a byproduct, a wealth of data in the field of luminescence.



The classical technigue for luminescence time studies developed
during this past twenty years around the observation of the emission by
a photomultiplier whose output is displayed on an oscilloscope, = Because
of the nature of the emission, the N photons of a scintillation are not
emitted simuitaneously. For monomolecular processes, the photon
emission intensity has a function form F(t) (in photons/sec) which can

be expressed as a sum of exponential time functions:

(1.1) F(t) = ZA, exp (=t/T.)
. ] 3
3
{1.2) N = f°° F({t) dat
o}

‘where Tﬁ is the.lifetime of the jEE-component.

The continuous function (1l.1) reoresents the intensity. at any time t,
~averaged cver many scintillations. The PM converts this flux of N
photons into a time correlated current pulse containing M electrons,
Although the photoelectric and secondary emission processes in the PM
tube are vi?tually instantaneous (less than 10 19 éec), relatively long
variable times are involved in electron transit down the tube (e?out

36 ¥ 2 ns total transit time for the 56AVP at 2500 V). Statistical

fluctuations in the transit time have been extensively investigated.

These fluctuations determine the time distribution of tha
arrival at the anode of the M electrons relative to t = 0, the time of
excitation of the crystal. Further modification of the electron pulse
shape is due to the time constant of the PM anode circuit and to the
final display on the oscilloscope. For a successful apolication of the

photomultiplier/oscilloscope technigque, not enly must the distortions of



the measuring system b2 negligible (or removable) but as well signal
averaging is generally required to smooth étatistical fluctuations.

In the simplest version of the technigue (Bonanomi and Rossel,
1951) a large load resistor is used in the anode of the PM with the
result that the voltage pulse displayed on the oscilloscope is
effectively the time integral of the PM current. It is presumed that
the scintillation emission intensity, eqﬁation (1.1), has but one ex-
ponentiél term., Then the rise time (10% to 90%) of the oscilloscope
trace is equai to 2.2 T. A variation of this version, used, for
example, by Storey et al (1958), involves photograpvhing the inteqgrated
single écintillation traces, enlarginq themn, and carefully differentiating
the enlargements to obtain the form of the emission intensity. A
second version, used, for examnle, b; Eby and Jentschke (1954) invelves
the use of a very small PM load resistor (170 ohm). In this case the
resultant voltage pulse will follow the EM current pulse if the anode
‘time constant is much less than any of the time constants present in
the current pulse (i,e less than any of the T4 in equation 1.l). Signal
averaging was obtained by photographing single traces and summing some
75 traces at 20 ns intervals. Other versions more svecifically designed
to study nanosecond fluorescence may be found in the literature. These
include the pulse amplitude method of Bittman et al (1952) and Wall (1956),
the pulsed crystal method of Phillips and Swank (1953), and the pulsed
multiplier method of Singer et al (1956).

In all of these experiments, the weak link in the measuremwent
chain has been the oscilloscope, either because of its insufficient
fregquency response or because of its relatively small dynamic range.

The amplitude of the PM pulse can be measured with fair precision over



at most one decade., Time information, at best, is good to one or two
percent. The necessary statistical averaging can be accomplished in
one of two ways. In the first way individual traces are summed., This
is tedious unless done photographically, in which case the measurement
is hampered by the resultant broad trace. The second way is to use a
long time constant at the PM anode. This integration suppresses
statistical fluctuation but unfortunately also masks any fine details
present in the emission. In general only the lifetime of the main
emission component is obtainable with perhaps an indication of other
mean lives if they are sufficiently‘strongc

| Despite these limitationz the photomultiplier/oscilloscope
technique has produced most of the data currently available on alkali-
halide scintillation lifetimes. A representative selection of the
results of such experinents is found in Table 1l.1.

The introduction of the photon sampling by Bollinger and

Thomas (1961) resulted in an order of magnitude improvement in the
determination  of scintillation pulse shapes., This technique, which
essentially determines the time of emission of each photon in a
scintillation, is a modification of the method of delayed éoincidences
used by Lundby (1950). Because of its extremel?y cood time resolution,
the photon sampling method hasg been extensivgly used in studies of the
fast emissions in plastic and liguid scintillators (Koechlin, 1964;
McGuire et al, 1965; Kirkbride et al, 1967; Kuchnir and Lynch, 1968)
but has not seen much application in tﬁe case of the longer emissions

characteristic of the alkali-=halides.



Table 1.1

Summary of the Results of Pravicus Hal(Tl) Imvestigations

(room temparature unless otherwise noted)



AUTHOR EXCITATION DECAY TIME COMMENTS
(ns:)
Hofstadter (1549) Y 250 + 25% |
Bonanomi and Rossel (1951) Y 320A (5 x ?OIZ:OCBB)§ Monocrystal
(8 x JO"50930)§ Powder
Bonanomi and Rossel (1952) o 130 (3.2 % 10’350041)§ Yy
Eby and Jentschke (1954) a;Ygd 1 20 dgpendent on T1 concentration
IT1 59 rise time component
Plyavint (1958) spark 220 + 10 (13 x 106:00026)§
Plyavint (1959) spark 220 (15 x 106:0.028)§A
Y I 330 (11 x 107:0.009)
11 (4.5 x 1070, 054) 3
Owen (1959) ‘ ¥ 250
a 250 noted a complex front
Koch et al (1959) Y 250
time for 63% of total Tight
a 180
Startsev et al (1960) Y I 250
| IT 700 to 1200 & to 10% of total light
Robertson and Lynch (1961) Y 1230 + 10
I1 1500 + 80 L3% of total light
Bollinger and Thomas (1961) Y I 230 noted multiple components
Bergsde et al (1966) Y 200
6.2 + 1,5 . spike at 77°k in 325 nm

Lynch (1966) spark

emission band

§ ~ (frequency factor in sec*qz activation energy in eV)

A — estimates from published graphs



CHAPTER IT

THE PHOTON SAMPLING TECHNIOUE

2.1 Introduction

The determination of the scintillation pulse shape ideally in-
volves the measurement of thg time of emission of each of the photons of a
single pulse. Since it is not practical to deal with each photon, the photon
saﬁpling technique severely attenuates the light flux from the crystal so
that the probability of the attenuated pulse having more than one photon
per scintillation is small. The time of arrival of a single photon in the
attenuated pulse relative to the start of the unattenuated pulse can be
measured with good precision. Thus the problem of détermining the time of
emission of several thousand photons in a single pulse is replaced by the
equivalent problem of determining the time of emission of single photons
statistically sampled from millions of pulses.

Although the technique was first introduced by Lundby in 1950,
the efficient use of the method required the development of two electronic
devices, the hultichannel pulse height analyser (PHA and the time-~to-
amplitude converter (TAC). The essential parts of the photon sampling
experiment are showﬁ in the block diagram of fig. 2.1, In this figure the
scintillator under test is in good optical contact with PM 1 which produces
trigger signals coincident with the rising front edge of gamma induced
scintillations, PM 2 is shielded from the scintillator so that it receives
rather less than one photon, on the'average, for each scintillation in the
crystal. This photomultiplier has sufficient gain to produce trigger pulses
from single photoelectrons ejected from its photocathode. The time interval
between the zero-time trigger from PM 1 ('Start' signal) and the trigger
from PM 2 ('Stop' signal) is transformed into an analogue voltage pulse by

the TAC. These voltage pulses are analysed and stored in the PHA and the



Pigure 2.1

Simplified Block Diagram of the Photon Sampling Experiment
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spectrum obtained is essentially the shape of the average gamma=-induced
scintillation. A more:detailed description of the apparatus will be given
in Chapter III.

This type of measuring system produced a representation of the
time varjation being investigated., We are interested in the differences
between thisg representation and the true time variation. Four distinct
properties of the measuring system result in a representation which is
a distortion of the true time \‘rariationu

2.2 Factors Affecting Distortion

Most time=-to-amplitude converters are capable of measuring only
one event at a time, i.e., they will produce an output more or less
proportional to the: time interval between a start signal and a stop signal.
In the case of a phenomenon where an initial start is to be correlated
with possibly more than one stop, the TAC will measure the time interval
to the first stop and will ignore thé possible presence of subseguent
stops. As a result the observed time variation will, in general, differ
from the true time variation. This type of distortion is commonly
referred to as geing due to "dead time losses",

The analogue to digital conversion and storace in multichannel
pulse heicht analysers introduces another effect. In the conversion pro-
cess all pulses in a certain range of heights are stored in a single
channel, i.e. the channel width is finite. Thus the time spectrum being
analysed is effectively integrateé over small time regions and a
histogram is produced which is usually'not the same form as the time
variation. We refer to this as a distortion to finite channel width.

Inherent in any measuring system is the presence of nonlinearity,

It is apparent that the presence of a nonlinear analogue conversion of the



10,

time interval in the TAC or a nonlinearity in the subsequent multichannel
analyser conversion will result in a distoftion of the representation of
the time spectrum being studied.

The final system property resulting in a distortion is that of
time jitter in the measurement. By this we mean, if the system were called
upon to measure an exactly constant time interval between start and stop
the measured representation would be a distribution of times centred on the
true siﬁgle time interval. This effect is said to be due to the finite
width of the éystem response function.

In the subsequent subsections of this chapter each of the above
system characteristics is examined in some detail. The nature of the re-
sultant distortion is obtained séuzo allow for its removal when necessary.

2.3 Dead Time Losses

.The property of the time analysis that is central to the dis-
cussion of this section is the fact that the apparatus cannot measure two
time differences simultaneously. This characteristic is a defect when the
phenomenon under investigation inherently involves the possibility
that two or more time intervals require simultaneous analysis. If this is
the usual state of affairs the system may not be of much use but if the
probability of multiple measurements is sufficiently small and random,
then elementary statistical theory can be used to predict the form of the
distortion due to the missing measurements.

To further descrike the.problem we deﬁine an event to consist of
a start signal together with zero, one or more correlated stop signals.

Note that if the probability of multiple stops is to be small, this implies
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that the probability of having an event consisting of a start and no

stop is quite high. Fig. 2.2 indicates the classification of events accord-
ing to multiplicity. Fig 2.2 ( &) chows an event of multiplicity one, in

which case the measuring system records the time ti. Fig. 2.2( B shows

an event of multiplicity zero wherein no time measurement is made. Fig 2.2(c )
is an example of a higher multiplicity event in which case the time interval
t2 is recorded but t3 is lost. In these figures T represents the maximum
analysis of the measuring system.

Suppose that a large number of events is studied. Let this number,
which is the number of starts, be denoted by S. In these S events there
will have occurred a number of stops, say N, and a number of analyses, M,
Note that a system capable of measuring multiple events would have analysed
N intervals and not the smaller number M. Also note that M is the number
of non = zero events. We presume that S >> N > M,

For any event let the probability of getting a stop in the time
dt after a time interval t be denoted by p(t) dt. It is the purpose of
the experiment to measure this true time variation p(t). Because of
deéd time losses the system will produce a distorted representation which
is referred to as g(t). We wish to obtain the relation between the two
distributions p(t) and g{t).

Let w represent the probability of obtaining a stop anywhere in

the time interval T. Then:
T

(2.1) w=/[ p(t) dt
(o]

If one presumes that the events are independent of each other and that
the probability of more than one stop in an event is small, then the

- probability distribution of event tvpes will be the Poisson distribution.



Pigure 2.2

Clasaification of Events
{a} Multiplieity One
{b} Multiplicity Zexo

{c)} Multiplicity Two
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Then, in the time interval up to T,
. Cq s ' r
e is the probability of occurence of a zero event,
w e is the probability of occurrence of a single event,
(2.2) w
w? e /2% is the probability of occurrence of a double event,
X - . AU
v e /x! is the probability of occurrence of an event of
maltiplicity x.
Then w can be expressed as:

w=0 (") +1 (v e™y + 2 (wr ey + L L. ...
(2.3)

il
it

.2 X we emw/x! X 0, © .,
In the form of ecuation (2.3), w is expressed as a sum of contributions
each of the form: the probability of an event of multiplicity x times X,
the number of stops in such an event.

In the time interval up to~t,-the probability of not having

a stop is simply given by the probability of a zero event in this

smaller time interval, i.e. is:

2.) e (- /5 pr) av)
Then the probébility, q(t) of measuring a stop in the time dt after a
time interval t will be given by the probability of there being no earlier
stop times the probability of a stop arriving in the range dt, i.e.:
g(t) at = exp (- ét p(t) ae) p(v) dt

Thus the required relationship is:
£
(2.5) g(t) = p(t) exp (= é p(t) dt)

It is to be noted that the probability of not having an earlier
stop can be obtained from the q{t) distribution since it is the distri-

bution of first stops. That is:

t : t
(2.6) exp (- é pl{t) dt) =1 - é q(t) at
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Then equation (2.5) becomes:

Hi

t
a(t) = p(t) (1 ~(f) g(t) at)

or:

(2.7) p(t) = q(t)/ (L - S5 q(e) at)
[e]

Relation (2.5) and its inverse (2.7) are useful, the former
to predict a distortion, and the latter to correct an experimental
distribution for distortion. Since it is generally more convenient to
express these relations in terms oﬁ the distribution of multichannel
analyser pulses which would be obtained in the analysis of S eveﬁts, let

us denote the spectrum displayed by Fhé analyser by r(t). Then:
qg(t) = x(t)/s

If the corresponding true distribution function is £(t), then:
p(t) = £(t)/s

Also: w = N/S

Then equétions (2.5) and (2.7) become, respectively:

1 .t .
(2.8) r(t) = £(t) exp (- -é-é f(t) 4t),
1 .t
(2.9) £(t) = rt)/(1 - gé ¥(t) dat).

To be more precise, the integrals in the above equations should be re-
placed by discrete summations since multichannel analyser displays are

in terms of channels., Thus:
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« 1 i=1
Lrimswyac+2( 5 £, +£./2)
o S j=1 J 1

wn

wherein the indices refer to time in terms of channel number. Thus

equations (2.8) and (2.9) become, respectively:

1.1 i-1
(2.10) r, = fi exp {=- g'(;-fi + ‘Z fj)]
1,1 i-1
(2.11) f.=r, /[l « 2 (=x, + £ r.)]
. 1 b s 2 1 j=l j

Relation (2,11) has been used by Bollinger and Thomas (1961),
by McGuire et al (1965) and by most other experimenters engaged in this
form of experiment to correct theif experimental curves for dead time
losses. Relation (2.10) has been reported by Wall and Roulston (1965)
and has been found useful in the asséssment of the characteristics of
dead time distortions.

2.4 Applications

It is of some interest to examine the effects of dead time
losses on twé particular types.of time distributions,

Tﬁe example of the distribution f({t) being a constant in time
has application in the study of noise and also in the calibration of the

measuring system. If f£(t) = A, a constant, then, using equation (2.8):
(2.12) £(t) = A exp(~ A t/8)

Thus if the real time variation is a horizontal straight line in time,

the measured distribution will be exponential éf time constant S/A.
This prediction has been subjected to experimental verifi-

cation. To achieve a time distribution in which all time intervals are

equally probable, a random source of pulses (from a PM tube) was used to
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activate the stop input of a time converter system. A second source of
pulses, completely uncorrelated with the sﬁop source was used to acti-
vate the start input of the system. Since a random time stop source

is used, the presence of dead time losses is insured. One obsexrves a
time distribution r(t) which is exponential and of time constant S/A
(within the limits of experimental precision).

In most experiments, noise wili be present on the stop input
and, asAthe above theory shows, will result in the presence of an ex~
ponential terﬁ in the observed r(t). However, in most cases, S, the
total number of events analysed, will be much larger than A, the
number of random background measuréments in an initial channel of the
distribution r{t). In typical experiments S/A is of the order of 10°.
Thus the time constant of the noise ;péctrum would be 10° channels.
This would be observable in analysers having 400 channels as a 0.4%
drop in background over the range of thevanalyser.

The obtaining of a gandom spectrum is freguently used to de=-
termine the nonlinearity of the system and/or determine the time cali-
bration, i.e. the width of a channel in seconds, There is a distinct
danger that the exponential distribution that results will cause signi-
ficant errors in the results. Bollinger and Thomas (1961) for example,
fed periodic pulses into the start of their system and random counts
into the stop. If useful statistics were obtained in reasonably short
times, in all probability fairly~high random count rates were used. It
is not inconceivable that the 10% variation iﬂ channel widths which

they observed was due partially or totally to the exponential nature

of r(t) inherent in this technique.
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This danger can be completely circumvented by interchanging
the two inputs to the_TAC, that is, feed the random pulses into the
start and the periodic pulses into the stop. Since the stop period must
be larger than the maximum analysis time of the system (t}, it is
categorically impossible to have two or more stops in a single event
and dead time losses cannot occur. In this case r(t) would theoretically
be a horizontal straight line and any deviation from this can be inter-
preted ﬁnambiguously as being due to system nonlinearity. This form of
nonlinearity.determination has been used by Weber et al (1956), Chase
and Higinbotham (1957), Lefevre and Russel (1959) and others., It is
unfortunate that the danger of usiﬁg random stops in calibration ex-
periments has not been emphasized in the literature.

Another theoretical time disﬁribution of interest, especially

in this work, is the exponential one. If one examines the case where:
(2.13)  f£(t) = a Ot

then an application of equation (2.8) results in the measured distri-

bution taking the form:

(2.14) . r(t) = a &% expl- 2541 - &%,

Note that the strength of the distortion term is given by exp(- A/0S),
and if this is to be small then A/as must be small. The size of this
te;m can be used in a particular‘experiment to determine whether, or
not, a correction for dead time losses is necessary.

2.5 Finite Channel width

The property of the time analysis system which is central to
the discussion of this section is the analogue-to-digital conversion and

storage characteristic of the PHA. In this process all pulses in ad~
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jacent ranges of heights are stored in consecutive channels. To
examine this in more detail let us presume'that the width of a time
channel is )\ seconds and that ) is constant. The case where )\ is not
constant is dealt with in section 2.6. Let the time spectrum under
analysis bes denoted by £(t). Then the number of counts in channel

number i, Ly will be given by:

i
(2.15)  r, = S f£(t) at
(i=1)X
. . X ~t/T .
Of particular interest is the case where £(t) = A e . In this case

equation (2.,15) becomes:

—-iA/T
(2.16) ri=Afel/ T 1y, 1= 1,2,3, veeen.
(2.17) or r, = A REOVAS
-
(2.18) wvhere A' = AT (e%/ -1).

Note that the histogram representation maintains the exponential
character of f(t) with an unchanged time constant but that the amplitude
A' of the representation is not a simple multiple of A. It may be

possible, in certain experiments, to approximate:

(2.19 Moy NOMT

Then: A' N A)
n,

and the histogram representation is faithful since A' is simply a con-
stant times A, However, this approximation may not be very good. For
example, if T were ten machine channels, the error in the approxi-
mation would be ovef 5%, In an experiment where f£(t) is made up of

sums of exponentials, and measurements of relative intensities are made,
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equation (2.18) may be required to remove the effects of finite channel
width. Pursuing this a bit further, let us find the area under the

histogram representation for N points:

I =5ar e iA/T i=1, N

(2.20)
AU (1 - e NMTy 1 AT g,

1

If N is effectively infinite:
(2.21) I, =a'/MT - 1) = ar

2.6 System Nonlinearity

Following from the discussion in the preceding section we con-
sider next the effects of time scale,nonlinearity. The channels of
tﬁe measuring system have, in general, time widths whiéh are not com-
pletely uniform., If Ai denotes the width of the iEE-channel and Al

the width of the first channel then:
(2.22)  dy =X +ai=-1) +ay(i=-12%+.,.,,4i=1,2,....

That is, the variation can be expressed by some sort of polynomial in i,

The time to be associated with the iEE-channel is
(2.23) ti = ij, =1, i.

The measuring system produces a répresentation, ri, of the input function,
f(t), vhich is linear in i and therefore nonlinear in the time t. If

the exponential function, f(t) = A eat/T, is again used as a particular
example of an input to the measuring system, then the number of counts

in the iEE-channel will be given by:
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r. = SHoA o"H/T g

(2.24)

AT e~ti/T (eki/T - 1)

Both of the exponentials in (2.24) give rise to distortions,
the first being the cumulative effect of nonlinearities in all channels

up to the iERq while the second contains only the nonuniformity of the

iEE.channel itself,

As to the problem of correcting this distortion, one technique
that has been employed (for example‘by Bollinger and Thomas, 1961;
McGuire et al, 1965) is to divide the measured number of counts in a

channel by the channel width., If approximation (2.19) is valid, then

(2.24) becomes:

-t
(2.25)  x; =2 e i/t

Thus division by Ki will remove part of the nonlinearity present in
(2.25). what is not so apparent is the danger of applying only this
corxrection in the case of a monotonic variation of channel width, If
equation ‘2.22) is a monotonic function of i, then the nonlinearities
in the two exponential terms of (2.24) are in opposite senses. The
removal of one of them, say by dividing r, by Ai results in a worse
distortion than was present origirally. Hence both terms must be
corrected for if a correction is deemed necessary. To remove the
nonlinearity in the exponential term of (2.25) requires the association
of the data peint oo not with channel number i, but rather with the ty

of equation (2.23).



Nete that if the two corrections mentioned above are applied,
the result will still not be quite right in that the division by channel
width rests on the validity of approximation (2.19).

In general, considerable care must be taken if a system is
sufficiently nonlinear to warrant corrections.

2.7 system Response Effects

The final feature of the measuting system of interest in the
study df distortions is that of system response. 2aAs was outlined earlier
in this chapﬁer, the experimental measurement of a single time interval
is characterized by statistical time jitter. This results in a blurring
or smearing of the time distributién under analysis.

A physical system can be thought of as a device by which an
input function f(t) is transformed ihté an output function r(t). The

system can be characterized by an operator, L, such that L operating

on f(t) produces the function r(t), i.e.
(2.26) LIf(L)] = r(t)

The operator I is presumed to be bounded and linear. We introduce the

Dirac delta "function", §(t), defined by:

§(t) = 0 for t # 0
(2.27)
sty at =1

If thisdelta function is applied to the input .of the system, the output
function that results is called the system response function {SRF) and will

be denoted by g(t). That is:

(2.28) LIS(E)] = g(%)



In other disciplines the SRF will be referred to as é spread function,

or as an impulse response function. Note that thé SRF, g({t), effectively
defines the properties of the operator L, i.e. the behaviour of the system.
From its definition in (2.27), it is evident that the delta funétion

plays the role of an identity function in a convolution product, that

is:
’ o .
(2.29) F(t) = [ 8t -y £(v) dy = 8(t) * £(t)
- CO
Equation (2.26) can be written as:
: (oo}
LIS &t - y) £y) dy]l = r(t)
Since L is linear and bounded it can be taken in under the integral:

f: LIS(t = y)) £(y) dy = r(t)

If use is made of equation (2.28)-then:

( 2.30a) r(t) = _"f: glt -y £(y) dy

Since the convolution product is commutative:
(2.30b)  x(t) = g(t) * £(t) = £(t) * g(t)
=T EE -y gy ay

We have then the well known general result that the response;
r{t), of a linear system, to an arbitrary input function, £{t), is given

by the convolution product of f(t) and g(t).

22.
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It is useful to approximate the integral of equation (2.30b)
by a sum. For some suitably small time interval, )\, we can write the

approximation:
r(t) =X g(m\) £(t ~n\), n=1, o,

In this expression it is assumed that g(t) is zero for negative times
since a real system cannot respond before it is stimalated. If g(t)
is small when t is large, as is usually the case, the tail of the in-

finite series caﬁ be discarded:
(2.31) r(t) = IX gfn\) £(t = n\), n =1, M

where M is a sufficiently large integer. In this form the system out-
put is given approximately by a certain linear combination of the input
and a number of its past values. In other words, r(t) is given approxi-
mately by a weighted sum of a set of past values of the input. If r(t)

and f(t) are described by their values at t = i)\, then (2.31) becomes:

(2.32) r, = I = fi__n , n =1, M,

This relation is useful for the particular system of this work since the
output is in the form of a histogram.

Of concern is the distorting effect of the SRF on a theoretical
distrxibution. The problém facing the experimenter is the inversion of
equation (2.30), i.e. the input function is to be deduced from experi-
mental data on the functions r(t) and g(t).

Of the various inversion methods, one of the most popular can
be aptly described by "cut and try". In this method the theoretical form

of £(t) is known (or assumed). The parameters in f(t) are varied
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judiciously so that £(t) * g(t) fits the experimental r(t) with some
precision. Computations for the folding are generally performed on a
computer. This procedﬁre has been followed by Bollinger and Thomas
(1961), Falk and Katz, (1962), McGuire et al, (1965), Wenzelburger,
(1967) and Lynch, (1968). 1In essence, the same technique was followed
by Gold, (1965) to compute pulse amplitude spectral distortions due to
pile~up effects.

Perhaps a moreuseful approach was taken by Herget et al
(1962} in which an approximate £ (t) is obtained from the experimentally
known r(t) and g(t) using an iterative technique. This procedure does
not require a prior knowledge of thé functional forms involved. 1In
our modification of Herget's procedure, é first approximation to f£(t),

fl(t) is obtained from:

(2.33) fl(t) =2 r{t) = r(t) * g(t)

Subsequent refinements are made by:

{2.34) fk+l(t) = fk(t) + (r(t) - fk(t) *og(t) ) * g(t)

It is a general characteristic of this unfolding that statistical
fluctuations in the experimental data are accentuated in the predicted
f(t). As pointed out by Rautian (1958) the presence of statistics pre=-
cludes the possibility of obtaining a vnique solution for the unfolded
function. However, the technique does produce a fair representation
of the desired true distribution.

Other techniques that have been applied to the unfolding pro-
blem include the method of moments (e.g. Brody, 1957) and the formal
inversion of (2.30) via Laplace or Fourier transforms {e.g. Rautian,

1958; Rollett and Higgs, 1962; Stcddart and Bergeyx, 1965),
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Another aspect, which has practical importance in this work,

is the effect of a SKRF on an exponential input function. To assess
the nature of this distortion, it is convenient, for the sake of
analysis, to assume a Gaussian form for the SRF (in practice it is

pseudo - Gaussian). We presume:

() = A e~0t for £ > 0
(2.35)
= 0 for £t < O
(2.36) glt) = (1/6V/71) exp [ ~ (t -~ d)%/202]

where: ¢ is the inverse of the exponential time constant T,

0 1is the standard deviation of the Gaussian SRF,

d 1is a time disgplacement. ‘
In equation (2.36) the displacement d is presumed sufficiently large
so that g{t) is effectively zero for negative times and for times in
excess of 2d. Under these conditions, the response of the system,
equation (2,30b), becomes:
(237 x(e) = £ 2 @Y (1/6/5) expl - (y - A12/207] ay.

o

After some manipulation this can be put into the form:

(2.38) r{t) = A e—at eY [wéwexp(uxz)bdx]//g

it

(t - BY/ovV2Z

where: w

[(0o)2/2] + od

<
1l

B =oqo® +4



Equation (2.38) can be expressed in terms of the ervor function:

(2.3%a) for 0 < £t € B,

-0t Y 1
e

r{t) = A e E-erfc (t -B)/0V2]

(2.39b) for B ¢ £t € B + 4,

rit) = A 7Ot SY é—{ 1 +erf (€ -B) /0V/2]}

(2.39%) for t 2 B + 4,

r(t) = A e_’ut e

The error functions in the above are defined by:
) .
zZ -
2 ? e X

— dx
i ©

exrf(z) =
erfc(z) = 1 - exf(z) *

These equations require some minor modifications because they
are not based on a time zero chosen at the position of the peek of

g(t). A new time scale can be defined by:
t' = ¢t - 4,

If this substitution is made (and the prime dropped), the form of

equations (2.39) is not altered. It is only reguired to redefine:

(2.40)
vy = o20%/2
As well, the ranges of validity of the three equations become:
(a) ~dg tgB (b BgtgB+a () t > B +d
The folding of an exponential with a Gaussian was examined by

Halling et al (1967). Equation (2.39) does not agree with their result



although it is similar. It would seem that the earlier work did not
formulate the problem correctly and is thus in exrror.

Equation (2.39c) has a practical application since it shows
that the exponential time behaviour of the input function is reproduced
faithfully in the output at times larger than B + d (d is about 40) .
There will be an error in the projected amplitude due to eY, but this

will be less than 1% if oo < 0.1.
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CHAPTER III

THE EXPERIMENTAL SYSTEM

3.1 Description

The course of this work has seen the developﬁent and con-
struction of three experimental systems, Experience gained with the
earlier two systems provided the background required to build the third
apparatus which is shown in the block diagram of fig. 3.1.

In this figure, the crystal under investigation, X, is in
good optical contact with a 56AVP photomultiplier, Pl. A conventional
avalanche trigger circuit, Tl (see Appendix Aai), working off the last
dynode of Pl produces a relatively jitter-free time zero signal when-
ever a gamma yay is absorbed or partially absorbed in the crystal.

Photomultiplier P2, also a 56AVP, observes tﬁe attenuated
photon flux, i.e. detects single photons in occasional gamma ray events.
P2 is shown in the 90° configuration in this block diagram. In this
orientation P2 is able to detect photons scattered out of the edge of
the front window of Pl. The sample crystal X need then only have one
exit window. This unigue arrangement thus permits the non-destructive
testing of commercially mounted crystals. The apparatus has been designed
to allow the mounting of P2 in the 180° configuration with Pl and P2
collinear. In this case the crystal must have a second window to allow
a small amount of light to escapé to P2, An iris diaphragm, D, permits
fine adjustment of the photon attenuation. A second avalanche circuit,
T2, produces a trigger signal marking the detection ofba single photon
by P2, Both photomultipliers were wired with what is essentially the
Philips voltage divider type A (Appendix A-2). The voltage of the
focussing electrode was set to optimize the single photoelectron pulse

height.



Block Diagram of the Photon Sampling Apparatus
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The time interval between the signals from Tl and T2 is con-
verted into an analogue voltage pulse by the time~to-amplitude converter
(TAC) . This pulse is transmitted via a two microsecond delayed ampli=
fier (DA) to a pulse height analyser (PHA) for possiblg storage.

The TAC used in this system is the TH200A manufactured by
Edgexton, Germeshausen and Grier. This unit, which is the heart of the
system, has several features which experience has shown to be indis-
pensable in experiments of this type (the earlier systems constructed
did not use this TAC). The converter is of the "start/stop" type in
which the stop cannot be activated unless a preceding start has
appeared. An important.feature is.that TAC overflow (caused by a
start signal that is not followed by a timely stop signal) is not
read out by the converter but resulté in guick TAC reset. Both start
and stop’inputs are disabled if the TAC is in the process of readout
or if the unit has been supplied with an inhibit signal. As well the
unit provides‘output logic signals when it has received a valid start
(i.e. a start signal which arfives vhen the TAC is not busy or inhibited)
or a valid stop sighal. The converter analogue output is a positive or
negative scuare pulse whose width is adjustable, The TAC also has an
adjustabie dead time. The only feature lacking is a variable delayed
readout of valid data (this deley is fixed at 500 ns which is too small).

Both photomultipliers generate linear signals which are taken
from dynode nine by preamplifiers, PAL and PA2, to linear double delay
line amplifiers, Al and A2, for pulse height sélection(by single
channel analysers, SCAl and SCA2. Channel one is normally set to
accept only photopeak pulses from the crystal while channel two is set

to reject undersized pulses from P2. If the requirements of both



31.

channels are met, the slow coincidence circuit Cl operates. If the

TAC has had a valid start, slow coincidencé circuit C2 will trigger

the monostable circuit, MS2, and the scaler, S, will count one. If the
TAC has received a timely stop from T2, a valid stop will be generated,
delayed electronically by ED and slow coincidence circuit C3 will pro-
duce a gate to permit storage of the analogue time pulse. The busy
signal from the PHA is used to inhibit the TAC while a storage is in
process;

The‘elimination of cross-~talk between start and stop channels‘
of this experiment has been a most vexing and time-consuming problem.
This cross-talk appears as a short period oscillation on the time
spectra>and is most serious on converter time ranges under one micro-
seécond. The elimination of this efféct‘was finally achieved by:

(a) usiﬁg completely separate power supplies for each of Tl, T2 and
the TAC,

(b) wusing coaxial cable for the avalanche voltage power lines and
filtering these lines at the PM header,

(c) enclosing the photomultipliers in 1/16 inch brass housings as well
as the usual magnetic foil shields.

() wusing 1/16 inch steel welded enclosures for the header boxes.

The earlier systems that were built did not have the construction of

(c) and (d) above and were not free from cross-talk. The first system,

which was worst in this respect, did not have the separate power

supplies. Fig. 3.2 shows a photograph of the header/photomultiplier

enclosure and crystal chamber.

The entire crystal chamber unit, comprising the two photo~

multipliers, their trigger and preamplifier circuits and the crystal



Figgre 3.2

Photograph of the Crystal Chawmber Unit
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chamber itself, is enclosed in a box, insulated with four inches of

polyurethane foam.. A contrcl system was designed to maintain the
temperature of the box interior constant to within * 0.5°C for
temperature other than ambient room.

The basic unit of this tewperature control system is a Bayley
Model 116 Precision Temperature Controller. This consists of a thermistor
probe in an A.C. bridge which operates a-mercury pool relay whenever
the probe temperature drops below a preset value. Under optimum con-
ditions the ﬁnit is capable of maintaining the temperature of a f;uid
to considerably better than % 0.0i°C.

For temperatures above aﬁbient room (to 70°C) this unit con-
trolled the‘temperature of the box interior using a 40 watt lamp as a
heater. A copper=constantan thermocéuﬁle, mounted near the crystal,
monitorsxcrystal temperature. A large tray of ice and water is used to
obtain a temperéture near 0°C. For tempgratures beléw 0°C (to = 100°C)
a controlled flow of liquid nitrogen is used as a coolant., The liquid

nitrogen temperature controller is described in Appendix A=3,

3.2 System Calibration

&he ultimate utility of the TAC system described above depends
upon the care taken in calibration. The system characteristics which
must be determined are the time scale, the nonlinearity, the position
of time zero, and the system response funqtion. These can be obtained
from two subsidiary experiments.

In the first of these the apparatus is called upon to measure
random time. Three modifications are made to the system shown in figqg.
3.1. The stop input of the TAC is driven by a 100 kHz crystal controlled
avalanche pulse generator. The scaler (S) is switched to count the

number of valid starts and the gate requirement on the PHA is removed.




The system is allowed to run until a statistically acceptable number

of counts Ni' has been recorded in each cHannel of the PHA. If NS
represents the number of valid starts that have been accumulated by
the scaler S during the run, the width of channel i in microseconds
is given by 10 Ni/Ns'

This random time technigue is applicable to any TAC system
provided that“the TAC unit itself producés a valid start signal which
indicatés that the entire system is capable of measuring a time inter-
val followiné the start. It is thus required that the TAC be "slaved"
to the PHA so that the TAC cannot operate if the latter is busy. The
techniQue not only produces the reéuired time calibration (with
virtually ahy precision required) in terms of the width of any channel,
but as well inherently produces the éifferential nonlinearity of the
system.

Fig. 3.3 shows the results of a typical time calibration of
the system. fhe region between channels 80 and 380 is seen to be fairly
linear, ‘having an average time per channel of 6.010 % 0,002 né. The
system has proven to be remarkably stable since deviations from the
above calibration over the space of ten months were less than ¥ 0,01 ns.,
The fairiy severe nonlinearity visible in the early channels is pre-
dominantly due to the PHA. An almost identical nqnlinearity display
was exhibited by the PHA alone wﬁen it was tested in an auxiliary
egperiment using a Berkeley Model Gl - 3 sliding pulse generétor. This
test also showed that the small rise in the laét few channels is also
due to the PHA. When the TAC system is used, sufficient cable delay
is inserted in the stop input line to step over the initial nonlinear

region, As well the last twenty channels are ignored.




Figqure 3.3

System Nonlinearity and Calilwation
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Another less preciée calibration technique.has been used.
This was designed for the earlier systems since they could not be cali-
brated using the randém time technique above. A simple tunnel diode
oscillator was constructed in which the frequency is determined by
reflections from an open-circuited cable (see Appendix A=4). This
device was used to measure the delays of‘a set of coaxial cables. The
pulse from T1l, fig. 3.1, was power divided and one side was delayed re=-
lative to the other. Tﬁis produced abrandbm double pulse generatorv
to activate start and stop inputs of the TAC. The time separation between
start and stop was changed using the previously measured delay cables.
This permits a rough measurement of the time scale in the display.
Within the limits of experimental erroxr (one to two percent) the cable
measurements of the average-time per channel agreed with those made
using the.ranéom time method.

The second caiibration, a prompt coincidence experiment, de-
termines the position of time zero and the shape of the system response
function, In the systém of fig. 3.1, the diaphragm, D, is closed so
" that no light from the crystal, X, can reach P2. A small plastic
~scintillator is mounted on P2 and a piompt coincidence spectrum is run
using the time correlated gamma rays from a 8%co source placed between
the two scintillators. Actually the plastic scintillator is not a
necessity as P2 itself is.a fair detector of gamma rays.

A typical prompt coincidence time gpectrum (i.e., system
response function) is shown in fig. 3.4, 1In this trial the crystal,

X, was a standard NaI(7Tl) scintillator. 'The full width‘of tﬁis peak
at half maximum height is about 1.4 ns which, if the peak were repre=~

sented as a. Gaussian, would correspond to a standard deviation of




Figure 3.4

Prompt Coincidence Time Spectrum, HaI(Tl): ME102
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roughly 0.6 ns. The parameter @ which appears in section 2.7 would be

about 2.7 ns., Fig. 3.5 shows the improvement in timing that is ob-
tained when the crystal, X, is replaced by another plastic scintil-
lator.

3.3 Crystal Preparation and Mounting

In the case of commercially mounted Na(Tl) crystals no
additional preparation is necessary if the 90° configuration of the
crystal chamber is employed. However one such crystal was studied in
the 180° orientation in which case a small window was cut in the back of
the cr?stal can. The MgO powder was brushed aside to expose the crystal
and a microscope cover glass was séaled over the opening with epoxy glue.
Due to the hygroscopic nature of Nal ali work with exposed crystals was
performed in a "dry box".

Several small unmounted crystals, having various concentrations
of thallium, were pro&ided by the Hafshaw_chemical Co. These were secaled
into cylindrical glass cells using first époxy and then followed by an
overcoating of Dow-Corning Silastic RTV 732. Several of the mounted
crystals are shown in fig. 3.6,

The crystals were clamped in a double gimbal frame which is
spring loaded to press the crystal firmly agaihst the face of Pl in the
crystal chamber, optical contact being made with Dow»Cérning C-~20057 jelly.
The copper-constantan thermocouple is then attached to the side of the
crystal case,

3.4 Experimental Procedure

In the measurement of scintillation pulse shape it has been
found necessary to use a mono-energetic gamma source with the SCAl window

set on the photopeak. 1If this is not done the presence of time correlated




Pigure 3.5

Prompt Coincidence Time Spectrum, NE102: NE102




38.
| l | i |
~ NEIO2 ]
&
105 |- NEl102 R =
] s —34 o— FWHM 0.6ns

-~  0.104 ns/ch. o

- GOCO -

10% - | | | —

% i _
-

< o

2 o

®) — -
(&)

10™ — o ]

o
o
— o —

102 | | | o |
280 300 320
CHANNEL NO.




Figgre 3,6

Photegraph of Several Mounted Crystals







oY gcattered gamma quanta will be detected by P2 resﬁlting in extra
counts near time zero. ﬂost of the scintillation.pulse shape deter-
minations in this work used the 0.835 MeV gamma rays from a S“Mn source.
Since the energy of this gamma ray is above'the threshold for Cherenkov
radiétion in Nal, thére will be a small amount of such rzdiation added
to the luminescence of the crystal. Rough calculations indicate that
at most ten to twenty Cherenkov photons are involved, This contri-
bution can be safely ignored on the longer time bases of this work,

The directional - properties of the emission were used to reduce the
probability.of the detection by P2 of.Cherenkov photons, by means of a
suitable location for the éamma ra& source.

After mounting the crystal, bags of silica gel desiccant were
packed in the chamber and the chamber was sealed. The diaphragm, D, is
adjusted so that the gate counting rate is about 10% of the counting
" rate of the scaler, S, in fig. 3.1. The duration of the accumulation
for a single pulse shape determinétion ié dependent on the statistical
precision required. As will be seen later the precision required is a
function of the shape of the pulse, i.e. the time components present.
The accumulation of'lole to 10° counts in the peak of the time distri-
bution (at 6 ns per channel) usually reguires running times of from one
to three days. If the temperature of the crystal chamber is changed,
an equilibration time of from four to six hours is allowed betwesen runs.,
The system is recalibrated at the beginning and conclusion of a cycle

of measurements.
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In the course of the experimentsal investigations the following

aspects were studied:
(a) the reproducibility éf results,
(b} the dependence of the pulse shape on:

(i) gamna ray energy,

(ii) emission wavelength,

(iii) crystal size,

(iv) crystal temperature,

(v) thallium concentration.
As well éome preliminary work was done on the scintillaﬁion pulse shape
under alpha particle stimulation.

3.5 Data Processing

Much of the:utility of the photon sampling method rests on
the data reduction made possible by the availability of high speed
digital computers. Equally importanf is the fact that the experiment
produces data in digital form, which is directly compatible with com-
puter analysis. In this functional analysis it is assumed that the
experimental data points over the greater portion of the time spectrum

can be represented by a sum of exponential terms:

H
It

i XAk exp (= tiftk), k=1, n; 1=1, N,
(3.1)

£ (i; qj), j =1, 2n.

where n is the assumed number of components and N is the number of

data points.



i
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A least - squares approach is adopted, in which the parameters
ay are chosen to minimize the sum of the weighted squares of the de-

viations of the data from the assumed function, i.e. a minimum value

is sought for:
2 .
(3.2) R = Zwi (ri o fi) ;, 1 =1, N

vhere x, is the iEE-data point and the w; are the weights to be
associafed with the r;o Since the assumed function f(i;qj) is not
linear in ali of the parameters,:the Gauss method of linearization is
employed. In this approach, initial guesses of the parameters, q?, are

. 3
made and equation (3.1) is expanded in a truncated Taylor's series:

iqr ] =1, 2n,

(3.3) £, 0 f(i;q?) + Z(%E.)o &g
Since equiation (3.3) is now linear in the vwarameter, changes, éqj
standard multiple regression techniques can be applied to determine the
changes., Theée can then be used to form better initial guesses for
(3.3) and the process iterated until seme convergence criterion on the
parameters is satisfied (in this work, all parameter changes less than
0.1%) . One constraint is placed on the iterations, other than a
maximum ﬁumber of 20, This is that parameters are not allowed to change
by more than 50% between iterations. This insures that parameters
cannot change sign. Detailed dispussions of the method may be found
in.the works of Orear (1958), Cziffra and Moravcsik (1959} , Moore and
Zeigler (1960} and Helmer and Heath (1967).

The data analysis programme incorporates the dead time
correction of equation (2.11) and the finite channel width correction

of ecuation (2.18)., Nonlinearity corrections were not included since




the differential time nonlinearity of the system was.less than * 0.5%
over the region used for analysis. Since the effect of the SRF on the
data, as shown in eguation (2.39c), does not distort life - times for
times in excess of four or five standard deviations of the SRF, the
proqrémme was designed to ignore the first L channels (L = 1, 20) and
fit parameters to the remaining data points. Thus the effects of the
QRF and the presence of leading edge spikes are excluded from the com=
puter analysis. To assist in the comparison of data and the insertion
of initial parameter estimates, the computer programme normalizes the
experimental data. This is done after the dead time correction has been
applied and background has'been sub{:racted°

If is recognized that practical difficulties arise in multiple=~
exponential analysis due to the extremely non-orthogonal behaviour of
exponential functions. Since any monotonically decreasing curve can be
expressed as a superposition of exponentials, the results of such
analyses can be misleading. This'point is pursued by Lanczos (1956)
and by Emigh and Megill (1954). Meaningful results are generally ob=
tainable provided that the initial data have sufficient statistical
precision, What constitutes sufficient precision depends strongly on
the number of components present and their relative time constants and
intensities. The fitting of exponentials in this work is made somewhat
easier when a negative term appears in equation (3.1}, i.e. the data
are not representable by a monotonic function.

The choice of the nuwber of components in (3.1) and the
initial gquesses of the parameter vaiues'is made from preliminary graphical
analysis. It is found that a fit with too few exponential components,

i.e. less than the number actually present in the pulse, produces a



high. variance on the basis of a Chi-square analysis; The choice of
too many components {(or components having the wroﬁg sign), on the other
hand, produces non-convergent solutions or parameters whose standaxd
deviations are so large as to render them non-significant.

The above data analysis programme has as input: the data
points, the number of valid 'starts, the background,; the initial para-
ﬁeter estimates, the time per channel and the position of time zero.
The output includes the corrected and normalized spectra and for each
of the accepted ranges of data points: the details of the convergence,
the final parameters and their standafd deviations, the variance of
the fit, the sum of the amplitudes; the intensities of each component
and the sum of the intensities. Fig. 3.7 shows a sample data summary
sheet giving the results of the fit as a function of initial channel
used for analysis. The programme is written in Feorxtran IV, requires
9000 bytes of storage and has an average execution time on the
IBM 360/65 of two minutes.

Three auxiliary programmes were written to assist with the
analysis, The first of these is used for a visual verification of the
goodness of fit. The prograrme has as input the experimental data and
the parameters returned by the data analysis programme above. Output

options include:

{a) a table showing the'ri, fi and the corresponding residuals (r.1 - fi),

(b} a graph (linear or semilogarithmic) of rj and f; versus channel
number i,

{c) a graph of ry or fi together with (ri - fi) versus channel number i,

This verification programme has been used to verify that the residuals

are randomly positive and negative. It has also been useful in spectrum

stripping.



FPigure 2.7

Fhotograph of Sample Data Summary Sheeat
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The two other programmes were desioned to assess the effects
of the SRF. The first of these is essentially the "cut and try" pro-
cedure outlined in section 2.7. This programme folds the components
returned by the data analysis programme with a Gaussian whose standard
deviation is varied over the range expected from the experimental SRF.
The results of this folding are integrated over channel widths to pro-
duce a histogram ﬁhich is then compared with the initial data points,
The second programme implements the iterative unfolding of eqguations
2.33 and 2.34. The unfolded curve that results may be fed into the

data analysis programme.
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CHAPTER IV

RESULTS

4,1 Introduction

With the experimental system described in the preceding
chapter it has been possible to measure strong components in the scin-
tillation pulses with an acﬁuracy of from 2% to 3% for both time and
amplitude when the circumstances are favourable. For weak components
and fast components (less than 15 ns) the precisicn attainable is
somewhat less. Unfavourable circumstances do, however, occur at certain
temperatures due to changes in the scintillatién mechanism, and large
errors are possible. Trends over a temperature range must then be
carefully considered. ,

The various crystal samples that have been igvestigated are
listed in table 4.1, The cylindrical samples are commercial scintillation
counter crystals whose precise thallium doping is not known but is expected
to be in the range from 0.1 to 0.15% Tl. All of the H crystals were
manﬁfactured by the Harshaw Chemical Company. The thallium concentraticns
listed for the rectangular samples are those supplied by Harshaw. The
crystal J1l was produced by the Kyoto Electronics Manufacturing Company. ~

All crystals, with the exception of J1, were studied in the 180°
configuraticn of the crystal chamber. Cryétal, Hl, was removed from a
defective Integral Line Assenbly ‘and was mounted in the crystal chamber withe
out any protective casing or glass windows (other than the PM's themselves).
The loading of this crystal was, of course, done in a "dry box".

4.2 Reproducibility of Results

The first problem to be considered is that of reproducibility.

The results of two sets of measurements on crystal H2 at ambient xocom
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Table 4.1

Crystals Investigated

NUMBE R ~ SHAPE DIMENSIONS VOLUME T1 CONC,
(inches) (cc) (%)
J1 Cylindrical 2 x 2 103 v 0,1
HI  Cylindrical 1L x 2 35 N0,
indrical 15 15 ,
H2 Cylindrical. T X T 23 v O,
1 1 1
HL Rectangular Xy Xy 2 < 0,01
. 5 1 I
H5 Rectangular g X% x 5 3 0,11
H6 Rectanguiar 1 X i X 1 2 0.7i
§ Z2*7%3 “ °
H7 Rectangular 7:;1 X SS- X g 5 zZero
H8 Rectanoular 2 X 1 % 1 3 0.094
S LX7*3 '
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temperature are shown in table 4.2. These measurements were performed
over the space of three weeks., The first set (D02 through DO5) used a
gamma ray energy of 1,33 MeV 60Co, while the second employed the

Sumn. The breek in numbers between D09 and D19 re-

0.84 MeV gamma from
presents an intérvening set of measurements above ambient room temperature
while the interval between D19 and D32 is for a set below room temperature,

In these curves the first channel of data used for the curve
fitting is chosen as close as possible to the front edge of the pulse,
congsistent with a good fit. TFor the runs for table 4.2 this was usually
3.5 channels from time zero. Thus the fitted curve represents the ex-
perimental pulse shape for times in excess of approximately 21 ns (up
to about 2 microseconds).

" The detection of the time=correlated 1,17 MeV gamma (see

section 3.4) in the ®%co set produced extra counts in the time zerc
channel of about 1% of the spectrum peak (ten times background). The
omitting of the first few data points in the curve fitting program
allowed the ignoring of these extra counts,

The goodness=-of-fit criterion is concerned with the statistic

R’ of equation 3.2.

(3.2) R? = Twy(x, - £)°, 1=1,N

The r, are assumed to be Gaussian distributed with standard deviation
Gi. The weights are taken to be Wy o= l/Oi. Under these conditions, it
can be shown {(Orear, page 29) that R? is expected to have a Chi-squared
distribution centered on the number of degrees of freedom, Q:

(4.1) Q=N - 2n

where N is the number of data points and 2n is the number of parameters.



Table 4.2

Room Temperature Parameters for Crystal H2



RUN PEAK A = Ag T4 58 Tg VAR IANCE
NUMBER  COUNTS ~ {ns) {ns) o {ns)
DO2: 55 000 57 038 + 635 183,99 + 1.3 =25 370 & 553 63,21 +.1.6 1466 + 82  859,5¢ 28 1,080
Do3 7% 000 57 636 + 561 f82,85 t 1.1 =26 037 % 515 6L,79 + 1,3 1553 + 71 838.,5 + 22 0,994
Dok 108 000 58 231 + 509 181.84 £ 0,9 =26 349 * L55 66,11 £ 1.2 1619 = 61  8i2.h + 17  0.960
D05 L1 000 57 090 + 689 182,32 * 1,b  -25 L75 * 628 62,54 + 1,7 1588 + 96 B8i6.7 + 27 1.030
Average 57 499 + 560 182.75 * 0,9 —25 808 * L60 . 64,16+ 1.6 1556 + 66 831.8 + 22 1,016
D06 3k 000 59 667 £ 833 178,02+ 1,b  -27 607 * 765 65.56 + 1.7 1689 + 95 774,01+ 22 0,889
D07 39 000 59 702 £ 803 179,22 * 1.4 -27 953 £ 728  6h.77 + 1.7 1543 = 87 821.0 + 26  1.067
D08 37 000 58 064 + 653 180,91 * 1,3 —26 496 + 609 61.65+ 1,5 1523 + 86 821,22+ 26 1,002
DC9 326 00C 59 589 + 826 178.92 % 1,4 27 228 + ThO 65,20 + 1,8 15f8‘¢ 87 82k.,2+ 26 0,992
81g 56 000 58 656 + 680 180.89% 1,2 =26 392 + 620 66,33+ 1.5 1531+ 727 831.3+ 21  1.036
032 87 000 58 908 + 499 180,28 £ 0,8 27 010 % 551 6468+ 1.1 1486+ 55 836,64 17 0.982 -
Average 59 098 + 670 179,71 % 1.2 —27 11kt 610 64,70+ 1.6 15h8+ 72 818,14+ 22 0.995

‘09



Thus the variance of the fit

2
(4.2) VvV =

?OIW

is expected to be near unity.
For large Q (Q > 100) an approximate form for the Chi-~gquare

distribution is given by Abramovitz and Stegun (1965):

(4.3) x? =

N

(x + 20 —1)?

For the case of H2, O is about 276 and for a probability, p, of 103,

X2 = 306,3). Then the maximum acceptable variance, Vm, would be

v_=%%/0 = 1.110

An upper limit suggested by Orear is

_0+ VD

= 1,085
n 0

v

in general, experiments having variances in excess of 1.15 were
rejected completely while those having variances in excess of about 1.1
were considered as poor fits. The variances shown in table 4.2 are
typical of the curve fits obtained at room temperature, As can be seen
the reproducibility is fairly good.

4,3 Nal (0.1% T1)

An example of the room temperature scintillation pulse shape
that is typical of large standard commercial scintillation counter
crystals is shown in fig. 4.1. The time scale is 8.08 + 0.02 né/channel

" and the data have béen corrected for background and dead time lésses.
Fig. 4.2(a) shows the pulse shape from a small crystal (0.11% T1) at
room temperature while fig. 4.3 is the first 40 ns of 4.2(a) on an ex-

panded time scale {uncoxrected for system response).



Flgure 4,1

Scintillation Pulse Shape for a Comercial Scintillation

Counter Crvstal
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Spintillation Pulse Shapes for Nafl(.13is Ti)

{a) at 25°C, (b} at «15°C, (o} at =920°C,

Time scale im 6,01 ne2 per channel., Corrected

and noyrmalized data.
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Pigure 4.3

The Leading Tdge of the Scintillation of Wal{0.11% T1) at 28°C

Time soale is 0.607 ns ver channel,
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At room temperature the pulse shape consiéts of at least five
components, Three of these are apparent from a Qisual inspection of
figs., 4.1 and 4.2(a), viz. -

(i) the negative amplitude component responsible for

the slow rise of the pulse,

(ii) the main decay component,

(iii) a lonqer time constant delay, somewhat weaker than (ii).
The fourth is apparent in fig. 4.3 where it is seen that

(iv) - the front edge has an initial fast rise which is

then followed by (i);
The remaining component aépears when the computer is uéed to obtain the
parameters for the above four components. It is found that the data
points for the last 120 ns (approximately) of the pulse in fig. 4.1 con~
sistently fall above the computer fitted curves. This indicates the
presence of at least one other weaker decay component whose life time
is longer than (iii). No attemptAwas méde in this work to determine the
parameters of the one or more components present in this long lived
phosphorescence. Descriptions of these components appear in the works
of Bonanomi and Rossel (1952), Emigh and Megill (1954) and Cameron et
al (1962).

If the data curves such as figs. 4.1 and 4.2 (a) are'subjected
to multiple exponential analysis, the parameters for four exponential
terms {(ecquation 3.1) can be obtained. Average values for the parameters
of these components are shown in table 4.3 for four of the sodium iodide
crystals containing the normal (0.1%) doping of thallium. Components
six, seven and eight are determined by the nonlinear least squares pro-
gramme of section 3.5. Cqmponent number zero is then inferred fron

the two conditions:



Table 4,3

Parameters for Crystais Containing Normal Thalijum Concentrations

CRYSTAL  VOLUME TEMP. Ag Tg Az T, Ag Tg

' (ec)  (°K) ' (ns) ‘ (ns) ‘ {ns)
Ji 103 ’296 % 1 83 E Uo!-: % 30 5340250 205 = 2 52288%50 65’1 i —2.,5@3
Hi 35 296 =1 170 =4 7tk = 10 51602100 188 % 22 17202160 53 % Z 5610 £
H2 23 298 = 1 155 x7 818 =22 591 6.—::70 180 = 1 -2710260 62 %2 -3 <
H5 3 798 =1 159 x5 723 £ 20 56002300 173 21 —19h62k0 b3 22 3¢ <




(4.4) ZAk = 0, k =1, n.

(4.5) ZAk Ty {1 - exp (ﬂNX/Tk)] = Jry;, k=1, n

it

i 1, N,

The first of these conditions requires that the intensity of the photon
emission be zero at time zero. This is evident since the excitation of
the crystal is virtually a delta function in time (é 10 ps) and the light
emission system cannot respond before it has been excited. The second
condition simply states that the areas of the experimental and fitted
curves must be the same. Note that the smearing effect-of the SRF does
not alter areas provided that N is.sufficiently large to include the

bulk of the emission.

Table 1.1 summarizes some of the measurements made by pre-
vious experimenters onbstandard thallium concentration crystals. Room
temperature decay times for the sciﬁtillation pulse range from 130 ns to
330 ns with the majority reporting values.from 230 to 250 ns. The
results of the present work (table 4.3) indicate values of the main
component, Ty, ranging from 205 ns for the largest crystal down to
173 ns for the smallest.

It should be noted that the strict muyltiple exponential
analysis used in this work will yield rather shorter décay times for
the major component than the earlier analyses based on the time required
to collect 63% of the light oxr on the slope of a single straight line
fitted to the semilog plot of the emission intensity versus time. For
example, in the case of the crystal, J1, life times computed by the
latter two methods would be agproximately 300 ns and 230 ns respectively.

The apparent dependence of the main component, T, on crystal

size is probably not attributable to small variations in thallium con=



centration ofvcrystals J1l, Hl and H2 since the work of Eby and Jentschke
(1254) indicates a broad minimum in the dependence of decay time on
concentration in the range from 0.1% to 0.4% TL., Some confirmation

of this size dependence is found in the work of Bonanomi and Rossel
(1951) although they do not make a point of it. An approximate four-
fold reduction in decay time can be inferred at room temperature when

a monocrystal is compared with a microcrystalline powder.

Turning to the longest component in the emission, number
eight} the room temperature decay times measured range from 714 ns to
1104 ns with no regqular dependence.on crystal size. These values are
somevhat shorter than the 1500 £ 80 ns reported by Robertson and
Lynch (1961) but do lie in the range quoted by Startsev et al (1960),
that is, 700 to 1200 ns. We find the component to he weak and of about
the same relative contribution guoted by Startsev et al (5 to 10%),
considerably less than the 43% contribution reported by Robertson and
Lynch., The present results are also in qualitative agreement with the
NaI(Tl) curve published by Rollinger and Thomas (1961).

The leading edge of the scintillation pulse shape at room
temperature exhibits an initial sharp rise followed by a mére gradual
increase (due to component six) to the peak (fig. 4.3). 7The characteristic
rise time component of NaI(Tl) has been measured by Eby and Jentschke
(1954) who found a value of 59 ns which was independent of thallium
concentration, The present work yields values from 43 to 65 ns with
no regular dependence on crystal sizeo‘

The scintillation emission spectrum of the standard NaI(T1l)
scintillation crystal consists of two broad bands (Van Sciver, 1964;

Eby and Jentschke, 1954} at room temperature., The stronger of these is




centred at about 420 nm with a full width at half maximum of about 100
nm. The second band has a maximum intensity some 35% to 40% of the
first and is centred at about 340 nm with a full width at half maxi-
mum of 40 nm. This band is estimated by Van Sciver (1964) to account
for some 25% of the emission at room temperature. The band is very
temperature sensitive, shifting to 325 nm at B0°K. 1In an attempt to
separate the possible different emission‘time components for these two
bands, é Kodak Wratten No. 48A optical filter was inserted in the light
path to P2 (fig° 3.1). This filter has & peak transmittance at 450 nm
with a full width at half maximum of about 60 rim, Components six and
seven showed no statistical difference with, or without, the filter.
The insertion of the filter was found to reduce the value of T8 by
about 80 ns. Crystal J1 was used in this set of experiments.

The scintillation pulse shape was found to have a slight de~
rendence on the energy of the incident gamma ray. This can be seen in
the two sets of data of table 4.2, For a 1.33 MeV gamma excitation
T7 is about three nanoseconds longer than for the 0.84 MeV excitation.
A Chi-square analysis shows that the probability of this difference being
due tostatistical fluctuations is only about 4%. This behaviour was
looked for in two crystals, Jl and H2, and was found to be consistently
present. The other components (six and eight) do not seem to show any-
thing more than statistical differences. There does not seem to be any
dependence on gamma ray energies below 0.84 MeV.

The scintillation pulse shape has a temperature dependence which
is shown in the progression of curves of fig, 4.2. At room temperature
the luminescence pulse shape exhibits a characteristic "flat top". As

- the temperature is lowered this is replaced by a form more nearly like
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an initial simple exponential decay. A further lowering of the tem~
perature sees the shape returning gradually to its room temperature
form with the addition of a leading edge spike.

Concentrating first on the main portion of the emission and
ignoring, for the mcment, the low temperature spike, table 4.4 shows
the results of the multiple éxponential analysis in the case of crystals
Hl and H2. The temperature dependence shown here is typical of the
three NaI(“W.1l% Tl) crystals studied as a function of temperature. A
more detailed teﬁperature investigation for crystal H5 is summarized in
figs. 4.4 and 4.5, 1In fig. 4.4, time constants associated with negative
amplitudes have been indicated by filled-in circles.

Of some interest .is the observation that the main component
at room temperature, number seven, becomes weaker in relative intensity
as the temperature is lowered and is not evident at temperatures below
about 243°K, This behaviour was probably observed by Plyavin' (1959)
since he was not able to measure his room temperature component I
(table 1.1) below =35°C., Thus the mechanism throuéh which the bulk of
the emission occurs at and near room temperature is apparently not
operative at lower temperatures.

Turning to the longest of the components measured in the
emission, the behaviour of component eight is seen to be quitevcomplex.
There seem to be two diséontinuities in the measurements, one in the
vicinity of 0°C and the other near -75°C. Part of this complexity may
be only apparent since the apparatus used in this work was not adjusted
to measure time behaviour much beyond t&o microseconds, i.e. the longexr
combonents in the emission should be measured on a ten oxr twenty nicro-

second time base rather than the two microsecond base of this work. In



Table L.k

Parameter Temperature Dependence for Crystais Hl and HZ

CRYSTAL

THALLIUK  TEMP, Ag .T‘8 Ay '17 Ag :Té 0 To
CONC.(%)  (°K) (ns) (ns) (ns) (ns)
H2 v 0.1 341t 125¢7  776£30 7338£70  137x1 ~4090+150 252 -3373 A §
322+ 1 105¢5  870+£30 6919:50 1491 —3450+ 90 36:2 -3574 < 1
3111 120t7  825:25 65106150 162+1 —3210£290 48+ 1 ~3420 < 1
29841 155¢7 818422 5910+70  180+1  -2710%60 65%2 -3355 51
277%1 18348 1030£120  4090%160 237+3 —1200£140 132+10 _307,0» <1
259+ 306£86 1140£160 T490:L0 350430 1128£110 115£10  —2924 < 1
Hi " 0,1 296+ ¥ 1704 714x70 5160£100 188:2 ~1720£160 532 ~3610 < 1
| 172:2 7017 1330:200 5 § 2736230 34642 —1636 4

A ~ leading edge spike
§ - component seven is not apparent

at this temperature

*19



Figgre 4.4

The Temperature Variation of the lLonger Life

Times in the Seintillation of MWal{0.lis T1)
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Vigure 4.5

The Fffects of Temperature on the Amplitudes of the

Components in the Scintillation of Hali{f.lis Ti)



63,

3.0 4.0
000 /T °K

Ut
O



any event it seems clear the component eight is a mixture of at least
two and possibly three long=lived processes.

At and near room temperature component six describes the

slowly rising front of the emission pulse and thus contributes a negative

term to the expression for the pulse shape (equation 3.i), i.e, the
amplitude A6 is negative. 1In the vicinity of 0°C this amplitude
changes sign and the component does not describe the rise of the pulse
at temperatures below 0°C. At temperatures below =30°C component six
agssumes the role of the main decay component. Below about =40°C the
luminescence emission again shows a slower rise due to the growth of a
second negative amplitude component, number five.

The leading edge spike becomes discernable as an anomalous
front edge at temperatures in the region of -80°C, On the time scale
of fig. 4.2(c) the spike is apparent only as a single channel at time
zero which lies high. The insertion of a Corning No, 9863 optical
filter (transmission band from 235 to 400 nm, see Appendix A=5) in the
light path to P2 produces a marked strengthening of this emission spike
relative to the longer main components of the emission. This fast com-
pénent thus lies in an emission band below the main 420 nm band and is
probably in the 325 nm band (at 80°K) commented on earlier in this
section. A fast, low temperature, 325 nm emission has been reported
by Van Sciver (1960, 1964, 1966). Lynch (1966) has measured the decay
time of this emission using ultréviolet stimulation at 77°K and found
a.value of 6,2 * 1.5 ns. Herb et al (1968), adgain with ultraviolet
stimulation, have determined that the life time lies bétween the limits
of 7 ns and 4 to 5 ns. This life time was found by them not to depend

on thallium concentration {(from 0.08 to 1.0l mole %} or on temperature



(from 13 to 170°K). Above 170°K this emission, which they attribute
to thallium dimers, was too weak to be meagured. In the present work,
under gamma stimulation, this fast component was too weak at 190°K to
pernit anything other than qualitative agreement with the earlier
measurements.,

4.4 NaI (0,71% T1)

The scintillation pulse shape at room temperature for crystal
H6 whicﬁ contains a higher than norxmal thallium concentration is shown
in fig. 4.6(a). The shépe is considerably flatter at the peak than was
observed in the case of the normal thallium corcentration crystals of
the preceding section. In addition the pulse also exhibits, at xroom
temperature, a pronounced leading edge spike. This is visible on the
expanded time scale of fig. 4.7. Throﬁgh the use of the Corning No.
9863 optical filter, it was found that this emission spike does not lie
below 380 nm and is thus not to be confused with the fast emission noted
at low temperatures in section 4.3, This spike evidently has roughly
the same emission band as the main band of NaIX(Tl) (v420 nm). A fast
enission with somewhat the same characteristics was observed by Eby and
Jentschkg (1954) when crystals having thallium concentrations in excess
of 0,1% were stimulated by alpha particles., It is possible that con-
siderably more thallium than 0.1% is required for a significant gamma
stimulation of this component since the work of Lynch (1966) showed no
appreciable change in gamma pulse shape betweep crystals containing
normal and three times normal thallium concentration. .From room

temperature to about 180°K the scintillation pulse has a rise which is

mainly limited by the system response.



Pigure 4,6

Scintillation Pulse Shapes for Nal{Tl)
{a) Containing 0,.71% Tl at 26°C

{b) Containing less than 0.0l% TL at 25°C

Time scale is 6.01 ns per channel.

Corrected and Normalized Data,
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Figure 4,7

The Leading Bdge of the Scintillation

of Wal{0.71s Ti) at 26°C

Time scale is 0.607 ns pexy channel.
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Turning to the main emission, the last entfy of table 4.5
shows the results of the computer analysis for thé components present
at room temperature. Since crystals H5 and H6 are about the same size,
the parameter differences indicated in this table may be attributed to
the dhange in thallium concentration. The life time of the main com-
ponent, T, shows an increase with increased thallium concentration
which agrees gualitatively with the earlier work of Eby and Jentschke
(1954) . However Tg aléo shows an increase.which does not agree with
Eby and Jentschke who found this component to be thallium concentration
independent. The long componeht, T8,'exhibits a marked decrease with
increased thallium éoncentfation.

The details of the temperature dependence of the paramcters
of the main emission for cfystal H6 are summarized in figs., 4.8 and
4.9. There are two major differences from the normal crystal, HS5.
First, comﬁonent five, which contributes to a rising front at low
temperatures in the normal crystai, does not seem to appear until much
lower temperatures are reached in the high thallium concentration
crystal, It is just measurable below 180°K., Then there is noted the
presence of a newrpqsitive amplitude component, number four, in the
decay of the pulse. The behaviour of the other components, 6, 7 and
8 is similar to that seen in the normal thallium crystal. Note the
vanishing of component 7 -in the vicinity of =25°C, the discontinuous
component 8, and the change in sign of Ao at a temperature of =5°C,

It is fair to presume that component four and the fast
emission spike at room temperature are to be associated with an excess
of thallium. The fast component increases in relative intensity as the

temperature of the crystal is reduced. Optical filter work shows that
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Room Temperature Parameters for Crystal

of Differing T1 Concentration

I3

CRYSTAL  THALLIUM  TEMP. Ag 'T8 A7 T'7 A6 T 6 Ag T 0
CONCL{%)  (°K) (ns) (ns) (ns) (ns)

HL: £0.,0% 298+t  276%30 100060 L600£300 227th  ~3560£300 908 -1316 A
H5 0,11 298+1 15925 723120 5600£300 1737 —iohétho &;3i2. -3813 <1
H6 0,71 289+1 - 289:x50 488+20 5330+100 188:3 ~—235c§i70 61+3 =3271 A

8 — Jeading edge spike

°69



Figure 4.8

The Temperature Variation of the Longer Life

Pimeg in the Scintillation of WMaI(0.71% 71}
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FPiogure 4,9

$:2

The Effects of Temperature on the Amplitudes of the

Components in the Scintillation of ¥aXl{0.,71% 71)
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at least a part of this increase is due to emission below 380 nm. This
indicates the presence of the fast emission seen at reduced temperatures
in the normal thallium crystal.

4.5 Nal (<0.01% T1)

-The room temperature pulse shape of the trace thallium crystal,
H4, is shown in fig. 4.6(b). The pulse has a copsiderably more rounded
f:ont than any of the higher thallium concentration crystals. 1In
addition there is noted, even on the time écale of fig., 4.6(b) a leading
edge spike. The component parameters of the main room temperature
emission are given in the first entry of table 4.5. It is observed that
the decay time of the main.component, T7. is substantially longer than
those found in crystals H5 or H6. This is in agreement with the behaviour
of the main decay component given by Eby and Jentschke (1954). However

the rise time component, T, is also much longer which disagrees wit

6
the latter.mentioned work., From the series H4, HS5, H6 there is noted

a steady decrease in the decay tiﬁe Tg with increasing thallium con-
centration.

The temperature behaviour of the parameters of the main
emission is presentgd in figs. 4.10 and 4.11, Although the temperature
dependence resembles in some ways that seen in crystals H5 and HE, there
are major differences. The main pulse shape has much the same form over
the range of temperatures used. Note that component seven does not
seem to vanish and that component five is apparently not present. The
amplitude of component six is depressed so that it does not go positive.
Conponent eight again shows a discontinuous nature.

The leading edge spike noted at room temperature becomes more

prominent as the temperature of the crystal is lowered. This fast

72.



Figure 4,10

The Teumperature Vaviation of the Longer Life

Pimes in the Scintillation of Hal(<d,01% T1)
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Ficgure 4,11

The Effects of Temperaturs on the Amplitudss of the

Componentz in the Scintillation of ¥NaI({<0.0i% T1)
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emission was found to be in a band below 380 nm and is probably to be
associated with the 300 nm emission that ié characteristic of pure
sodium iodide (Van Sciver and Bogart, 1958). Using a short wavelength
pass optical filter (Corning No. £863) to reduce the longer wavelength
main emission, this spike can be resolved sufficiently well at lower
temperatures to permit a rough measuvurement of the time components
present. Fig. 4.12 shows the leading edge of the emission at a tem=
peraturé of =58°C as seen through the 320 nm filter. At least two
components afe present, the first of decay time 13.2 * 1 ns and the
second 2,8 ¥ 1 ns. The faster component has about half the intensity
of the first,

4.6 Pure NaI

.

A brief study was made of the scintillations in pure Nal to
ascertain whether the fast emission seen in the trace thallium crystal
was characteristic of pure NaI. The scintillation pulse shape at room
temperature ffom a nomihally pure NaI crystal, H7, is shown in fig.
4,13, uncorrected for system response. The luminescence was found -to
contain at least three components under gamma excitation. These are
given in table 4.6, The parameters for components one and two are
muich the.same as those reported above for the fast emissions in the
trace thallium crystal H4,.

Through the use of a set of optical filters (Corning Nos.
9863, 7380, 3850; Appendix A-5) it was determined that the fast com-
ponents one and two, are in an emission band bélow approzimately 380
nm while the longer component, number three, probably has an emission
band in the vicinity of 380 nm. Since the time constant for the third

component increased with reduction of the relative amount of short



Figure 4,12

The Leading Fige of the Secintillation

of HaTZ{<0,01i% T1) at -%3°C

Time scale is 0.607 ns per channel,
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Pioaure 4,13

Beintillation Pulse Shape for Pure Hal at 25°C

Time scale is 0.607 nz per channel.
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Room Temperature Parameters for Pure Nal

COMPONENT AMPLITUDE DECAY TIME
(ns)
i 1200 = Loo 2 %1
2 L00 = 150 13.5'% 2

3 . 22 % 15 100 = 10

78.



79.

wavelength‘emission accepted by P2, this component is in fact maltiple.
A portion is due to a longer life time (>100 ns) having a wavelength
in excess of 380 mm. The major part is due to the 380 nm enission
whose decay time is more like 70 ns.

There has been little work done on pure Nal at room temperature
where its efficiency is poor. Van Sciver and Hofstadter (1955) reported
a life time at 20°C of 10 * 2 ns and later Van Sciver and Bogart (1958)
indicated in a graph a value of 13 * 3 ns. The intermediate lifetime
reported in this work agrees well with the earlier values.

There has been some evidence that thg emission from pure Nal
has multiple components at low temperatures, e.g. Bonanomi and Rossel
(1951, 1952) and Van Sciver and Bogart (1958). In particular Watts et
al‘(l96l) have reported a component Jf approximately 1500 ns whose
emission wavelength they determined to be between 360 and 530 nm.

The major portion of the 100 ns emission in this work may
be associated with a stoichiometric excess of iodine present in the
sample studied. The emission spectrum under gamma excitation for a
crystal cut from the same boule has been measured by another group in
this department (C. Watson, private communication). At room temperature
the emission specfrum shows a band in the vicinity of 300 nm, a second
at about 380 nm and a weak third at 420 nm. The work of Van Sciver
(1960} has associated an emission at 375 nm with a stoichiometric

excess of iodine.



CHAPTER V

R

DISCUSSION

5.1 Introduction

Luminescence is the phenomenon of the emission of electro-
magnetic radiation in excess of thermal radiation and involves optical
transitions between electronic states which are characteristic of the
rediating substance. Although excitation of the luminescent msterial
is required for subsequent luminescent emission; the emission spectrum
is usually independent of the nature of the excitation. Probably the
first obserxvation in this vein was made by Zecéhi in the year 1652. 1In
most inorganic solids, luminescence involves activators in the form of
impurities or structural defects. 1In the case of luminescence due to
iﬁpurities, the electronic states involved can be appréximated, in
some cases, by the energy levels of the impurity ion as perturbed by the
crystal field. In general, these impurity electronic states give rise
to optical absorption bands on the long-wavelength side of the funda-
mental absorption edge of the perfect crystal. It is usual to find the
luninescent emission in the form of bands or a broad bell-shaped spectrum
at even longer wavelengths, i.e. the crystal is fairly transparent to its
ovn luminescent emission (observed by Stokes, 1852).

In addition to the electronic stafes actually involved in the
emission transition, other electrbnic states (belonging to the activator
or to other impurities, etc.) may regquire consideration when gquestions
concerning luminescence efficiency or time constants are considered.
Nonradiative de~excitations can compete with radiative processes, With
increasing temperature these competing nonradiative processes become

more probable and the luminescent emission intensity decreases. If both



radiative and nonradiative transitions are possible from the same excited
state, the time constant for fluorescence decreases with increasing
temperature. The luminescence emission can be delayed by the presence

of metastable states, either of the activator itself or of defects
(electron/hole traps) spatially separated from the activator. Since
thermal activation of such metastable states is required prior to emission,
this process is strongly temperature dependent and may as well depend on
the intensity of excitation.

Prior to the development of the quantum theory, only an empirical
knowledge of luminescence was possible (e.g. the Stokes' law). The basis
of a fundamental understanding of iuminescence in solids was provided by
the growth of the quantum mechanics. The concepts required include:

(1) the existence of stationary electronic states between which
radiative transitions occur,

(ii) the adiabatic approximation, i.e. the separation of electronic
and nﬁclear parts of the wave fuﬁction,

(iii) the band theory model for electrons in a periodic potential,

{(iv) the theoretical basis for excitons, i.e. excited nonconducting
states.

' The first of the models for luminescence was an energy level
scheme proposed by Jablonski (1933) for fluorescence in organic dyes.
This included emitting, metastable and ground states between which
states, radiative and nonradiative transitions were possible. The
superposition of such discrete energy levels oﬁ a simple energy band
structure for the solid is a model that has found favour in phenomeno=-

logical descriptions of luminescence associated with photoconductivity

(e.g. Johnson, 1939; Nyberg and Colbow, 1967).
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An attempt to explain the optical properties of single
crystals of the alkali halides doped with small concentrations of
thallium was made by Seitz (1938) and is today the simplest satis-~
factory model for the interpretation of the absorption and emission
spectra in such crystals. Two possible models were suggested by
Seitz, both based on the aséumption that the thallous ion replaces
the alkaii ion substitutionally. The impurity plus all of the
neighbouring ions whose equilibrium positions are altered by its
presence constitute the luminescent centre. It is usually assumed
that the centre is a highly localized cne and that the nearvest
neighbour halide ions are the most influential components of the
host lattice. The first of Seitz' models was based on the excited
states of a free thallous ion in a cubic crystal field, The effect
on spect;a of changes in the nuclear coordinates of all the atoms
constituting the centre resulted in the configuration coordinate model
of luminescence. A qualitative understanding of the Stokes' shift and
the widths of absorption and emission bands follows from the con-
figuration coordinate model. Edgerton (1965) and Illingworth (1964)
have intgrpreted the emission spectra of KI(T1l) on'the basis of an ex-
tension of the Seitz model. The second model proposed by Seitz con-
sidered the transitions of the electrons from the neighbouring halides
to the thallous ion., Although Seitz rejected this model, Knox (1959)
reopened the possibility that such electron transfer states may be
important in interpreting absorption phenomena.

A quantitative treatment of the Seitz model for the XC1(T1)
luminescent system was made by Williams (1951). Using the proposals

of Seitz on the energy level structure of the thallium substitutional
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impurity and on the use of the adiabatic approximation to obtain a
configurational coordinate model, Williams approximated the symbolic
configuration coordinate with a single real coordinate of the activator
centre (the distance between the Tl+ ion and the nearest neighbour c1”
ions). He was able to calculate semiempirically, the energies of the
?Pl and 150 free thallous ion states as functions of the configuration
coordinate. Using these calculated configuration coordinate curves,
predictions of the spectral locations and temperature dependence of

the widths of the 247.5 nm absorption and 305 nm emission bands were

made (Williams and Hebb, 1951). This.SeitZGWilliams model was later
shown by Knox and Dexter (1956) to be inadequate and the agreement with
experiment to be, to some extent, fortuitous. Improvements and re-
finements in the theory have been suggested by different workers, e.g.
Johnson and Williams (1960), Kristofel (1960), Potekhina (1960),

Kristofel and Zavt (1966).

Although the bulk of the luminescence in thallium activated
alkali halides has generally been attributed to internal electronic states
of the thallous ion, there has been some controversy as to the nature of
the centre responsible for the emission. On the basis of a comparative
study of doped and undoped samples of several alkali halides as a
function of temperature, Bonanomi and Rossel (1952) found it difficult
to attribute to the thallous ion a direct role in the fast decay
scintillations., They associated the luminescent centre with a defect
to be found in the pure crystal, presumably a vacancy site. The
function of the thallium additive was tﬁen to increase the number of

vacancy centres. In their studies of the optical properties of KI, KBr,

KCl, and NaCl, Hersh and Hadley (1963) investigated annealed, plastically



deformed, thallium doped and undoped crystals. They conclude that
internal metastable states of the thallous impurity play only a minox
fole and that structural defects of the host crystal are most important.
The effect of plasic deformation was subsequently investigated by Coocke
and Palsexr (1964) and the importance'of surface states in Nal was noted.

Although it is generally agreed that transitions between
electronic states of the thallous centre are responsible for luminescence,
the phenomenon is sufficiently complex that disagreement persists in the
literature on the nature of some of these states and on the intracentre
kinetics involved, Studies of the luminescence in KI(T1), KC1{Tl) and
KBr (Tl) have produced two rather different schools of thought. The
works of Illingworth (1964) and Edgertoﬁ and Teegaxden (1963, 1964) are
typical of what has been called the American concept., The American work
is criticized at some length by Trinkler and Plyavin' (1965) who repre=
sent the Russian point of view.

Excitation of KI(T1) in the A band (4.38 eV, Yuster and
Delbecqg, 1953) results in a strong emission at 336 nm and a weaker
emission at 430 nm. Illingworth (1964) found that the 336 nm emission
was fast (decay time < 50 ns) and that the 430 nm band had two components,
one fast (< 50 ns), the other being slow (Vv 200 ns at room temperature)
and temperature dependent. On the basis of the temperature dependence
of the lifetimes involved,; a qualitative configuration coordinate model,
fig. 5.1i(a), was suggested by Illingworth in which the upper two
excited states are associated with the thallous ion (3Pl and 3PO using
the notations for atomic symmetries). The lower state is linked with an
excited state of the I ions surrounding the 1t impurity. The radiative
and nonradiative transitions that are possible are shown in the energy

level diagram of fig. 5.1(b).



?iggre 5.1

Models for the A Band Iuminescence of KI(T1)

{2) gualitative configquration coordinate diagram
for the luminescence decay of KI{Tl) excited
in the *"A® band {after Illingworth, 1964).

{b) Energy level diagram for {(a). Honegullibrium
model.

{e) Eouilibrium energy level diagram suggested

by the work of Trinkler and Plyavin® (1965},
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The experimental work of Trinkler and Plyavin' (1965) differs

in that the A absorption band was not found to be elementary and the short
wavelenth emisgion was determined to be complex, having both fast and slow
components. Both the slow components (345 nm and 425 nm) were found to
have the same decay times (190 ns at 293°K). The two radiative states
were associated by Trinkler 'and Plyavin' with the Jahn-Teller split 3P1
thallous ion level. The associated eneréy level diagram is shown in fig.
Sol(c).. Fowler (1968) questions whether the Jahn~Teller effect can
reasonably aécount for the large energy difference between the suggested
split 3P1 levels,

In addition to the differences in experimental data and their
interpretation in terms of the nature of the electronic states involved,
there is a disagreement concerning tée kinetics of the luminescence. The
point at’'issue here is whether, or not, there arises, shortly after the
stimulation of the crystal, an equilibrium distribution of electrons over
all three excited levels of the centre, i.e. a Boltzmaﬁndistribution,
Trinkler and Plyavin' suggest that upward and downward nonradiative trane
sitions among the three excited electronic states {(fig. 5.1(c) ) are highly
probable and that once this equilibrium has been established the emission
in both 5ands nust decay with the same time constant. Illingworth considers
that only downward nonradiative transitions are of impoxrt and it follows
that an equilibrium distribution cannot ever be achieved. This question will
be.pursued in section 5.5 with reference to the kinetics of NaI(Tl).

In addition to the thallous ion relaéed luminescence, all of

the nonactivated alkali iodides exhibit luminescence in the near ultraviolet

under excitation by charged particles or sufficiently energetic photons.

In the case of Nal, Van Sciver (1956) attributed the 295 nm emission at
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liguid nitrogen temperature to the radiative decay of a localized exciton.
The works of Kabler (1964) and Murray and Keller (1965)'have shown that
the corresponding luminescence in KI, and KBr and NaCl is due to the
radiative decay of excited states produced by the recombination of an
electron with a self-trapped hole. The self-trapped hole, or Vk centre,
(see Delbecq et al, 1961) is é molecular ion of the form X;, and consists
of a localized chaxge deficiency (a hole) together with & lattice dis-
tortion in which two neighbouring halide ions are pulled together along a
<110> direction of fhe crystal (in a face centred cubic lattice). In their
study of CsI(T1), Gwin and Murray (1963) consider that the Vi centres are
capable of motion through the lattice. The thermal activation for Vi
motion in the case of Nal was found by Murray and Keller (1967) to be
0.i5 ev.

The recombination of an electron with a Vk centre produces an
excited state, referred to in this work as a V. e centre, which, according

k
to the studies of Murray and Keller (1967), retains the <110> synmetry
axié characteristic of I;, such states are not to be confused with the
exciton states produced in fundamental band absorption, but correspond
instead to "self-trapped" excitons. Thus there are two methods of
arriving at a Vy, state of the pure crystal, either via (Vy + e”) or by
(exciton + 27 ). Murray and Keller (1967) hote that although the two
methods evidently produce the sante juminescence in NaI, this is not true
in general. There is not a one~to~one correspondence in the states
arrived at by the two processes in such crystals as KI,; KBr and RbI.
Cconfiguration coordinate diagrams for the Vi, centre have been calculated

by Wood (1966) and give a possible interpretation for the observed

emission bands of NaI, KI, and RbI and their temperature dependence.
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5.2 Energy Transport

Associated with questions concerning the nature of the electronic
states responsible for luminescence are the details 6f energy transfer
in the crystal. In the case of thallium centre luminescence, the direct
excitation of Tl* sites by an incident charged particle cannot account for
the observed emission intensity because the thallium concentration in such
crystals is normally orders of magnitude too low. Thus some method of
energy transport in the crystal must exist in order that the 'I'l+ sites
be excited,

The detection of a gamma ray in an alkali crystal is understood
to proceed through several steps. The hard radiation produces Compton
electrons and photoelectrons which in turn give rise to cascades of
secondary electrons, or delta rays (Meyer and Murray, 1962), These primary
and secondary electrons will quickly (~10 ps)lose their excess energy in
the production of electron=hole pairs'(i,e, electrons in the conduction
band and holes in the valence band) as well as excitons. These funda-
mental excitations are indicated in the process block diagram of fig. 5.2.

Of concern are the two major mechanisms by which the thallous
centre can be excited to allow sﬁbsequent radiation. The first of these
involves the migration of excitons to the thallous ion sites (Van Sciver,
1965: Murray and Meyexr, 1961): |

Tl+ 4+ exciton e———3 1%

{(5.1)
s —s mt s photon

Secondly it is possible to excite the thallous centre by independent

binary diffusion of electrons and holes (Van Sciver, 1956; Gwin and
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Block Diagram of the Seintillation Process
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Murray, 1963; Chornii and Lyskovich, 1965).

™Y + e —s TI°

(5.2) T1° 4+ KY ey 1

+
TL * -——% T1 + photon

Since the Vv, centre itself is mobile at temperatures above 58°K in NaIl
(Murray and Kellexr, 1967), the hole diffusion to the T1° centre indicated
in fig. 5.2 and in eguation (5.2) may bé by means of Vk motion.

A third possible method of energy transfer resulting in ﬁhallous
centre emission is 6ne in which the pure crystal scintillates (at approx-
imately 300 nm in NaI) only to have the ewission absorbed and re-emitted
at a longer wavelength by the thallium centres, In this suggested mschanism,
the m1* acts as a wavelength shifter. Van Sciver (1958), on the basis of
an efficiency argument, concluded that this photon emission and reabeoxrption
can at most be a minor contributor to energy transfer.

The block diagram of fig. 5.2 also shows the two processes
mentioned in section 5.1 through which Vke centres wmay be excited to pro~
duce the intrinsic luminescence observed in theialkali halides.

5.3 Scintillation Kinetics: Empirical Development

It is clear from the experimental data that have been presented
in Chapter IV and from the discussions in the preceding two sections,
that the scintillation process in NaI(Tl) under gamma excitation is quite
complex. Limitation of scintillation equipment time-measuring capabilities
restricts measurements of time components to those greater than about

0.2 ns. Thus processes taking less time than this may be considered to be
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essentially instantaneous, e.g. all steps in fig. 5.2 prior to the form=~
ation of the fundamental crystal excitations (electrons, holes, excitons).
The subsequent steps in the production of the luminescence may be expected
to proceed more slowly and to follow exponential decay laws. Mean life
times in the microsecond and submicrosecond region are typical and have
been measured. The scintillation pulse shape can be expected to yield
information not only on these characteristic mean lives but also to
indicate the presence of competitive paths, the ngmber of steps in each
path and the branching ratios.

In general, a luminescence process consisting of n consecutive
steps each having a life time T., or transition probability uj=l/g, pro-

J

duces a scintillation response of the form:

(5.3) I = Ta e~ (@48)  shotons/sec, 3§ = 1, n.

Such a process is shown diagrammatically in fig. 5.3(a). This figure
represents an energy source, S, which through various intermediate pro-
cesses excites a radiative state D. The observed luminescence results
from the radiative transition from D to the ground state Ef If the
initial populations of the intermediate states A through D are taken to

be essentially zero, then the amplitudes as are given by

{n-2)
T3
(5.4) ay S : k=1, n; ¥ 3
J T, - T 14 r ? ®
] 5 k)

The amplitudes are dependent on the life times and sum to zero. If the
terms of equation (5.3) are arranged in descending order of the T's,

then the odd numbered terms have positive amplitudes and the even terms



Pigure 5,3

Block Dilagram for Luminescence Kinetics
{8} Invelving n steps,

{b) Imvolving a parallel path,
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have negative amplitudes.
To synthesize a pulse shape for a system containing parallel
paths, the responses for the individual paths must be rultiplied by their
relative probabilities and then added. Experimentally_we are presented
with this composite response and are concerned with the inverse problem
of deducing the underlying processes,
If one considers the response to be expected from the luminescence
rmodel of fig. 5.3(b), the scintillation pulse will be the sum of two
branch path contributions, a three step process via A and a two step directly

through D. The time dependence to be expected is:

-0t =0, t

e
. ] T, e 2 ) Ty e 1 . T _ )
= ‘ - T - - - - T = T T, « T l
2 (T2 To)(rz [l) (Tl To)(TZ Tl) ( 2 LO)( 1 o)

, - 0,1t - O_t
(5.5) [e ! e o }
+ £, -
T
1 o

In this eéuation the appropriate branching ratios have been denoted by the
probabilities fy and f2 where: f; + f5 =1. "The algebraic signs of the
various terms have been anticipate@ assuning that TO<T1<T2. Under these
-circumstances it is noted that the amplitude A, will be positive while the

signs of the resultant amplitudes Ay and Al may be positive or negative:
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(5.6) A, =

(5.7) A, = 3

In particular: A, > 0 if £, > Tl/T2

0 if fl = Tl/Tz

< 0 if fl <Tl/'f2°

A model for the scintillation kinetics follows from the form of
the pulse shape which has been experiﬁentally measured. Considering the
room temperature pulse shape for crystal HS5, the fitted parameters are
reproduced in the upper portion of table 5.1(a). Amplitudes Ag and Aq are
both positive and belong to long time constants with no other term having
a life time intermediate to these. From the kinetics features outlined
above, these factsindicate that components seven and eight must be the
longest lived members of different paths. The negative value of AO fox
the shortest time component implies the existence of a two or a four step
process. The four step process cannot produce a large Ay with these par-
ticular parameter values since Ag is too small. Thus there must be at
least one two step process involving component zero with either component
six, seven, or eight. Component eight can be ignored because A8 is too
small and Tg too large. Since the amplitude A6 changes sign with decreasing
temperature, Ag must be the result of a sum of terms of competing signs.,
For a positive contribution component six must be the longest lived member
of a path. Thus component six is selecged as the member of the two step
process in conjunction with component zero. Since component six has as
well a negative portion, it must also be the intermediate life time

member of a three step process which can only be the trio: seven, six



Table 5,1

Kinetics Analysis for Crystal Hj5 \

(a) HE . 298°K
COMPONENT 8 Vi 6 0

T (ns) 723 173 43 1
AMPLITUDE + 159 + 5600 = [gL6  — 3813
DECOMPOSITION: £ (%)
to A + 5600 - 5699 + 99 72
to B + 159 - 162 + 3 B
to D _ * 3915 - 3915 17

(b) . H5  260°K
COMPONE NT 8 7 6 0

T (ns) 990 316 109 i
AMPLITUDE + 33 + 1608  + 1500 ~ 3h40
DECOMPOSITION: f (%)
to A - ' + 1608 - 1618 + j0 33
te B + 332 - 335 + 3 29
to D + 3453 = 3Lcy 37

{e) H5  217°K
COMPONENT 8 6 5 0

T (ns) 3080 208 17 ]
AMPLITUDE + 121 + 312 - 1490 - 1773
DECOMPOSTTION: £ (%)
to B + 121 - 121 v o0 35
to C + 1409 - 1490+ 8% 27
to D + 185k - 1854 38
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and zero.

It must be remembered that the mathematics of kinetics does
not distinguish between the different possible genetic sequences. For
example the process (6 —-0) is mathematically equivalent to (0 — 6).
Physical insight must be used in the selection of viable processes to
form an empirical model such as fig. 5.3(b).

The.first term in any sequencevshould be representative of
enexrgy fransport in the crystal from the region in which the incident
gamma 1s absorbed to the location of the thallous ion luminescent centre.
This is expected to be a very fast process since the energy carriers
(electrons, holes, excitons) are shortwlived° The exciton life time is
estimated by Seitz (1954) to be of the order of 10“9 sec and it may be
as short as 10-13 sec (XKnox and Teegérden, 1968), Taylor and Hartman
(1959) stggest that the lack of appreciable photoconductivity in the
alkali halides is due to an exceedingly short life time for the free
carriers. Swank and Brown (1963), in their work on F centre life
times and associated photoconductivity, gquote a free conduction electron
life time of less than 10 ns., Thus component zero, whose life time is
only inferred in this work, is selected as the first member of the
three seéuenceso This choice then requires that component six be a
radiative state., Components seven and eight are chosen as inter-
nediate members in their respectiye sequences éince some population
oflthe associated electronic states is expected in the energy transport
to the centre (Van Sciver, 1956).

The kinetics of the room temperature scintillation is thus
interpreted on the basis of two metastable states feeding a common

main radiative state. An empirical block diagram of the above



scintillation processes was suggested by Wall and Roulston (1966, 1%68),
a slightly modified version of which is shown in fig., 5.4. The central
portion of this figﬁre, involving the energy source and blocks A through
E, is to be associated with the main thallous ion emission components

of figs. 4.4 and 4.5. For simplicity component eight is treated as a
single block (B) although aslpointed out earlier (section 4.3) it is
probably maltiple in nature. The three room temperature processes dis-

cussed above are represented by the paths:
Source (TO) —p A (T7) ~» D (Tg) —» E, (3 step, f7)
(5.8) Source (To)-mv B (T8)~«» D (T6) —» E, (3 step, f8)
Source (TO) ~ D (T6) —p E;

The bottom half of table 5.1(a) shows the decomposition of
the room temperature pulse into the above three parallel processes. The
decomposition is accomplished through the use of the relative sizes of
the amplitudes as computed from the insertion of the measured time con=
stants in equation (5.4). The last column indicates the fraction, £, of
the total emission involved in the particular process.

Eak’t'k
T iaT !
rr

(5.2) f k

1
o)
=
H

I
—t

-
E]
-~

where the number n includes the components of the jEE-path and m is
the total number of components in the entire pulse,

At room temperature approximately 72% of the light is emitted
by a process involving the main NaI(Tl) decay component while about 17%
arises through the dixect‘population of the radiative state. This is

in rough agreement with the work of Eby and Jentschke (1954} who
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attributed 20% of the emission to the initial population of the
radiative state on the basis of a pulse containing only two time com-
ponents. The long time component path, involving component eight,
accounts for 11% of the emission.

Part (b) of table 5.1 repeats the computations of part (a)

at a temperature of 26G°K. Note that the sign reversal of A, appears

(S
to be due to a relative strengthening of the two step process, i.e.
an increase in f6° In this temperature region the fractional contributions
from eacl: of the three processes are very roughly equal.
A further lowering of the temperature results in the vanishing
of component seven and the appearance of a new negative amplitude,
short time constant term, number five. The upper portion of table
5.1{(¢) indicates the relevant parameters at a temperature of 217°K.
This component'must be the intermediate life time member of a three step

process involving components six, five and zero. This new path appears

in fig. 5.4 as:
(5.10) Source (TO)-% C (T5)—~»I) (16)—~+ E, (f5).

At 217°K this path accounts for some 27% of the emission.

A summary of the behaviour of the fractions of the total
emission involved in each of the four processes is given in the curves
of fig. 5.5. The probability of emission via the main decay component,
number seven, is seen to drop rather quickly with lowering of the
crystal temperature. The fraction proéeeding through component eight
goes through a relative maximum in the vicinity of 240°K. The branching
ratio for the direct population of the radiative state generally increases

with decreasing temperature. The discontinuity in the f_ curve may be

6
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due to the abrupt inclusion of component five in the scintillation
process. If extrapolated values for Ag ana Tg are included at the higher
temperatures, the discontinuity does not appear.

The results of a similar kinetics analysis fér the 0.71%
thallium crystal are shown in fig. 5.6 (crystal H6). The behaviour of
the ratios fg, f7 and fgq in this excess thallium crystal is seen to
be much the same as that of the previous.normal crystal. A discontinuity
again appears in the fg curve but its explanation is less certain in
thig case sinée fg is not present and f4 is too weak to account for much
of an effect., It can only be noted that Te at ‘a temperature of 277°K
seems to be anomalously high (fig. 4.8). Curve fitting in this tempera-
ture region is rather more difficult than at lower or higher temperatures
because A6 is clos; to zero., The appea?ance of a new positive amplitude
short tiﬁe constant term, nuwmber four, has been accommodated in the
block diagram of fig. 5.4 by the path:

(5.11) Source ( ) —> G (14) — H, (£ .

Thevfoom temperature spike which is observed in fig. 4.7 to have a life
time of the order of 1 ns is represented by the path:

(5.12) Source —>» F -3 H

Blocks F through K indicate processes which are thought to be associated
with multiple thallous ion centres. The thallium dimer spike which is
prominent at low temperatures in the crystals having at least normal
thallium concentrations is represented by:

(5.13) Source —» J —» K,

The blocks L through R represent the processes found in the scintillation
of the pure crystal with the processes involving blocks L and M also

being apparent in the trace thallium crystal.



Flgure 5.6

The Temperature Variation of the
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The results of the kinetics analysis for the main emission
in the case of the trace thallium crystal (H4) aré shown in fig. 5.7.

The behaviour here hears little resemblance to that seen in the preced-
ing two figures for the higher thallium concentration crystals. The
fraction of the emission by the direct excitation of the radiative state
is only 12% at room temperature. This is in rough agreement with the
work of Eby and Jentschke (1954) who estimated something like 10% for
this figure (but on the basis of a two component pulse). This fraction
generally decreases with decreasing temperature which is opposite to the
behaviour of fg in the othgr two crystéls.

The temperature dependence of components six and seven for this
trace thallium crystal may possibly be explained by the apparent absence
of component five, The effect of decreasing thallium concentration seens,
from figs. 4.4 and 4.8, to shift the temperature at which component five
is measurable towards higher tempe;aturesf A further reduction in

thallium concentration could cause another such shift of the T_ component.

5
This would then result in the mixing of the effects of components five

and six. Since component seven presumably fades ocut as temperature is
lowered, and component six changes sign, it is possible that a computer

fit on the basis of three exponentials would be misleading. The experimental
data acquired in this work were not of sufficient statistical pfecision to
attempt a curve fit with four components. It is suggested that the low
temperature portions of the curves for parameters six and seven in

figs. 4,10, 4.11 and 5.7 are in fact to be associated with components

five and six respectively.

5.4 Scintillation Efficiency and Energy Transport

The relative scintiilation efficiency of NaI{(Tl) has a
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maximum value in the room temperature region and falls off for temperatures
above and below room., Although this behaviour is generally agreed to,
the amount of the temperature variation that has been reporged is variable.

1

Der Mateosian et al (1956) observed a decrease of the '°7Cs photopeak

heighf of about 20% when the temperature of a NaI(Tl) crystél grown by |
the Bridgman method was reduced from room temperature to =40°C,
A.45% decrease was observed under the same temperature shift for a crystal
grown by the Kyropoulos method. They attributed the variability of the
temperature effect to the increased density of electron traés preéent in
the Kyropoulos pulled crystals. Meesén (1958) colliates much of the pre-
vious work in this field and reports an approximately 55% decrease in the
137¢s photopeak from room temperature to -30°C. In the present work the
prhotopeak forVSQMn was Observed in crystal H5 to drop some 20% from 25°C
to -60°C., This, however, includes the effects of temperature on the
photomultiplier and its associated preamplifier. t

The work of Cameron et al (1961) also indicates a decrease in
the scintillation efficiency with decreasing temperature with a 50% drop
from 20°C to -40°C. However, the total fluorescence efficiency, which
includes the long-lived phosphorescent components, was found to increase
with decreasing temperature (1l0% rise from 20°C to =40°C}, They suggest
that electron trapping sites become effective as the crystal témperature
is lowered from room to =60°C. At the lower temperatures some electrons,
arising from the absorption of the incident gamma ray, are likely to be
held back in traps to be thermally freed at a later time. This diminishes
the amplitude of the observed photopeak.since the pulse amplifying system
is usually constructed with a relatively short integrating time constant ,

typically 1 microsecond. Phosphorescence at room temperature was shown
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by them to involve three levels of metastable states having mean lives
of approximately 1, 5 and 40 minutes,

Much the same suggestion was made by Eby and Jentschke (1954)
to explain the different scintillation efficiencies of alpha particles
and deuterons. They concluded that differences in relative efficiency
"must be explained entirely on the basis of the probability of exciting
the radiative and various nonradiative states during the initial energy
transfer process". Der Mateosian et al (1956) point out that this is the
only mechanism which would allow the alpha particle to become more
efficient than the electron.

Gwin and Murray (1963) suggested a model in which the main
thallium excitation process was the successive capture of first an electron
and then a hole. They interpreted tﬁe decrease in the .T1% scintillation
with decreasing temperature on the basis of a reduced probability for
thermal excitation of self~-trapped holes. They did not exclude the
possibility of thallous centre excitation'by means of excitons.

It follows then that.the room temperature scintillation pulse
probably arises predominantly from the migration of independent electrons
and holes to the T1% centre (bottom process in fig, 5.2). The suppression
of this méchanism with lowering temperature will result in a relative en-
hancement of the exciton transfer process., If this suggested interpre-
tation of the temperature dependence of the scintillation efficiency is
associated with the proposal of Van Sciver (1956) that the consecutive
capture of an electron and a hole at the T17 céntre can result in the
excitation of electronic states not normally accessible to tha exciton,

there results a possible explanation of the behaviour of the branching

ratios observed in fig. 5.5.
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Van Sciver (1956) uses the Wannier model for the exciton which
pictures an electron and hole bound together by electrostatic force in a
hydrogen~like structure (see for example Dexter and Knox, 1965). He
suggests that exciton capture at a thallous jion site can only populate
those excited states from which subsequent radiative transitions to ground
are allowed, i.e. exciton stimnlation is similar to ultraviolet excitation
insofar as transition probabilities are concerned. In the case of the
independent migration of electrons and holes, since the spins of the
particles are uncoupled, the nature of the excited states which are
populated will depend on the spins of the captured electron and hole. He
argues that metastable states of the thallous ion centre will be accessible
to the binary diffusion process which are not probable in the exciton case.
The differcnces observed by Murray and Keller (1967) for the two methods
of exciting the *intrinsic" luminescence in the pure alkali halides
(section 5.1) may perhaps be explainéd on{the same basis.

In fig. 5.5, the probability, £9, of exciting the main decay
component seven is seen to decrease with decreasing temperature while
the prchability of directly exciting what has been interpreted as the
radiative state six becomes stronger. This is interpreted.on the basis
of a shift in energy transfer processes from predominatly electron/hole
at room temperature to mainly exciton at reduced temperatures.

5.5 Scintillation Kinetics: Interpretation

It is tempting to associate the blocks of fig. 5.4 directly
with electronic states in the crystal.A If this is done l/Tj becomes the
transition probability from the fgl electronic state. In particular
blocks A and C would represent netastable states of the thallous ion

centre (3PO and 3P2)fTom which radiative transitions to ground are
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forbidden. Block B may also be in this category but its multiple nature
may require extracentre interpretation. The température dependence of the
metastable time constants provides some insight into the configuration
coordinate model of fig. 5.1(a). With reference to this figure, the life
time T of an electron in, say, the metastable state 3P0 is proportional

to the reciprocal of the probability of the electron acquiring sufficient
energy through phenon interaction with the crystal to reach the transition
point X. In the simplest form of the theory of thermal activation, the

probability of freeing a trapped electron is given by
(5.14) o = %»= S exp (-€/kT)

where: € 1is the energy difference between the minimum of the 3P0
curve and point X (the activation energy).
k is Boltzmann's constant,
T is the absolute tempgrature.of the crystal,
S is a constant generally referred to as the frequency
factor.
The details of a semiclassical approach to this problem involving
successive absorption of phonons and, as well, a strict quantum
mechanical treatment in terms of multiphonon transitions may be found
in the text by Curie (1963, pp 144, 181, 208}, |
A semilogarithmic graph of decay time as a function of the
reciprocal abscliute temperature should indicate a linear relationship
whenever the description of eguation (5.14) is valid., In this work
the figqures indicating the temperature dependence of the various para-
meters have been plotted in this fashicn. The freguency factors and

activation energies obtained from an analysis of figs. 4.4 and 4.8 are

given in table 5.2.



Table 5.2

Thermal Activation Parameters for Crystals HS and H6

CRYSTAL COMPONENT ~ FREQUENCY FACTOR  ACT IVATION
| (sec™h) ENERGY (eV)
H5 5 | 13 x 10° 0.10

6 (1) 13 x 10 0.02
(11) 2 x 1012 0.3
7 2 x 105 0.09
8 | Loy 108 0.13
H6 b 5 x 10° 0.07
6 (1) 9 x 10° 0.0
(11) 8 x 10'° 0,2
7 T x 1108 0.08
8 3 % 107 0.17

109.
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These constants for the decay of the main room temperature
component, number seven, agree fairly well with the work of Plyavin'
(1959) . BAn estimate, taken from the graph of the temperature dependence
of the gamma stimulation of his component I, yields rough values of
1.1 x 10®% sec”? and 0.1 eV for the freguency factor and activaticn
energy. These results do not agree with those of Bonanomi and Rossel
(1951, 1?52) (see table 1.1). The disagreement of the work of
Plyavin' (1958) using ultraviolet stimulation and that of Bonanomi and
Rogsel (1952) for alpha particle stimulation has been the cause of
some concern to Birks (1964, p. 455). The difference is probably
resolvable on the basis of the fairly complex character of the
scintillation phepomenon and the generai inadeqguacies of the early re-
search apparatus.

The radiative component number six may be associated with the

3P thallous ion state. The behaviour of the life time Tg may be inter-

1
preted on the basis of the superposition of radiative and nonradiative
transitions teo ground (thermal quenching). The theory of such a process
is described by Payen de la Garanderie and Curie (1962) in which both

transition probabilities are temperature dependent, In this work the

temperature behaviour was simulated by the expression:

1 . N
(5.15) a6 =2 ¥g = aI + aII

in which each of the terms on the right hand side depends on the tem-
perature through the form of equation (5.14). Rough values of the four
parameters involved are given in table 5,2,

The interpretation of the scintillation kinetics is con-
siderably more complicated if feedback paths are present in the block

diagram of fig. 5.4. 1In particular, if block D has a transition pro-
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bability not only to ground, but, as well, back to A, B, and C, the
o, that are observed will not in general be the tfansition probabilities
between the indicated states. Under such circumstances the life times
observed will be complex combinations of the actual life times present.

| As a simple example of such a process, fig. 5.8 represents a
metastable state A and a radiative state D, between which nonradiative
transitions are possible in either direction. The rate constants are

the ¢, with 0 & £ £ 1 representing the branching ratio for energy trans-

k

missicn to the two excited states of the centre. Presuming zero
initial population of the two states A and D, the emission intensity as

a function of time will be given by:

-0t -8+t -
(5.16) I(t) = No o, (Ae O +nae Bit e Bat

071 ]

0]

of, = £

3 0
where: A, = .

o -fB

3 1
(5.17) A, =
17 BTG By

a3 - f62
n - -
2 (p2 OLO)(B2 B

3)

it

) T
and: 81 (o + vo© - 4ala3)/2

° = {0 e 3 - 4 2
(5.18) 62 {c Vo ? ala3)/

(5.19) a =0, + 0. + 0



Figure 5.8

Block Diagram for Luminescence Kinetics Involving Peedback
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In equation (5.16), N is the number of photons in the resultant
scintillation.

Experimenfally one would observe in the luminescence pulse
the time components: l/ao, l/Bl, 1/82. In general, the effect of the

feedback, O is to shorten the apparent life time of the radiative

2!
state and to lengthen the apparent life time of the metastable state.
The feedhack mixes the effects of the paﬁhs through A and D so that it
is no lénger possible to decompose the pulse into branch contributions
as was done iﬁ table 5.1. The inclusion of the extra parameter, az,
renders indeterminate the branching ratio f and the rate constants 0.,

iy and O Interrelations between these parameters can be specified

3
as well as upper and lower limits. For example, if the room temperature

pulse shape of H5 is considered, and the long component eight is ignored,

the limits on f are 0.18 and 0.89, O,/f = 3.26 % 107 gec™},

7 ~1 14 =2
+ = 2, X i = ° x -
Gy az + a3 2.90 10° sec and 01“3_ 1,35 10 sec
A form of analysis which is an extreme case of the above feed-
back problem has been proposed by several authors, Plyavin® (1959), Vitol
and Plyavin® (1960), Trinkler and Plyavin' (1965) in studies of the
iuminescence of KC1(Tl),. KBr(Tl) and KI(T1l). In their arguments, the
. ' ) with lattice vibrations
magnitude of the interaction of the thallous ion centrejis considered
to be sufficiently strong to produce a Boltzmann distribution among the
various excited states of the centre, i.e. neighbouring levels of the
excited state are in thermal equilibrivm. Since the excitation of the
crystal will generally result in an initial non-eguilibrium distribution ~
of excited states, the scintillation may be characterized by shori-

lived components until such time that thermal equilibrium is established.

From then on, the pulse will be describable as a single relatively long
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time constant exponential. Multiple long components are indicative of
the presence of a number of different types of centres.

For the simple case of the system in fig. 5:8, let w be the
energy difference between the minima of the configuration coordinates for
the radiative state D and the metastable state A, with the latter lying

lower, If the populations of D and A are x(t) and y(t) respectively,then

it

the total number of excited states at any time, n(t) x{t) + y(v).

dn -
Thens ac = - OLlX
04 %
and: 93,3 = .Cl];l. o X = - ._,W.__l_,.,,.___.
dt dat n (1 + y/x)

.

Invoke a Boltzmann distribution at all times (neglectiﬂg any initial non=
equilibrium distribution) i.e.
y(t)/=x(t) = exp(w/KT).

The emission intensity will then be given by

N5
I(t) = ' exp (- £/T)
1 + exp(w/kT)
where:
‘ + ex -
(5.20) o o Lt explw/kT)
%

Equation (5.20) is quoted by Plyavin' (1959) for the case under discussion
* here.

This Fform of kinetics analysis thus predicts that the straight
line portion of the ln(T) vs. 1L/T graph will have a slope determined by w.
This differs from the interpretation given earlier in equation (5.14) whexe

the factor £ is the energy barrier between the two states. The Russian
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analysis interprets the term oy rot as a frequency factor but rather as

the decay probability of the radiative state. Fof example; in the table
5.2 for crystal H5, this form of analysis would yield a radiative state

life time of about 5 ns (the reciprocal of the fiequency factor for com=
ponent seven).

It is doubtful that this thermal equilibrium model can be applied
successfully to the complex time behaviour that is indicated in this study
of NaI(Tl). Looking first at the initial behaviour of the scintillation,
the strong negative amplitude component at room temperature would have to
be associated with an initial nonequilibrium distribution of states or,
alternatively, with enerqgy transport time to the thallous ion centre.

The time constant involved was shown to range from 40 to 65 ns, which is
inprobably high for the latter possibility. This then suggests that time
constants for thermal redistribution are of the order of 50 ns., It is
implicit in the thermal equilibrium model that these nonrsdiative tran-
sition probabilities be much larger than the radiative probability, O3p, SO
that the Boltzmann distribution can be first achieved and then maigtained,
There is a contradiction since the radiative life time according to the
Russian analysis is determined above to be about 5 ng. What is probably
a stronger argument against the thermal eguilibrium model is that it pre-
dicts but one long time constant exponential in the emission pﬁlse for a
given type of luminescent centre. Components six and seven are fairly
definitely to be associated with the same centre and at temperatures just
below 0°C contribute to two long time constant exponentials.,

The Russian thermal equilibriﬁm model for the intracentre
kinetics of the thallous ion does not seem to apply in the case of

NaI(Tl). There does not scem to be any cbvious reason why the kinetics
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should differ radically from a Nal host crystal to, say, a KI matrix,

It is suggested that a scintillator such aé KI(T1l) be studied using the
photon sampling technique of this work. The resultant order of magnitude
improvement in time and amplitude information would supplement the dis-
puted interpretation given by Illingworth (1964) who was only able to
estimate roughly decay times less than 300 ns and could not measure at all
life times less than 50 ns.

5.6 Concluding Commentsg

Thevapplication of the photon sampling technigque to the inves~
- tigation of the luminescence of NaI(Tl) has been shown to result in a
considerably more detailed description of the time processes involved
than had been previously available. In addition to confirming some of the
earlier measurements of the life timés bresenﬁ in the scintillation, the
techniqué has not only iﬁdicated hitherto unobserved components, but has
also yielded the amplitudes of the various decay components.

Altﬁough the complexity revealed in the case of gamma excitation
is difficult to resolve completely, some aspects of the kinetics involved
in the luminescence have been made apparent. In the interpretation of the
kinetics it has been suggested that the pulse shape changes that result
from var?ing the crystal temperature are due in part to a change in the
method of energy transport to the luminescent centres, Preliminary work
which has been done on alpha stimylation has suggested that a rather larger
frgction of the rcom temperature energy transfer is due to excitons than
is the case when the crystal is gamma excited,.

Further study is reguired to resolve the obsexrved pulse shape

dependence on thallium concentration. With the data that have been

collectedr it would seem that a model of the scintillator based on the
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assumption of a dilute thallium impurity may be inappropriate for T1
- 3 £ o, 3 - 2 o~ 2 Y + v
concentrations of 0.1% and higher. Interactions between T1 ions may

be required to obtain a satisfactory explanation.
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APPENDIX A - 1

AVALANCHE TRIGGER CIRCUIT

In the accompanying figure:

All capacitors in microfarads unless otherwise noted.
Transistor type 2N70% (selected) by RCA,.
V.o ranges from 35 to 45 volts depending on the particulaxr

transistor. V is chosen equal to BV

for the transistor
cc 0 3

CB
as @easured on a curve tracer.
Transistor base must be less positive than about 50 mV
otherwise circuit is oscillatorv.

Minimum trigger iﬁput required is approximately +0.25 V,
Adijust for a minimum trigger of 0.5 V.

Output pulse is approximately -0.7 V on a terminated

RG58A cable,
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Avalanche Trigger Circuit
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APPENDIX A =~ 3

TEMPERATURE CONTROLLER

Tenperature control below 0°C is achieved by liguid nitrogen
coolant which is added to the interior of the insulated box as determined
by a rise in temperature of the crystal thermocouple° The e.m.f. of the
thermocbuple is monitored by a Rubicon potentiometer and light-spot
galvanometerel A photoresistor is mounted behind the galvancmeter scale
to intercept the light beam when the crystal temperature rises. The in=-
creased current through the photoresistor when it is illuminated is de-
tected by a galvanometer relay which connects a resistor R, in parallel
with one of the arms of the bridge ié the RBayley temperature contrcller.
The Bayléy controller suéplies 110 v, 15 A, to a power plug if its
thermistor probe indicaées a temperature below a preset limit. The arm
of the bridgevwith which R is put in parallel is chosen such that the re-
sultant bridge unbalance is interpreted by the bridge as a drop in
temperature at the thermistor probe. The 110 V plug is then energized.
This plug powers a small pump which supplies air pressure to a liquid
nitrogen.dewar, resulting in a flow of coolant to the insuvlated box.
Because of the large thermal mass of the crystal chamber it is necessary
to interrupt the liguid nitrogen flow to prevent excessive temperature
swings. This is achieved by the simple expedient of connecting a
150 Watt light bulb in parallel with the air pﬁmpg This lamp is placed
next to the bridge thermistor proke, acting as a heater. As soon as the
thermistor temperature rises above the temperature determined by the
bridge resistances and the shunt R, power will be removed from the 110 V

plug. There results a perjiodic activation of the airxr pump the characteristics



of which are adjustable over a fairly wide range of frequency and duty
cycle, Pumping ceases entirely as soon as the liéht spot drifts off the
photoresistor. With some care, the system can be adjusted to yield a
temperature oscillation at the crystal thermocouple of * 0,1°C., More
usuai operating fluctuations were % 0.5°C., Liquid nitrogen consumption

when controlling at ~80°C was about 20 liters in .24 hours.
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APPENDIX A - 4

PRECISION CABLE LENGTH MEASUREMENT

One section of a multifunction pulse generator that has been
constructed was designed for the precision measurement of the electrical
length of coaxial cables.

In the accompanying ghematic, the tunnel diode monostable can
be converted into an oscillator by connecting cable to the BNC connector A.
If the other end of the cable is an open circuit, and a momentary signal
is injected into the tunnel diode (bylsimply turning on the power supply),
the diode will trigger, the resulting pulse will propagate down the cable
and be reflected back down the line to re-trigger the diode. The period
of the oscillation will be approximately twice the length of the coaxial
line, Output B is buffered from the tunnel diode by an emitter follower,
while ocutput C is a simple amplifier stage used to drive a high speed
scaler.

The oscillation period can be detexrmined either through an
oscilloscope at B for rough work, or by counting the number of pulses in
a known time interval at C. A difference technique is used to circumvent
problems associated with the switching time of the diode and the fact that
reflections occur at the open end of the cable. The pericd for a ballast
cable, about 200 ns long; is first determined. Then the unknown cable is
connected to A with the ballast at its far end. The new period is measured.
The length of the unkncwn is half the difference in periodic times,

Precisiong of the order of a few hundredths of a nanosecond are
possible for cables as long as 200 ns. ILonger cables can be measured by
putting another tunnel diode trigger circuit at the open circuit end of the

reflection cable.
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‘Tunnel Diode Monostable

.k AN e -6V
_[4\2\2/\/ 620 500

®
!

; L 20K
IN294| | K

all -capacitors | KpF



APPENDIX A - 5

OPTICAL FILTER TRANSMISSION CHARACTERISTICS

In the accompanying figure:

(a)
(b)
(c)

(a)

Corning No. 9863.
Glass window used in crystal containers.
Coining No. 7380,

Corning No. 3850.

lzb 0‘: i

For comparison, the relative response of the 56AVP photomultiplier is

shown in curve (e).
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