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ÀBSTRÀCT

A dynamic programming based model is used to determine a

flood damage mitigation system for a small rural watershed

with an agricultural economic base. The system combines both

structural and non-structural approaches to flood damage mi-

tigation, but the emphasis of the model is on the non-struc-

tural method of land use planning. The model objective is to

maximize total expected net benefits from the crops grovrn

for the watershed as a whole, given the expected damages

from flooding. Two decisions are made by the model: 1) the

locaLion and volume of tlood water detention in orOer to

achieve maximum benefit, and 2) tile best crop type to grow

in each area.

The possibility of having more than one damaging flood in

a single growing season is explicitly considered in the as-

sessment of the expected flood damage. Also explicitly con-

sidered is the time dependent susceptibility of the crops to

ftood damage. The model is apptied to the Wi1son Creek wat-

ershed in western Manitoba for demonstration.
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Chapter i

T NTRODUCTI ON

1 .,1 BACKGROUND

The predominant use of flood control structures for flood

damage reduction in the urban environment is generally jus-

tified by Lhe high cost of flood damages. In the rural envi-

ronment, the land values, and the damage potential of the

economic activity on the land, are much lower and the use of

costly control structures may not be economically justified.

The use of a plan involving reduced structural protection in

combination with non-structural measures to reduce flcod

damages, which has been studied for urban watersheds, may be

particularly applicable for rural watersheds.

Noneconomic aspects of ftood control-, such as loss of

tife and disruption of services, frâY make costly structural

measures justifiable, even if not economically so. In the

less populated rural areas, these concerns are greatly re-

duced, and where the watershed is small, risk to life is

minimal. In spite of the apparent applicability of combina-

tions of Structural and non-structural measures to the rural

watershed, very littIe research has been directed toward

lhi s.
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In the rural watershed, due to the relative scarcity of

domestic dwellings or commercial buildings on the flood

plain, flood waters can be stored in the floodplain tempo-

rarily vlithout significant damage to structures in order to

reduce the intensity of the flood downstream. À structure of

some sort is required to facilitate the storage. However,

the decision to store water in a part of the watershed also

implies land use decision, and therefore is a non-structural

damage mitigation method, making this flood damage mitiga-

tion system a combinat ion of structural and non-structural

measures. The storage of water in a location has been given

the term "hydrologic use" by Hopkins et al.(1978). The term

is used to indicate that the land use decision is specifi-

caIly water related, to differentiate them from other land

use decisions which, while effecting the hydrologic regime,

do so unintentionally.

In an agricultural area, where the predominant economic

activity is cropping, there are two aspects to the land use

decision process. One is the "hydrologic" use previously

noted, and the other is the crop type most compatible to the

hydrologic land use decision. In the urban flood plain, â1-

ternative land uses have varying effects on the runoff pat-

terns from the areas for which the land use decision is

made, and consequently on the hydrological conditions down-

stream. The result is an interdependence among reaches of

the flood plain, based on all land use decisions, not only
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the "hydrologic" uses. In a rural watershed, if crop type is

the only other lanC use decision available, downstream hy-

drologic conditj.ons are affected only by the hydrologic use

decisions, because the variety of crop does not have a sig-

nificant effect on the downstream hydrologic conditions.

This reduced dependence among areas of the basin is another

difference between rural and urban watershed flood Camage

mitiqation systems.

The preliminary research for developing a method of as-

sessing flood damage control systems for small rural wat-

ersheds has been done by Goulter and Morgan (1983)' whose

approach is detailed in the literature review. This study is

a continuation of that work, and a refinement of the model

described in the paper.

1.2 PROBLEM DESCRIPT]ON

To assess a series of land use decisions, some measure of

the costs and benefits from each decision, and from the

group of decisions for the watershed as a whole, is re-

quired. TypicaIIy, this is done with the evaluation of ex-

pected damages. There are usually two aspects to an expected

damage calculation, the damage caused by a flood of a known

magnitude, and the probability of exceedence of that flood.

In most previous work, including the study by Goulter and

Morgan (1983), the assumption is maCe that the flood damage
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caused by a given level and duration of flooding is constant

and independent of the time of occurrence of the flood. This

assumption is not valid in an area where cropping is the

dominant economic activity. The susceptibility of the crop

to flooding is dependent. on the stage of growth of the plant

when the event occurs (Leyshon and Sheard, 1974).

The inclusion of this complication creates differences in

how other aspects of the evaluation are carried out. The

calculation of expected damage must include the probability

of the crop being at a certain stage of growth when the

flood occurs. Therefore, the susceptibility to flood damage

during the growing season will have its own probabili'ty dis-

tri.bution, based on meteorological conditions and variation

in planting dates.

Another assumption typically made in expected damage cal-

culations is that all annual damage is caused by the largest

flood of the year. Though this may be a valid assumption in

urban watersheds, it is not applicable to an agricultural

region. Two or more floods could occur within the sane grow-

ing season, and the amount of damage attributed to a single

flood depends heavily on the amount of damage caused by pre-

vious events in the same grovting season.

This study describes the development of a model capable

of explicitJ"y considering these issues.
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1 .3 REGIONAL RELEVÀNCE

In Manitoba, most agricultural crop losses due to flood-

ing on small rural watersheds are caused by short term, in-

tense, summer convective or orographic rain storms. The

frequency distributions of these storms, and the resulting

floods, frây vary over the growing season. The variation in

the onset of spring causes variation in planting dates, and

so a probability distribution also exists for the growth

stage of the piant at various times during the growing sea-

son.

The watershed used to demonstrate the model was chosen

because of its limited size, and the fact that it is repre-

sentative of a large number of basins of similar size and

physical features all along the Manitoba Escarpment (see

FJ.gure 1). Uost summer rainfall in this area comes from high

intensity thunderstorms, rather than prolonged showers.

These types of storms can occur on the escarpment more than

once in a year.

Shale deposits from years of flooding have reduced the

value of escarpment watersheds for agricultural production,

but this is stilt the economic mainstay of the region. Cost-

1y structural flood control measures would be unjustifiable

economically, but a combination of smaller structures and

eppropriate land use decisions may be feasible.
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Figure 1 Location of WiLson Creek Watershed (Scource:
Goulter and Morgan, 1983)
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The model developed is used to determine the location and

volume of storage of the flood water, as well as the most

beneficiat crop type to be planted in the specific locations

within the basin, in order to maximize expected net benefits

from the watershed.



Chapter II

TITERATURE REVIEW

In the past twenty years, a considerable amount of re-

search has been devoted to the study of flood damage mitiga-

tion measures other than the purely structural, and general-

ly costly measures.

Lind (1967 ) aiscusses the rnerits of five potential flood

damage mitigation measures. These are: 1 ) Structural riv-

erbed transformation 2) Flood insurance 3) Flood warning 4)

Flocd procfing and 5) Flood zoning. Lind argues that struc-

tural measures and flood insurance are the best methods of

reducing losses due to flooding, and that zoning is not par-

ticularly effective.

Krutilla ( 1 966) suggests that flood insurance is not ef-

fective because it only distributes the losses in time and

does not reduce them. AIso, those who pay for it may not be

the ones who benefit from it.

James (1965, 1967 ) discusses using combinations of struc-

tural, non-structural (land use decisions), and flood proof-

ing measures in both urban and rural environmenLs. In both

papers James argues that while the primary index of flood

damage has been the area inundated by floods at various

B
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depth intervals, other factors, such as duration, velocity,

sediment content, and flood frequency by season may also

contribute. James (1965) also discusses the possible need to

synthesize damage information, due to its frequent paucity.

James (1965) also details factors involved in crop damag-

es specifically. He states that crop damages tend to be in-

dependent of depth. James also suggests that while flood

proofing is not possible for the crop itself, shifting the

crop within the flood area could result in reduced losses.

This, in effect, is a land use decision.

James (1961 ) elaborates on the earlier study by deveLop-

ing a model which determines the optimum combination of

siructural and non-structural flood damage mitigation meas-

ures for a watershed that has both urban and agricultural

areas. Àmong the inputs to the agricultural aspect of the

model are: flood damage parameters which include unit damag-

es and market values, soil fertility classes, and land use

control costs. Due to the difficulty in including a large

number of flood 1evels, an optimum design flood frequency is

determined, rather than using the range of possible flood

ievels.

Day (1970) used a recursive linear program in order to

determine land uses that will maximize benefits for an urban

area. Flood losses are treated as an additional operating

cost for the community. This study does not permit the in-

clusion of any structural flood control measures.
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Bialas and Louchs (1978) state that a structural f100d

control system can be rendered ineffective if it is not used

with a land use plan. A model is developed which minimizes

expected damage in an urban watershed. The decision variable

is the type of land use zone each region. should be comprised

of, and how much of each zone type. Àgain, only one flood

hydrograph is used for evaluation.

Ball et al. (1978) also promote the use of a combination

of Structural and non-structural flood control measures. A

recursive model is used for evaluation in this study. Àn op-

tion, which includes possible land use decisions as well as

structural devices, is picked and run through the model.

More opLions are tried untit an acceptable system is deter-

mined. A complicated routing approach is used which involves

the use cf the Muskingum routing method. Since the hydro-

graph must be re-evaluted for each combination of possible

decisions, it can be very cumbersome, so again only one de-

sign flood is used.

À series of papers, Hopkins et al. (1976, 1977 , 1978,

.1980, 1981) address the use of flood plain management deci-

sions as decision variables in recursive models used to max-

imize benefits from the flood piain. Total economic rent is

the criterion by which the model is assessed. Hopkins et al.

(1978) use the term "hydrologic use" as one of the possible

land use types. This term means that some areas may be used

to store water, which would reduce economic rent at that
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particular localion, in order to have an increase in econom-

ic value within the basin as a whole.

Hopkins et al. (1978,1981) address the problem of mathe-

matically intensive routing procedures by using a triangular

hydrograph, which has similar physical properties to the

rnore typical curvilinear hydrograph. The benefit of the tri-

angular shape is that it requires the fewest number of coor-

dinates to describe it, thus reducing the computational ef-

fort required. Reduction in computational effort achieved by

using the triangular hydrograph is particularly important in

recursive models such as the dynamic programming approach

used by Hopkins et aI. (1978,1981), due to the number of

passes that must be made through the routing procedure. This

routing modet also allows for the inclusion of local inflow

with relative ease. Even l.lith this simplification, Hopkins

uses only one design flood hydrograph for evaluation.

Like most of the previously cited studies, Hopkins et al.

(1978,1981 ) refer only to urban watershed evaluation. There

are ,however, two papers which address rural, â9Íicultural

flood control systems specificalJ-y, Lacewel.l and Eidman

f972), and Goulter and Morgan (1983).

Lacewell and Eidman (1972) develop a model to estimate

agricultural flood damages for sample points, which are rep-

resentative of an area surrounding them. This is a refine-

ment of the more commonly used "composite acre" method of
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damage estination. The composite acre is used to represent

the entire reach under evaluation and the percentage of each

available land use type allowed in the particular reach.

This is useful for urban flood plains, but in agricultural

settings no restrictions of this type are placed on the

reaches. Also, the composite acre method does not allow for

land use decisions to be made for areas smaller than the

composite acre, and therefore none can be made for areas

smaller than the reach itself. The sample point method does,

however, al1ow for damage estimation of specific locations

around the reach. Lacewell and Eidman use a damage estima-

tor based on characteristics of a sample point, including

land use, location, soil productivity, and depth of inunda-

tion. Note thal the use of this last value is in contrast

v¡ith James (1965) who claims that there tends to be no rela-

tionship between depth oi flooding and amount of damage.

Lacewel] and Eidman also use a series of discrete flood

sizes to represent the complete distribution of flood l-ev-

els. The damage factors are then weighted by a seasonal

probability of the occurrence of a flood of that magnitude.

Goulter and Morgan (1983) refine the system used by Hop-

kins et al. (1981) for use in an agricultural environment.

By using a combination of structural and non-structural dam-

age mitigation systems net benefits for an agricultural wat-

ershed are maximized through a dynamic programming proce-

dure. Each reach of the stream has available to it, three
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possible land use types. The concept of "hydrologic use" de-

veloped by Hopkins et al. (1981) is used here, to define the

three land use types as follows. Some reaches can be used to

store water to reduce flooding in downstream areas in order

to maximize benefits in the watershed overall. The area des-

ignated to store water is defined as the planned flooding

area. The area used for water storage will not necessariJ-y

involve the entire area associated with that particular

reach of the stream. Therefore, an area is defined as one of

unplanned flooding, which is flooding above the planned

storage area. There will also be an area where flooding does

not occur, defined as the non-flooded area. À variety of

crop types from q¡hich can be selected the one providing the

greatest benefit for each of the three hydrologically de-

fined land use areas, is also available. These are implied

land use decisions.

Goulter and Morgan (1983) also use the triangular hydro-

graph method to reduce computational problems, but add a re-

finement. since depth and duration of flooding are consid-

ered factors in crop damage, and duration and depth are

highly variable, especiaily in the planned storage area, the

part of the hydrograph which constitutes the amount stored

is divided into four parts of equal volume, which are used

to calculate more precisely the depth and duration of flood-

rnÇ in the storage area.
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The sLudy by Goulter and Morgan uses the l¡¡ilson creek

Watershed to test the model. The present study is a refine-

ment of that project, and uses the same watersheO to demon-

strate its application.
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THE MODEL

The model used for evaluation of this system is a deter-

ministic dynamic program which maximizes expected net ben-

efits from crops grown in the ftood plain and adjacent area.

À dynamic program is particularty applicable to river sys-

tems where this kind of decision making is required, due to

its sequential decision evaluating capabiJ"ity.

The dynamic programming model is applied in the followin9

manner. The river is divided into a number of arbitrary

reaches, which are discrete sections of the stream, and

which together comprise the entire flood plain. Each reach

has the potential to be a water storage area to varying de-

grees, depending on physical aspects of the reach. A deci-

sion is made for each reach of the stream involving the vol-

ume of flood water to be stored. Implicit within the

decision is the most benefical crop type to grow in each

area. The model is intended to determine 1) the most bene-

f icial vol-ume of water to store at each reach, and 2) the

crops to grow in each area in order to provide the greatest

net benefit. The net benefit calculations recognize the

damage caused by the flooding of the crops, by either

planned flooding (storage), or by unpLanned flooding.

15 -
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There are essentially three distinct features to the mod-

el: the dynamic program itself, the expected damage func-

tion, which is a part of the return function for the oynamic

program, and the hydrograph routing algorithm. Each of these

will be discussed in separate sections.

3.1 THE DYNÀMIC PROGRAM

À dynamic progran is used where optimal policy decisions

made from a set of possible policy decisions, at various

"locations" within the system are required. The "locations"

may be in space or time, or any other quantity, depending on

the definition of the problem. A series of lerms unique to

dynamic programming is necessary to define before discussing

the dynarnic program.

Dynamic Programming TerminologY

Stage (n) A specific segment or division of the entire

problem which represents the "l-ocation" for

which a set of policy decisions is evaluated,

and an optimal policy decision made.

Policy Decision (x) One of a set of specifically defined choices

which is tested for its value according to the

objective of the dynamic Program.

State (s) The possible state or condition that the system

may be in at any stage. The state is a function

of the cumul-ative policy decisions to the stage

which the system is currentlY in.

Return Function The function which evaluates the effect of a
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policy decision (x) for a given state (s) at a

specific stage (n ) , in accordance vrith the

objective of the dynamic program.

À function to transform the current state into

an associated state at the next stage using the

current state and policy decision.

3.1.1 General Description of q Dvnamic Proqram

A dynamic prograrn is a decision making model where the

system under consideration is divided into a number of stag-

es in time or space, in order to make a series of interre-

lated sequential decisions. Each stage has associaLed with

it a state vari.able which defines the state or condition in

which the system may find itself at a particular stage. As-

sociated with the stage is a number of policy decisions,

each of which is tested to determine its effect on the sys-

tem in accordance with the objective of the model.

The combination of a decision together with a current

state transforms the system, by means of a transformation

function, into a new state associated with the next sl-age.

The effect of the combination of state and poì-icy decision

is assessed by the return function of the model. The return

function provides the means by which the decision, or set of

decisions, is ranked wilh respect to other decisions, and

defines the recursive nature of a dynamíc program. The op-

timal policy for each state at each stage, is deLermined ac-
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cording to the return function. The system then moves into

the next stage. The return function is unique to the dynam-

ic program which it evalutes, but all follow a basic form.

The general form of a dynamic program is described mathe-

matically (Hi11ier and Lieberman, '1980) as:

Fn (sn)

Þihere:

= max or min {r'n (sn,xn)}

Sn
Xn
n
*

Fn (Sn)

(1)

= the current state in staqe n

= the policy decision
= the current stage

= the value of the optimal policy for
the current state 

*

= a function of S, Xrl, and Fn+1 (S)

= the value of the optimal policy for the
the previously evaluated stage in terms of
the movemeni of calculation

is calcul-ated from a cost (or benefit) function
which evaluates the effect of the combination
of the state (Sn) and the decision or policy
(xn). This is added to the optimal value
(rn+1 (sn)), from the previous stage of
caLculati.on in state (Sn) from which the current
state was deri.ved.

= csxn + Fn+1 (sn) (2)

Pn (Sn,xn)
+

Where: Fn+1 (Sn)

Fn (Sn,Xn)

0r: Fn

Where:

(Sn,xn)

CSXn = The cosl (C) of
state Sn. This
of the dynamic

the policy decision Xn at
function is the return function
program.

3.1.2 Specific Details of the Dvnamic Proqram

The dynamic program developed in this thesis is based on

the dynamic programming formulations of Hopkins et aI.

( 1 978,'1 981 ) and Goutter and Morgan ( 1 983 ) . For this dynamic

program, the general dynamic program terms have the follow-

ing specif ic definitions.
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3.1.2.1 Stage

The stages in this dynamic program are reaches of the

stream, incorporating the stream, the flood p1ain, and the

aojacent area. Figure 2 shows a schernatic representation of

the stage with the associated inputs and outputs. At each

stage a series of policy decisions are tested to determine

the optimal policy at the stage, given the current state.

Figure 2: Stage Input and Output Diagram

DECiSIONS:
-Level of Storage
-Crop Type

Cumulat ive
Storage at
Upst ream
End of Reach

Cumula t i ve
Storage at
Downstream
End of Reach

VÀLUE OF DECISION:
Crop Return Less
FIood Damage and
Storage Cost

In tabular form, the stage can be represented by a

'Stage/State Matrix' as in Table 1, with the columns repre-

senting decision variables, and the rows, state variables.

STÀGE



20

the value of a decision atEach cell of the stage matrix is

the corresponding state.

TABLE 1

Stage/State Matrix

State x=1

Policy Decision Variables

X=2 X=3 ...X=X
* *

¡'n (xn ) xn

s=1
s=2
s=3

Fn(1
Fn (2

Fn(1,x)
Fn(2,x)

s=S nn(s,1) ....Fn(s,x) nn(s,x) X

The optimal value of all decisions for a gíven state is

listed in the Fn(Xn) column and the optimal decision is

listed in the Xn column. The return function for the model

developed in this thesis is detaiied in section 3.4.

3,1.2.2 State Variable

The state variable in this model is the volume of flood

water previously stored upstream of the stage under consi.d*

eration. Defining the state variable in this v¡ay al1ows for

a direct relationship with the decision variable, which is

the volume of water lo be stored at any stage. The new state
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variable created at any stage iS a function of the state

variable for that stage, namely the cumulaiive upstream

storage, and a decision (storage to be allocated) at the

previous stage" The function which describes how the state

and decision variables are combined is referred to as +-he

transformation function, because it tranSforms the current

state of the system into an associated state at ihe next

stage. Figure 3 shows the transformation relationship be-

tween stages.

since the objective of the model is to maximize net ben-

efits, more than one flood hydrograph is required for evalu-

ation. Therefore, each state variable has associated with it

a series of hydrographs, each with its own probability of

exceedence. In this respect, the model is similar to that

developed by Goulter and Morgan ( '1983 ) .

As the dynamic program progresses from one stage to the

next, each of the hydrographs associated with the upstream

cumulative storage levels is routed through the storage de-

cision for the current stage, ie. it is transformed. The hy-

drograph is then stored with the appropriate cumulative

storage variable at lhe downstream end of the stage. This

also represents the upstream end of the following stage'

Às this progression continues, each combination of state

variable and decision variable creates a ner,¡ state variable



Figure 3: Transformat ion Relat ionship Between Stages

Stage n+ 1Stage n

series of hydrographs
associated with the
state var iable
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*note: state variables are leveIs of cumulative storage

in the foll-owing stage. Às the system progresses, this can

cause the number of new state variables to become so Iarge

as to make the computational requirements impractical.

For example, if the number of initiat decision variables

is 6, then the number of state variables increases by a fac-

tor of approximately 6 at every nevi stage, except for the

few occasions where more than one combination of state and

decision result in exactly the same ner' state. After passing

through only a few stages, the number of state variables

becomes very large, resulting in an impractical computation-
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aI burden" The number of state variables at any stage must

therefore be limited. Each state variable is then represen-

tative of a range of possible state values, rather than an

exact value 
"

Some precision is lost in using such a representative

state variable. The degree of precision loss increases

through the system toward the ]ater stages. Àfter a series

of runs the results may indicate a problem with the state

variable. In this case, the program can be rerun, in a simi-

lar manner to Discrete Differential Dynamic Programming

(Chow et al., 1975). To do so, only the state ranges deter-

mined from the original optimal policy are used, and are di-

vided into representative ranges. This can be continued un-

til the actual optimal policy is converged upon. The results

of the initial runs do in fact indicate that a problem ex-

ists, which may be a result of using the representative

state variable. This will be discussed in the chapter deal-

ing with the results.

3.1.2.3 Decision Variable

The decision variable is the volume of water to be stored

at the current stage. The volume has a range from zero to a

maximum imposed by the physical nature of lhe stage. Includ-

ed in the decision is the crop type to be grown in the area.

Since the area designated for flooding will be flooded more

frequently, and to a greater extent for a longer duration, a
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crop which is least susceptible to flood damaqe should be

the most beneficial one to be planted here. Other factors

are included in the decision, however, which are crop val-

ues, soil quality, and frequency of flooding.

With a decision of the volume of water stored, the area

designaLed to store it is defined. implicitly, an area where

water is not stored is also defined. This area has two

parts: an area of unplanned flooding, and one which is free

of fJ.ooding. The unplanned flooding area will be inundated

when a flood larger than the cumulative storage capability

up to and including this stage occurs. At stages vrhere no

storage is planned, for instance' especially in the upper

sLages, unplanned flooding is certain to occur. Each stage

wj.l] have an area of no flooding, particulary it only the

smaller floods are considered in the analysis. The size and

existence of the non-flooded area is a function of the cumu-

lative storage to this point. The crop allocated to this

area l'¡ill be that which has the highest return per hectare,

since no damage is exPected.

3.1.2,4 Ðecision Evaluation Process of the Model

The objective of this model is to maximize expected net

benefits for the stage under consideration and aI1 upstream

stages. The return function calculates at each stage the ex-

pected net benefit for each storage decision for each up-

stream cumulative storage state. The expected net benefit is
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a function of crop type, crop vaLue, area planted with the

crop, soil fertility, and the expected damage from flooding,

either by planned flooding (storage) or by unplanned flood-

i ng"

Figure 4 shows the decision evaluation process for a sin-

g1e decision assessment. This assessment is for a specific

state at a given stage.

As a storage decision is chosen for evaluation, the hy-

drographs are modified by routing through that storage va1-

ue. The flooded area is determined, along with the non-

flooded area. The crop providing the best return for each

area is determined, and the sum of the crop benefits for the

three areas (pl-anned f looding, unpì-anned ilooding, and non-

flooded) of the stage is the immediate or short term value

of the decision

The short term value of the decision is combined with the

long range or cumulative return resulting from optimal up-

stream decisions and associated with the upstream cumulative

storage state under consideration. For each cumulative stor-

age leveL at the downstream end of the stage, the best com-

bination of short term benefits, associated with the immedi-

ate decision, and Iong range returns, associated with the

upstream cumulative storage state with which that decision

is associated, is chosen. The routed hydrog.raphs associated

with the oplimal upstream cumulative storage state and inme-
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diate storage decision, are then stored with the particular

downstream cumulative storage state under consideration.

THE EXPECTED DÀMÀGE FUNCTION

1 Theoretical Development

The traditional method of evaluating expected damages,

for example that used by James and Lee (1971), is:

2

2

J

3

ED p(x )

Ä

v r { r(x)
x=1

i (3)

Where ED

V

L(x)

p(x )

= the expected damage
= the average value of the crop without flood

damage ( $ )

= the proportion of the crop damaged as a

result of a flood of magnitude x

= the probability of exceedence of a flood of
magnitude x in a single fLood season

This formulation provides the basis for the calculation

of expected damages in the current study. It is modified, as

described in the following sections, to include the refine-

ments necessary to consider the range of conditions included

in this model.

3.2.1.1 Variation of Flood Damage Susceptibility With Time

In order to incorporate the variation in flood damage

susceptibility with time, two modifications to Equation 3

are required. The first is for the flood damage susceptibil-

ity itsetf, and the second is for the variation in the flood

frequency curves over the growing Season. The incorporation

of these features is performed as follows.
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The growing season is divided into separate periods. l(x)

is then replaced with another variable, D(x,j ), representing

the proportion of flood damage caused by a flood of nagni-

tude x in period j of the growing season. Equation (3) is

changed to:

nn = VrlN E D(x,j) p(x)
1 flood

ran9e
l

(4)

he number of periods in the growing season
he period in the growing season

Where:

The relationship in Equation (4) holds if the probabili-

ties of exceedence of- the floods are constant throughout the

growing season, and alI periods of the growing season are

the same length. If the lengths of the periods are not con-

stant, anci / or Lhe frequency curves vary' the p(x) term in

Equation (4) must be modified, resulting in:

J
T

rJ-L
.:-!

J
TED \7

Where: P(x,j) the probability of the exceedence of
a flood of magnitude x, in period j.

The susceptibitity to flood damage may have its own prob-

abiliLy distribution, due to the variation in planting

dates. This leads to the need to consider a joint probabili-

ty distribution between that of the exceedence of a particu-

lar flood level and the plant being in a particular stage of

grovrth. The incorporation of this issue reguires the modifi-

cation of Equation (5) to:

T
f lood
ra n9e

D(x,j) P(x,j) (5)
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I D(x,k) Pj (x,k)
1 flood

ran9e

(6)

= the probability of exceedence of a flood
of magnitude x, in period j, when the
crop is in stage of growth k.

= the proportion of the crop damaged by a

flood of magnitude x when the crop is in
stage of growth k.

= the number of stages of growth.

Where:

3.2.1.2 Multiple Damaging Floods in the Same Growing
Sea son

The final modification to the expected damage function is

the consideration of the possibility of the occurrence of

more than one damaging flood in a single growj.ng season. In-

cluding this feature requires the recognition that the dam-

age resultíng trom a particular flood will vary depending on

the amount of the crop already damaged by a previous event,

or even by a series of previous events. The evaluaLion of

expected damages must therefore consider both the change in

damage susceptibility for second and subsequent floods, and

the probabilities of the occurrence of previous floods over

the range of flood magnitudes.

The actual incorporation of these two features is

achieved through the use of conditional probabílities. To

reduce the complexity of the problem, r-wo assumptions were

made. The first is that of independence of flood events in

the same growing season. If independence exists, the condi-

Pj (x,k)

D(x,k)

K
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lional probability of the previous flood occuring, given the

current flood under evaluation, is simply the probabilities

of the two events. Independence vlas not tested for, but giv-

en the nature of the types of storms causing the floods, the

assumplion of independence is not unrealistic.

The second assumption is that there will be only a maxi-

mum of two events in a single season. In the region to which

the model was applied, the probability of three events oc-

curing will be very small, and when calculated as part of

the conditional- probability with two or more other floods,

the individual effect of even a third f100d on the entire

calculation would be negligible. Therefore, this approach

considers only the possibility of two floods in a single

growing season. The inclusion of the possibility of two

floods occurring modifies Equation 6 to:

ED V

j-1 K

ET
l=1 k=1

t
f lood

range in
period 1

E

f lood
range in
period j

À

j-1 K

D(x,k) { 1- Ð [ I
1=1 k-

D(x,k) Pl(x,lç) 0)
J
Ð

I
=l

B

+ T
1 flood

range in
period I

D(x,k) pr(x,k)l Ì Pj(x,l)

c

all periods previous to the period currentl-y
under assessment

j-1
T

l=1
Where:
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Equation (.7) is the sum of the cumulative previous flood

expected damage and the expected damage caused by the cur-

rent flood. tt is the basis on which expected damage is cal-

culated in this thesis. There are 3 identifiable parts to

Equation 0) , FirstJ.y, expected damage f rom all previous

floods is calculated by part B. Part C calculates expected

damage caused by the current flood, given expected damage

from previous floods. Parts B and C are summed, to give the

damage level expected including current and previous damage,

for the time period and flood level under consideration. The

values are summed j.n part A over all flood levels and over

all time periods, resulting in total expected damage.

3.2.2 Data Development for Practical Applicati.on

The return function of the dynamic program is a calcula-

tion of expected net benefits for the decision made for a

particular state at any stage. Expected net benefit values

are calculated for each crop type from the expectation of

the return per hectare (in dollars), given expected flood

damage. The value includes reductions due to the costs of

production, and a factor that accounts for soil quality.

In this study, crop damage is calculated from damage due

to duration of flooding only. Àlthough it is reasonable to

expect some damage owing to depth of flooding, rìo relation-

ships beLween depth and damage for crops could be found or

determined. James (1965) and Leyshon and shearð (1974) both
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suggesL that no relationship of this nature exists. LacewelL

and Eidman (1972) do use a depth-damage relationship in

their evaluation, but do not describe it in detail, or indi-

cate its origin. While Goulter and Morgan (1983) use a

depth-damage relationship, it is contrived soIely for the

purpose of testing that aspect of the model. It was t'here-

fore decided not to use a depth-damage relationship in the

current study.

Four crops vJere used for the evaluation, wheat, barley,

f1ax, and alfalfa. These crops were chosen on the recommen-

dation of suitable crops for the region in Manitoba Depart-

ment of Agr icuLture ( 1 983 ) .

3.2.2,1 Variation in Damage Susceptibility

Leyshon and Sheard (1974) developed a function relating

duration of flooding to crop damage for barley (see Appendix

A), for 21, 28, and 35 day o]d plants. These three points

permitted the calculation of a piecewise linear rel-ationship

between the stage of growth and crop damage in terms of

yield reduction. Since no other relationship was discovered

for any of the other crops, the relationship deveJ-oped for

barley was also used for the other two grains. while it is

like1y that the duralion-damage relationship for whear- and

flax witl be different, some form of useable relationship

vlas necessary ín order to properly assess the model. Substi-

tution of more realistic values, if and when they become
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available, is very simple. Details of the calculations of

the duration-damage functions are given in Appendix À.

The damage calculation for alfalfa was handled somewhat

differently. Since the entire plant is valuable, rather

than just the seed, and the damage to the grain crops is

seed related, the assumption was made that no damage direct-

Iy due to duration occurs. This assurnption was made also by

Goulter and Morgan (1983). However, some damage due indi-

rectly to duration is possible in the form oi reducing the

probability of more than one cutting in a season. The plant

will not grow when submerged, and will have to recover for a

time atter the flood has subsided, so time wiIl be lost due

to flooding. Since a tong growing season is critical to get-

ting two crops off the fieId, ânY reduction in the Iength of

it rvill result in a reduced likelihood. This will have a

tangible value in the expected damage evaluation.

Damage susceptibility is assumed to vary according to two

parameters: crop type, and the stage of growth the plant is

in. For each of the three grain crops, a joint probability

matrix combining the probability of being in a particular

lime period with the probability of being in a particular

stage of growth is developed. The value of a cell of the

joint probability mat.rix is therefore the probabiJ-ity of be-

ing at the kth stage of growth in the jth time period.
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For a'known flood duration, damage due to flooding for

each growth stage, in each time period is calculated. This

is then multiplied by the joint probability of the plant be-

ing in that period and that stage of growth. The result is

the duration-damage function. The details of the calcula-

tions of the joinL probability matrices, and the matrices

themselves are given in Appendix A.

3.2,2.2 MuLtiple Damaging Floods in the Same Growing
Sea son

This feature is handled by assessing the expected damage

irom the flow level and time period currently under consid-

eration, given the expected damage from all previous time

periods. since the storm events are independent, no condi-

tional probability exists between the time periods in terms

of the flood events. However, the damage itself at any time

period is dependent on previous damage.

For simplification of calculation, it is assumed lhat

only one flood will occur in the time period currently under

consideration. This means, for instance, that if the first

period is being assessed, then there will be no previous

damage. Then, âs the season progresses, the amount of ex-

pected previous damage will increase. At each time period,

as each flood is assessed for damage capability, the expect-

ed amount of previous damage is included explicitl-y as part

of the damage attributed to the current flood only, as well

as lhe new value for total expected damage.
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The necessity for this complication lies in the fact that

the damage caused by a given flood depends on how much crop

there is to damage. Damage tends to be measured in terms of

reduced yield in the flooded area. If a previous flood has

occurred, some of the crop ís already damaged. Equation I is

a simplified version of part of Equation 7 intended to i1-

lustrate this point.

EXPECTED =
TOTÀL

DAMAGE

Where:

Expected
Damage from

prev i ous
floods only

Expec ted
Damage caused
by the current
flood given
previous floods

(8)

Expec ted
Damage caused

- by previous
floods only

+

Expec ted
Damage caused
by the current
flood given

Expec ted
Damage from
the current
flood only

*

Equaiion (8), consists of two main parts, 1 ) damage

caused by previous floods only and 2) damage caused by the

current flood, given previous floods. These two parts refer,

directly to parts B and C of Equation (7), respectively. The

]atter of these is further divided into: 1) damage from the

current flood on1y, and 2) 1 minus the damage caused by pre-

vious floods. Part 2) of this division is actually the ex-

pected amount of crop remaining after accounting for previ-

ous damage. The crop damage values are on a percentage

basis, so it can be seen that 1 minus the percentage of crop

damaged equals the percentage of crop remaining.
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For instance, if an area has already been flooded, reduc-

ing the yield by 501", and a flood of the same magnitude oc-

curs again, the remai.nder of the crop will be reduced by

50e". The loss resulting from this second flood alone will be

only 25e", but the total loss will be 75c".

3.3 THE DEVELOPMENT OF THE RETURN FUNCTION

Äs noted previously, the objective of the model is to

maximize expected net benefits. The return function there-

fore includes expected damages as onJ.y part of the calcula-

tion. The expected damages are calculated as a percentage of

the crop damaged, hence the expected net benefits are based

on the percentage of crop remaining.

For the purpose of discussion of the expected damage

function, it was necessary to include the flood probabili-

ties with the damage calculations. in fact, the model is set

up such that the benefits from a crop after a flood are cal-

culated before the flood probability is íncluded. Thus the

net benefit equation used in the computer model is in fact:

NB(c) =DUR(x) *DDF(c) *v* sF*AREA*p(x,j) -scosr (9)

Where: HB(c)
DUR( x )

DnF(c)

V
SF

= Net benefit from crop (c)
= Duration of flooding from a flood of

magnitude x

= The duration-damage function for crop
c , which includes the calculations with
the joint probability matrices. The value
that comes from this is a percentage of
crop remaining.

= Crop value per unit area
= A soit fertilíty factor, which is variable

depending on the location
= The area flooded, which could be plannedÀREA



P(x,j)

SCOST

37

or unplanned flooding, or even the area
of no flooding, in which case there wilI
be no damage, and DDF(c) will equal 1.0

= The probabiLity of exceedence of a flood
of magnitude x in period j

= The cost of storage

(10)

DUR(x) * Onf(c) * V * SF * AREA * P(x,j) SCOST

= expected net benefit for cumulative storage
ståte (s) and storage decision variable (d)

= duration of a flood of magnitude (x)
= duration - damage function function for

crop (c )

= all time periods
= all flood levels
variables def ined previouslY

This value is calculated for each crop type , for each

flood magnitude, for each time period, and for the three

types of "fIood" area (planned, unplanned and not flooded).

The NB(c) values are then summed over all flood area types,

over all time periods, and over all fJ.ood magnitudes to give

the actual expected net benefit value (SNS) for a particular

crop. The crop which provides the greatest expected net

benefit for the area is chosen.

The expected net benefit for a particular state (s) and

decision (d) is then calculated bY:

ENB(s,d) max(c) of :

l

X
5.

x=

J
I

-l

Where: ENB(s,d)

DUR(x)
DDF(c)

11 other

J
Ä

d

Equation 10 calculates the expected net benefit for the

state and decision variables currently being evaluated, with

input from the current stage only. Io this value is added
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the optimal value from the appropriate state from the previ-

ous stage. The final result is the expected net benefit for

stage (n ) , for decision (d) , when the system is in state

(s), including the impact of the decision on the entire sys-

tem to this point. Equation 11 shows lhe calculation of the

final value. This is the calculation of one cell of the

"stage matrix" as def ined in section 3. 1 .2.1. The entire re-

turn is then defined as:

ENB(n,s,d) = ENB(s,d) + fn-'1 (s)

Where:

The derived values for state (s) in stage (n) are maxim-

ized over all decisions (d), to arrive at the optimal deci-

sion for that state. This leads to the expression:

*
rn(s) = max I H¡(j,x) + nn-1(s) i

d=1rD

Where:
rn(s) = optimal value for the current state s

and stage n

D = totel number of decision variables
ie. all levels of storage at the
current stage

all other variabies are defined previously

ENB(n,s,d)

ENB(s,d)

*
pn-1(s)

(11)

= Expected net benefit for stage n, at
cumulalive storage state (s), and storage
decision (d)

= expected net benefit for decision (d)
in state (s) lvith input from stage n only

= optimal result from stage n-1, at the
state from which the current state in
stage n is derived

(12)
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3.4 THE HYDROGRAPH ROUTING TECHNI QUE

In each of the stages in this system, there are several

states and storage decision variables. To calculate expected

benefits a number of floods must be evaluated. During the

evaluation, each flood hydrograph must pass through a rout-

ing procedure once for each hydrograph for each state and

decision väriable combination, resulting in a large number

of passes through the routing procedure. For example, if

there are 5 hydrographs used for evaluation, with 6 states

and 6 storage decisions, 5i6i,6 = 180 passes through the

routing procedure will be required. This makes it important

to have a routing procedure which is simple in terms of the

number cf variables required to describe it, and in terms of

computational efiiciency. The basic triangular hydrograph as

used by Hopkins et al. (1981) and modified by Goulter and

Morgan (1983) is used in this study. It has, however, been

further modified and refined to more precisely define the

movement of the flood through the channel and the potential

storage areas.

3 4.1 The Hvdroqraphs

In order to develop the synthetic hydrographs, an attempt

was made at finding a correlation between the peak flows and

the time elements of the rising and descending limbs ( Gra-

ha:n, personal communication) The correlations determined

were poor, but were used to establish the required values.



Five hydrographs of annual return periods of 5

and 50 years were used to be representative

range of flood probabilities. Details of the

the hydrographs are given in Appendix B.
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of lhe ent i re

development of

3,4.2 The RoutÍnq Proc edur e

The routing procedure does not allow for local input from

runoff or groundwater flow. The size and shape of the basin,

and the short duration of the floods makes the extra compu-

tational effort required unwarranted. It is assumed, then,

that if no storage decision is made at a stage, the outflow

hydrograph from the stage is identical to the inflow hydro-

graph to the stage. The only rime the hydrograph changes is

when a storage decision is made.

The triangular hydrograph, if the flow leveI just prior

to the storm is made equal to zero, requires only 4 values

to describe it: the peak flow, time of peak, bankfull flow,

and the time of the end of the recession lirnb. À11 other

values required for routing can be calculated within the

procedure. Details of the routing procedure and the result-

ing hydrograph shapes are given in Appendix B.

Às the hydrograph moves downstream, its shape changes

whenever a decision to store water is made. The theory of

dynamic programming dictates that the state that the system

is currently in must be independent of how that state at
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that stage vlas arrived at. This means that the state at any

point must not vary with the route taken to arrive at that

state. Therefore, the shape of the hydrograph at any point

must be the same, whether it arrived at that shape through

onLy one larger storage decision, or through a series of

smaller ones. The routing technique developed in this thesis

was tested for adherence to the dictate by a series of tri-

als, and was found to comPly

3.5 THE RECURSIVE PROCESS

Figure 5 shows the levels aL which the model ì-oops within

itself in calculating the optimal values and decisions for

the entire stream system.

As a stage is entered, calculation of the expected net

benefits for the first combination of state variable (cumu-

Iative storage) and policy decision (volume of water to be

stored at this point) is begun. For the series of hydro-

graphs, durations of flooding for the planned flooding area

and the unplanned flooding area are calculated, along with

the respective areas of inundation, plus the area of the

non-flooded section.

The area and duration of inundation in the pLanned flood-

ing section is determined by discretizing the storage at

that stage into four parts of equal storage volume, as de-

tailed in Àppendix B. For each of the 4 sections of the
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Figure 5: Looping Dia ram of the Dynamic Program
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planned flooding area, and for the unplanned flooding area'

the damage due to duration of inundation for Lhe current hy-

drograph is calculated. The joint probability matrices (the

probability of the crop being in growth stage k during time

period j) are used in these evaluations.

From the duration - damage value, the net benefit for

each crop is calculated for the planned and unplanned fl-ood-

ing areas. At this point, the net benefits for the non-

flooded area are also calculated. The net benefit values for

each area and crop are sorted to determine the most suitable

crop for each of the three areas, and the values are summed

over the areas, resulting in the net benefit value for the

stage as a who1e.

The probability levels for the hydrographs are then in-

cluded in the calculation to determine expected net ben-

efits. Given the current storage volume decisíon, the cost

of storage is subtracted from the expected net benefits. The

result is the value of the current decision at this cumula-

tive storage stale, for this stage only. To this, the opti-

mal (maximum) value of the storage decision from the appro-

priate state in the previous stage is added. The result is

the fina1, total value of the decision, including the up-

stream effect from the previous stages.

It is this interaction with the

stages which defines the recursive

state ( s )

nature of

from previous

a dynamic pro-



gram. The value calculated here is the

for the entire system to this Point,

state, for this poJ.icy decision.

Where: MAX

N
*

expected net

given the

44

benefit

current

Within the same stage, and in the same state, all policy

decisions are tested in the same manner as detailed above.

Once all expected net benefits are calcuLated, they are

sorted to find the maximum value. The maximum expected net

benefit, and the policy decision for which it was derived,

are stored for reference at the next stage.

The system then transfers to the next stage, and the pro-

cess is repeated through aIl decisions variables, flood lev-

els, etc.. Once all stages are evafuated, the traceback cal-

culation deternines the optimal "path", which is the optimaJ-

level of storage (for the system as a whole) at each stage,

and the total expected net benefit derived.

The above describes the final equation:

*
nn(s) (13)MAX

N

-1n

= maximum expected net benefit for the watershed
= number of stages

Fn(s) = optimal value of decision from each stage
along the optimai "Path"



Chapter IV

MODEL APPLICÀTION

This chapter outlines the application of the model to the

Wilson Creek Watershed. Included in the discussion are phys-

ical aspects of the basin, crop value determination, dyke

volumes and costs, time period determination and the flood

probability 1eve1s.

Some assumptíons pertaining to the input data were neces-

sary in order to properly run and test the model. There-

fore, this model has no operational significance in its

present state. The assumptions are discussed in detail vrhere

appropr iate .

4,1 THE STÀGES

4.1 .1 General Descriotion

The Wilson Creek watershed was used for the evaluation cf

the model because it is of a type considered appropriate for

analysis by this method. It is a smal-I watershed (30 km2)

with no significant tributaries in the agricullural portion

of the watershed, and has a predominantJ.y agricultural eco-

nomic base. Wilson Creek is typical of the watersheds which

Ìie on the eastern face of the Manitoba Escarpment. The land

is not prime farmtand, and within the flood plain, shale de-

posits from flooding have reduced the l-and quality further.

_ 45 _
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The creek has its source at the top of the Manitoba Es-

carpment, some 450 m above the relativety flat farmland

which makes up most of the flood plain. The part of the ba-

sin which lies on the escarpment is very steep, causing rap-

id flow response to storms. The change from the steep es-

carpment to the flat farmland is abrupt, contributing to the

flood potential of the creek in the lower areas.

The lower part of the basin has been altered for drainage

purposes. Bef ore alteration, Wilson Creel'. emptied into a

Srfamp at the foot of the escarpment. To increase the arable

area, the slvamp was drained by means of a narrow channel

running due east to the Turt1e River (See rigure 6). It is

r-his channel, now included as part of Wilson Creek, which is

the section of the stream of greatest inportance to this

study. Most of the farm land is located here, and it is this

stretch of the creek that is most susceptible to flooding.

4.1.2 Specific Staqe Descriptions

The basin is divided into 18 stages of varyinq dimension

(see figure 6). Most stages are 81.67 hectares' approximat-

ing a quarter section (stages 7 through 17). Stage 18 is

slightly Iarger , 97.68 hectares, to accomodate Wilson Creek

turning northeast as it meets the Turtle River. Stage 1,

which is 1200 hectares in size, is completely within Riding

Mountain National Park. since no storage would be alLowed

there, flo decision is made at this stage, and it is only
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used to generate the hydrograph. Stages 2 through 6 vary in

size, 248,9,237.75, 101.36, 122.5, and 83.89 hectares re-

spectivel-y, due to variation in the physical characteristics

of the watershed where the escarpment meets the p1ain.

At the base of the escarpment, the abrupt change in slope

has resulted in a deep, wide channel cut into the soft shale

of the alluvial fan. This channel has a cross-sectional area

of as much as 4491 m2, and runs through stages 2 and 3. The

channel is large enough to store most of the flood water

from all but the larger events, but the cost of a dam across

the channel or any other structure capable of holding this

volume of water is 1ikely to be prohibitive. It was decided

r.hat for the preliminary model assessments, stages 2 and 3

would have no storage capacity until an approximate value

for the cost of storage elsewhere could be deternrined.

At stage 18 there is no storage because there is no down-

stream benefit, yet there would be a storage cost and a loss

of crop value in the storage area. This stage will have the

potential for reduction in benefits due to unplanned flood-

ing, depending on the decisions made upstream. For the pre-

liminary investigation, this leaves stages 4 through 17 r+ith

potential for flood water storage'

For each stage, relationships between channel cross sec-

tions and flow volumes were calculated using channel cross
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sections taken every 200 m. by the Manitoba Department of

Natural Resources, Water Resources Branch, and using Lhe

standard Manning equation approach for calculation. Details

of calculation are in Àppendix C. These values were used to

determine channel capacity.

Using streambed profiles and cross sections developed

from aerial photographs and topographic maps' curves relat-

ing area flooded to storage volume, including a storage max-

imum, were determined for each stage. Details of the calcu-

lations are in Appendix C.

SoiJ. productivity and crop returns from each soil type

were obtained from the Manitoba Crop Insurance Corporation.

Table 2 sho+s eacli stage, its size, maximum storage capaci-

ty, bankfull value and soil productivity value.
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TABLE 2

Physíca1 Descriptions of Stages

Stage Size

(hect. )

Bankfull
Value

(m3/sec )

St orage
Max imum

(m3 )

Soil Pr oductivity Index
wheat barley flax
(Y" of. average yield)

1

2

3

4

5

6
1

ö

9

i0
11

12
13
14
15
16
tt
18

.67

.67

.67

.67

.67

.67

.6'l
,67
.67
.67

*
84
99
91
99
99
99
99
99
94
91

91
91

91

91

86
85
86

84
100

90
100
100
100
100
100

95
90
90
90
90
90
84
84
84

73
97
84
97
97
97
97
97
95
84
84
84
84
B4
81

81
81

1200

10.76
10.76
10 "76
10.76
10.76
10.76
10.76
10.76
10.76
10,76
10.76
10.76
10.76
10.76

0.0
239250.
88150.
40000.

1 1 7800.
60000.

175175.
345950.
206790.

91 200.
1 03845.
560000.
548000.
'l 21 900 .
27 6000 .

529000.
437000.

*

*
*
*

* *
248.90
237.75
101.36
122.50
83.89
81
8'1

81

8'1

81
81

81

81

81

81
81.67
97.68 10.76

(*=nova ]ue calcu lated as none is required)

4.2 EXPECTED NET BENEFIT CALCUTATI ONS

4.2.1 Crop Values

Crop values in .1983 dollars per tonne, were taken from

Manitoba Department of Àgriculture ( 1 983 ) . Using average

yietd information for each crop a value of return per hec-

tare was developed. Start-up costs were removed from this

value leaving a net return for each crop type. These calcu-

Iations are found in Àppendix D. Table 3 shows these values.
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TABLE 3

Crop Values

Crop Gross Value
( g/tonne )

Yield Gross Return
( tonne/hect ) ( g/hect )

Start Cost
( g/hec t )

Net Return
( g/hec t )

wheat
barley
f lax
alfalfa

205.00
1 80.00
382.00

30.04

2,218
0.852
4.950

1 25.33
118.31
117.42

61 .75

232.81
280.93
208.04

86.92

1. 747 358.14
399.24
325 .46
1 48 .67

( note: AIfaIfa values are estimated and bas d on one crop per
included as parts

)

sea son
of theonly. The possibility of two crops i

benefit function within the program.

4,2 "2 Dvke Volumes

On Wilson Creek, as well as on the other streams on the

escarpment, each flood causes shale to be deposited in the

ftood ptain as well as in the channel itself. Frequently the

deposits are removed and piled along the north bank. This,

along with the original channel excavation, has effectively

resulted in a dyke para].leling the stream on the north side.

In this study, for storage purposes, dykes perpendicular to

the flow will be used at the stages where storage is de-

sired. The combination of these dykes l,fith the parallel

dyke, in conjunction with the rise in elevation toward the

south west and upstream from the storage location for each

stage, form lhe reservoir boundaries.

The parallel dyke is not part of the decision process'

because ii already exists. Instead, it forms part of the re-

striction on the maximum storage for each stage. Adding to



tr,)
JL

the height of this dyke in order to store more water is pos-

sible, but for this study only the height of the perpendicu-

lar dyke is variable.

A detailed study for the proper dyke dimensions was not

carried out. A dyke shape is assumed only for calculation

of the dyke volume, from which to calculate costs. The dyke

cost is used as the cost of storage for the decision under

assessment. From the assumed dyke shape and dimensions, an

equation relating dyke height and dyke volume was deter-

mined. At each stage a relationship between Storage volume

and dyke height was determined, Ieading to a storage volume-

dyke volulne equation. Dyke costs are on a dollars per voI-

ume basis, rnaking it easy to relate storage decisions to the

cost of that storage. Details of the dyke calculations are

found in Àppendix F.

4 .2.3 Time Per i ods

The total period of analysis was assumed to be the '153

days from May 1st to September 30th. The expecteC arowing

season is defined as the period from the average latest

spring frost date to the average earliest fa11 frost date.

These dates are May 16 and September 15, respectively. The

choice of May 1 to September 30 as the period of study in-

cludes these daLes with an approximately equal margin on

each side of the expected growing season.
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The growing season rras divided into 5 periods of unequal

lengths, based on growing periods of individual crops, aver-

age planting dates, earliest planting dates, and latest

planting dates.

The first period runs from May 1 to t'lay 19. Durinq this

time, wheat and barley can be reseeded if damaged by flood-

ing. FIax is noL normally planted until after May '19, and

therefore if flax was planned for an area, risk of flood

damage is virtually zero, Restarting atf alf a, r'rhich may or

may not actually include seeding, is also possible.

The second period is from May 20 to June 20. Àny crop can

be reseeded up to June 20 and flax will be planted during

this period. After June 20, reseeding of grain crops is not

possible as there is not enough of the growing season re-

maining to mature a crop. Therefore, any losses due to

flooding wilI be accepted as unrecoverable.

Alfalfa has a growing season of 60 days, making July 17

the l"atest date to begin a second crop. Thus June 21 and

JuLy 17 form the boundaries of the third period.

From JuLy.1I to August 31, any damage to any crop Ís non-

recoverable. After Àugust 31, crops may be mature. They may

be cut and lying in the field, awaiting pick-up. If flooding

occurs at this time, the crop will be more severely Camaged.

These dates therefore, are the boundaries of lhe fourth

(Juty 18 to Àugust 31) and f ifth (september '1 to september

30) time periods.
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4 3

4.3.1

FLOOD PROBABILITY LEVELS

Frequencv Analvsis

Frequency analyses were conducted for annual peaks, äs

well as for peaks for each of the five time periods of the

growing season. The calculations for the frequency analyses

are in Àppendix F. Five hydrographs were used for evaluation

of the model, which were derived from the analysis of annual

peaks. The 5, 10, 20, 40 and 50 year floods were used. The

flow levels for each of these were then used to determine

the probabilities of exceedence of the floods in each of the

five time periods. Table 4 shows the fi¡re annual return

periods, and their respective probabilitj.es in each of the

five time periods.

TABLE 4

Flood Probability Levels

Annual
Re t urn
Per i od

Pea k
Flow

Probabi 1 i ty
of

Exc eedenc e

Time Period
Probabilities
of Exceedence

(yrs. ) (m3/s) Per i od
1

Per i od
2

Period
3

Per i od
4

Per i od
5

5

10
20
40
50

0.2
0.1
0.05
0.025
0.020

0.05
0.013
0.005
0.002
0.001

0.05
0.015
0.007
0.003
0.002

0.025
0.009
0.004
0.002
0.001

0.007
0.004
0.002
0.001

0.013
0.005
0.002
0.001
0.00008

1 0.8
20.0
32,0
45.0
55. 0

0.01 7
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As discussed earlier, independence must exist between the

five time periods in terms of the frequency curves. Indepen-

dence has been assuned for this study. This assumption is

reasonable because the storms which cause the floods tend to

be thunderstorms, which are usually not interrelated. Pre-

liminary analysis of the flow records indicated that inde-

pendence is 1ikely to exist, as flows returned to the norrnal

lower flow level after each event. No flow overlap from one

event to the next h'as found.

Independence is necessary because conditional probabili-

ties may become involved otherwise. I f independence exists,

the "conditional" probability between the events is non-ex-

istant because there is no intersection of their probability

functions. Therefore the efiect of a conditional probabili-

ty need not be involved in the calculations. The probabili-

ty of one event occurring, given the occurrence of another,

is merely the product of the probabilities of each of the

events. If the events are not independent, then the calcula-

tion of the conditional probabilities is more difficult. It

does not, however, preclude the use of this kind of assess-

ment. For this study it was decided, therefore, to assume

independence.
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4.3.2 Probabi lity Leyelq Used For Model InPut

An expected damage function relating damage from each

flood level and the probability of exceedence of the levels

must cover lhe entire spectrum of flood magnitudes. To re-

duce computational burden, only five flood levels were used

for this study. These five levels must therefore be repre-

sentative of the entire spectrum. The probability associated

with each flood Level is actually a range or band of prob-

ability 1evels with the calculated probability of exceedence

at the approximate center. Table 5 shows these representa-

tive levels. During analysis, the probabiJ'ity used is the

probabi J. i ty of a flood occur ing between two f lood levels ,

rather than the probability of exceedence.

The sum of the values of the probability bands must equal

1.0 in order to represent the ful1 spectrum of flood events.

Therefore, not only the bands must be calculated, but also

the ranges below the smatlest flood, and above the }argest.

The probability bands vrere caLculated by determining the

center point between each probability of exceedence 1eve1.

The band extends from one center point to the next. At the

low end of the curve, the flow Ievel below which no damage

can occur is known, (channel capacity). The probability lev-

eI of this can be easily determined. In this case the value

is 1.21, as can be seen in Table 5, for the "Iow end of fre-

quency curve" vaIue. This value is actually the probability
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TÀBLE 5

Probability Bands

Pea k
FIow
(m/s)

Range (sand)
Period 1 Period 2

of Probability
Period 3 Period 4 Period 5

10.8
20.0
32,0
45"0
55.0

0.5785
0,0225
0.0055
0.0020
0.0010

0.4675
0.0215
0.0060
0.002s
0.001 0

0 " 2930
0.0105
0.003s
0.0015
0.00'10

0.1 980
0.0065
0.0025
0.0015
0.0010

.0055

.0020

.0006

.0002

0

0

0

U

0

2110

low end of
f requency

c urve
p(x)= 1.21 0.3900 0.5000 0.6900 0.7900 0.7800
damage =

09o

top end of
f requency

c urve
p(x)=inf 0.0005 0.0015 0.0005 0.0005 0.0007
damage =

1 00%

of a flow of less than channel capacity occuring. Although

this is rather a large probability value, no damage occurs

below this flow level, resuJ.ting in.an expected damage value

of 0.00.

At the top end of the sca1e, (the top end of frequency

curve value of infinity in Table 5) the band width is calcu-

Iated such that the probability of exceedence oi the Iargest

flow (55.0 m3/s) is the center point of the range. Note

that, due to the nature of this type of banding, most prob-

ability of exceedence Ievels are not actually center points

of the bands. Above this top band, the probability of ex-



ceedence is .1 .0 minus the sum of all of the rest of

bands, including the value from the lower end. Às can

seen on the above table, the probability is smalI, but

damage is assumed to be 100c"

5B

the

be

the

In the course of the calculation of expected damages, the

lower end value will nol be used since no damage is attrib-

uted to it. This v¡i1l leave six probability bands repre-

senting five hydrographs during the analysis. The probabili-

ty bands will be combined with the joint probability

matrices for the crops, to determine expected nel benefits.



Chapter V

DISCUSSTON OF RESULTS

This chapter is a discussion of the results of Lhe model

tests. Two types of decision are made by the model, 1) the

volume of water to store at each stage, and 2) the type of

crop to grow in each area. These decisions are discussed

separately.

Ordinal numbers ranging from 1 to 6 are used to represent

st.orage volume decisions and state variables, for easy ref-

erence during |"he discussion. The number 1 represents a zero

storage decision or storage state. The other numbers Q to

6) represent cumulatively another one fifth of the maximum

storage capability for the stage or one fifth of the total

cumulative storage state, depending on the context in which

it is used. For example, when refering to the decision value

of 2, this means that the decision is to store one fifth of

the maximum capacity. If the number is 3, two fifths are

being stored. When referring to the siate variable, a 1 in-

dicates that there is no previous storage, and 6 means that

all the water that it is possible to store to this stage has

been stored.

59-
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5. ,1 
STORÀGE VOLUME DECI SI ONS

One of the original expectations of this study is that

the cost of a flood mitigation system on a small rural wat-

ershed, such as the l,iilson Creek watershed, wiÌl be the

critical aspect of the feasibility of the system. Because

the cost of the dyke used for storage is the index of stor-

age costs, the cost per volume of the dyke is varied. A val-

ue between $1.00 and $2.00 per m3 for the cost of the dyke

is reaSonable, based on current cost information. Therefore

$2.00 has been used as a starting point. The cost was amor-

tised over 50 years, at an interest rate of 8eo. No operation

and maintenance costs were added, as these costs v¡ould be

limited if they existeo at all.

At a dyke cost of $2.00/n3, three storage sites are cho-

sen, as seen in Table 6.

TÀBLE 6

Optimal Path at $2.00/n3

Stage Decision
Number

Decision
(m3 )

Dy

/n
ke
($

Cost
I

5

I
1

3

5

6

s0000
280000
1 03845

1 960.00
7200.00
400.00

total

ENB = $623855

433845 9560.00



This result shows that the model chooses to

areas which have the lowest cost of storage, in

storage volume capable of being stored with one

volume. Table 7 lists the storage volume per

values for each stage.

61

store at the

terms of the

unit of dyke

dyke volume

TÀBLE 7

Dyke Vo1ume per Storage Volume Ratios

Stage Average Dyke Volume Per Storage Volume Ratios

4
q

6
7

I
9

10
11

12
13
14
t5
16
17

:15.))
244
:34

.'7

244
224
.¿q

:67
217
212
:459
:36

1

1

1

1

1

1

1

1

1

I

1

1

1

1

:33

Table 7 shows the dyke volume - storage volume ratios for

each stage. À value of 1267, for instance' means that 67 m3

of water can be stored for each .1 m3 of dyke. Because the

cost of the dyke is Lhe cost of the storage, â5 defined in

this model, this ratio is an index of the cost of storage.

The larger the number (ie. the denominator of the ratio) the



cheaper the

storage for

cost.
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storage is, as a larger value means greater

the same dyke volume, and thus the same dyke

At stage 11, the model chooses to store the maximum.

Stage '1 t has by far the best dyke volume - storage volume

ratio (nSn), so it is chosen for storage of as much water as

possible at that location. Stage B is al-so used for storage,

as it has the second best DSR. However, it is not used to

capacity before stage 5 is also chosen for storage. The

model is trading off among factors other than just the cost

of storage.

To investigate the trade offs between stages 5 and 8, the

cost per dyke volume was increased to a point at which the

model would choose one stage over the other. This occurred

at g2.20/n3, where stage B is chosen to store 140000m3 (de-

cision 3). At this point, no water is stored at stage 5.

Here, the DSR has a greater effect on the decision than any

other factor or combination of factors. However, as the

cost is reduced toward $2.00 again, some storage is allocat-

ed to stage 5, and the storage voLume at stage 5 continual-Iy

increases, while stage I maintains the same volume until the

value is at $2.00 again. Il appears that there is some re-

luctance for stage I to store the maximum.

The DSR, although a comparison of volumes, is also an

dication of the cost of storage at any J-ocation. Since

1n-

the
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dyke volume translates directly into the dollar cost of

storage, this ratio is also represenLative of a cost value.

It is not unrealistic, therefore, tc expect the model to se-

l-ect those locations possessing the best DSR values. The

fact that storage is alloted to stage 5 before stage I is at

capacity indicates that there is more to the decision than

the DSR, or specific cost of storage value.

There are two other very important factors involved in

the decision process: the soil quality at a storage loca-

tion, and the location of the stage in terms of its rel-ative

upstream or downstream position. The poorer the quality of

soil, the lower the crop value; and the lower the crop va1-

u€, the lower the amount of da¡nage that can be imposed on

it. Generally, the soil quality decreases downstream (see

Appendix C), so lhere is some tendancy for the model to

store further downstream, on that basis alone.

At the same time, there is aiso a tendancy to store fur-

ther upstream. The more water that is stored, â5 far up-

stream as possible, the greater the flood damage reduction

downstream. There are two reasons for this. Storage upstream

reduces the intensity of flooding at every downstream loca-

tion, so the further upstream the storage is, the greater

the number of reduced ilooding locations. The farther clown-

stream the model chooses as a storage location, the more

stages there are which will be flooded as the flood passes

through them unaltered. Secondly, the more storage there is
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upstream, the greater the chance of reducing the probability

of flooding to a lower level, or even to prevent flooding

enLireIy, at the more downstream stages.

There is another aspect which should have an effect on

the storage decision, but it is very difficult to quantify.

At each stage there is a unique relationship between the

volume of storage and the area flooded by this volume. This

is also true tor the area flooded in unplanned flooding

situations. on the surface it would appear that it would be

more beneficial to store at those locations which flood the

Ieast area for a given volume. However, an increase in the

area flooded by a given volume reduces the duration of

floodirrg over that sâme area, and since the damage due ro

duration of fiooding is the predominant factor in flood dam-

ages in this model, these two aspects may trade off to the

point of nullifying their respective contributions.

Further runs t,rere done to investigate the decision making

capability of the model. Table I shows the decisions made

for each stage for a number of dyke cost values" Às dis-

cussed previously, the ordinal number val-ues are the deci-

sions, and represent a fraction of the total storage capaci-

ty of each stage. The maximum storage values vary from one

stage to the next. Table 19, in Appendix C shows the actual

storage volumes which these numbers ::epresent. Table 9 shows

the totals of the storage volumes chosen at each level of

dyke cost, and the corresponding total dyke costs (non -

amortised) and the total expected net benefit.
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Stage

6 I 9 10 11 12 13 14 15 17

Cost
Per
Dyke
Vol-
($/*, )

164

111

5 'l

2.00
1 .80
1 .50
1 .40
1 .30
1.10
1 .00
0.75
0.50
0.30
0.25
0.10

J

3

3

4

4

4

4
4

6

6

6

6

1

1

1

1

1

I

1

1

1

I

1

6

5

5

4

+

4

4

4

6

6

6

6

1

1

1

1

1

1

1

1

6

6

6

6

1

1

1

1

1

1

,1

2

1

6

6

6

6

6

6
6
6

6

6

6

6
6

6
6

1

1

1

1

1

1

1

6
6
6

6

6

1

1

1

6

5

5

5

5

1

6

6

6

1

1

1

1

1

2

1

1

1

5

6
6

,1

4
4

4
J
4

4
tr

5

5

6

6

I
I

1

1

1

2

2

2

6

6

6

6

6

1

1

1

1

1

1

1

1

6
6

6

1

1

I

3

3

4

4

4

6

6
6

1

2

6

6

6

6

6

6

6
6

6

Note: the values in the above are decision variable ordinal numbers
(1-6) and represent actual storage deci.sion values. Each increment is
an increase in the storage volume by 1/S of the maximum storage
volume for the stage. For example, decision variable 2 is 1/3 of'

the rnaximum volume aliowable at the particular stage.

Tables I and 9 show two important general patterns. The

first is that as the cost per dyke volume is decreased, the

total storage volume is increased. À1so, the storage volume

at any stage generally increases as the cost is reduced, but

there are exceptions. Secondly, the upstream stages approach

their storage maximums faster or earlier than do the stages

further downstream. Again, this is a generality, and there

are exceptions. It is these exceptions which indicate how

the model is working.
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TÀBIE 9

Actual Storage Volumes Chosen, With Dyke Costs and Total
Expected Net Benefits

Cost Per
Dyke Vol

($/m, )

Tota S tora ge
Volume

(ms )

TotaI Dyke
Cos t

($)

TotaI Expected
Net Benef it

($)

2.00
1 .80
1 .50
1 .40
1 .30
1.10
1 .00
0.7s
0.50
0.30
0.25
0.10

623865
623922
624007
624051
624339
624456
624573
625090
625894
626829
627 152
628295

433845
7 63845
7 9884 5

101s920
1 120020
1 340020
1342020
1816020
1 94597 0
337s660
357 2660
3612660

9s60
21564
1 9300
30006
31920
3s860
29800
34268
234't5
27 045
23038

961 s

On Table B, at the value of $2.00 the model trade offs

are apparent. Stage '11 is chosen for the obvious advantage

in its DSR. Stage I is also chosen on this basis. Stage 5,

however, does not have the next best DSR value, al-thouqh it

is very close. Stages 5, 7, and 16 have similar values, (44,

45 and 44, respectively). it is more advantageous to choose

stage 5 over 16, since stage 5 has the upstream advantage by

a large margin. Stage 16 does have a substantially poorer

soil type, (barley production is 16eo lower at stage 16 than

at 5) but it is not enough to counteract the upstream advan-

tage. The choice of stage 5 over stage 7 must also be due

to the fact that stage 5 is further upstream. There is al-

mosl no difference in the DSR; stage 7 is 45, and stage 5 is



44. The fact that the DSR for stage 7 is larger

that another variable is influencing the decision'

and 7 also have the same soil type, so no decision

on that factor.

61

indicates

SLages 5

is based

The trade off between DSR and location may influence the

decision to store some water at stage 5 before storing the

maximum at stage 8. It is difficult to believe that this is

the only contributing factor, as the discrepancy in DSR val-

ues betvreen the two stages (44 at stage 5 and 67 aL stage 8)

is large, compared to the relatively smal1 distance between

the two stages, which also have the same soil type. ^ There

may be an influence from the area flooded for this volume.

The effect of the difference in area flooded is not fuIly

understooo. It should be noted, however, that at a storage

Ievel of 50000m3, (the decision for stage 5) 18 hectares are

flooded at stage B where only .13 hectares are flooded at

stage 5. This may, in combination with the advantage of the

upstream location of stage 5, be enough to result in the de-

cision.

Stages 8, 12,16 and 17 have the l-argest area flooded per

storage volume among alI the stages, and are much larger

than any of the others. Throughout the model evaluation,

these stages, with the exception of 17, are added to the op-

timal- path at fairly high cost levels, but do not store at

their maximums uniil the cost has been substantially re-

duced. The area flooded per volume also increases in these
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stages, as it does in all stages, â5 the storage level in-

creases, but the effect is much greater where the potential

for storage is very high. Again, it is apparent that there

is some influence on the storage decision from the area

flooded - storage volume relationships at each stage.

The reduction in dyke volume cost to $1.80 results in

stage 16 being included in the optimal path' storing

330000m3. This choice is not an obvious one' as stage 7 has

a slightly larger DSR, and a more advantageous position. The

only obvious reason for the choice of 16 is its poor soil

quality. Investigation of the area - volume relationships

shows that the storage of 175175 m3 (the capacity of sLage

7) at 16 floods an area of. 70 hectares' compared with 31

hectares at stage 7. This is contradictory to the argument

used comparing stages I and 5 in the discussion of the run

at $2.00. The di fference may lie in the actual volumes

stored.

in the discussion of the trade offs between stages 5 and

8, the area flooded - storage volume relationship seemed to

be influencing the decision to sr.ore at stage 5, rather than

stage 8. The storage decision was only 50000 m3, compared

1,,ith 300000 m3 under consideration in the decision to store

at stage .16. Because 50000 m3 is a relatively smal1 volume,

the duralion of flooding will be short, regardless of the

area - storage relationship. Damage due to fLooding duration

does not become extensive until the duration is quite long.
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Therefore, when a snaIl volume is under consideration, the

difference in the area flooded between two stages may have a

greater influence on the decision than the difference in du-

raiion of flooding does. I¡lith large storage decisions, as in

the case of storing 300000 m3 at stage 16, the durations of

flooding are much ionger, and cause more damage per unit

time than do short durations. This may result in the dura-

tion of flooding being more critical to the storage decision

than the area flooded ís, for large volume decisions.

Reducing the dyke volume cost to $1.50 causes stage 7 to

be included in Lhe optimal path at 35000 m3. Àlthough this

is a very low vofume, it is only a step toward fulL capacity

storage which occurs by reducing the cost by only $0.10, as

is seen at the $1.40 Ievel. Stage 7 is an obvious choice,

as it has one of the better DSR values, and the best one of

the stages yet to be chosen for storage. When the cost per

dyke volume is reduced to $1.40, stage 7 moves to capacity

storage. Being among the "cheapest" places to store, this is

not unreaListic. The storage level at stage 5 is also in-

creased, to 75000 m3. Àt the same time, ihough, stage I is

reduced by 70000 m3 and stage'14 is included, at j.ts maximum

value of '121900 m3.

The reduction in storage at stage I is a result of a

change in the cumulative storage state variable at stage 8.

For this model, the number of state variables at any stage

is restricted to six. For each of these states, a slorage
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decision is made. Às the cost of storage is reduced, the

model may choose to increase its decision volume at a par-

ticular cumulative storage state, or it may leave it the

Same, or it may even choose to reduce it. Each of the state

variable levels is set before the model is run, and is not

affected by the actual decisions during the model run. I.lhat

is affected is the state variable level which the model cur-

rently is in. As more water is stored upstream of the

stage, there is an increase in the cumulative storage state

variable. Typically, the potential decisions at any stage

are greater at the lower states than at the higher states.

In other words, it is more beneficial to store water at a

location if less has been stored to that point. with the

change from $1.50 to $1.40, the potential decisions at each

state do not change in stage 8. I^?hat changes is the state

variable itself, because the cumulative storage has been in-

creased by the inclusion of maximum storage at stage 7. At

stage 8, as the cost of storage fluctuates, there is little

or no change in the decibion variable at each state. t¡ith an

increase in the state variabte, the actual decision for

stage I changes, but it is a reaction to the change in

state, nol a change in policy due to the reduced dyke volume

coSts. Since more water is now stOred upstream, the value of

storage at stage I has decreased, thereby causing the stor-

age volume choice to be reduced. This is likely due to the

large area - volume relationship at this stage, and the re-

sulting reluctance to store at its higher capacities.
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The more perplexing decision addition at this cost level

is at stage 14, which has been included at its maximum of

121900. Stage 14 has one of the poorest DSR values. Its lo-

cation is also not highly desirable, as it is the 4lh last

stage in the decision process. It does have poor soil, but

it is not the poorest. The only other advantage is that the

area - volume relationship here is moderateJ.y 1ow, compared

to the other stages, but even in this aspect ít is not among

the best. The most likeiy explanation is the effect of the

representative state variable. As discussed previously, the

state values are not precise, but rather representative of a

range of state variables. The actual state of the system is

therefore not defined exactly. A small shift in state values

wili cause a change in the decjsions made at stage 14, which

is only chosen for storage in the lower states. This is i1-

lustrated by the reduction in storage at '14 as the cost is

decreased further. It actually decreases to a zero storage

level, before the cost is reduced to the point where the

model will store anywhere it can. Stage 14 appears to be

marginal in the optimal path decision process.

Stages 6 and 12 are introduced into the optimal path at

g1.30/m3, while stages 14 and 16 show reductions in their

storage volumes. Stage '12 has a DSR of 36, the next best

after the group of stages 5, 7 and 16, and it has a fairly

poor soil type. Stage 6 has a lower DSR than either stage 13

or 17, and a better soil type, 50 the decision here must be
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influenced more by its upstream location. The reduction at

.16 is again onJ.y a matter of an increase in the state vari-

able, rather than a major decision change. This is evident

in the fact that reducing the cost to $1.10 results in stage

16 returning to its previous decision value. The only other

difference at this cost level is the inclusion of state 13.

It is apparent that stage 13 is not a strong candidate for

inclusion, as it is dropped from the anal.ysis at the next

reduction in cost, implying that this may also be caused by

a change in the state variable, and not a true change in the

overall decision policy.

Explaining why stage 13 is not usually included in t'he

optinral path at this cost level is more difficult. Other

than this one occasion, water is not stored there until the

cost gets so Iow that the model stores water virtually

everywhere it can. Stage 13 has fairly poor soil, and it has

a moderately good DSR, about the same as stage 12 and sub-

stantially better than stage 6, both already having been

chosen as storage locations at this level. This does not ap-

pear to be a discrepancy caused by the representative state

variable, because at virtually any state limited or no stor-

age is chosen at this stage. In many respects it is similar

to stage 12; the same soil type, a similar DSR, similar max-

imum storage volumes, similar area - volume relationships.

The difference must lie in the fact Èhat it lies downstream

of stage 12. If storage is to take place, it should be
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seriously considered for stor-stored at

age until

12. Stage 13 is not

stage 12 is full.

Further reductions serve only to increase storage at all

stages until at a cost of $0.10, all stages are at full

storage capacity. It is evident from this very low cost re-

quirement to faciliiate storage that the cost of the storage

outweighs the damage savings. Stages 9 and .10 are entered

next, followed by 17 and, finally 4. Stage 14 also is re-

turned to the optimal path.

The values to which the cost per volume must be reduced

before the inclusion of stages 4 and .17, and the fact that

these stages are at the extreme upstream and downstream ends

of the section of the stream included in the decision pro-

cess, illustrates the trade offs occurring here. Stage 4 has

the worst DSR in the system, and by a fair margin. It has

the lowest maximum capacity. It is also the stage furthesi

upstream. Stage 17, on the other hand, has a moderately good

DSR (34) , one of the largest naximum capacities, the poor-

est soil, and is at the downstream end of the process. Nei-

ther of these are chosen until the cost of storage is very

1ow. Stage 17 is not chosen due to its location. Virtuall-y

every other factor makes it a favorable location. Its rela-

tively high DSR is not enough to counteract its location.

Stage 4 is not chosen due to its very Low DSR. The only oth-

er aspect not in its favour is its low maximum capacity. At

only 40000 m3, it would be better to fit this volume any-
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where else. It would be almost unnoticeable included in

stage 8, for instance, which is not very far upstream. These

Lwo stages illustrate the most important factors traded off

in the evaluation of storage locations for this system, the

cost of storage and the location of the stage in terms of

its relative upstream or downstream position.

5.2 CROP TYPE DECISIONS

Included in the decision process is the crop type most

suitable at each location within each stage. The first runs,

with no changes to the damage values for each crop' yielded

results that did not properly test the model. The model al-

ways chose barley for growing at every location at every

stage. Investigation of the damage function in relation to

the actual crop valueS shows the reason.for this occurrence.

The amount of damage done to the crops is fairly small in

most cases. Only the largest floods, and areas vlith high

storage volume decisions, can cause a very great loss. The

expected damage amounts to only about 20eo of the crop value.

The difference between the value of barley and that of

wheat, the crop with the second best value, is actually

greater than the expected damage to barJ-ey. Even after re-

moving the average annual damage to barley, it has a greater

return than does wheat, flax or alfalfa ¡¡¡ithout removing

flood damage. . Therefore, no matter which situation occurs,

the model will always choose barley to grow at each loca-

tion.
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This situation, in terms of the model, is due to the fact

that the same duration - damage function that has been de-

veloped for barley was also used for wheat and flax. The

lower net benefit for these crops results in their selection

only if the expected damage for barley is greater than the

difference in crop benefits, which never occurs. The model

should be able to trade off between actual benefits (crop

values) and the damage caused given the occurrence of a

flood event. To properly test the model, the damage func-

tions were varied by weighting the amount of danrage due to

duration for each crop. it is also important to vary these

functions, because the actual duration - damage functions

for wheat, flax and alfalfa are unknown, and those used in

the :nodel are assumed.

To test the model under the changing damage conditions,

the model was run at the $1.50 per dyke volume level. This

value is used because it is mid-range, and a reasonable vaI-

ue. It also has an optimal path that is good for illustra-

tive purposes as there is a variety in decisions over the

ent i re s]'stem.

Table 10 shows the storage decisions with the dyke cost

at g1.50 and varying crop damages. There are two ways of

considering this evaluation. The damage to barley can be

varied, while leaving the other crops at the sane level, or

barley can be left and the other crops varied. Both of these

vrere carried oul, with the following results.
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TABLE 1 O

Storage Decisions }Iith Variation in Damage Values

Dyke cost g1 .50/m3

Stage

4

5

6
7

I
9

10
11

12
13
14
15
16
17

Note:

B=1

W=1

F='1

À=1

B=1
lrj=.
[=.
A=1

L

B=1
W=0

F=0
A=1

B=1

W=0

F=0
A=0

B=.1 . 5
W=1

F=1
A='1

B=2
W=1

F=1
A=l

B=2
W=1

F=1
A=0

B=2
11=2

F=1
À=0

B=2
ll=2
F=1
A=0'

1

3

1

2

5

1

1

6

1

1

1

1

=
1

1

3

1

2

5
I

1

6
1

1

I

1

4

1

1

4

2

6
4

1

1

6
3

1

5

1

3

1

1

4

2

6
4

I

1

6

3

1

5

1

3

1

1

3

1

,1

5

1

1

6

1

1
,1

1

4

1

1

1

1

1

5

1

1

6

1

1

1

1

4

1

1

1

1

I

5

1

1

6
1

1

1

1

4

1

1

1

1

1

1

1

1

6
1

I

1

1

4
1

1

1

1

1

6
1

1

6
1

1

1

1

4

1

B,W,F,A stand for Barley, Wheat, Flax and Alfalfa respectively.
The number values associated r+ith the crops in this table
represent the amount by which the original damage function
is altered. For instance , B=2 means that Barley is now damaged
twice as much as in the original program design.
For the Àlfalfa values, the last two columns have A=0 and
A=0'. The difference is for A=0, the damage due to flooding
is removed, but the probability of two crops is still reduced,
and for À=0', the reduction of the probability of tvlo crops is
also removed.

To begin with, the damage due to flood duration for bar-

ley is doubled, with the functions for the other three crop

types remaining unchanged. The results of this run are that

for all areas of no flooding, the model chooses to grow bar-
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I.y, but in all areas where flooding occurs, whether in

planned or unplanned flooding, the model chooses wheat.

There is a reduction in total expected net benefit ($620990,

reduced from $624007), which is due to the inrposed greater

losses for barley, as well as the choice of wheat in certain

locations, which has a lower return than barley. The reduc-

tion in expected net benefits will also be a result of re-

duced storage. Stages 5 and 7 are removed completely from

the opiimal path, although at stages 8, 11 and 16, no reduc-

tion occurs. Increasing the damage to barLey reduces the

amount of barley grob¡n, thereby reducing the total benefits,

and decreasing the value of storage in the basin as a whole.

AIso, the increase results in the model choosing to store no

water in some areas because it is now too susceptible to

oamage to grow it i.n a planned flooding area, and the relurn

from wheat or either of the other crops does not pay for the

storage at those locations.

It is expected that there is a trade off being weighed by

the model between growi.ng less of the most valuable crop,

now that it is also the most heavily damaged by flooding'

and growing as much as possible, but protecting it to a

greater extent. At this damage leveJ., it chooses to replace

barley with another crop in the flooding areas.'

To test for the possibility of the trade off between

flood protection and barley reduction, the damage to barley

was increased by 1.5 times its original value, rather than
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doubled. The result of this, as seen in Table 10, is to

store more water (stage 7 returns to being a storage stage)

but the cropping pattern is unchanged. Barley is still only

grown in the non flooded areas. The flood damage to barley

was then varied to find a point where this may change.

Àt a value of '1.35 times the original damage for barley,

the model started choosing to grow wheat in some planned

flooding areas. This occurred at stage '16, and would also

occur at stage 17, if that stage were chosen for storage. Àt

a factor of 1.40, this also ocurred, and to a greater ex-

tent. Stages 12, 14, 15, and 17 would grow wheat if there

were planned storage at these locations. Stage 16 is the

only stage among these to have a planned flooding area. Às

the damage potential is increased toward 1 .5 again ' more

areas are used to grow wheat, Ítith the final result at 1.5

of alt planned and unplanned flooding areas growing wheat.

However, the model never chooses to store more water in or-

der to gain from the added benefits from barley. It is ap-

parent that the return from barJ.ey is not great enough to

offset the expense of water storage, even with the added re-

turn from wheat, whích would be grown in the flooded areas.

In an attempt to force the model to increase storage for

improved benefit, the damage weight for barley was increased

to.1.75. This was not successful. No increase in storage

over the runs with a lower weight placed on damage to barley

was chosen. In fact, less storage is chosen at this IeveI.
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Again, the return from these crops given the average damage

from fLooding is not enough to offset the cost of storage.

As another attempt, the barley damage weight was returned

lo 2, while those of all other crops were reduced to 0. In

this way, it should be more beneficial to siore water be-

cause if a crop other than barley is grown in the planned

flooding areas, ful1 benefits will be realized from these

areas. The run does, in fact, have this effect. Water is

stored at more stages, and increased at most stages which

already have some storage. Ì.?heat i s grown in all planned

and unplanned flooding areas, and at many of the stages

where storage is imposed, no non flooded area remains, so

wheat is grown throughout the stage. FIax and alfalfa are

never chosen, due to their inferior return, and because the

damage due to flooding for these crops is the same as for

wheat during this run ( 0 ) .

Increasing the weight on wheat damage Lo 2, with flax at

1, barley remaining at 2 and alfalfa at 0, resulted in an

increased tendancy toward growing flax in the planned flood-

ing area, although this is never actually chosen in those

stages in which storage is planned. In other words, the way

the model works, ã crop lvill be chosen for each of the three

area types of the stage (planned flooding, unpì.anned flood-

ing, and non flooded), even though lhe area of planned

flooding mây be 0. This would of course be the case if no

storage is planned for the particular stage.
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Comparing this run (column I in Table 10, with the previ-

ous one (colunrn 7) shows a reduction in the total storage

volume (stage I is dropped from the storage ptan). The only

difference between the two evaluations is the weight on

wheat (it is doubled in the second run). when the weight is

1, flax is never chosen for the planned flooding area' and

wheat is grown in aII storage areas. Doubling the weight on

wheat damage results in flax being considered for the

planned flooding area, but not actually chosen. Thus the to-

tal net benefits are reduced, due to increased damage to

wheat in the storage areas, forcing a reduction in the now

unaffordable storage p1an.

In the previous run, although alfalfa is assumed to be

undamaged by flooding, the value of aifalfa incl-udes the

probability of getting two crops per year. By increasing the

probability of getting two crops to 1, the yearJ-y benefits

are increased. The purpose in doing this is to attempt to

force more storage, with the damage weights for all other

crops remaining the same as for the previous run (barley,

wheat = 2, flax = 1). The result, as seen in the final col-

umn of Table 10, is that more water is stored, by storing

the maximum at stage I (an increase from storing none) with

no other changes. Stage I is the cheapest location'for stor-

age since stage 11 is already at the maximum. Alfalfa has

not been chosen at any location to this point, but now that

it is effectively more valuable, and is the only crop with a
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Iocations.0 damage weight, it is chosen for all storage

Flax is no longer considered at any location.

The implication of this result is that a greater return

is derived from alfalfa in its current "flood proof" State

than it costs to store at stage 8, but not at other stages.

Other crops, because their damage values are too great, do

not make the increased storage feasible. This is evident in

the choice of flax at some locations in the previous run,

which vlas removed when the alfalfa damage was reduced.

Keeping the weight on barley damage at 1 and varying the

weights on the other crops has tittle effect on the optimal

path until the weights are reduced to 0. l/lith wheat and tlax

at a weight of 0, and varying alfalfa from 0 to 1, (columns

3 and 4), there is no effect on the optimal path. This is

due to the fact that since alfalfa is not chosen at either

run, no change need occur. Alfalfa, no matter what its dam-

age potential at the current weight level of the other

crops, produces an expected benefit less than that of wheat,

barley or flax, even including their damaqe potentials. In

this run, wheat is grown at all planned and unplanned flood-

ing areas, with barley at all non flooded areas.

}iith alfalfa and barley at a weight of 1, flax and wheat

are increased toward 1. The optimal path is changed and the

storage total is reduced, until at a weight of 0.5, the op-

timal path and total storage volume are the same as for the
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original run at $1"50/m3. Àt this weight level, the value of

wheat, j.ncluding losses due to flooding, is stil-1 lower than

the value of barley, when flooding Iosses are included.

5.3 SUMMARY

From the tests described in this chapter, several conclu-

sions can be made about this model. First, the model will

choose to grow the crop which has the best overall expected

net benefit for the particular location. The storage deci-

sion process is sensitive to crop damage and crop net ben-

efit values. Secondly, the moCel is sensitive to inputs oth-

er than crop values. The storage level decisions appear to

be based on a combination of: the soil quality, the relative

location of the stage in terms of its upstream or downstream

position, the cost of storage as it varies from stage to

stage, and possibly the area flooded by volume of storage

relationships at each stage, and the actual volume of stor-

age itself.
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SUMMARY AND CONCTUSIONS

6.1 SUMMARY

A dynamic programming model has been developed for the

purpose of determining a policy for flood damage mitigation

in a small agricultural watershed, which involves lanc use

decisions in combination I,¡ith limited structural input. The

land use decisions are of two types: 1) a "hydrologic use"

decision, or the optimal locations for water storage and the

volume of storage at those locations, and 2) a crop type de-

cision, determining the best type of crop to grow at each

hydrologic use type at each stage. At each stage, there are

three types of hydrologic use decisions to choose from: 1 )

the planned flooding area, which is the area of storage, if

a decision to store is made, 2) the'unplanned flooding area,

which exists at a stage if the cumulatir¡e storage up to and

including the stage currentiy being evaluated is not suffi-

cient to store the larger floods, oF if there is no planned

flooding, and 3) the non-flooded area, which will exísl if

the combination of previous decisions and the topography at

the stage is such that the largest flood entering the system

will be unable to inundate sone part of the stage. The size

of these areas is a function of the local topography, the

-83-
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and the cumulativevolume of storage decision at the stage,

storage decisions to this Point.

The storage decisions are based on several factors, in-

cluding the soil type at the stage, the cost of storage at

the stage, and the location of the stage in terms of its

relative upstream or downstream position. It also seems to

be based on the area flooded per volume of storage, and the

actual volume of storage itself. However, it is difficult

Lo quantify the effect of these last two parameters. The

predominant factors appear to be the cost of storage at the

stage (dyke volume - storage volume ratios) and the location

of the stage.

The model is sensitive to the cost per dyke volume, which

is constant over the decisicn process, but it is not as sen-

sitive as was anticipated at the beginning of the study,

over the range of values ( $ I . so/m3 to $2. 00/m3 ) considered

to be realistic. Due to the total dyke costs resulting from

the decisions within this range of dyke costs per volume,

(highest is $21564 at $1.80/m3) it was decided that stages 2

and 3, although capable of storing large volumes of water in

channel, would be too costly to include in the decision pro-

cess.

It is suspected that there may be a problem with using

the representative state variable.. In some cases the deci-

sions at a stage are unrealistic based on the important pa-
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rameLers at the stage. Also, investigation of the stage ma-

trix shows that decisions may be very random and show great

variaLion from one state to the next. This problem can be

reduced, and greater precision added to the model by using a

discreLe differential dynamic program. The problem, however,

does not actually occur within the reasonable cost range, so

no acLion was taken to correct it.

The model chooses only barley to grow at any location,

regardLess of its hydrologic use, or the volume decision.

This is due to the high return from barley, even with the

inclusion of the expected damage, being greater than that of

the next best crop, wheat. This may be a result of incorrect

assumptions in the assessment of crop damages, and though

the model was tested under a number of damage conditions,

the actual damage functions, especially for wheat, fIax, and

alfalfa, but also to an extent for barley, are unknown. Tt

is shown, however, that the model will choose to grow the

crop which provides the greatest expected net benefit, and

that the crop decision also has an effect on the storage de-

cision.

6,2 SUGGESTED MODEL IMPROVEMENTS

There are some improvements which can be made to this

modeI. The two problems previousl"y mentioned are among them,

but not al-l of them. Greater precision could be achieved by

making the model a discrete differential dynamic program.
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This would vastly increase the already high memory require-

ment, and the expensive execution time, and this increase

may not warrant the precision improvement. Certainly for

use with the Wilson Creek watershed the improvement would

not be worth the expense, as can be seen by the results in

the range of dyke costs considered reasonable. If the model

can be used more generatly, the improvement may be worth-

while, and perhaps even necessarY.

Another improvement which would also increase the preci-

sion of the model is to use a continuous series for floods

and flood probabilities. In effect it would still be dis-

crete, since for computer application it must be, but the

precision woulcl be much finer than using just five flood

levels. Again, the increased precision may not be worth-

while, given the increased time and memory requirements.

There is also a problem which was not included in this

study at aII, but due to the direction in which operations

research, among other disciplines, is goin9, could be in-

cluded in future models of this sort. The problem is one of

equity. No consideration is given to where the water is

stored in terms of whose land it is on. It is possible, in

fact very like1y given the results of the decision process

in this model, that all or most of the water is stored on

one farmer's land. The particular farmer is losing benefit

from his land by storing water (and perhaps by growing crops

with a lower return) in order to increase benefits down-



stream, which may belong to another farmer. IncIudíng

evolves the model into a multiobjective one, but

creased complication may not greatly affect the

time and memory requirements.

87

equi ty

the in-

computer

6.3 CONCLUSIONS

The model developed in this thesis is capable of deter-

mining the best locations and volumes of water storage, and

the type of crops to grow in each area, in order to have the

maximum expected net benefit from the basin as a whole. The

model choosps to store smalL volumes of water at a number of

locations, rather than a large volume at one location. This

is less expensive, even at the greatest total dyke cost,

than other fLood mitigation projects that have been at'tempt-

ed at Wilson Creek. Assuming that the model input.s are not

too far wrong, given the assumptions which were necessary,

the value of the combination of structural and non-structur-

al flood mitigation methods appear to be greater than the

more costly, purely structural methods.
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Appendix A

EXPECTED DAMAGE FUNCTION

The expected damage function includes two main parts, the

caLculation of damage due Lo a given flood level and the

probability leveJ. assigned to each flood }evel. Both of.

these aspects are discussed in this appendix.

A. '1 FLOOD DAMAGE

Damage for a given flood is based on a duration-damage

function determined by Leyshon and Sheard (1974) and modi-

fied and extended in thi.s study to ínclude other crops.Oth-

er factors of importance are planting dates, area flooded,

soil productivity, and crop value.

4.1.1 Damaqe Due to Duration of Floodinq

Figure 7 shows an extended version of the duration/damage

values for barley in various stages of growth ( Leyshon and

Sheard, 1974), Leyshon and Sheard caiculated damage values

for only 21, 28 and 35 day old plants. The 21 day o1d plant

showed full recovery after flooding and is not shown on the

figure for that reason. The curves for plant ages above 35

days were derived for this study by merely using the differ-

ences at the 4 day flood duration between each 7 day step as

-90-
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exists between the 28 and 35 day pLant values" The other

points of the curves were fit in what seemed the best posi-

tions given the information available. This form of exten-

sion was needed to provide data to demonstrate the function

of the model 
"

For lhe other tv¡o grain crops, wheat and flax, the same

relationship was used as for barley, âs no such information

could be found for these crops. Again, this was done to dem-

onstrate the model. For crop ages of less than 28 days, no

damage direcr,ly attributable to duration of flooding was as-

sessed, according to the Leyshon and Sheard evaluation for

barley. However, a recovery period of approximately 7 days

was required before growth resumed. This is due to delayed

emergence in younger plants, or in recovery in post emergent

plants.

Figure I shows average yield versus seeding dates for

wheat, flax and barLey for the region which includes Wilson

Creek. The information for this figure is from Manitoba De-

partment of lgriculture (1983). it is assumed that deLayed

emergence and the recovery period of the plants younger than

28 days is essentially the same, in terms of reduced yield'

as delayed seeding. Therefore, for the three graín crops'

damage to the younger plants is the indirect damage related

to delayed seeding. The total duration will be the duration

of ftooding plus the 7 day recovery period.
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Figure 7: Variation in Flood Damage Susceptibility tJith
. Stage of Growth for Bar).ey
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For the fourth crop, alfalfa, it was assumed that no dam-

age related directly to duration would occur. For this crop

aIso, some indirect damage was assessed in the folLowing

manner. It is possible to get two crops off the field in a

single growing season. A probability distribution can be de-

veloped fclr this situation. A contributing factor is the

Iength of the growing season. Alfalfa takes 60 days to ma-

ture, or 120 days for two crops. To get tvlo crops within the

defined growing period, the first crop must be started by

May 19. Since the average date of latest killing frost for

this area is May .15, the probability of the crop being un-

derway by May 19 is estimated to be 0.6. Any delay at any

point during the growing season will result in reducing the

probability of two crops. It is also assumed that the same

recovery period established for the grain crops wiIl be use-

able for alfalfa, resulting the delay of crop growth of 7

days plus the duration of inundation.

For alfalfa, the indirect loss due to ftooding duration is:

Loss =

Where:

14401(1608 + dur)

1440 = hours in 60 days

1608 = 1440 hours + hours in 7 days

dur = duration of inundation

Resulting in a total loss of:

Damage = 0.6 * loss * (173.84) + ('l .0 - (0.6 * Ioss) * 86.92 )

Where: 0.5 = probability of two crops

173.84 = value of two crops
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86.92 = value of one crop

For the grain crops, from the average yield vs. seeding date values,

the approximate linear equation for yield by hour of flooding:

Y=-0.001189*dur+4.26
y = -0.001578 * dur + 3"238

y = -0.000964 * dur + 1"67

Where y = yield in tonnes / hectare

These values, translated into loss per

in percentage of crop value is:

L = 0.02:-9107 * (¿u¡ + 168)

L = 0.0487338 * (dur + 168)

L = 0.Aijjj]j * (¿u¡ + 168)

for barley

for wheat

for flax

hour of inundation,

for barley

for wheat

for flax

there is

is equal

the start

It is expected that even a short duration flood will

cause this delay, so the shortest duration of inundation

will result in 1 68 hours of delay and the resulting crop

loss. Minimum crop losses given a flood will be:

Ba r Iey
Wheat
Flax

90

,o

9o

4.69
8.19
9. 69

If a flood occurs early enough in the season,

the possibility of reseeding. The cost of reseeding

to the start up costs. On a per hectare basis,

costs for the crops are:

Barley
Whea t
Flax
Alfalfa

$118.31
$125.33
9117.42
$ 61.75 (est. )
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These values represent a reduction in value of the crop of:

Barley
Wheat
Flax
Alfalfa

42 .1 1e"

53.83e"
56.44e"
71 .04e"

Reseeding would only be undertaken if the losses due to

flooding are greater than these values. This is explicitly

considered in this model. Also, reseeding will be done only

if the damage occurs early enough in the season.

Other than the complications of reseeding and loss due to

delayed emergence, the duration-damage function follows the

curves as seen in the damage susceptibility curve.

The damages for each growth period are shown for barley

in Tab1e 1.1 , for wheat in Tab1e 12, and for flax in Table

tJ"
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Linear Functions Relatin
Sta ge

TABLE 1 1

uration and Damage for Growth
or Barley

gD
sf

Gr owth
Stage
( days )

Flood
Durat i on

( hours )

Func t i on

<0
0-21

t=
l=

l=
t=
t=
t=
f=
l=

I-

t=
t=
Y=
l=
t=
I-

Y*
t=
f=
t=
l=
f=
t=
t=
l=
t=
l=
!=
t-
I-

l=

0.0279107 * (x +

min:0.0279107 *
42,11 if in

0.54167 X

0.25000 x + 14.0
min: 0.23610 X +

42.11 if in
0.43750 X

0.31250 x + 6.0
min: 0.0 1 380 X +

42.11 if in
0.32290 Y,

0.37920 x - 2.7
33. t
0 .21460 x
0.43130 x - 10.4
31.0
0.10420 x
0.51040 x - 19.5
29.5
4 .69
0.57290 x - 27.5
27 .5
4 .69
0.53130 X - 25.5
îtr tr
LJ. J

4.69
0.48960 x - 23.5
1' tr
LJ. J

4.69
0.44790 r, - 21 .5
21.5
s0 .0

168)
(¡ + 168)
period 1 or 2

15.3
period 1 or 2

34 .67
period 1 ot 2

22-28

29-35

36-42

43-49

50-s6

57-63

64 - 70

0-48
49-96

>96

0-48
49-96

>96

0

49

0

49

48
96
96
48
56
96
48
95
96
4B

96
96
48
96
96
48
96
96

0-
49-

0-
49-

U-
49-

U-
49-

71 - 77

77-87 0-48
49-96

>95
>87
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TÀBIE 1 2

Linear Functions Relating Duration and Damage for Growth
Stages for Wheat

Growth
Stage
( days )

Flood
Dura t i on

(hours)

Func t i on

<0
0-21

t=
t=

0.0487338 * (X +

min: 0.0487338 *
168)
(x + 168)
period 1 or 2

22-28

29-35

36-42

43-49

50-55

57-63

64-70

0-48
49-96

>96

0-48
49-96

>96

.23610 x +

3.83 if in
OX
0 X + 6.0
.01380 X +

3.83 i f in

15.3
period 1 or 2

34 ,67
period 1 or 2

Y=0
Y=0
Y=m

Y=0
Y=0
Y=m

53.83 if in
.5416'7 x
.25000 x + 14.0
in: 0

5

.437 5

.3125
in: 0

5

71 - 77

0-48
49-96

>96
0-48

49 - 56
>95

0-48
49-96

>96
0-48

49-96
>96

0-48
49-96

>96
0-48

49-96
>96

0-48
49-96

>96

.32290

.37920
3.7
.21460
.43i 30
1.0
.1 0420
.51040
9.5
.19
.57 290
7.5
.19
.53130

.19

.48960
3.5
.19
.447 90
1.5
0.0

2.7

10.4

19.s

27 .5

25.5

23.5

21 .5

Y=0
Y=0
Y=3
Y=0
Y=0
Y=3
Y=0
Y=0
Y=2
Y=8
Y=0
Y=2
Y=8
Y=0
Y=2
Y=8
Y=0
Y=2
Y=8
Y=0
Y=2
Y=5

¡1

Ã

X
À

X

x

Ä

x

Ã
77-91

>87
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TABLE 1 3

Linear Functions Relating Duration and Damage for Growth
Stages for Flax

Growth
S t.age
( days )

Flood
Dura t i on

( hours )

Func t i on

<0
0-21

J=
t=
l=
J=
t=

l=
l=
!=

0.057707.1 * (x +

min: 0.0577071 *
56.44 if in

0.541 67 X
0.25000 I + 14.0
min: 0.23610 x +

56.44 if in
0.43750 x
0.31250 x + 6.0
min: 0.01380 X +

56.44 if in
0.32290 x
0.37920 x - 2.7
33.7
0.21 460 x
0.43130 x - 10.4
31.0
0.10420 x
0.51040 x - 19.5
29.5
9 .69
0.57290 x - 27.5
a1 ç.

9. 69
0.53130 x - 25.5
25.5
9. 69
0.48960 x - 23.5
23.5
9.69
0.44790 x - 21.5
21 .5
50 .0

168)
(x + 168)
per iod 2

15.3
per iod 2

34 .67
period 2

22 28

29 35

36 42

43 49

50 56

57 63

64 70

71 77

77 91

0-48
49-96

>95

0-48
49-96

>96

0-48
49-96

>96
0-48

49-56
>96

0-48
49-96

>96
0-48

49-96
>96

0-48
49-96

>96
0-48

49-96
>96

0-48
49-96

>96

t=
J=
t=
t=
Y=
l=
l=
t=
t=
t=
t=
l=
l=
l=
l=
J=
t=
I-

J=
I-

l=> 91
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4.1.2 The Joint Probabilitv Matrix (;pt"t)

Due to the variation in damage susceptibility with growth

stage of the crop, a function is developed to determine the

probability of a plant being in a particular stage of

growth. secondly, a probability function is developed to de-

termine the probability of being within a particular time

period as defined for this model. These two must be combined

to form a joint probability function to quantify the prob-

ability of a ptant being at a particular stage of growth

within a certain time period. Combined with this will be the

flood probability leveJs for each time period. Table 14 
'

Table 15, and Table 16 show the joint probability matrices

for barley, wheat and f1ax, respectively.

Each cell of the joinL probability matrix is the prob-

ability of being in a certain stage of growth and in a cer-

Lain time period. The probabilities of being at a particu-

Iar stage of growth were calculated simply by the number of

days in the range out of the total growing Season. For exam-

ple, the probability of being a 0 to 21 day old plant is

21/153 = 0..1 3725, where 153 is the total number of growing

days.
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TÀBLE -14

Joint Probability Matrix for Barley

Growth
Stages
( days )

Time Periods in Growing Season
May 1 to May 19 to Jun 21 to Jul 18 to
May '1 9 ¡un 20 Jul 17 Aug 31

Sept'1 to
Sept 30

<0
0-21
22-28
29-35
36-42
43-49
50- 56
57 -63
64-i 0

71-77
7B-84
85-87

>87

.0285004

.0336563

.0000000

.0000000

.0000000

.0000000

.0000000

.0000000

.0000000

.0000000

.0000000

.0000000

.0000000

.0695387

.097 6823

.03731 04

.0289277

.017 6826

. 0044 563

.0000000

" 0000000
.0000000
.0000000
.0000000
.0000000
.0000000

.0000000

.0000000

.0000000

.0000000

.0004673

.0035342

.0094634

.0182550

.0299091

.0426569

.0457224

.0194075

.1262627

.0000000

. 0059 1 62

. 00844 1 1

.0 1 68238

.027 601 6

.0377 611

. 036288 1

.027 4965

.0158425

.0030947

.0000000

.0000000

.0000000

.0000000

.0000000

.0000000

.0000000

.0000000

.0000000

.0000000

.0000000

.0000000

.0000000

.0000292

.0002003

.207 07 09

TABLE 1 5

Joint Probability Matrix for Wheat

Growth
Stages
( days )

Time Periods in Growing Season
May 1 to uay 19 to Jun 2.1 to Jul '18 to
May 19 Jun 20 Jul 17 Aug 31

Sept 1 to
Sept 30

<0
0-21
22-28
29-35
36-42
43-49
50- s6
57-63
64-7 0
71-77
78 -84
85-91

>91

.0s85358

.04 1 9448

.0000000

.0000000

.0000000

.0000000

.0000000

.0000000

.0000000

.0000000

.0000000

.0000000

.0000000

.039s033

. 081 2'1 08

.0341948
,027 4256
.0 1 91 028
.0092264
.0000000
.0000000
.0000000
.0000000
.0000000
.0000000
.0000000

.0000000

.0140991

.0 1 1 5568

.0 i7 5492

.0235416

.029s340

.0333229

.0263317

.0177 87 0

.0076887

.0000000

.0000000

.0000000

.0000000

.0000000

.0000000

.0007768

.003 1 072

.006991 2

.0124287

.0194198
,027 9646
.0378092
.0438334
.04061 52
.0898s60

.0000000

.0000000

.0000000

.0000000

.0000000

.0000000

.0000000

.0000000

.0000000

.0002536

.001 91 82

.0051364

.217 3334
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TABLE -16

Joint Probability Matrix for Flax

Growth
Stage s
( days )

May .1 to
May 19

Time Per
May 1

Jun

iods in Growing Season
9 to Jun 2.1 to Jul 1 I to
20 Jul 17 Aug 31

Sept 1 to
Sept 30

<0
0-21
22-28
29-35
36-42
43-49
50- 56
57 -63
64-7 0
71-77
78-84
I5-9'1

>91

. 0s1 903 1

.0000000

.0000000

.0000000

.0000000

.0000000

.0000000

.0000000

.0000000

.0000000

.0000000

.0000000

.0000000

. 046 1 360

.0941581

.007 27 94

.0009626

.0000000

.0000000

.00000c0

.0000000

.0000000

.0000000

.0000000

.0000000

.0000000

.0000000

.0430967

.0384121

.0409388

.0322156
,017 3862
. 0CI60 1 60
.000541 4

.0000000

.0000000

.0000000

.0000000

.0000000

.0000000

.0000000

.0000s97

.0038s02

.0'135359

.0283654

.0397356

.0452101

.0457515

.044247 6

" 0370886
.0240339
.051 6504

.0000000

.0000000

.0000000

.0000000

.0000000

.0000000

.0000000

.0000000

.0000000

.0000688

.0086630

.0217 177

.2555393

The end points (the probabilities of not being planted,

and that of being mature) were calculated in a different

manner, as no range is available. The probability of not be-

ing seeded was chosen to be 15 out of 153 days. The average

date of planting is May 16, with 15 days before, by oefini-

tion of the growing season, and about'15 days after, depend-

ing on the crop. The probability of being a nature crop vlas

determined by subtracting the sum of the probabilities of

all other growth stages from 1.0, as the total sum must

equal '1 .0.
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A.1.3 Combination of JPM with the Damaqe Functions

The damage functions and the JPM are combined by multi-

plying the corresponding JPM ceJ-1 and damage function for

each growth stage. The values are summed over all growth

stages to arrive at a value for damage given a flood of

known duration. The damage value must be subtracted frcm

'100e" t,o transpose it into a value of percent of crop remain-

ing. By doing this the problem has been changed from one of

expected damage to one of expected benefit.

A.2 CALCUTAT]ON OF EXPECTED NET BENEF]TS

The percent of crop remaining is the value represented by

the DUR (x) * DDF (c) calculation from Equation 9. The re-

maining percentage for each crop is then multipJ-ied by the

corresponding crop value (see Appendix D), the soil factor

(s¡'), and the area of inundation (eRn¡), which is calculated

with the duration values (see Àppendices B and C).

If the net benefit values currently being calculated are

for the pJ.anned flooding area, the total area has been di-

vided into four units of equal flood volume. Each of these

represents a specific area of inundation, and a duration.

The damage values for the four areas are summed at thís

point to give a total area va1ue. If the area unCer calcula-

tion is the unplanned flooding area, there is only the sin-

gle area and duration, and thus one damage value. Any re-



maining area vlithin the stage

therefore subject to no damage,

efit calculation.
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is area not flooded, and

but is part of the net ben-

The net benefits for each of the three areas are deter-

mined for each of the four crop types, and the value for the

crop which returns the maximum benefit for each area type is

stored for calculation of expected net benefits.

A.2.1 Combination I^Ii rh Probabilitv Levels

The net benefit values calculated to this point are then

multiplied with the probability bands for each time period,

and summed over all six probabitity levels for rhe flood

Ievel currently being assessed. The enti.re procedure is re-

peated, as described above, for each flood l-evel, and summed

over a1l six probability levels which represent the flood

magnitude spectrum. The cost of storage for the policy deci-

sion (volume of storage) at the particular stage, state, and

decision currently under assessment, is then subtracted from

this vaIue, finally resulting in the expected net benefit

value. Details of the storage cost are in Àppendix F.



Appendix B

DETERMINATION OF HYDROGRAPHS

Five storm hydrographs were used to be representative of the

entire flood magnitude spectrum. The decision to use five

hydrographs was somewhat arbitrary. The number had to be

large enough to be reasonably representative of the spec-

trum, while being small enough to keep the computational ef-

forts to a minimum.

I t was dec ided, arbi trar i 1y, to use the 5, 1 0 , 20 , 40 ,

and 50 year return period peak flow values to cover the re-

quired range. The peak fl-ow val-ues were derived from the

frequency analysis for annual peaks (see Appendix F).

8.1 HYDROGRÀPH SYNTHEST S

To derive hydrographs with the determined peak sizes, âD

average time to peak and total time base value for each peak

flow had to be calculated. To do this, all peak flow values,

starting flow vaJ-ues, the time to peak, time of recession of

the flow, and the final flow value were taken from the flow

rec ords .

Table 17 shows the peak fIow, time

limb duration, and the total time for

creek on record.

lo peak, recession

all floods on the

105 -



TABTE 1 7

Historical Storm Hydrographs From Wilson' Creek

Pea k
Flow

(mrls )

Recess on
Limb

(hrs)

106

Tota l
'1'1me

(hrs)

Da te

JUNE
JUNE
MÀY 5

SEPT
Àuc 6, 1966
JUNE 26, 1969
JUNE 28, 1969
COMB. OF JUNE
26, 28 1969
MAY 2 , 1970
JUNE 5, 1971
MAY 10,1974
AUG 24 , 1975
SEPT ',l I , 197 5
JULY '1.1 , 1977
MAY 14, 1979
AUG 4, 1980
AUG 20, 1 980

TÍme to
Pea k
(hrs)

18
124

26
25

5

25
11

19
4

I

,

0

'l

3

,
,1

1 963
, '1963

1 965
, 1965

6. 90
7.17
3.68
l)q
3.26
19.80
10.42

11

2

10
i2

+

18
14

43
2

35
30
28
44
34

54
4

45
+¿
32
62
48

1 9.8
8.39
21 .70
8.15
8.17
44.75
1 5.4
10.4
4.93
6.11

92
95
47

101
24

101
28
70
12
18

110
219

73
126

29
126

39
89
16
26

Note: The storms of June 26 and June 28 , 1969 appear in the
flow records to be separate, unrelated storms. They are'
however, difficult to separate, and so are studied from
seperate, as well as a combined point of view.

2) Thè storm of May 2, 1970 is such an unusual case, that it
v¡as considered án outlier and excluded from the regression
analysis used to determine the relationship between peak
flow and the time values.

Using these data, an attempt was made (Graham, personal

communication) to establish a relationship between peak flow

and time to peak and total time. A regression analysis was

used with peak flow as the independent variable. The R2 val-

ue in each case Ìtas poor ( 0.36 for time to peak, and 0.51

for total time ), but the resulting prediction equations

were used to derive the hydrographs, for lack of a better
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method. Table 18 shows the time to peak, recession limb

time, and total time for the five synthetic hydrographs used

in the analysis. The peak flows were determined from the an-

nual peak frequency analysis (see Appendix F).

TABLE -18

Hydrograph Peak Flow and Time Base Values

Peak Flow
(m3/s )

Time to Peak
(hrs)

Total Time
(hrs)

Rec ess onT lme
(hrs)

10.
20.

10
12
16
19
22

34
41

52
61

^)

29
36
42
48

3 +

32.
¿q

55.

0

0

0

0

Prediction EquatÍons:
Time to peak = (peak flow * 0.281658) + 6.521421
Total time = (peak flow * 1.313545) + 20.9',I9059
Recession time = Total time - Time to peak

Note: Tab1ed values are rounded off.

Figure 9 shows the five hydrographs used in the model evalu-

ations.
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Figure 9: Hydrographs Used in Model Evaluation
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Figure 9 cont inued
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8,2 THE ROUTING PROCEDURE

Figure 10 shows a simple plan view schematic of a stage,

including a potential storage area. Às a hydrograph enters

the stage, its shape is dictated by the cumulative effect of

lhe storage decisions upstream. The new hydrograph shape as

it leaves the stage (ie. the outflow hydrograph) will be de-

termined by the storage decision at this stage.

Until a decision to store some water is made, the hydro-

graph retains its original shape. Figure 11 shows this as

the first of four hydrograph shapes which the routine must

evaluate.

In order to facilitate storage at a stage, the stream is

restricted by a simple control device which allows only the

channel capacity to flow through. A dyke perpendicular to

the Stream creates the downstream end of the reservoir. In

the storage locations, as the hydrograph begins to rise, the

outflow hydrograph from the stage will be the same as inflow

until channel capacity is reached. Once this point is

passed, flow through the channel is restricted and water is

stored behind the dyke. The outflow hydrograph stays con-

stant at channel capacity. When the storage area is filled

to capacity, water will spill over the dyke and into the

next stage, adding to the channel capacity flow as input to

the next stage. Depending on the size of the flow in rela-
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Figure 10: Stage Schemalic PIan View
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F i gure .l 
1 : Hydrograph Shape 1

tion to the size of the reservoir, three other outflow

shapes are possible. Figure 13 shows the first of these.

The first shape results from the reservoir filling before

the peak is reached. Note on Figure 12 that the aclual peak

fLow is not reduced if this occurs. However, since water is

stored, peak reduction rrill be easier downstream, so a ben-

efit is realized.

The second shape, Figure 13,

fills after the peak has passed,

water is stored. This does result

occurs when the reservoir

but before all the flood

in a peak reduction.
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Figure 122 Hydrograph Shape 2

S t orage
volume

___l
due

Bankfull
value

Bankfull
value

Figure 13: Hydrograph Shape 3

Exlension to storage

Extension due to storage

S torage
volume

_J

The final shape is left when the reservoir holds the
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whol.e of the remaining voJ.ume of water" See Figure 14.

Figure 14: Hydrograph Shape 4

Extension due
to storage

Bankfull
value

Reduction of the fLow results in an increase in the time

base of the hydrograph. Once the inflow is back to channel

capacity, the outflow wiII remain at the outflow channel ca-

pacity until the reservoir is empty.Only then will the flow

decline from bankfull. The volume (area under the curve) of

the extension is equal to the volume of storage by defini-

tion.

The areas of the hydrograph which represents the storage

volume, and the resulting hydrograph extension' are divided

into 4 sub areas of equal volume, to more accurately deter-



mine the areas flooded, and

those areas. Figure 15 shows

durations.
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the durations of flooding on

these divisions and result ing

Figure 15: Hydrograph Divisions for Duration Calculation

Duration 1

Duration 2

Duration 3

Duration 4

S t orage
Vo I ume

Extensron
due to

st orageBankfull
vaLue

Each of the four equal volume divisions also represent 4

divisions of the area flooded, each with a duration calcu-

Iated from these divisions. The area closest to the channel

(aivision 1) wiLL be the first to flood and the Iast to

drain, thus having the longest duration of flooding. The

area iarthest from the channel will flood last and drain

34
f

I

I

12

I

t)
l' _l

4I
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first, giving it the shortest duration of flooding" The du-

rations are calculated from t.he distances from the centroids

of each division in the main part of the hydrograph to the

centroids of their respective corresponding divisions in the

hydrograph extension.

The top line of the hydrograph extension also represents

the channel capacity at that stage. 0n the outflow hydro-

graph, channel capacity is maintained until the flood water

is completely drained. The area under the recession limb of

the extension is therefore not part of the volume of stor-

â9ê, as no flooding is occuring past the start of the reces-

sion linb.



Àppendix C

STÀGE DESCRIPTIONS

Àppendix C describes the calculations for determining the

physical characteristics of the stages. Inciuded are calcu-

lations of the area flooded per volume of storage' area

flooded by volume of the unplanned fLooding area' channel

capacity, and any other aspect peculiar to the stage.

C.1 GENERAL DESCRIPTION OF THE STAGES

Tabie 19 shows the general physical descriptions of the

stages.

The areal extents of the stages were determined by Goul-

ler and Morgan (1983). Stages 7 through 17 approximate a

quarter section and define an area which includes the flood

plain. The other stages vary in size due to the physical na-

ture of the specific stage or due to restrictions placed on

them by the design of the system.

117 -
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TÀBLE 1 9

Physical Descriptions of Stages

Stage SÍze

(hect. )

Channel
Capac i ty

(m3/sec )

St ora ge
Max imum

(m3 )

Soil Type

1

2
.)
J

4

5

6
7

I
9

10
11

12

1 200
248.90
237.75
101.36
122.50
83.89
81 .67
81 ,67
81 .67
81 .67
81 .67
81 .67
81.67
B1 .67
81 .67
81.67
81 .67
97 .68

*
4491 .
2899 

"
10.7

0.0
239250.
88150.
40000.

1 1 7800.
60000.

175175.
345950.
206790.

91 200.
1 03845.
560000.
548000.
121900.
27 6000 .
529000.
437000.

*

1

7

6
6
c

*
G

c
E

c
c
c
c
c
D

E

E

E

E
E

F

F
F

7

7

0

0

0

U

0

0

.76

.'7 6

.76

.76

3

4

5

6

10.76
10.76
10.76
10.76
10.76
10.76
10.76
tu. /b

tt
18

( * = no value calculated as none IS required )

C.1.1 Channel Capacity Calculations

Cross sectional areas vJere calculated using cross sec-

tions from Manitoba Department of Natural Resources' Water

Resources Branch, for several locations along the creek.

Since most of the length of the creek is an unnatural chan-

nel, that part of it was expected to be fairly homogeneous

in terms of its cross sectional area and sì.ope. Two cross

sections for this part of the channel (at stage 4 and siage

10) were calculated, and the channel capacity determined.

The two channel capacity values were virtually identical.



119

the channel capacityThe value of

for stages 4

10.76 m3/sec was used as

through 18 inclusive.

For the section of the creek that is natural, homogeneity

was not assumed, and channel capacities for both stages 2

and 3 were calculated. These values were substantially larg-

er than the channel capacity of the creek downstream, and in

fact are also larger than the largest flow on record. The

capacity of stage 2 is 4491.2 m3 and the capacity of stage

is 2899.7 m3. The calculations for channel capacity are 9iv-

en below. Figure 16 shows the cross sections for stages 2,

3, 4, and 1 0.

Channel Capacity Calculations

Using Manning' s Equation:

Q = 1.A9/n * Ro'66 * So'5 * À

= channel capacity in cfs
= a roughness coefficient
= the hydraulic radius
= A / P (P = wetted perimeter)
= slope
= crois sectional area in ftz

Stage 2:

Where: Q

n
R

s
A

slope =.0162
cross sectional area = 4405
P = 250 ft
R = 4405 / ZSO = 17.62

Stage 3:
slope = 0.01 54
cross sectional area = 930
P = 100 ft
R = 930 / 100 =.o3
using an 'n' value of 0.035

Q = 1,49 / 0.035 * 930'66 *

using an 'n' value of: 0.035

Q = 1.49 i 0.035 * 1'1 .620'6e x 0.01620 's * 4405.
= 158583.05 f.t3/sec
= 4491.2 m3

f.t2

ft2

0.01540' 5 't 930
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102387 f.t3 /see
2899.66 ms/sec

Stage 4

slope = 0"021'1
cross sectional area =

P = 44 tt
R = 53.75 / 44 = 1.22
using an 'n' value of

53.75 fr2

0.035

1.220'66 * 0.02110'5 'k 53.75arY

Stage '10:

a

= 1.49
-- 379.9
= 10.76

0.035 *
t 3 /sec
t /sec

f.

m

slope
c ross
P=36
R = 85
using

= 0.0033
sectional area = 85 fr2

/ z6 = 2.361
an 'n' value of 0.035

= '1 .49 / 0.025 *
= 371.28 f.t3/sec
= 1 0.52 n3 /sec

2.3610'66 * 0.00330'5 * 85
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Pigure 16: ChanneL Cross Sections
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C.2 STORAGE VOLUME ÀND AREA FTOODED RELATIONSH]PS

Cross sections and profiles for the entire stage area at

each stage vrere developed from topographic maps and aerial

photos. From theSe, a maximum Storage volume vlas calculated

based on the topographical features of the stage. In many

cases, the timiting factor is a maximum height restriction,

i.mposed by the dyke parallel to the channel on the north

side.

From the stage cross sections, varying elevation (depth

of flooding) values are chosen, with the upper boundary de-

termined from topographical features, and the lower boundary

being zero. A series of corresponding storage volumes are

calculated using the depth of flooding values, the cross

sections, and the .profiles. Flooded areas are calculated in

a similar manner. A series of linear relationships is devel-

oped between area flooded and storage volume for each stage.

These relationships are used to determine area flooded for a

particular storage decision, as well as for the area of un-

planned flooding. Figure 17 shows a sample cross section and

profile from which the maximum flooding depth and the area

flooded - storage volume relationships are derived. Table 20

shows the derived depths of fl-ooding, including the maximum

depth, the area flooded, and the corresponding storage vol-

umes.
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Figure 172 Sample Cross Section and Profile
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TABLE 20

Area Flooded - Storage VoIume Relationships

i^¡ drh
(m)

Cross
-sect

(m2 )

124

Area
f Iooded

(m2 )

St ora ge
VoIume

(m3 )

Length
(m)

-TõO
70
30

Sta ge EIeva t on
(m)

3 328.

325.0

6

Depth
(avg )

(m)

2 34
34
34
34
33

660
530
370
200
120

825
530
296
100

48

239250
127 200

6660 0
24000
12000

410
310
210
140
120

)a
JL

32
32

215
170
100

70
40

410
225

77
65
24

88'1 50
52700
21000

9800
4800

881 50
38208

7650
4550

960

2.9
2.0
1.0
0.0
9.5

7.0
6.0
5.5

290
240
180
120
100

191400
127200
53280
'12000

4800

1É

2.4
1.6
1.0
0.8

2.0
1.45
0.9
0.65
0.4

0

85
6

4

1

U.
0.
0.
0.

1.1
0.9
0.6
0.4

1.1
t.u
0.5
0.4
0.1

0.6
0.4
0.1

4

L

31

31

31

500
360
200

400
63
25

40000
4410
750

7.0
6.5
6.0

t.b
0.35
0.25

s0000
25200

6000

315.8
315.s
315.0
Jt4.þ
314.0

760
640
450
260

70

IJJ

108
57
26

2

1 1 7800
69120
25650

67 60
158

310
?q6
190
130

45

23 s600
1 63200
I 5500
33800

3150

1.0
u.l
0.5
0.2

312.6
312.0
311.5
311.0

9.0
8.5
8.0
7.5

7.
6.
6.

500
350
230
100

240
170
120

70

120
60
30

7

60000
20825

6900
700

1 20000
59500
27 600

7000

'l - 3To.B
310.s
310.0
309.5

I 309.

650
520
350
200

490
380
260
140

3'18500
1 97600
91000
28000

2't 0
171

78
28

175 1'7 5

88920
27300

5600

-6æ0oo
502500
258500

9s700
1 3200

30
30
30
30

850
750
350
330
120

740
670
470
290
110

407
335
141

58
6

34 5950
251250
77550
19140

660

9 1 130
630
250

-BBs3oo-
239400

37500

206790
47880

1 875
5

0

30
30
30

610
380
1s0

339
126

13
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2967 00
28 1 600
251 000

84350

1 1 20000
1 045000

s29300
224200

560000
47 0250
1 s8790

37400

0 30
30
30

4.8
4.5
4.25

4

-256-
1 

'1s0

256
251
241

-îo¡o -11;¡ - 1.0 --t6o

1 000 ft70 -0 .8 548
700 0.6 345
420 0.4 134
120 0.1 11

320
210
'140

640
440

285
128
113

364800
'134400

61 600

91 200
26880
1 8480

0.5
0.4
0.3

0.7
0.6
0.4
0.1

0.4
0.3
0.2
u. I

0.8
0.5
0.3
0.1

0.8
0.5
0.3

0.8
0.7
0.5
0.2

-T1--

12

1?
IJ

14

303.
303.
303.
303 "

1100
1 000

350

403
330
200

18

103845
84480
50200

4218

6

5

3

0

30
30
30
30

950
670
440

1100
790
510

0.9
0.6
0.4

495
237
1A2

2"2
2"0
1.5
1.0

301 .0
300.5
300.0
299.5

1 150
670
210

548000
24 1 500

56280
1260

1 370d00
805000
2B 1 400

25200

29
29
29
29

530
420
260
15C

230
141

59
19

121900
59220
1 5340
2850

9.2
9.0
8.75
8.6

1150
940
590
380

1 150
670
255

80

1 150
850
490

-6095oo

394800
1 s3400

s7000

t5 2 98.

16 2 96. 460
215

74

-ãqoooo

28 1 400
58650
4000

Iffi-
7'1 3800
225400

529000
1 784 50

33810

297 .
297 .
296.

600
420
230

50

460
168

38
2

275000
70350

8798
100

0

5

0

5

296.
296.

1 150
830
460

9
J

U

17 1'150
1 040

650
300

460
364
'163

30

295.'l
295.5
295.0
294.5

9s0
850
540
220

092500
884000
351 000

66000

437000
309400

87750
6500

-Td- 29s. 0 1 150 --il6-- 16o
0.7 364
0.5 163
0.2 30

294 .7 5

294.25
294.0

950
850
540
220

1 040
650
300

437000
309400

877 50
660 0

1 092500
884000
3s1 000

66000
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The above values provided the basis for a set of linear

equations for each stage relating area flooded and storage

volume, and area flooded in the unplanned flooding area. Ta-

ble 21 Iists these equations.
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TABLE 21

Linear EquaLions for Area - Vo1ume Relationships

Stage Storage VoIume Range Equat ron

2 < - 4900
4800 - 1 2000

1 2000 - 53280
53280 - 127200

127200 - 239250

Àr ea
Area
Àrea
Area
Area

= \,7

= \,f

=$
= \,7

= \,I

*0
*0
*'l
*Q
*0

ol
o1
o1
o1
OT

.03s

.014167 + 100.0

.0319767 + 1 1616.3

.8198051 + 22920.8

.5729585 + 54319.7

J <-960
960 - 4550

4550 - 7650
7650 - 38208

38208 - 88150

Àrea =

Àrea =
Area =
Area =

Area =

Vol
Vol
Vol
Vol
Vol

* 5.00
* 1.3927576 + 3463.0
* 3.6129032 - 6638.i
¿, 1.0373715 - 13064.1
* 0.7098233 + 25579.1

= Vol
= Vol
= Vol-

4 < - 750
750 - 4410

4410 - 40000

Àr ea
Àrea
Area

* 8.00* 5.245901
ì, 0.696824

06s.6
2127 .0

6+2
9+2

Vol
VoI
Vol
Vol
Voì

Vol
VoI
Vol-

6

< - 158
'158 - 6760

6760 - 25650
25650 - 69120
69120 - 117800

* 19.94
* 4.642532
* 2 .7 36897
t 1.781439
* 1.487263

Area =
Area =
Area =
Àrea =

Area =

5+
8+
6+
7+

241 6 .48
1 5298 .6
39652.2
60400.3

700 - 6900
6900 - 20825

20825 - 60000

Area =

Area =
Area =
Àrea = Vol

't 
.1 0.0* 3.322580* 2.290843* 1 .544352

467 4.2
1li93.2
27 338 .9

0
6+
8+
2+

7 < - 5600
5600 - 27300

27300 - 88920
88920 - 175175

Area = Vo
Area = Vo
Area = Vo
Area = Vo

5.0
2.9032258 + 1114
1.7299578 + 4377
1 .401 6578 + '7296

1.9
2.2
4.6

1*
1*
I*
1*

a <-660
660 - 19140

19140 - 77550
77550 - 251250

251250 - 345950

Area =
Area =

Area =

Area =

Area =

* 20.0
* 4.464285
x 2 .7 87193
t, 1 ,404720
* 1 .335797

0253.
2353.
49564
6688 1

Vol
Vol
VoI
Vol
Vol

6

1

.0

.0

7+1
9+4
7 +1
2+1

9 < - 1875
1875 - 47880

47880 - 97500
97500 - 206790

Àre
Are
Are
Are

+ 2927
+ 9408
+ 1229

1.3
1.0
88 .0

a-

a=
a=
a=

Vol
Vol
VoI
Vol

* 20.0
* 4.3886534
* 3.0350665
* 2.7385854

10 < - 18480
18480 - 26880
26880 - 91200

Àrea=Vol*3
Àrea=Vol*8
Area=VoL*3

.33

.6666667 - 9856

.5820895 + 381'1
0.0
3.4
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Table 21 continued

11 <-4 Area =
Àrea =
Area =
Area =

.997
3.624244
0.892648
0.779757

Vo1
Vol
Vo1
Vol

*
*
*
*

4218 - 50200
50200 - 84480
84480 - 10384s

2+
7+
2+

69063.0
206189.0
215726.1

12

13

< * .1970

1870 - 44880
44880 - 1 58790

1 58790 - 470250
470250 - 560000

Àrea =
Àrea =
Area =
Area =
Area =

"67 667 4
.655750
.835654

0.0
.347826 + 29269

0427
6638
5203

Àrea=Vol*20.0
Area = Vol * 4.654885 + 19332.8
Area = Vol * 2.8269085 + 122301.6
Area = Vol * '1 .8433931 + 359820 ' 6

Vo1
Vo1
Vol
Vol
VoI

2

4

2

1

0

*
*
*
*
*

6

0.9
3.5
3.5

5+1
3+2
5+6

26
1260 - 56280

56280 - 241500
241s00 - 548000

VoI
Vol
Vol
Vol

4 < - 2950
28 50 - 'l 5340

1 5340 - 59220
59220 - 121900

Area =
Area =

Àrea =
Area =

* 20.0
t j.7181745 + 3500
* 5.501 3673 + 6900
* 3.425335 + 19195

3,2
9.0
1.7

15 < _ 100
100 - 8798

8798 - 70350
70350 - 276000

Àrea =
Area =
Area =

Area =

* 40.0
* 6.283053
* 3.618891
* 1.986870

3371 .7
26811.0
141623.7

Vol
Vol
Vol
Vol

5+
3+
B+

16 < - 33810
3381 0 - '1 784 50

1784s0 - 529000

Àrea = Vo
Area = Vo
Area = Vo

6.666666
3.376659
1.736414

7

2+
¿+

1*
1*
l*

1 1 1235 .2
403936.9

tt < - 6600
6600 - 87750

87750 - 309400
309400 - 437000

Àrea = Vol
Area = VoI
Area = Vol
Area = Vol

* 10.0
* 3.5120147 + 42820.7
* 2.404692 + 139988.3
* 1.6340125 + 378436.6

18 < - 6600
6600 - 87750

87750 - 309400
309400 - 437000

Area =

Area =
Àrea =
Àrea =

Vol
Vol
Vol
Vol

* 10.0
* 3.5120141 + 42820.7
* 2.404692 + 139988.3
* 1.6340125 + 378436.6
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C.3 STORAGE DECISION TEVELS

Using Lhe available storage capacity range (zero to stor-

age maximum) six storage levels, which are the potential

storage decisions, were calculated simpLy by dividing the

range into five and rounding the values to the nearest thou-

sand. The decision of no storage makes up the sixth poten-

tial decision. Table 22 shows these values.

TABLE 22

Storage Levels AvaiIabIe for Decision Variables

Stage Storage Levels m

tla

5

6
7

I
9

10
11

12
1)
IJ

14

15
tb
11tt
18

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

8000
25000
1 2000
35000
70000
40000
1 8000
20000
1 1 2000
1 1 0000
2s000
55000
1 1 0000
87000

0

1 6000
50000
24000
70000
1 40000
80000
36000
40000
224000
220000
50000
1 1 0000
220000
174000

0

4

75000
36000
1 05000
210000
120000
54000
60000
336000
330000
75000
1 65000
330000
26 1 000

0

320û0
1 00000
48000
1 40000
280000
1 60000
7 2000
80000
448000
440000
1 00000
220000
440000
348000

0

4000
1 1 7800
60000
175275
345950
206790
91 200
1 03845
560000
s48000
121900
1 76000
529000
437000

0

At stage 11, the dyke configuration and the storage area

is somewhat different from the other stages. This is due to

the Canadian National Railway mainline meeting Highway 5 at

stage 11, creating a set of barriers capable of holding wa-

ter for the duration necessary for the types of floods on

this creek.



Àppendix D

CROP VATUES

Àppendix D includes information pertaining to crop values

including crop types, crop returns, production costs, and

ef fects of soi 1 type di f ferences.

D. 
-1 

CROP TYPES

Based on soil type, drainage qualities and climatological

information, Manitoba Department of Àgricuiture (1983) clas-

sifies the agricultural regions of Manitoba by their Agri.-

cultural Capability Class. Based on class type, a variety of

crops are recommended for farming in each region. The crops

recommended for the area which includes wilson Creek are

wheat, feed grains, oil seeds, Iegumes and grasses. From

these, wheat, barley, flax and alfalfa were chosen. To some

extent the choices rvere arbitrary, but barley was chosen be-

cause some information on damage variation due to duration

of flooding variation was available. Otherwise, the crops

are common in the region and are representative of the sug-

gested crop types.

'130 -
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D.'1 .1 Crop Va1ues

From crop value information from Manitoba Department of

Agriculture (1983) and university of Manitoba (1983), crop

returns were determined using average yield, start-up costs

and crop prices. Table 23 shows average yields for wheat,

barley and flax in kg/acre for fallow and stubble fields.

TABLE 23

Average Crop Yields

Crop Yield
FalLow

(kglacre)
Stubble

whea t
ba r ley
f lax

675
849
325

805
869
721

Àssuming the practice of 1 fallow year in 4, the average

yield over a 10 year period (including 2 falLow and I stub-

b1e years) is listed in Table 24. Crop prices in $ per

tonne, from Canadian Grain Commission (1983) are listed in

Tabte 25. From Tables 24 and 25, the gross returns per hec-

tare for each crop are calcuiated. These are listed in Table

26.



Crop

TÀBLE 24

Average Crop Yields Over 10 Years

Yield
kg/acre tonnes/hec t

132

(average yield)

whea t
barley
f Iax
alfalfa

708
898
345

1.747
2.218
0 .852
4 .950 *

TABTE 25

Crop Prices

Crop Pr ice ( $r/tonne )

whea t
barley
f lax
alfalfa

205.00
1 80.00
382.00
30.04

TABTE 26

Gross Returns

Crop Gross Returns ($1983)
( g/hect )

whea t
barley
f lax
alfalfa

3s8.14
399.24
325.46
1 48 .67

From the gross returns, the Start costs are removed.
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Start costs for a ten year average period are taken from

University of Manitoba (1983). They include machinery costs

(1 1c" depreciation), costs of fuel and oi1, seed, fertilizers

and expenses during fallovr years. Table 27 shows the start

costs.

TÀBIE 27

Start Costs

Crop Start Costs ( $1 983
Fallow Stubble

/acr e)

whea t
bariey
f lax

46.5
4s.3
46.5

51.8
48.6
47 .8

Table 28 shows the start costs for average over 10 years,

and converted to $/hect. these values are then removed from

the gross values, as listed in Table 29.



134

TÀBLE 28

Start Costs

Crop $/aere $/hec t

wheat
barley
flax
alfalfa

50.74
4'7 .90
47 .54
25.00

12s.33
118.31
117.42

61 .75

*note: alfalfa is an assumed value based on the reduced use of seed
in this perennial.

TABLE 29

Net Crop Returns

Crop Gross Return Start Costs
(grihect) ($rihect)

Net Returns
( g/hec t )

whea t
barley
f lax
alfalfa

358.14
399.24
325.46
1 48 .67

125.33
118.31
117.42

61 .75

232.81
280.93
208.04

86.92

*note:,alfalfa value based on assumed values,
in the season. Increased values due to
are considered within the model.

for one cutting
two cultings

D.2 REDUCTioN iN VALUE DUE TO SOII OUÀLITY

The above crop values are averages for southern Manitoba.

There is also some reduction in value due to poor soiL qual-

ity. Soil types, as detailed for each stage in Appendix C,

are derived from Manitoba Crop Insurance Corporation (1980),

as are the relative productivities for each type. Table 30



shoþrs Lhe variation in yield (in

in the region around Wilson Creek

coverage.
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kg/acre) for the soil tyPes

for various levels of seed

TABLE 3O

Yield Variation Due to SoiJ. ?YPe

Soil Type Cove r a ge
6jeo

wb
50eo 7 jeo

wbf f. wbt

809
c09
009
809
F09
c09
H09
i09
J09

368
362
347
333
315
308
263
254
113

362
362
347
327
305
305
281
254
182

148
144
142
125
121
108

99
78
44

441
435
416
400
378
370
316
305
'136

435
435
416
392
366
356
33'l
305
218

178
173
170
'150

145
130
119

94
53

508
508
485
457
427
+¿t
393
356
254

208
202
198
ti 5

169
152
139
110

62

514
s08
485
467
441
432
369
356
159

* w= wheat b= barley f= flax

Regardless of the coverage option, the relative differ-

ences between yields from one soil quality to another is the

same. This relationship exists for all three crops. Using

these values, the assumption is nade that since soil r'ype

809 is of the best quality, it represents a 100p" yield. The

remaining soil types are then some value less than 100e" and

can be represented by a value of less than 1.0 to facilitate

a reduction in crop net returns by muttiplying the soil in-

dex by the crop net return. The soil quality types vary with

the stages, and therefore the actual calculation for reduc-
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Lion in net returns due to soil quality is carried out as

the net benefit calculations are performed at each stage.

See Appendix A for these calculations. The yield variations

with soil quality types are shown in Table 31.

TABTE 31

Soil Zone YieId Variations

S o1 l Crop

Wheat Barley
(2" of max imum )

F lax

B09
c09
009
809
F09
c09

100
99
94
91

86
84

100
100

95
90
84
84

100
9''l
95
84
81
73

No data r+as available from which to determine a relation-

ship between soil type and reduction in yield for alfalfa.

Therefore, it is assumed that there is no variation in aI-

falfa yieJ.ds due to soil type differences.



Appendix E

DYKE CATCULATIONS

Figure.l8 shows the dyke dimensions used in this thesis.

The shape and cross secLional dimensions were assumed so

that a dyke volume value could be determined, in order to

establish dyke costs. The dyke costs are also used as stor-

age costs.

The dyke is designed to be 3m in width at the top, with a

side slope length of three times the dyke height. A free-

board value of 0.5m is used. When a storage decision is

made, the required height and area of the storage area is

calculated from cross sections of the stages, as detailed in

Appendix C. The length of dyke required, and the height re-

quireo are therefore known. The dyke design then allows for

the calculation of total dyke volume, based on the required

height and length and the average cross sectional area of

the dyke.

Since the dyke is perpendicular to the flow, the dyke

length is related to the required width of the cross section

of the stage as determined in Appendix C. A series of dyke

heights is calculated from a range of possible water eleva-

tions between the minimum (zero) and the maximum water stor-

age elevation for each stage. From these, linear equations

- 137
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Figure 1B: Dyke Design

3X

x = Average dyke height + freeboard

X

3X
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relating storage volumes and dyke volumes are determined.

The dyke volumes are used to calculate dyke costs, which are

used for the storage cost values. Table 32 lists the eleva-

tions from which the dyke heights are determined, and the

corresponding storage volumes used for calculating dyke vol-

umes.

The values for the dyke volume and storage volume rela-

tionships were used to calculate linear equations for dyke

volume - storage volume calculations. From these, values for

requi.red dyke volumes for each potential storage decision at

each stage were determined. Table 33 iists the dyke vqlumes

by storage dec i s i on .

The cost per volume for the dykes rras not given a specif-

ic value. It is expected that dyke costs will range between

$1.50 and $2.00 per m3, which is used in the analysis. Dyke

costs are also expected to be a major factor in the decision

process. Therefore the per volume value of the dyke must be

variable in order to test some aspects of the model, as de-

scribed in Chapter 5.



Stage EIeva t i on
(m)

Dyke
Cross
Sec t

(mz )

St ora ge
Volume

(m3 )

140

Dyke
Volume

(m3 )

TABLE 32

Dyke VoIume - Storage Volume Relationships

Dy ke
}.¡idrh

(m)

Dyke
Heig

(m)
hr

660 --2.00
2 34

34
34
34
33

530
370
200
120

1.60
1.10
0. s0
0.40

11880
661 4
1247
270
168

2.20
1"80
1 .30
0.90
0.65

32
32
32
32

410
310
210
140
120

21 .12
15.12
8.97
5.13

881 s0
38208

7 650
4550

950

4687
'1884

718
386

2.9
2.0
1.0
0.0
9.5

18.00
12.48
6. 93
2.25
1 .68

239250
127 200

53280
'12000

4800

3

4

3 2 8.0
7.0
6.0
5.5
5.0

B 60

3.22

3

3

3

16.5
16.0

7. 500 --õ;Bo- 7.80
350
200

_3T0-
1 .38 9.85

255
190
130

45

T l:T5 7 .42 5 0000
170
120

70

490 0.97 --57t- 17 51't5
88920
27 300

560 0

0.40
0.25

5.40
4.50

s0000
25200

6000

3900
1944

900

315.8
315.5

5

2.6
2.0
1.5
1.0

0.83
0.75
0.25
0. 18

4. 56
3.94
0.93
0.63

117800
69120
25650

67 60
1s8

1162
748
122

29

54

315.0
3'14.5
314.0

6 31

JI
31
31

0.95
0.70
0.40

5. 56
3.57
1 .68

20825
6900

700

137 6
657
270

B2

310.8
310.5
310.0
309.5

380
260
140

0 .94
0 .62
0.29

5.47
3.01
1 .12

3302
207 9
783
157

I 3

3

3

3

3

0.96
0 .88
0.73
0.43
0.20

744
6't0
470
290
110

34 5950
251250
77550
19140

660

4't 81

3325
17 81

53s
80

1 .30
1 .20
0.90
0.70

5.65
4.96
3.78
1 .84
0.72

I .97
7 .92
5.13
3. 57

09.2
09. 0

08.5
08.0
07.5

9
'10 36

6178
3232

893

307.0
306.75
306.5
306.0

1 130
780
630
250

2067 90
97500
47880

1875
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Table 32 continued

10 40

1370 1 .40 -To. 08

1 150 0.95 -il56
940
s90
380

-T1 50 1 .20 7.n
860
490

11s0 1 .30 8-n

304.
304.
304.

640
440

I
5

25

1 .00
0. 90
0.70

6.00
5.13
3.57

26880
1 8480

6848
3283
157 1

9

11 0.80
0.70
0. s0
0.20

303.6
303.5
303.3
303.0

46
46
46
46

4,32
3. 57
2,25
0.72

1 0384s
84480
50200

4218

199
165
104

33

11 .25
10.08
6.93
6.00
2. B8

302
301
301
300

1 120
1 100
790
510
220

1 .0s
1 .40
1.10
1 .00
0. 60

560000
4'7 0250
1 58790
44880

1 870

12600
11088

547 5
3060

634

1

13

14

15

16

17

302.2 2

0

5
l)

5

30
30
30
29

1150
670
210

1.10
0. 90
0. 60

6.93
5.13
2. 88

548000
24 1 500

56280
1260

13810
7970
3437

605

1.0
0.5
0.0
9.5

299.2
299.0
298.75
298.6

0.80
0.70
0.60

4.32
3.57
2 .88

121900
59220
'15340

28 50

6391
406 1

2106
1 094

1 .30
1.10
0.80
0. 60

298.0
297 .5
297 .0
296.5

11s0
670
255

80

8.97
6.93
4.32
2.88

27 6000
70350

8798
100

10316
4643
1102
230

29
29
29

6.9
6.5
6.0

1 .05
0.80

6.45
4.32

529000
1 784 50

33810

91 08
5553
21 17

295.7
toq tr

295.0
294.5

1 040
650
300

1.20
1 .00
0.70

7 .92
6.00
3.57

437000
309400

87750
660 0

0316
8237
3900
107 1
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TABLE 33

Dyke Volumes for Potential Storage Volumes

Sta ge S tora e Volumes
m3)

Dyke Volumes
(m3 )

g
(

2

J

0

50000
1 00000
1 50000
200000
239250

U

117 0

4640
7 690

1 0040
11880

0

20000
40000
60000
80000
88150

0

3020
4830
6420
801 0

B 660

8000
1 6000
24000
32000
40000

0

21 00
2600
3000
3500
4000

*

5

6

0

25000
50000
75000

1 00000
1 1 7800

0

730
980

1 390
2360
3050

1 2000
24000
36000
48000
60000

c
410

1 430
1 650
1 870
21 00

3s000
70000

1 05000
1 40000
17 511 5

0

940
1 680
2310
2800
3300

7
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Table 33 conlinued

I
0

70000
1 40000
2 1 0000
280000
34 59 50

1 600
2300
3000
3600
4200

9

0

40000
80000

1 20000
1 60000
2067 90

0

2800
s1 00
7000
8400

1 0000

10

11

0

1 8000
36000
54000
'12000

91200

0

1 s00
3800
4800
5800
6800

0

20000
40000
60000
80000

1 03845

0

60
90

120
160
200

t¿

13

14

0

1'12000
224000
335000
448000
s60000

0

4 s00
6700
8700

11000
1 2600

0

1 1 0000
220000
330000
440000
548000

0

4800
7400
9700

11800
1 3800

0

2s000
50000
75000

1 00000
121900

0

2500
3700
4 600
5600
6400
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Table 33 continued

15

16

55000
1 1 0000
1 65000
220000
27 6000

0

3800
5700
7300
8800

1 0300

0

1 1 0000
220000
330000
440000
529000

n

4000
6000
7 200
8300
91 00

87000
1 74000
261 000
348000
437000

0

3900
s60 0

7300
8900

1 0300

1'7

Note: Dyke voJ-ume values are rounded to the nearest thousand



Appendix F

FREQUENCY ANALYSIS

Using the standard log normal method, frequency analyses

were carried out on annual peaksr âs well as on the peak

flows from each of the 5 time periods. Twenty three data

points were available for each time period, from 1959 to

1981 inclusive. The availabLe data is in standard units, so

the analysis was carried using these units, and converted to

metric later. Table 34 shows the data used for the six fre-

quency analyses.

Using these data, frequency analysis were carried out.

Table 35 shows the annual peak analysis. Tables 36 through

40 show the analyses for the five time periods.

Figure 19 presents the frequency analysis in frequency

curve form.
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, TÀBIE 34

Ànnual Peak Flows and Peak Flows for the Five Time Periods

Yea r

1 959
1 960
1961
1962
1 963
1964
1 965
1966
1967
1 968
1 969
1 970'1971

197 2

1973
197 4
197 5

197 6
197 7

1978
1979
1980
1 981

AnnuaI
Peaks
(f.t3 /s)

Per
Peaks
(ft3/s)

Per
Peaks
(tr3 /s)

Per 3

Peaks
{tr3 /s)

Per 4

Peaks
(tt3 /s)

Per 5

Peaks
(ft3 /s)

28.4
1"4
0.6
4.9

12.9
8.8

1'11.6
1.6
0.1

29.6
17.0
15 .7
20.9
3.7

3s.5
4.1

1 580.0
0.8

s8 .0
32.5
11.9
5.7
6.6

250.0
2.8
8.7
0.5
4.0

1"4
4.1
0.2

15.4
23.3
0.6
9.4

114 .1
2.6

166.0
23.0
58.0
52.3
5.0

26.3
2.4

7.9
6.3
0.2
2,3
3.0
1.4
3.9
8.0
0.5
9.7
0.0
2.7
6,6
3.4
3.0
5.8
4.0
8.4
0.0
6.0
o?
1.4
4.4

29 "6
115.0

3"8
160.0
211.9

6.3
68"5
39.0
35. 1

19.1
39.0
75.5

737.0

52.9
79.5
41.0

6.2
35.3
63.0

126.5
118.0
70.0
64.3
18.9

360.0
10.4
29.0
35.7

288.0
99.6
22.1
25.7
36.4

355"0

9

0

0

0

0

0

5

0

0

0

0

0

U

0

0

0

0

1

0

4

0

7

9

5

11

1

'1

25
,1

1

1

6
70

2

4

6

1

1

54

1

1

2

1.
0.
3.
?

6.
8.
0.
6"
0.
0.
7.
9.
?

8.
0.

0.
6.

q

tr¡JT

4

16
25

6
12
11

'7

16
70
36
73

2

6
28

158
2

215.7
1.9

5.6
3.9

5.2
22.8
50. 1

92.9
19.3
1 9.3
5.7

116 .2
2.7

39.9

3

35
21

3
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TÀBLE 35

Frequency Ànalysis for Annual Peaks

Log Peak Log of Square of PeakPea k
(cfs)

580.
737 .
700.
540.
360.
355.
288.

0

0

0

0

0

0

0

U

0

0

0

5

0

0

0
n

0

0

9

4

6
0
,1

253
216
166
160
126
118
115

70
63
63
41

39
36
29
27
22

3.1 98657
2,86't467
2.845098
2 .7 32394
2.556302
2.550228
2 .459392
2,403120
2 .33393 1

2.220108
2.204120
2.102090
2.07 1882
2.060698
1 .845098
1 .799340
1.799340
1.612784
1 .600973
1 .560743
1 .47 1292
1.43'1525
1 .344392

10 .231406
8.222366
8.094582
7.465976
6 .53467 9

6. s03662
6.048609
5 .77 4985
5.447233
4.928879
4.858144
4.418782
4.292695
4 .24647 6
3.404386
3 .237 624
3 ,237 €'24
2.601072
2 .56311 4

2.435910
2 .1 647 00
2.049260
1 .807380

L = 49.07097 I = 110.56954

mean of log peak values = 2.1335206
standard deviation of

1og peak values = 0.5167912
mean + / - standard deviation = (+

(-
2.6503118 =
1.6167294 =

n3 /sec
n3 /sec

12.66
1 .17
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TABLE 36

Frequency Analysis for Period One Peaks

Log Peak Log of Square of PeakPea k
(cfs)

360.0
355.0
288.0
120.5
1 18.0
99.6
79.5
70.0
64.3
63.0
52.9
41.0
36.4
35.7
35.3
29.0
28,7
22.1
1 8.9
1 0.4
6.2
5.6
3.9

2.5563
2,5542
2 .4594
2.1021
2.07 19
1 .9981
1.9001
1 .84 51

1 .8079
1.7993
1.7235
1 .6128
1 .5607
1 .5527
1.5479
1.4625
1.4099
1 .3444
1 .2771
1.0179
0.7952
0 .7 466
0.5855

6. 5347
6. 5037
6.0486
4.4188
4.292'r
3.9925
3.6104
3.4044
3 "2686
3 .237 6
2.9't03
2,6011
2.4359
2.4108
2.3960
2.1390
1 .9879
1 .8074
1.6311
1 .036'1
0.6323
0.5575
0.3428

E = 37.72700 I = 68,260200

mean of log peak values = .1 .6403086
standard deviation of

1og peak values = 0.5383523
mean + / - standard deviation = (+)

(-)
2.65031 1 I =
1.6167294 =

4.27 n3 /sec
0.36 m3/sec
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TABLE 37

Frequency Ànalysis for Period Two Peaks

Log Peak Log of Square of PeakPea k
(cfs)

737 
"

211 .
160.
1 16.
11tr

92.
75.
68.
50.
39.
39.
39.
35.

U

9

0

2

0

9
Ê

5

1

9

0

0

1

6
B

3

J

1

3

7

2

B

7

2,8675
2.3260
2.2041
2.0651
2.060'7
1 .9682
1 .8779
1.83s7
1 .6998
1.6010
1.5911
1 .591 1

1 .5433
1,4713
1 .3579
1 .2856
1.2856
1.2810
0.7993
0.7520
0 .71 60
0.5809
0.4281

8.2224
5.4105
4.8581
4.2646
4.2465
3.8738
3.5267
3.3698
2.8894
2.5631
2.531 5

2.5315
2.3880
2.1647
1 .8440
1.6527
1 .6527
'1 .6410
0.5384
0.56s6
0.5127
0.3375
0.1833

,)0

22.
19.
19.
19.
6.
5.
L

3.

E = 35,1912 I = 61.869

mean of log peak values = 1 .5300520
standard deviation of

log peak values = 0.5039501
mean + / - standard deviation = (+)

(-)
2.1340021 =
0.9261019 =

3.89 m3/sec
0.24 n3 /sec
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TÀBLE 38

Frequency Ànalysis for Period Three Peaks

Log Peak Log of Square of PeakPea k
(cfs)

.0

.0

.0

"7
.0
.6
.4
,7
.7
.4
.0
.9
.0

?

A.

.4

.5
)
?

.0

.2

.8
q

700
540
253

69
63
46
24
22
19
18
,18

17

14
12
11

11

10
10

6

6

6
L

3

2.8451
2 ,7 324
2.4031
1 .8432
1.7993
1 . 6684
1 .3876
1.3568
1 .2945
1 .2655
1 .2553
1 ,2529
1.1461
1 .0906
1 .0584
1 .0s70
1.0191
1 .0086
0.7993
0.781 0

0 .7 952
0 .7 657
0.5888

8.0946
7.4660
5.7750
3.3975
3 .237 6
2.7835
1 .9224
1 .8409
1 .6736
1.6016
1 .5757
1 .5696
1.3136
1 .1894
1 .1203
1 .'1170
1 .0386
1.0173
0.6389
0.6100
0.6323
0.5862
0.3467

I = 30.9493 I = 50.201

mean of J-og peak values = .1 
.3456217

standard der,'iation of
log peak values = 0.6235875

mean + / - standard deviation = (+
(-

) 1.9692092 =

) 0.7220342 =

2.64 n3/sec
0. 1 5 m3/sec
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TABTE 39

Frequency Ànalysis for Period Four Peaks

Log Peak Log of Square of PeakPea k
(cfs)

260
215
166
114

58
52
26
23
23
15

9
I

4

4

2

2

2

I

1

0

0

0

"0
.7
.0
.1
.0

?

¿

.3

.0
4

.6

.7
lr

.1

.0

.B

.6
A,

q

.4

.6
q

.¿

.4
2.3339
2.2201
2 "0573
1 .7 634
1.7185
1.4200
1 .367 4

1 .361'1
1 .1875
0.9708
0.9370
0 .6990
0.6085
0. 601 0
0.4393
0.4116
0.3876
0.2878
0 .1 492
-0.2518
-0.2757
-0 .1696

5.832 1

5 .447 2

4.9289
4.2324
3.1097
2.9532
2.0163
1 " 8697
1 .8543
1.4102
0.9424
0.8780
0.4886
0.3703
0.3612
0. 1 930
0.1 694
0.1501
0.0828
0.0223
0.0634
0.0760
0.5992

L = 22.0393 E = 38.0437

mean of log peak values = 0.9582304
standard deviation of

ì.og peak values = 0.7693
mean + / - standard deviation = (+

(-
1.7275304 =
0. 1 889304 =

1 .51 m3/sec
0.04 m3/sec
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TÀBLE 40

Frequency Ànalysis for Period Five Peaks

Log Peak Log of Square of PeakPea k
(cfs)

1 580.0
111.6
58.0
35.5
32.5
29.6
28.4
20.9

12.9
11.9

3.'1987
2.0475
1 .'t 634
1 

" 5505
1.5122
1,4713
1 .4530
1 .3201
1 .2304
1 .'1959
'1 .1 106
1 .07 41

0.9420
0.81 76
0.7574
0.6902
0.6128
0 . 5594
0.1 903
0.1 399
-0.1 079
-0.2218
-0.8534

10 .2314
4.1925
3.1097
2 .4040
2.2866
2 .1 647
2 .1112
1 .7 428
1.5140
1 .4302
1 .2334
1 .1 537
0 . BB74
0.6684
0.5736
0 .47 64
0.3753
0.3242
0.0362
0.0195
0.0116
0.0492
0.7291

17 .0
13,7

1.6
1.4

8.8
6.6
5.7
¿q
4.1
3.7

0.8
0.6
0.1

E = 22.4937 I = 37.7254

mean of 1og peak vaLues = 0,9779869
standard deviation of

Ìog peak values = 0.8454975
mean +,/ - standard deviation = (+

(-
) 1.8234844 =
) 0.1 324894 =

1.89 m3/sec
0.04 m3/sec
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F" 1 PROBABILITY BANDS

From the frequency curve for annual peaks, the flow val-

ues for the 5, 10, 20, 40 and 50 year return period floods

were determined. These peak flows were used to derive the

probabiliLies of exceedence of floods of the same magnitudes

for each of the five time periods of the growing season. Ta-

b1e 4.1 shows the peak flow values, and the probabilities of

exceedence for each time period.

TABLE 4 1

Probabilities of Exceedence for the Design Floods for the
Time Periods

Annua l
Return
Period
( yrs. )

Pea k
Flow

(m3/s )

Probability
of

Exc eedenc e

'l'1me Pe r ] od

Per 1

Probabilities
of Exceedence

Per 2 Per 3 Per 4 Per 5

5

10
20
40
50

20.
32.
45.
55.

0.2
0.1
0.05
0.025
0.020

0.05
0.013
0.00s
0.002
0.001

0.05
0.015
0.007
0.003
0.002

0.025
0.009
0.004
0.002
0.001

0.017
0.007
0.004
0.002
0.001

0.013
0.005
0.002
0.001
0.00008

0. I
0

0

0

0

To properly assess the expected damage, the five hydro-

graphs must be representative of the fuII spectrum of flood

magnitudes. Bands of probability for each flood level were

derived to facililate this. These were calculated by deter-

mining the midpoint between each probability of exceedence,

which are the upper and lower extremes of each band. Table

42 shows these calculations.
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TABLE 42

Probability Band Calculations

Probab I I f lesTime
Periods of

Exc eedenc e

Range
(upper and
lower bounds)

Band W drh

0.05

0.013

0"005

0.002

0.001

0.0000

0.6'l

0.0315

0.0090

0.003s

0.0015

0.0005

infinity

0.39

0.5785

0.0225

0.00s5

0.0020

0.0010

0.0005

2 0.05

0.015

0.007

0.003

0.002

0. 50

0.4675

u. ut t5

0.0060

0.0025

0.0010

0.0015

0.0000

0.50

0.0325

0.0110"

0.00s0

0.0025

0. 001 s

infinity

(continued next page)
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Table 42 continued

J 0.025

0.009

0.004

0.002

0.001

0.0000

0.31

0.01 70

0.0065

0.0030

0.0015

0.0005

infinity

0 .69

0.2930

0.010s

0.0035

0.0015

0.00'10

0.0005

4 0.017

0.007

0.004

0.002

0.001

0.79

0.1980

0.006s

0 " 0025

0.0015

0.001 0

0.0005

0.0000

0.21

0"1200

0.0055

0.0030

0.0015

0.0005

infinity

0.

5 0.013

0.005

0.002

0.001

0.0008

0.22

0.0090

0.0035

0.00'15

0.0009

0.0007

infinity

0.78

0.2110

0.00s5

0.0020

0.0006

0.0002

0.0007
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Appendix G

THE PROGRÀM

The program is written in the Watfiv dialect of Fortran.

The program is listed in its entirety on the following pag-

es. Comments have been included in appropriate places to

make it easy to follow.

Figure 20 is a flow chart of the program.
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Figure 20: FIow Chart for the ModeL Program

STAGE

SUBROUTI NE

STATE VÀLUE
CÀLCUtÀTION

YES

Y S

HYDROGRÀPH

SUBROUTI NE

NO

Y

N
Y

¡=¡'I+ 1

;=J+ 1

¡ =l + 1

!= ,)
g=þ+ 1

DURÀTION / DÀMÀGE

SUBROUTI NE

NET BEN * PROB.
FOR EACH TIME

HYDROGRAPH
(s=1)

CALCULATION
OF FLOODING

DURÀTI ON

BEST
ROP

I
=l(i

PLÀNNED
INGr

UNPLÀNNED
FLOODiNG

STATE
(¡=1)

NET BENEFIT
CALCULATI ON

RAPHHY

CALCULÀTI ON

OF OUTFLOW

OUTFLOW
HYDRO.
c00RDs

STAGE
(N)=1

FLCODED AREA

CALCULÀTI ON

DÀTA INPUT

HAPE

DETERMI NÀTI ON

OF INPUT HYDRO

START

STOP

EXPECTED NET BENEFIT
FOR ALL DECISIONS ÀLL STÀTES

N=18?
MAX ENB

FOR EÀCH

STÀTE

J=6 ?

EXPECTED NET BENEFIT
FOR ÀLL DECISIONS, 1 STATE

I =6?

,1 
STÀTEFOR 1 DECISION

EXPECTED NET BENEFIT

NO
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//HeHHeHJOn '',1103028,,T=.1M;7--2,L=150"'HÀNNÀN'MSGLEVEL=(1,1), CLASS=x

/ / øxnc wÀTFIV,SI zE=5.1 2K

//svsI¡¡ nn *
$JOB WATFIV HANNAN,NOEXT

I NTEGER N , J , A , B , I , K , LENG , C , R, DECI S ,D ,2, Q , POSN , I NC 
' 

O

C ******:k************************************************************
C N= SUBSCRIPT FOR STAGE R=1,18
C J=SUBSCRIPT FOR STATE VAR R=1,5
C 1= SUBSCRIP FOR STORAGE DEC., (SVOT) R=1,6
C À= SUB FOR GROWING SEASON DIVISIONS R=.1 ,5
C B= SUB FOR HYDROGRAPH R=1,6
C K= SUB FOR BUILDING THE STAGE MATRIX
C LENG= À VALUE FOR THE SORT PROGRAM T0 TELL HOW MANY VÀLUES T0 SORT

C**********rr***********************************************ìk**********

c

C

c

c

REAL STAT( 18,6) ,nnst¡',BESTU,BESTN,DYKE( 18) ,D1 ( 18,6) ,

* DCOST,ÀDCOS,p(6,5),NB(5),rH¡(6),SVOL(18,6),gE¡¡,MAX,
* src( 1 9,6,8) ,JpB(5,1 3) ,¡pW( 5,1 3) ,JpF( 5,1 3) ,SUM,
* ÀDD ( 6 ) , U¡nO , LI NC , GI NC , PREDEC , PoSS

c ***************************************************************
c x(5,2)= x coORDs 0F THE HYDRO. 5 HYDRoS, 2 X-COORDS

C Y ( 5 )= Y COORD OF HYDRO. 5 HYDROS , -1 
COORD

C STAT(18,6)= STÀTE VARIABLE. 18 STÀGES, 6 STATES PER.

C BESTF= BEST VALUE FOR THE PLANNED FLOODING AREA.

C BESTU= SÀME FOR AREA OF UNPLANNED FTOODING

C BESTN= SAME FOR AREA OF NO FLOODING
C NOTE, THESE ARE CALCULATED IN EACH STAGE SUBROUTINE

C Dl('18,6)= CALCULATED DYKE VOLUME REQUTRED FOR SVOL

C DCOST= COST 0F DYKE

c p(6,5)= pROB OF HYDRO(.1 TO 6) IN TIME(1 T0 5)
C NB(5)= NET BENEFIT VAL FOR THE STAGE FOR 1 T]ME PER

C NB= SUM OF ALL NB(E) V¡IUNS OVER ALL TIME PERS

C ENB= EXPECTED NET BEN-, IE. SUMMED OVER ALL HYDROS

C SVOL(18,5)= STORAGE DECISION, FOR 18 STÀGES,5(?) DEC vAR

C MAX= BEST DECISION VALUE
C DECIS= BEST DECISION
C STG(18,6,3)= A VÀR FOR STORING VÀLUES IN THE STAGE MÀTRICES

C JPB(¡,C)= JOINT PROB MAT FOR BARLEY

C JPW(À,C)= JOINT PROB MÀT FOR I^IHEAT

C JPF(N,C)= JOINT PROB MAT FOR FLAX
READ 80, ((¡pn(n,c),c=1,tl),fl=1,5)
PRI NT 8'1

REÀD 80, ( (JpW(¡,C),C=1, 13),A='1,5)
PRINT 83
READ 80, ((;pr(¡,C) ,c=1 ,13),4=1,5)
PRINT 84
READ 85, ((SVOL(H,r),r=1 ,$),¡=',1 ,18)
PRINT 86
READ 88, ((P(S,¡),À='1 ,5),8=1,6)
PRINT 89
FORMAT ( zFg. 7 /6F9 .7 )

FORMAT(' 

" 
25X, 'JOINT PROBAB]IITY MATRIX FOR BÀRLEY')

FORMAT(' ,,25X, 'JOINT PROBABITITY MATRIX FOR WHEAT')
FORMAT(' , , 25X, 'JOINT PROBABILITY MATRIX FOR FLAX')
FORMAT(6F9.1)
FCRMAT(' , , 25XI 'STORAGE DECISIONS')

c
80
c81
c83
c84
85
c 86



161

88 FORMAT ( 5F7 .4 )

C 89 FORMAT(' ' ,25X, 'FLOOD PROBABII]TY RANGES')
READ 99, ((n1 (H,l ) ,r=1 ,6),N=1 ,18)

99 FORMÀT ( 6F8. 1 )

C *********************************************Tk*****************
C THI S TOOPS THRU STÀGES

C ****************************ìk**********************************
PRINT, 'DCOST = .1 .50'
PRiNT, 'BARLEY = 0.00'
PRINT, 'l^iHEAT = 0.0'
PRINT, 'FLAX = 0.0'
PRINT, ,ALFÀLFÀ = O'

D0 30 N=1,18
c *************************************************************
C THIS LOOPS THRU STÀTES

c *r(*************************************************************
D0 40 J=1,6

c ***************************************************************
C THIS TOOPS THRU STORAGE DECIS]ONS
c ***********************************************Tk*********?t*****

D0 50 I=1,6
BEN=O. 0

c *rË***************************************************************
C THIS LOOPS THRU HYDROGRAPHS

C ********************************ìk************************************
D0 20 B='1 ,5

C ****:k**********************:k*************************************
C Ti{] S PART SENDS PROGRAM TO NECESSÀRY PÀRT TO

C CÀLCULÀTE RETURN FUNCTION VÀIUES FOR EÀCH STÀGE.

C ******************ìk*Tt********************************************
IF(N.LE.3) THEN DO

SVOL(N,I )=0.0
DYKE(N)=O.O
STAT(N,J)=0.0
G0 r0 39

END IF
IF(N.GE.4.AND.N.LT.'18 ) THEN DO

GOTO4
END IF
rr(N.8Q.18) tUnH oO

G0 T0 18

END IF
c ************************************************************Tk**
C THIS SENDS THE PROGRAM TO THE STAGE SUBROUTINE FOR CÀICUIATION
C OF VALUES UNiQUE TO THE STÀGE CURRENTLY UNDER CONSIDERÀTION

C ********************************************ìk*******************
4 CONTINUE

IF(N.EQ.4) THEN DO

IF(J.GT.1) THEN DO

G0 T0 39
END IF

END iF
CALL STAG ( SVOT, BESTF, BESTU, BESTN' STAT' JPB, JPW, JPF,I, J,N, B, ] NC )

rF(r.EQ.1 ) THEN Do
DYKE(N)=¡.1 (H,l )
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END IF
IF(I.EQ.2) THEN DO

DYKE(N)=01 (¡l,I )

END IF
rr'(t.nQ.3) IHEN Do

¡ynn (N )=D'1 (H, t )

END iF
rr(i.EQ.4) IHEN Do

nynn(N)=D1 (H,I )

END TF
rr'(i.EQ.5) THEN Do

oynn(l¡)=u1(n,l )

END I F'

ir'(t.EQ.6) IHEN Do
ovnn(H)=¡1 (¡¡,I )

END IF
G0 T0 70

1 8 CONTINUE
svor(H,I )=0.0
uvnn(H)=o.o
cÀLL srAG ( svor, BESTF , BEsru, BESTN, srAT, JPB, JPI,I, JPF ,r , J ,N, B, I NC )

G0 T0 70
c *************************************************************
C THIS PÀRT CÀLCULATES ÀLL THE

C RETURN FUNCTION VALUES FOR

C ANY STAGE.
C *****************************************ìk*******t(***********
7O CONTINUE

ADCOS=DYKN(H)* 1.50
DCOST=ADCOS*O . 0817 4

C ***********************************************:k*******************
C HERE TT LOOPS THRU SEÀSONS

C ********tr**********************************************************
SUM=O.0
D0 50 A=.1 ,5
HS ( ¡ ) = ( ¡nstp+BESTU+BESTH ) *p ( B, A ) +SUM

C PRINT, 'PROB="P(B,A),'FOR A="À
SUM=NB ( A )

50 CONTINUE
r -trä-J

BEN=BEN+N¡(¡)+( ( grsrr+SESTU+BESTH)*p( 6,A) )

ENB(I)=BEN
C PRiNT, 'ENB BEFORE DYKE REM=',ENB(I)
c *******************************************************************
C TO THIS POINT, THE NET BEN FOR 1 HYDRO IS
C CALCULATED. ONCE THIS NEXT LOOP IS CALCULATED

C 1 CELL OF THE STAGE MATRiX IS CALCULATED.
C ***********************************tr*******************************
20 CONT]NUE

ENB(r )=ENB(l )-nCOSr
c PRINT, 'ENB="ENB(I),' FOR I="1

PRINT,'DYKE COST="ADCOS
K=I
IF(N.EQ.4) THEN DO

STG(N,J,K)=n¡¡B(I )
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END IF
TF(N.EQ.5) rHEN D0

ENB(I )=ENB( I )+src(N-1, 1, 7 )

STG(N,J,K)=nHB(I )

PREDEC=STG ( N- 1 , 1 , 8 )

END TF
IF(N.GT.5) THEN DO

IF(J.EQ.1) THEN DO

ENB(I )=ENB( I )+src(N-'1, 1,7 )

src(N,JnK)=n¡{B(I )

PREDEC=STG(N_,1 ,1,8)
END IF
IF(J.GT.1) THEN DO

D0 15 7,=1 ,6
D0 16 Q=1,6
POSS=STÀT ( H- 1 , Z ) +SVOL ( N- 1 , Q )

LINC=STÀT (H, Z ) - fiNC/Z.O)
GINC=STÀT (H, Z ) + ( IHC/2. O )

IF(POSS.GT.LINC.ÀNÐ.POSS.LE.GINC) THNN OO

ÀDD (Q ) =STG (N- 1 , z , 7 )

ELSE DO

ADD(Q)=0.0
END IF

16 CONTINUE
1 5 CONTINUE

D=6
CALL SORT2 (UENN,ÀDD, POSN, D)
ENB (j )=ENB ( r )+l¡aDD
STG(N,J,K)=nHB(l )

END IF
END IF

C ******************:k*******************ìk**************************
C ONCE THIS LOOP IS COMPLETE, THE FIRST ROW OF

C THE STAGE MÀTRIX ]S CALCULATED.
C THE FOLLOWING SET OF STATEMENTS ÀtSO CALCULÀTE

C THE BEST DEC]SION VALUE, BEST DECTSION, AND PUT

C THESE IN A MÀTRIX WITH THE CORRESPONDING STATE VAR.

C *******************ìk*******************************:k*************
5O CONTINUE
C PRINT 21

C PR|NT 22, (nH¡(l ), I=1,6)
C 21 FORMAT(' 

"'CURRENT 

BENEFIT VALUES FOR STATE(J) FOR ALL SVOL')
c 22 FORMÀT(' 

"6(1X,F.l0.2/)lLENG=6
CAtt SORTZ (MAX, ENB,DECI S, LENG )

sTG(N,J,7)=MAX
STG(N,J,8)=DECIS
PRINT,'DECI5=',STG(H,¡,8)
PRINT,'MAX=',STG(H,J,7)

40 CONTINUE
PRINT, 'STAGE=' ,N
PRTNT,' STORAGE DECISiONS I

PRINT 23, (SVOL(H,t ),I=1,6)
23 FORMAT(' ' ,'STATES ' ,6(F7.0,1X),' F*XN X*N' )

D0 .14 0=1,6



24
14
c
C

c
39
30
c
c
c
c
c
c
c
c
c
c
c
c
c
c
C

c
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PRINT 24, STAT(N,O), (STG(N,O,K),K=1,8)
FORMAT( ",F8. 0, 8 ( 1X,F7. 0 ) )
CONTINUE

*******************************************************************
AT THE END OF THIS L00P, THE J'k3 MAÎRIX FOR 1 STAGE

IS COMPLETE.
CONTI NUE

CONTINUE
AT END OF THIS LOOP THERE ARE MATRICES FOR EÀCH STAGE.

*************************rr****************tr********************
*******************)k***************************************

THIS IS A SUBROUTINE WH]CH CALCULATES AREA FLOODED FOR

PLANNED STORAGE, UNPIÀNNED FLOODTNG, AND THE UNFLOODED

AREÀ. THEN IT CÀLCULATES NET BENEFTT FOR

EACH DEC]SION, FOR EACH CROP TYPE, FOR THE

STORAGE AREA, THE UNPLANNED FLOODING AREA, ANÐ

THE AREA OF NO FLOODING. IT ALSO SORTS THESE TO

FIND THE BEST CROP TYPE FOR EÀCH AREÀ FOR EÀCH

DECISiON. THESE ARE SENT TO THE MAIN PROGRAM.

IT ALSO CALLS SUB. ROUT, AND DURATION/DAMÀGE
SUBPROGRAMS.

***x******************************ìk******)t*****************ìk***ìk*
STOP
END

x****************************************************************
SUBROUTI NE STÀG ( SVOT , B] GF , BI GU , BI GN , STAT , JPB ,

*JPW, JPF, I, J,N, B, iNC )

REAL SVOL( 
-1 8, 6),GOO¡T,GOODU,GOODN,STAT( 1 8, 6),V2,VL,AREA,

:t ÀC,VÀ,BENF1,BENF2,BENF3,BENF4,DUR,BENU1,BENU2,DURU'

'K BENU3,BENU4,BENN1,BENN2,BENN3,BENN4,JPI{(5,13),JPB(5,13),
* JPF( 5,1 3 ) ,¡RN(4) ,DUDW,DUDB,DUDF,DUDÀ,BENF(4 ) ,BENU(4 ) ,

* BENN ( 4 ) , Bi GF , BT GU , BI GN , VOLR, ARUF , DURN , FURA

REAL TOAR(18 ) ,Vt(18,6) ,eS(18,6) ,AI ('18,6) ,PCV(18,3 )

INTEGER D, J,X,A, C,N, B, I, INC, E, CROP, R( 1 B ), P

IF(N.EQ.z) THEN DO

BF--4491.2
END ]F
IF(N.EQ.3) THEN DO

BF=2899.66
END IF
IF(N.GE.4) THEN DO

BF=10.76
END IF
IF(N.EQ.4) THEN DO

STÀT(N,J)=0.0
END IF
IF(N.EQ.5) THEN DO

STAT (N , J ) =SVOL (N- 1 , J )
END iF
IF(N.GT.5
STÀT(N,1 )

srAT(N,6)
i NC=STAT (

srAT(N,2)

) rsnH no
=0.0
=STAT(H-.1, 6 ) +Svor,(N-1, 6 )

N,6) /5
=I NC
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STAT(N,3)=STÀT(N,
STAT(N,4)=STÀT(N,
STAT(N,5)=STAT(N,
END IF
rF(N.8Q.18) runN ¡O

SVOI(N,I )=0.0
END TF

BENF.l =BENF2=BENF3=BENF4=0 . 0

BENU 1 =BENU2=BENU3=BENU4=0 . 0

BENN.l =BENN2 =BENN3=BENN4=0 . 0

CAtL ROUT ( SVOT, STAT, VL, DUR'1, DUR2, DUR3, DUR4, N, J, T, B, VOLR, DURX, BF )

PRTNT 303, SVOI(N,I ),STAT(N,J),],J
3O3FORMAT(' 

"'10X,'SVOL= "F10.2,3N.,'STÀT= "F10 
.2,1N,',r= 

"\2,* 1X, t J= ' ,I2)
PRINT 304, VOLR,DUR1,DUR2,DUR3,DUR4,DURX

3o4FORMAT(' i,'VOLR= 

"F10.1,1X,'DUR1 
= 

"F10.1,.1X,'DUR2= 
', ,Y10.1 /

* r 
"'DUR3= "F10.2,1N,,'DUR4= "F10.1,.1X,'DURX= "F10.2)PRINT, 'VL= 'rVL

rF(r.EQ.1 .AND.J.EQ.1 ) THEN D0
rF(B.EQ.1) THEN D0
READ, TOÀR (H ) , n (¡¡ )

¡lH=n (N )
REÀD, (Vf(N,L),L=1,NN)
M=NN-1
D0 17 K=1 ,M
REÀD, ÀS(N,K),AI (H,r.)
CONTiNUE
REÀD, PCV(N,1 ) ,pCV(n,2) ,PCV(N,3 )

END IF
END IF
ÀC=0.0
AREA=0.0
rF(svol(¡¡,r ).N8.0.0) THEN Do
V2=VL

PRINT, 'V2= ' ,Y2
VÀ=V2
D0 510 P=1,4
D0 500 K=1,M
¡=(+ 1

rF (v2.GE.VT(H, n) .AND.V2.LT.VT(n,r) )

AREA=V2,rAS (N, K ) +¡t (H, n )
IF(AREÀ.GE.TOAR(l'I) ) THNH OO

AREÀ=TOAR ( N )

END IF
END IF
CONTlNUE
V2=V2+VÀ

ÀRE(P)=AREA-ÀC
ÀC=ARE ( P )

PRiNT, 'AC= 'rAC
IF(P.EQ.1) THEN DO

DUR=DUR1

END IF
iF(P.EQ.2) THEN D0

DUR=DUR2

NC

NC

NC

2 )+r
3 )+r
4 )+I

C

c
c
C

c
c
c

17

C

THEN DO

500

c
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END iF
IF(P.EQ.3) THEN DO

DUR=DUR3
END TF

rF(P.EQ.4) rHEN DO

DUR=DUR4
END iF

C PRINT 305, ÀRE(P)
C 30sFORMAT(",'ARE(P)=',F10.1)

BENFl =DUDW(DUR, Jplt) *232.8.1 *ÀRE( p) *pCV(H, 1 ) +nnNn.1

BENF2=ÐUDB (DUR, JpB )'r 280 . 93*ÀRE (p ) *pCv (¡t, 2 )+nnHn2
BENF3=DUDF ( DUR, JpF ) * 209 . 04*ARE ( p )'rpCV ( N, 3 ) +BENF3

BENF4=DUDA ( DUR ) *¡nn ( p ) +BENF4

C BENF4=ARE(P)*l 73.84+BENF4
c pRINT 306, BENF1,BENF2,BENF3,BENF4,ÀREÀ
c 306FORMAT(",'BENF"1= 

"F10..1,1X,'BENF2= "F10.1,1X,'BENF3=C *F10.1,1X,'BENF4= ' ,F10..1 ,lX,'AREA=' ,F6,2)
51 O CONT]NUE

END IF
DURU=DURX

D0 550 K=1,M
rF(voLR.GE.VT(H,n) .ÀND.VOIR.LT.VT(N,K+1 ) ) THEN D0

ÀRUF=VOLR*AS (N, K ) +AI (H, n)
END IF

550 CONTINUE
FURA=TOAR(¡¡)_¡NN¡
I F (ÀRUF . GE. T'URA ) TUNN NO

ÀRUF=FURA
END IF

C PRINT 313, ÀRUF,P,DURU,VOLR
c 313FORMAT(' ','ÀRUF= ',F6.2,' p= ',r2, ' DURU= ',
c *(rg.z,2N,),'voLR= 

"F.10.2)BENUI =DUDW(DURU, JPW) *232.81 *ÂRUF*PCV(N, 1 )

BENU2=DUDB(DURU, JPB) *280. 93*ÀRUF*PCV(N, 2 )

BENU3=DUDF (DURU, JPF ) *208. O4*ÀRUF*PCV(N, 3 )

BENU4=DUDA ( DURU ) *ÀRUF

C BENU4=ÀRUF* 173.84
C PRiNT 307, BENU1,BENU2,BENU3,BENU4
C 3o7FORMAT(",'BENU1=',F10.1,1X,'BENU2=',Fl0.1,1X,'BENU3=
C *Fl 0.1 ,1X, 'BENU4= ' ,F1 0.1 )

ÀRNF=TOAR ( H ) - ( ¡NUT+AREA )

IF(ÀRNF.LE.O. O) THEN DO

ÀRNF=0. 0

END IF
c PRiNT,'ARNF="ARNF

DURN=0 .0
BENNl =232.81 *ARNF*PCV(N, 1 )

BENN2=280 . 93*ÀRNF*PCV( N, 2 )

BENN3=2 O8 . O4*ÀRNF*PCV ( N, 3 )

BENN4=ARNF*( ( 0.6*1 73.84 )+(0.4*86 .92) )

C BENN =ARNF* 1 73 .84
C PRINT 308, BENN1,BENN2,BENN3,BENN4
c 308F0RMAT(",'BENN1= 

"F10..1,1X,'BENN2= "F10.1,1X,'BENN3=C *F10.1,1X,'BENN4=',F10..1)
BENF( 1 )=BENF1
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BENF ( 2

BENT ( 3

BENF ( 4

BENU ( 1

BENU ( 2

BENU ( 3

BENU ( 4

BENN ( 1

BENN ( 2

BENN ( 3

BENN ( 4

=BENF2
=BENF3
=BENF4
=BENU'I
=BENU2
=BENU3
=BENU4
=BENN 1

=BENN2
=BENN3
=BENN4

E=4
CALt SORT'I (BI GF, BENF , CROP, E )

PRI I'lT , ' BI GF= 

" 
BI GF , ' CROP= 

" 
CROP

CÀtL SORT'1 ( BIGU, BENU, CROP, E)
IF(B.EQ.5) THEN DO

PRI NT , ' BI GU=' , BI GU, ' CROP=' , CROP

END TF

CALL SORTl (BIGN, BENN, CROP,E)
iF(B.EQ.5) THEN Do
PRINT,' BIGN="BIGN,' CROP="CROP
END IF
RETURN

END

c #####################################################f ########
C THIS SUBROUTINE ROUTES EACH HYDRO TO THE END OF THE

C NEXT STAGE. INPUT TO THIS CÀN BE ONE OF 3 POSSIBLE SHAPES

C DEPENDTNG ON THE CURRENT STATE.
c ###############################################f ############

SUBROUTINE ROUT( SVOT, STAT,VL,DUR1,DUR2,DUR3'DUR4,N, J, I'B'
*VOLR, DURX, BF )

INTEGER B,Z,N,J,T,F,D,E
REAL SÀ,SR,VOLH,SVOL( 

-1 8, 6),VOT,R,LOV,VL JLA,VL2 I

* VOL,DURI ,DUR2,DUR3,DUR4,G,H,STAT( 18,6) ,V( 18 ,5,6,5,6) ,
* I.¡(18,6,6,5,2),nUnX,BF,LO,RLOV(18,6,6,5)
RBAL*g X(5,50),y(5,50)

c ###############################################################
C VÀRIABLES: INTEGER: B= LOOPiNG COUNTER TO READ HYDROGRÀPH COORDS

C BREPRNSENTSÀHYDROGRAPH
C Z= THE SUBSCRIPT FCR THE ACTUAL HYDRO COORDS

C SVOL= STORAGE DECISION.
C N= STÀGE COUNTER

C J= STATE COUNTER

C I= SVOL COUNTER

C REAL: X(g,I)= X COORD OF PEAK OF HYDRO.

C X(S,2)= X COORD OF END POINT OF HVDRO

C X(S,3)= POINT AT WHICH BANKFUII IS INTTiÀLLY
C REACHED

C X(¡,¿)= X COORD OF PO]NT AT WHICH BANKFULL IS
C RETURNED TO ÀFTER PEÀK

C X(N,S)= END OF EXTENSION OF HYDRO, BANKFULL

c x(s,6)= END 0F' EXTENSIoN 0F HYDRO, ÀBSoLUTE

C X(9,12)= END POINT 0F SVOL

C THIS MAY BE NEW ''PEAK''
C x(n,13),x(s,'14),X(8,15)= DIVISIONS 0F SVOL



c
c
c
c
c
c
c
c
c
c
c
c
c
L

c
c
c

c
c
L
c
L
c
C

c
c
c
c
c
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x(8, 16),x(8,17),X(8,',l8)= DIViSIoNS 0F EXTN.
x(9,?)= CoORDS USED IN iTERATION T0 FIND ALL

ABOVE NOTED POINTS

= PEAK

= BANKFULL

= START, FINISH
= END POINT 0F SVOL

MAY BE NNW ''PEAK''

iir;iii,iiå;rii,ijn;r3l= 
:iilË r! i3i i

SÀ=SLOPE 0F RISING LIMB FOR B HYDRO

SR=SLOPE 0F RECESSI0N LIMB FOR SÀME

VOLH= INITIAL HYDRO VOLUME

SVOL= CHOSEN STORÀGE VOLUME
VOIR= VOLUME REMÀINING AFTER SVOL IS REMOVED

LOV = À VOLUME USED FOR ITERATION
VL = .25*SVOL USED FOR ITERÀTION
VL2 = .s0*SVOL USED FOR ITERATION
VLA = A VOLUME USED FOR ITERÀTION
VOL = A VOLUME USED FOR ITERATION
DUR1= DURAT]ON OF FLOOD]NG OF FIRST AREA

DUR2,DUR3,DUR4= SÀME AS FOR DURI
Ç = VÀLUE USED FOR ITERATION IN EXTN

H = SAME

STAT= STATE
v(J,I,B,Z)= ÀRRAY TO STORE VALUES OF X(B,Z)
w(J,i ,B,z)= ARRAY TO STORE VALUES OF v(e,z)

#####tÍ#########################################################
THIS FIRST PÀRT CÀLCULATES THE STORÀGE VOLUME OF THE

HYDROGRAPH, IF THE CURRENT STATE TS O, AND THE STORAGE

VOLUME ]S NOT O. FOLLOWING SECTIONS WILt CÀLCULATE
C HYDROGRAPHS FROM DIFFERENT INPUT HYDRO'S.
c ########################################### ######################

r ¡'(H . EQ. 4 ) THEN Do
ir(r.EQ.1.AND.J.EQ.1 ) rsnH OO

rr(n.EQ.1) IHEN Do
READ 91, ((X(t,Z), Y(L,Z), Z=1 ,3¡,L=.1 ,5)

END IF
PRINT
PRI NT

FORMAT

FORMAT

FORMAT

Y(8,12
L0=0. 0

D=I
F=J
E=N

Y (8, .1

Y(8,2
Y(8,3

Y (B ,12

c
c
91

c92
c93

92
93, (

( 6rr.
(' t,

(' 
")=0.0

x(B,z), Y(B,z), z=1 ,3)
?l

25X,'HYDROGRAPH COORDINATES' )

6('1x,F4.1))

c
c94

G0 T0 21

END IF
END IF
PRINT 94, N,J,I,B
FORMAT ( " r 1 0X, ' ¡= 

"r2 
,', ¡= 

"r2 
,' 1= 

"r2 
,', fl=

iF(N.EQ.4) THEN D0
' ,I2)



E=N
IF(J.EQ.1) THEN DO

D=1
F=J
VOLR=0. 0

ELSE DO

F=1
D=J

END IF
ELSE DO

E=N- 1

IF(J.EQ.1) THEN DO

D=1
F=J
VOLR=0. 0

EISE DO

F=1
D=J

=DBLE (V
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(x(s, 1 )-x( 8,3) ) /2. o+x(8, 3 ) )
) /z.o+(x( ¡, 4 ) -x(8,'1 ) ) *

FIEND

IF
1)
3)
4)
5)
6)
12
1)
2)
12

2

Y

3

Y

4

5

6
1

END
Ä

x
,Á

Ä

X

X

Y

I
Y

B,
B,
B,
B,
B,
B,
B,
B,
B,

DBLE (V
DBLE (V

DBIE (V

(8,F,D,8,1)
(E,F,D,8,2)
(8,F,0,8,3)
(8,F,D,8,4)

c

DBLE(V(8,F,0,B,5)
=DBLE(V(8,F,0,8,6
DBLE(W(8,F,0,8,1)
BF

=DBLE(W(N,F,D,8,2) )

VOLR=RLOV(E,F,D,B)
D=I
F=J
E=N
rF(svol(H,r ).EQ.voLH) rHnH no

SVOL(N,I )=L0
PRINT,'SVOL=',SVOL(H,t )

END iF
GO TO 22
CONTI NUE

Y(B
SA=

21

(s
l=
(¡
)=
)=
)=
2)
0
((
(x

X(B
SR=
X(B
X(B
X(B
x(B

-0.VL

BF

1)-Y(
Y(8,2
3)-Y(
Y(B,2
(¡,¿)
(n,2)
0.0

8,3 ) ) /xß,1)
)-v(¡,3) )/sA
s,1) ) / ß(s ,z) -x(s, 1 )

)-y(s,'1 ))/sn+x(s,1)

DURX=
V0LH=

(v(s,1)-Y(B
VOLH=VOLH*3600.0
PRINT, 'VOLH=',VOLH
VOLR=V0LH
CONTINUE

) /z.o+xß,1)*(v(s,1)-Y(B
/z.o

x(8,4)-x(
(s,l)-x(¡

8,1)
,3))
,2) )

2

22

*
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SA
x(
SR

X(
IF

=
B

B

Y(B
3)=
Y(B
4)=
.EQ
=Q.
RX=

-Y(8,3)
8,2)-y(
-Y(B;'1 )

8,2)-Y(

IF(IFTX(.s+VOL)
Y(B,12)=(v(s,
x(8,12)=(Y(¡,
vOL=((x(8,12)
vOL=vOL*3600.

,1)
/sn
8,2)-X(9,1)
/sn+x(8,1 )

.GT.IFTX( .s+SVOL(H,I ) )
1 )-Y( s,z) ) /2. 0+v(¡, 2 )
1 2 ) -Y( ¡, z ) )/s¡+x(s, 3 )

-x(8, 3 ) )* (Y(8, 1 2)-Y(s,
0

1

Y

3

Y

1

(

I
(

0
(

) /xß
B,3))
)/ß(
B,'l ))

(,:
VL
DU

THEN DO

(x( s, 4 ) -x( B, 1 ) ) /2. 0+x( s, 1 ) ) - ( (x ( B, 1 ) -x( ¡, 3 ) ) /2.0+x( s, ¡ ) )

END IF
rr(v(n,12).EQ.Y(s,Z) ) rHnn nO

VOLR=0.0
VL=O. 0

END IF
rr'(Y( n,12).NE.Y(S,Z) ) rHnH nO

rF(svol(H,l ).EQ.0.0) THEN Do
I T'(.: . GT. 1 ) THEN DO

DURX=( (X(S,4)-x(s,1 2 )) /2.0+X(n ,12)) -X(8,1 2 )

END IF
END IF

rr(svor(H
rr(sr¡r

V0LH=
(v (¡, 1

VOLH=VOLH* 3600 . 0
IF(svol(¡¡, I ) .cE.voLH) rHnu no

Y(8,12\=vß,2)
x(8,'12)=x(s,4)
VOLR=0 .0
LO=SVOL(H,I )

SVOL(N,I )=VOLH
G0 T0 112

END IF
VOLR=VOLH-SVOL(H,I )

vol= ( (x( s, 1 ) -x( s, 3 ) ) * (v ( s,'1 ) -Y ( n, z ) ) ) /2.0
vOL=voL*3600.0
iF( ITI¡( . $+VOL) .NQ.iFIX(.5+SVOL(H, I ) ) ) THEN DO

c ###############################################################
C ONCE SVOI TS FOUND ON THE HYDROGRAPH, EXECUT]ON GOES TO

C THE PART I^IH]CH CALCULATES FOUR DTVISIONS WITHIN THE SVOL

C SECTION. THlS IS FOR CALCULÀTION OF DURATION AND CORRESPONDING

c FIOODED AREA. 110 IS FOR SVOI STORING UP T0 THE PEAK, EXACTLY.
c ##################f ##############################################

Y(8,12)=v(
x(8,12)=x(
x(8,20)=x(

G0 T0 11

END IF

*

Br l
Br 1

Br3
0

) tHn¡¡ no

02

rF(rFr¡(. g+vol) .nQ.IFIX(.s+svol(t{,1 ))) rHnn m
x(8,20)=x(¡,3)
G0 r0 110

ENÐ IF



100

101

Y

Y

x

8,32
8,12
8,12
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iF( rFrx( .s+vol) .ct. IFIx( .5+svol(n, I ) ) ) THEN D0
Y(8,22)=Y(¡,2)
Y(8,32)=Y(8,12)
y(8, 1 2)=(v (s,32)-v(s,22)) /2.0+y( n,22)
x (8, 1 2 )= (v (s ,12)-v (s ,2) ) /st+x( ¡ , 3 )

CONTI NUE

vol= ( (x( s, 1 2 ) -x( s, 3 ) ) * (v ( B, 12)-v ( ¡, 2) ) ) /2.0
voL=vOL* 3600 . 0
rr(rrrx( "5+vol).cr.irix(.s+svol(H,l ) ) ) rHnH oo

2)=Y(n,12)
2 )= (v (ø,32)-v( s,22) ) /2. 0+Y( 8,22)
2 )= (y (s, 12)-y(¡,2) ) /sn+x(s, 3 )

c0 T0 100
END IF
rr(lnrx(.s+vol).rr.rFrx(.s+svol(H,r ) ) ) rHpN no

Yß,22)=Y(s,12)
y(8, 1 2 )= (v (s,32) -v( s,22) ) /2. 0+y( t,22)
x ( B , 1 2 ) = (v (s ,12) -v ( s ,2) ) /sn+x( B , 3 )

G0 T0 100
END TF
c0 To .1 

10
END ]F
rr(rrrx(

I 8,22

(n, 3
(n, .1

(n, 1

I

Y

X

END IF
rr(rnrx(.

v ß ,22\
v(n,12)
x(8,12)
GOTOl

END IF
G0 T0 110

END IF
END IF
rr' ( rnrx( . s+vol, ) .lr. Ir

Y(n,12)=(v(¡,1)-v(¡
x(8,12)=(v(8,12)-Y(
LOV= ( (x ( n , 4\ -x(B ,12
LOV=LOV* 3600 . 0
V0L=V0LH-L0\¡

.s+vol).rr.rrIx(.5+svol(l¡,r ) ) ) runl¡ ¡o
)=Y(B,12)
)=Y (s, 1 )

)= (v( ø,32)-Y( B, 22) ) /2. o+Y( ø,22)
) = (v ( ø, 12)-Y( B, 2) ) /sn+x( B, 3 )

CONTI NUE

voL= ( (x ( s, 12) -x,( B, 3 ) ) * ( v ( ø, 12)-y ( B, 2) ) ) /2 .0
vOL=vOL*3600.0
Ir'(rFrx( .s+vol).cr.trrx( .S+svol(¡¡,I )) ) rHn¡¡ oo

Y(8,32)=Y(s,.12)
y(8,'1 2 )= (v(n, 32 )-v( s,22) ) /2. 0+y( n,22)
x(8, 1 2 )= (v (t, 12)-v( ¡,2) ) /sx+x( ¡, 3 )

c0 T0 101

5+vol) .rr. iPrx( .s+svol(H, r ) ) ) THEN DO

=y(9,12)
= (v ( s ,32) -Y ß ,22)
=(v(s,12)-Y(g,z) )

01

) /z.o+v ß ,22)
/sn+x( B, 3 )

N'I
8,2
8,4
-v(

rx(
,2)
8,2
))*

. 5+SV0t (

I /2 .o+u (

) )/sn+x(
(Y(B,12)

))) IHEN DO

)

)

8,2) ) ) /2

rn ( rrrx( .S+voL) .nQ.rFrx( .s+svol(H, I ) ) ) THEN D0
x(8,20)=x(9,3)

c #####################f ###########################################
C IF SVOL IS LARGE ENOUGH TO STORE PÀST THE PEAK, IT GOES TO
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C 112 FOR DIVISTONÀL CATCULATTON.
c #################################################################

G0 T0 112
END IF
It'(IFIX(.S+VOL) .ct.IFIX(.s+svol(H,I ) ) ) tHnH oo

Y(8,22)=Y(s,12)
Y(8,32)=Y(¡,1)
y(8, 1 2 ) = (v ß,32) -v(s,22) ) /2. 0+Y( 8,22)
x(8, .1 

2 )= (v (n, 12) -v(¡, 2 ) )/sn+x(s, + )

102 CONTINUE
LOV= ( (x (s,4 )-x ( ø ,12) )* (v ( n,12) -v (8, 2) )') /2
LOV=LOV*3600.0
VOL=VOLH-LOV
IF( IFix( .s+vot) .cr. IFIX(.s+svol(H, i ) ) ) rHnH 0o

yß,22)=Y(8,12)
y(8, 1 2 )= (v( ¡, 32 )-v(n,22) ) /2. 0+Y( 8,22)
x( B, 

.1 
2 ) =(v (n,12)-v(s, 2 ) ),/sn+x(s, a )

G0 T0 102
END iF
rr(rrrx(.

Y(B,32)
v(n,12)
x(¡,12)
c0 T0 .1

5+VOL) .lt. rrrx( .s+svol(u, i ) ) ) THEN D0

=Y(9,12)
= (v (n ,32\ -Y (s ,22) ) /2 .0+Y ( B, 22 )

= (y ( ¡, 12) -y (8,2) )/Sn*x( s, + )

02
END IF

ELSE DO
y(g,32)=Y(8,12)
Y(8,22)=Y(s,2)
y(8, 1 2 )= (v(s, 32 ) -v( s,22) ) /2. 0+Y( 2,,22)
x ( n , 

.1 
2 ) = (v (s ,12 ) -v ( ¡ ,2) ) /sa+x( s , ¿ )

1 03 CONT]NUE
LOV= ( ( X ( ¡, 4 ) -X ( S, 12) ) * ( v ( B, 1 2)-Y ( n, 2) ) ) /2
LOv=LOv*3600.0
V0L=V0LH-LOV
I¡'(lFlx(. s+vol,) .cr.l¡'ix(. 5+svoL(H,r ) ) ) rHn¡¡ oo

Y(8,22)=Y(8,12)
v(n, 1 2 ) = (v( ¡, 32 )-v(s,22) ) /2. 0+Y( 8,22)
x ( n , 1 2 ) = (v (n ,12 ) -v ( s ,2) ) /sn+x( s , ¿ )

G0 r0 103
END IF
Ip(Intx(.5+vol).rr.I¡'lx(. s+svol(¡¡,1 ) ) ) rHn¡l no

Y(s,32)=Y(s,12)
. y(s,12)=(v(n,32)-Y(n, 22))/2.0+Y(ø,22)

x(B,.1 2 ) =(v (s, 12)-v(s, 2 ) )/sn+x(n, ¿ )

G0 T0 103
END IF

END IF
END IF
DURX=( (x(s,4)-x (s,12)) /2.0+x(s,12) )-x(s,'1 2)
G0 r0 112

c ########################################f##########################
c rHIS pÀRT CALCULÀTES X(S,13,14,15) AND Y(¡,13 ,14,15), WHICH

C ARE THE COORDINATES OF THE DIVIDING LINES BETWEEN THE TIME
C SEGMENTS. 110 IS FOR SVOL .LE. PEAK, AND CALCULATED

C THE SAME WAY, AND 112 7S FOR SVOL.GT.PEAK.
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c ######################### #################################### ########
110 CONTINUE

Y(8,22)=v(n,12)
x.(8,22)=x(s, 1 2 )

VL=SVOL(H,I )/A.O
Y(8,14)=(vß,12)-v(9,
x(8, 14 )=(v(s, 14 )-Y(s,
vLÀ=( (x(s, 1 4 ) -x(¡, ¡ ) )

vL2=vL*2.0

2))/2.0+v(B,2)
2) ) /sn+x( s, 3 )
* (v(s, 1 4 ) -Y (s,z) ) ) /2 "o*3600. o

) /2.0+vß,24)
/sn*x( s, 3 )

rr(rrrx(.s+vle).ct.tnlx(.5+vL2) ) tHnH oo
(¡,3¿)=Y(8,14)
(s,24)=y (s, 2 )
(s, 1 + )=(v(n, 34 )-Y(8, 24)
(s,'14)=(v(n, 14)-Y(s, z) )

Y

Y

Y

x
113

1 
'14

CONTI NUE

vLA=( (x( ¡,1 4 )-x(8,3 ) )* (v( B, 1 4 ) -Y(8, 2))) /2.0*3600.0
rr(tptx(.s+vr¡) .cr.irlx(. 5+vL2) ) rHsH no

Y(n,3+)=Y(¡,14)
y(8, 1 4 )=(v(s, 34 )-v( ¡,24) ) /2. 0+Y( 8,24)
x(r, .1 

4 ) = (v(n, 1 + )-v(s,2) ) /sn+x(n, 3 )

G0 T0 113
END IF
rr(rrrx(.s+vrR).rt.trIx(.5+vL2) ) mnN ¡o

u(ø,2+)=Y(8,14)
y(s, 14)=(y(n, 3+ )-v(s,24) ) /2. 9+y( 8,24)
x(8, 1 4 ) =(y(n, 1 4 )-v( s,2) ) /sn+x( s, 3 )

G0 T0 '1 13

END IF
END IF
ir'(rpix(

Y (8,24
v (n, 34
Y(4,.14
x(s,14

+vLA).LT.rrrx(. s+vt,2) ) THEN Do
Y(8,14)
v(n,12)
(v (n, 34 )-Y (s,24) ) /2.0+Y (8, 24 )
(v(s, 1 4 )-Y ß,2) ),/Se+X( B, 3 )

B, 1 4)-X(n, g) )* (y(n, 1 4 )-y(¡,2 ) ) )/2. 0*3600. 0

.S+vLA) .rr:tFrx( . S+vr,2 ) ) THEN D0

5

=

=
E
(

(

CONTINU
vle= ( (X
r¡'(r¡'rx

v{s,24)=v(s,14)
v(s, 1 4 ) = (v(s, 34 )-v(s,24) ) /2. 0+v(8,
x ( B , 1 4 ) = (v ( s , 

'1 4 ) -Y ( ¡ ,2) ) /se+x( s, ¡ )

G0 T0 114
END iF
tp(iFrx(.$+vLA) .ct.IrIx( .s+vr2) ) THEN D0

Y(n,3¿)=Y(s,14)
y (tr , 1 4 )= (v (n, 34 )-v (s ,24) ) /2. 0+Y ( s ,24)
x (0, 1 4 ) = (v (n, 14 )-v (s ,2) ) /sn+x(s, 3 )

G0 T0 1 
'14

END IF
END IF

c ################### KNOW x(t,14), y(8,14) ####################
c ############f###### lF svor.LE.pEÀK ##########################

y(8, 1 3)=(v(s, 14)-v(¡,2) ) /2. 0+v(s,2)
x(n, 1 3 )=(v( B, 1 3 )-v(s,2) ) /sn+x( s, 3 )

vLA= ( (X (s, 1 3 ) -x( s, 3 ) ) * ( v ( s, 1 3 ) -v( ¡, 2) ) ) /2. 0*3600. 0

iF(IFIX( . s+vl,¡).cr.lrtx(. s+vr) ) THEN D0

24)
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Y

Y

Y

X

END IF
END IF
TF(IF]X(

Y (8, 23
Y(8,33
Y(8,13
x(8,13

,23)) /2
,2) ) /sA

.0+Y(8,23)
+x(9,3)

(s,33)=Y(s,'13)
(s,23)=v(s,2)
(s,13)=(v(n,33)-v(s
(n,13)=(v(8,13)-Y(B

115 CONTINUE
vLA= ( (x( s, 1 3 ) -x( n, 3 ) ) * (v( ¡, 1 3 ) -y ( B, 2) ) ) /2. 0*3600. 0

rF(rFIX(.s+vLA) .cr.IFIX( . 5+vL) ) rur¡l oo
Y(8,33)=Y(8,13)
y ( B , 1 3 ) = ( v ( s , 3 3 ) -v ( s ,23) ) /2. 0+y ( ø ,23)
x(r, 1 3 ) = (v( s, 1 3 )-v(¡,2) ) /se+x(s, 3 )

G0 T0 '1 15
END IF
rr(rrrx(.s+vle) .rr.tntx( .s+vl) ) tHnN oo

y(n,23)=Y(8,13)
y( n, 1 3 ) = (v(s, 33 )-v(s,23) ) /2. 0+y( n,23)
x(n, 1 3 )= (v( s, 1 3 )-v(s,2) ) /sn+x(n, 3 )

G0 T0 115

S+vLA) .rr.lrtx( . 5+vL) ) THEN Do

=Y(¡,13)
=Y(8,14)
=(v(s, 33 )-Y (s,23) ) /2.0+v( n, 23 )

= (v ( n, 1 3 )-Y (s ,z) )/sn+x (8, 3 )

116 CONTINUE
vLÀ= ( (x( s, 1 3 ) -x( s, ¡ ) )'r (v ( B, 1 3 ) -Y ( B, 2) ) ) /2. 0*3600. 0

rr'(rrIx( . g+vLA) .ct.lrlx(vl) ) THEN D0
y(s,33)=v(n,13)
v (n, .1 

3 )= (v (¡, 33 ) -v (s ,23) ) /2. 0+Y ( B ,23)
x ( s , 1 3 ) = ( v ( s , 1 3 ) -v ( n ,2) ) /se+x( n, 3 )

G0 T0 116
END IF
rF(rrIX( .5+vre).lr.iplx(vr) ) THEN D0

Y(8,23)=Y(8,13)
y(B, 1 3 )=(v(s, 33 ) -v(s,23) ) /2. 0+Y( n, 23 )
x(8, 1 3 )=(v(n, 1 3 )-v (s,2) ) /Sn+x( ¡, 3 )

G0 T0 1 16

END IF
END IF

C ************* KNOW X(nr13), y(Sr13) ************:k**********
c ************* IF SVoL.LE.PEAK **************************

y(a, 1 5)=(v (s, 12) -v(n,1 4) ) /2. 0+Y(8, 1 4 )

x ( n , 1 5 ) = ( v ( s , 1 5 ) -v ( ¡ ,1 4) ) /sn+x ( B , 1 4 )

vLÀ= ( (x( s, 1 5 ) -x( n, 1 4 ) ) * ( v( s, 1 4 ) -v( ¡, 1 5 ) ) ) /2.0+(x( B, 1 5 ) -
* x(s,14 ) )* (v(n,14)-v(n,e ))

VLA=VLA*36OO. O

rr(tFtx(. 5+vre).lt.tFIx(. 5+vL) ) runH no
Y

V

Y

X

CONTINUE
vLÀ=( (x(¡, 1 5)-x(8, 14 ) )* (Y
x(n,'1¿) )*(Y(8, 1 + )-v( s,2) )

VLA=VLA* 3600. O

(ø,25)=y(¡,15)
(¡,35)=v(9,12)
( s, 1 5 ) = ( v ( 8,35 ) -y ( B, 25) ) /2. 0+y ( 5,25)
(s, 1 5)= (v(8, 1 5)-'v(8, 2) ) /sn+x(8, 3 )

11'7

*
(s, 1 4)-v(s, 1 5) ) ) /Z.o+(X(B, 1 5)-



iF(I
Y(
Y(
X(

Frx( .S+vLA) .cr. IFIX( .5+vL) ) rHnH 0o
8,35)=Y(9,15)
B, 1 5 )= (v(n, 35)-v(8, 25 ) ) /2.0+y(8, 25)
B, 1 5 ) =(v( s, 1 5)-Y (8,2) )/sa+x( n, 3 )

5+vLA).Cr.rFrX(.s+VL) ) IHSH OO

=Y(s,15)
=Y(8,14)
= (v( s, 35 )-Y(t, 25) ) /z.o+v( n, 25)
= (v ( s, 1 5 )-Y (s ,z) ),/s¡+x (s, 3 )

175

z)
)

n,2)))/2.0t3600.0

G0 T0 1 
.17

END IF
rn(rrrx(

Y(8,25
v(9,15
x(9,15
GO TO

END IF
END ]F
rr(rrrx(.

Y(8,35)
Y(8,25)
Y(8,15)
x(s,'15)

v(s,20)=y(
VL=SVOL ( N ,
VL2=VL*2.0
Y (8, 14 )=Y (

x(n,'14)=x(
vLA=((x(s,
rr(rrrx(

Y (n, 34
Y (8, 14
x(n,14

.S+VLA) .lr. rnrx( .S+vL) ) ffieH oo
)=Y(8,15)
) = ( v ( B, 35 ) -v( ¡, 25) ) /2. o+Y( n,25)
) =(y(n, 1 5)-y(n, 2) ) /Sn+x( B, 3 )
117

1 45 CONTINUE
vLA= ( (X( n, 1 5 ) -x( n, 1 4 ) ) * ( v ( n, 1 + ) -v( n, 1 5 ) ) ) /2.0*(X( S, 1 5 ) -

* x(n,14 ) )* (v(8,14)-Y(¡, z) )

VLA=VLA*36OO. O

Ir(Inrx( .s+vle) .cr.trlx( . s+vr) ) THEN D0
y(¡,35)=Y(8,15)
v( n, 1 5) =(v( s, 35 )-v(s,25) ) /2. 0+Y( n,25)
x ( n , 1 5 ) = (v ( ¡ , 1 5 ) -v ( ¡ ,2) ) /sa+x( s , : )

G0 T0 145
END IF.
I¡'(rrrx( .s+vr¡).rr.Intx( . 5+vL) ) THEN D0

v(9,25)=Y(8,15)
v( n, 1 5 )=(v( ¡, 35) -v(s,25) ) /2. 0+y( u,25)
x ( n , 1 5 ) = (v ( B , 1 5 ) -v ( s ,2) ) /sn+x( s , 3 )

G0 T0 145
END IF

END IF
C ############# KNOW ÀLL TIME DIV COORDS IF SVOL<PEAK#########

G0 r0 200
c ############# 200 rÀKEs r0 THE PART Ì^¡HERE THE EXTENTION IS###
C ############# DIVIDED TNTO 4 SEGMENTS ####
112 CONTINUE
C ######### 112 T,S FOR CALCULATING THE 4 DIVISIONS###############
c ######### in svol.cr.pEÀK ###############

x(¡,20)=x(s,3)
ÞD,

r)

B,
B,
14

z\
/q.o

r)
l)
)-x(s,3 ) )* (v(s, 14 )-y ß,2))) /2.0*3600.0

S+vLA) .cr. r¡'rx( .5+vL2 ) ) runH no
=y(s,14)
= (v( s,'1 4 ) -Y (s,z) ) /z.o+u ß,
= (v( s, 1 4 )-Y( n, z ) )/sn+x(s, ¡

vLA=( (x(s, 1 4)-x(s, 3 ) )* (v(¡, 14 )-Y(
i¡'(rrrx(.s+vLA) .cr.IpIx( . s+vr2) ) THEN D0



Y(8,34)=Y(8,14)
Y (B ,24 )=y (9, 2 )
Y(n,14)=(v(s,3¿)-v(¡
x(9,1¿)=(v(n,1¿)-Y(s
CONTi NUE

vLÀ=( (x(s, 1 4 )-x(s, 3) )* (Y(s, 1+)
rr(lptx( .s+vl¡) .cr.Iplx( .5+YL2

Y(n,34)=Y(8,14)
v (s, 14 )= (v (t, 34 )-Y (B,24 )

x(n,.14 )=(Y(s, 14)-Y(¡, z) )

G0 r0 118
END IF

176

-Y
))

(s,2) ) ) /2.0*36oo. o

THEN DO

zq))/2.0+Y(8,24)
2))/s¡+x(8,3)

118

119

)*
z)

) /z.o*v(8,24)
/sx*x( ¡, 3 )

rr(IrIX(.s+vtA).rr.lrIx( . 5+vL2) ) rHnH oo
u(n,24)=Y(9,14)
v ( n, 1 4 )= (v (¡, 3¿ )-v (¡ ,2Ð ) /2. g+Y ( B ,24)
x ( B , 1 4 ) = ( v ( n , 1 4 ) -v ( s ,2) ) /sn+x( n , 3 )

END IF
rr'(tpIx(.s+

Y(9,24)=Y
v(9,1+)=(
x(n, 1+ )= (

CONTINUE
vln=((x(¡

G0 T0 1 
'18

END IF

rr(rrrx(
Y(8,34
v(¡,1+
x(n,14
GO TO

END IF
rr(rrrx(

v(8,24
v(1,14
x(n, 1+

GO TO

vl¡).LT.iFIx(.s+vr2) ) THEN Ðc
(8, 14 )

v (n, 3¿ )-v (¡ ,24) ) /2.0+Y ( B ,24)
Y ( n, I 4 ) -Y( n,2) ) /se+x( s, 3 )

, 14 )-x(s,3 ) )* (v(n,'14 )-y(8,2))) /2.0*3600.0
5+VLA).Cr.rrrX(.5+Vt2) ) THEN D0

=y(n,14)
=(v(¡,34)-Y(B
=(v(s,14)-Y(B
19

5+vLÀ) .lr. irrx( . s+vr2 ) ) THEN Do

,24))/2.0+Y(8,24)
,2))/sn+x(n,¡)

=Y (n, '14 
)

= (y (s, 34 )-y ß ,24) ) /2 .0+y ( B, 24 )

= (v(s,'1 4 ) -Y(8, 2 ) )/sa+x( B, 3 )

19
END IF

END IF
END IF
rr(rrrx( .s+vLA) .lr.tnIx(.5+vr2) ) THEN D0

y(a,34)=Y(8,'14)
uß,24)=Y(n,12)
VLB=VLÀ
Y(8,14)=(v(g,34)-v(g
x(8,14)=(v(t,14)-v(s

24
z)

vLÀ=(((x(¡,14)-x(8,1
x(8,1))*(v(n,14)-v(s

))/z.o+
) /sn+x (

(v(s,l)
) )*¡eoo
( . s+vrz

Y(8,24)
8,4 )

-v(s, 1 4) ) ) /2. o+(x(8, 1 4 )-
. O+VLB

) ) tHnH oo
*

r r ( r rr x ( . s+vle ) . cr. t nt x
yß,24)=Y(¡,14)
Y(8, 1 4 ) = (v(n, 3+ )-Y(8, 24 )
x(8,.14 )=(v(n, 14 )-v(9, z ) )

CONTINUE
vLA=( ( (x(¡,14)-X(¡, I ) )*(v(B, 1 )-Y(¡,1¿ ))) /2.0+(x(8,14)-

x(8, 1 ) ) * (v(s, 14 )-v(s,2) ) )'k3600. O+vLB
rr(rrIx( .5+vr,R) .lr.IpIx(. s+vt 2) ) THEN D0

) /2.0+u ß ,24)
/sn+x(s,¿)

120

*



Y(8,3
Y(8,1
x(B,1

4)=Y(8,14)
4 ) = (v ( ¡ , 3¿ ) -Y ( n ,24)') /2. 0+Y ( B ,24)
4 )= (v (¡, 1 + )-v (s ,2) ) /sn+x(n, a )

. 5+vLÀ) .rr.rFrx(.5+vL2) ) tunH no
)=Y(s,14)
) =(v(8, 34 )-Y(8, 24) ) /2. o+Y( n,24)
) =(v(8, 1 4 )-Y( B, 2) ) /sn+x( s, ¿ )

5+vLÀ) .rr. trtx( . s+vL2 ) ) THEN Do

=Y(8,14)

177

(n,z)
g,3)
v(8,2))/2.0*36oo.o
) rHn¡q no

121

122

))
tt

v(

*

G0 T0 120
END IF
rr( rnrx( .s+vle) .cr. tnlx( .5+vL2 ) ) rHnx ¡o

Y(8,24)=Y(B,14)
y(8, 1 4 )= (v( ¡, 34 )-v(s,24) ) /2. 0+Y( 8,24)
x(s, 1 4 )=(v(n, 1 4) -v(s,2\ ) /sn+x(s, ¿ )

c0 To '120

END iF
END IF
rr(rrtx(

Y (8, 34
Y (8, .14

x(8,14
CONTINUE
vLA=( ( (x(n,14)-x(¡, 1 ) )*(v(B, 1 )-Y(n,14lt)) /2.0+(x(s, 1¿)-

x(4,'l ) )* (v(¡,'1 4 ) -v( s,2) ) )x3600. 0+vLB
i¡'(r¡'rx(

Y (B, 34
y(¡,14

. x(4,14
GO TO

END IF
i r'(r rix (

Y (s ,24
Y(8,.14
x(n,14
GO TO

END iF
END IF

END IF
############## KNoI"l x(n,14), v(s,1+) #######################
###############################################################
FROM HERE X,Y(n,13) IS CÀtCULATED, FIRST FOR X(S,1¿)<X(S,1)
THEN FOR x(8,.14)>x(n, 1 ).
################f ##############################################

= (v( s, 34 ) -Y (ø,24) ) /2.0+v(s, 24 )

= (v(n, 1 4 )-Y(s, z ) )/sn+x(s, ¿ )

c
c
c
c

21

5+vLÀ).cr.rrrx(.s+vr2) ) THEN Do

=Y(8,14)
= (v(n, 34 )-Y (s,24) ) /2.0+Y( B, 24 )

= (v( s, .1 
4 ) -Y (s,z) )/sn+x( n, + )

21

THEN DOrp(x(8,.14).rn.x(
v(n,'13)=(v(s,1
x(n,13)=(v(s,1
vLA=(x(8,13)-x
rr(trlx(.s+vle

v(s,33)=Y(s,

n,1)
4 )-Y
3 )-Y
(n,3
).cr
13)

8,2
8,2
)*(

/z.o+u
/sn+x (

n,13)-
rprx( .5+VL)

y (s, 23 )=y (¡, 2 )
y(8, 1 3 ) = (v(¡, 33 )-V(¡,23) ) /2. 0+Y( 5,23)
x ( B , 1 3 ) = (v ( s , 

'1 3 ) -v ( ¡ ,2) ) /sa+x( ¡ , ¡ )

CONTINUE
vLA=(X( S,1 3 )-X(S,3 ) ) * (v(S,1 3 )-Y(S,2 ) )/2.0*3600.0
i¡'(trtx(.5+vle) .cr.Irlx(.5+vL) ) THEN D0

v(s,33)=y(s,13)
y(8, 1 3 )= (v(s, 33)-v(s,23)) /2.0+Y(¡, 23 )

x ( s , 1 3 ) = (v ( s , 
.1 

3 ) -v ( s ,2) ) /sn+x( s , 3 )

GO rO 122
END IF
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rF(rFrx(. s+vLA) .rr.IrIx( .s+vl) ) rsnn no
v(¡,23)=Y(8,'13)
v(¡, 1 3 )= (v(s, 33 )-v(s,23) ) /2. ¡+y( 8,23)
x ( n , 1 3 ) = (v ( s , 1 3 ) -v (s ,2) ) /se+x( ¡ , 3 )

G0 T0 .122

5+vLA).lr.tptx( "s+vl) ) runH no
=Y(¡,13)
=Y (8, 14 )

=(v(9,33)-Y(8,23)
=(v(n,13)-Yß,2))

CONTINUE
VLA= ( X ( t, 1 3 ) -X ( n, 3 ) ) * ( v ( ¡, 1 3 ) -y ß,2) ) /2. 0*3600. 0

rr'(rrrx(. s+vle) .cr.trIx( .s+vl) ) rHnH no
y(
v(
x(
G0 T0 123

END IF
rr(rrrx( .s+vl¡) .r,r. irlx( .5+vL) ) rHnH no

Y(a,23)=v(s,13)
v(s, 1 3 )= (v(8, 33 ) -v(s,23) ) /2. 0+v( 8,23)
x(s, 1 3)=(v(s, 1 3 )-v(n,2) ) /sn+x(s, 3)
G0 T0 123

END IF
END TF

END IF
c ########### v(s,13), x(s, 13) KNOWN rn x(8,14).1r. pn¡n #######

,1)) THEN Do

8,33)=Y(B,13)
n, 1 3 )=(v( s, 33 ) -y ß,23) ) /2.0+v(s, 23 )
B, 1 3)=(v(s, 1 3)-Y(s, z ) )/sn+x(n, 3)

END IF
END ]F
rn(rrrx(

Y(8,23
v(¡,33
Y(8,'13
x(n,13

123

124

rr(x(s,
y(g,1
x(8,'1
VLA= (

14).GT.X(B
3)=y(s,1)
3)=x(n,1)
x( n, 1 3 ) -x ( ¡, 3 ) ) * ( v ( ¡, .1 

3 )-y( s, z ) )/2. 0*3600. 0

) /2 "o+v (B ,23\
/st*x( B, 3 )

\ /2.0+v (s, 2 )

)r/se+x(n,:)
(¡, 1 3)-v(¡,2) ) /2. o*3600. o

(.5+vr.)) rHnH oo

lr'(lnrx(. g+vLA) .cr.trrx( .s+vr) ) THEN D0
y(¡,33)=Y(8,13)
Y(8,13)=(v(8,13)-Y
x(n,13)=(v(8,13)-Y
vLA=(x(s,13)-x(n,3
lr' ( r rrx( . 5+vLA ) .cr. r ¡'rx

ß,2)
(s,z)
))*(v

Y(8,33)=v(s,13)
v(n,23)=y(s,2)
y(n, 1 3 )=(v( s, 33 )-v(s,23) ) /2. 0+y( n,23)
x(n, 1 3 ) =(v(s,'1 3 )-v(s,2) ) /sn+x(s, 3 )

CONTI NUE

vLA= ( x ( B, 1 3 ) -x ( s, 3 ) ) * ( v ( ¡, 1 3 ) -Y ß,2) ) /2.0*3600 . 0
tr(rprx( . s+vr,¡) .ct.I¡'lx(.s+vl) ) runn uo

Y(8,33)=Y(n,13)
v( s, 1 3 )=(v(¡, 33 )-v( n,23) ) /2. 0+y( s,23)
x( s, 1 3 )= (v(n, .1 

3 ) -v(s,2) ) /sn+x(¡, 3 )

G0 T0 .124

END IF
rr'(rnrx(. s+vle).rr.trlx(.5+vL) ) rHnH ¡o

Y(B,23)=Y(s,13)
y ( B , 1 3 ) = ( v ( ¡ , 3 3 ) -v ( s ,23) ) /2. 0+y ( ø ,23)
x ( B , 1 3 ) = (v ( s , 1 3 ) -v ( s ,2) ) /sn+x( B , 3 )
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G0 T0 124
END TF

END IF
IF(rFrx(.s+vlÀ).rt.Inlx(.s+vt ) ) THEN D0

y(
v(
v(
x(

8,23l'=Y(¡,13)
8,33)=Y(9,'1 )

s,'1 3 )= (v( ¡, 33 )-y (n,23) ) /2.0+v( n, 23 )

n, 1 3 )= (v(n, 1 3 )-Y (n,z) )r/sn+x( n, 3 )

125

126

CONTINUE
vLA= ( X ( S, 1 3 ) -X( S, 3 ) ) * ( v ( S, 1 3 ) -y ß,2) ) /2 .0t'3600 .0
rr(rrrx(.5+vtA) .ct.tFtx( . 5+vL) ) runH no

Y(8,33)=Y(8,13)
y(n, .1 

3 )=(v( B, 33 )-v(¡,23) ) /2. 0+y( 8,23)
x(B, 1 3 )= (v(s, .1 

3 )-v( s,2) ) /sn+x(s, 3 )

G0 T0 125
END IF
rr(IrIx( . 5+vl,¡) .r,r.rFtx( . 5+vL) ) tHn¡¡ no

v(¡,23)=v(s,13)
v ( s , 1 3 ) = ( v ( s , 3 3 ) -v ( s ,23) ) /2. 0 +y ( B ,23)
x(e, 1 3 )=(v(n, 1 3)-v(s,2) ) /sn+x(s, ¡ )

G0 T0 .125

END IF
END IF

END iF
rr(rrrx(.

Y(8,33)
x(8,33)
Y(8,23)
x(8,23 )

v(s,13)
x(8,.13)
vLA=(X(
x(s,13)

5+VLA
-Y B,

ÞD,

=t B,
=[ B,

.LT. inrx( .S+vL) ) rHsH uo
3

3

4
4

*

= (y (s, 3 3 )-y ß ,23) ) /2 .0+y ( s , 2 3 )

=(y(s, 1 3)-Y(¡, 14) )/Sn+X(8, 1 4)
n, 1 4 ) -x( s, 1 3 ) ) * (v ( s, 1 3 ) -y ( s, .1 

+ ) ) /2.0+ (X( t, 1 4 ) -
)*(v(n,14)-v(s,z))

*

VLA=VLÀ*3600.0
in(rrrx( . s+vle).cr.lrIx( .5+vL) ) rHnH oo

Y(8,33)=Y(8,13)
v(8, 1 3 )=(v( s, 33 )-v(s,23) ) /2. 0+Y( ø,23\
x(8, 1 3)=(v(n, 1 3 )-v(s, 1 4) )/Sn+X(8, 1 4)
CONTINUE
vLA=(x(s,14)-x(n,13 ))* (v(n, 13 )-Y(s,1¿ )) /2.0+(X(A,14)-

x(8, 1 ¡) )*(Y(8,',14 )-Y( 5,2) )

VLA=VLA*3600.0
rr'(rnlx( . s+vr,e) .cr.r¡'rx( . 5+vL) ) rHnH oo

Y(8,33)=v(S,'f3)
y(8, 1 3 ) =(v( s, 33 )-v( s,23) ) /2. 0+Y( 8,23)
x(8, 1 3)=(v(¡, 1 3)-v(s, 1 4 ) )/Sn+X(S,'1¿ )

G0 T0 126
END IF
rF(iFrx(.$+vLA) .rr.tnlx(.5+vL) ) rHeH 0o

Y(8,23)=Y(8,13)
y(8, 1 3 ) =(v(n, 33 )-v(s,23) ) /2. 0+y( s,23)
x(8, 1 3 )=(v(s,.1 3)-v(s, 1 4 ) )/Sn+x(8, 14 )

G0 T0 126
END IF

END IF
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IF(IFIX(.5+vr¡).lr.Intx(.5+vL) ) rHnH ¡o
Y(n,23)=Y(¡,13)
y(n, 1 3 )=(v(n, 33 ) -v(s,23) ) /2. 0+Y( 8,23)
x(n, 1 3 )=(v(s,'l 3)-v(s, 14) )/Sn+x(8, 1 4)127 
$iT:i iYi , 1 + ) -x ( s, 1 3 ) ) * ( v ( s , 1 3 ) -v ( s ,1 4) ) /2. 0+ ( x ( B , 1 4 ) -* x,!fulilÌiläåä:J-)-Y(¡'z))

l¡'(trlx(.5+vrR).cr.I¡'Ix( .5+vL) ) rHnn no
v (¡, 33 )=v (¡, 1 3 )
y(0, 1 3 )=(v(s,33)-v(s,23)) /2. 0+Y(A, 23)
x(r, 1 3 )=(v(s,.1 3)-v(s, 1 4) )/sn+x(8, 14 )

G0 T0 127

iil?tlit( .S+vr¡) .rr. rrrx( .S+VL) ) tHsN no
Y(8,23)=Y(8,13)
v(s, 1 3 )=(v(s, 33)-v(¡,23)) /2. 0+Y(n, 23 )

x( a,'1 3 )= (v(¡,'1 3 )-v( s, 1 4) \ /sn+x(8, 1 4 )

G0 T0 127
END iF

END IF
END IF

END IF
c ############# KNor^i y(¡, 13), x(s, 13) ##########################
C ############# THIS CALCULATES x,Y(n,1 5) , FIRST FOR X(s,14)>x(s,1 )

c ######### rHnu FOR x(s,14)<x(s, 1 ) #######################
) rHnH uo
ß ,z) ) /2 .o+Y (

(¡,2))/sn+x(n
))*(v(8,15)-Y
.IFIX(.s+vr,))

).ce.x(s,1)rr(x( B, 14

,15)
,15)
= (x(
IFIX
(n, 3
(n,2
(g, 1

(t, 1

5)=(v(s,35)-Y(8,25)
5)=(v(¡,15)-Y(s,z))

rr(
I

Y

I

Ä

v(s
x(s
VLA

=(v(n,1a)-Y
=(v(n,15)-Y
B, 4 )-X (¡, .1 

5
( .5+VLÀ) .GT
5)=Y(4,.15)
5)=v(¡,2)

(s ,z) ) /2 .ot 3600 .o
THEN DO

1,2)
,4\

128

)/2.0+u(8,25)
/sn+x(¡,¿)

CONTI NUE

vLA= ( X ( n, 4 ) -X ( n, I S ) ) * ( v ( S, 
.1 

5 ) -Y ln, Z) ) /2.0* 3600 . 0
rr(rntx(.5+vr,¡) .cr.tntx(. s+vl) ) rHnH no

Y(n,35)=Y(s,15)
v(s, 1 5 )=(v(s, 35 )-v(s,25) ) /2. 0+Y( 8,25)
x(a, 1 5 )= (v(s, 1 5)-v( s,2) ) /sn+x(n, + )

G0 T0 128

.s+vLA).lr.ipIx(.5+vL) ) tHnH oo
)=Y(9,15)
) = ( y ( n, 35 ) -y( ¡, 25), /2. g+Y( ø,25)
)=(v(n, 1 5)-Y( s, 2 ) )r/sn+x( n, ¿ )

END IF
rr(rnrx(

v(¡,25
v(n,15
x(g,15

END IF
END IF
r ¡'(r rtx(

v(n,25
y(9,35
Y(B,15
x(¡,15

Go ro 128

.5+VLA).rr.rnrx( . 5+vL) ) mn¡¡ oo
)=Y(n,15)
)=Y (8, 14 )

) = (v ( n, 35 ) -v( s, 25) ) /2. o+Y( n,25)
)=(y(n, i 5 ) -y(n, 2 ) )rzSn+x(s, +)



129

130

Y (8,
Y (8,
x (8,

Y

Y

al.

)/2
/SR

181

CONTINUE
vLA= ( X ( B, 4 ) -X ( n, 1 5 ) ) x ( v ( S, 1 5 ) -Y ß,2) ) /2.0t 3600 . 0
r¡'(rnrx(.s+vr¡).cr.Iplx(.5+vL) ) THEN D0

v(s,35)=Y(s,15)
y(8, 1 5)=(v( s, 35 )-v(¡,25) ) /2. 0+Y( n,25)
x ( B , 1 5 ) = ( v ( ¡ , 'l 5 ) -v ( n ,2) ) /sn+x( s , ¿ )

G0 T0 129
END IF
rr(rrrx(

Y(n,25
Y(n,15
x(t,.15

.5+vLÀ) .rr.rrlx( .5+vt) ) THEN Do

)=y(s,15)
) = ( v ( I , 3 5 ) -v ( ¡ , 25) ) /2. o+Y ( ø ,25)
)= (y(8, 1 S)-y(8, 2) ) /Sn+x(s, ¿ )

ø,2)
n,2)
)* (v
IFIX

(¡,.15)
Y(8,15)-Y
Y(8,15)-Y
4)-x(8,15
s+VLA).GT
=Y(9,15)
=y(9,2)

, x(g
rr.x(
(¡,1)
(s,1)
4)-x(

c ########### Y(¡, 1 S)
tn(x(n,.1+).

Y(8,15)=Y
x(n,15)=x

G0 T0 129
END IF

END IF
END IF

VLÀ=(X(B
rn(rrrx(

,'15) KNOWN rF X(S,14).Cr. PEÀK #######
s,1)) THEN DO

-Y
))

(s ,z) ) /z .o* 3600 . o

5+vLA ) . cr. r rI x ( . 5+vL THEN DO

35
15
1s

8,35
8,25
8,15
8,15

Y

I
Y

x

=f

s,.15))*(v(n,.15)

,25)
,2)')

B

) /2.0+vß,2)
)/sn*x(n,¿)
(¡,'1 5 )-V(S,2) ) /2. 0r.3600. o
( . s+vr) ) IHEN Do

VLÀ= ( X

rr(rrrx(

END IF
rn(rprx(

Y(n,25
Y(8,15
x(8,15
GO TO

It
I

=(v(s,35)-Y(B
=(v(s,15)-Y(B

.0+Y (ø,25)
+x(n,4)

CONTI NUE

vLA= ( X ( B, 4 ) -X ( S, 1 5 ) ) * ( v ( n, 1 5 ) -Y (5, Z) ) /2.0*3600 . 0

rr'(rrrx( .5+vr¡) .ct.lrtx( .5+vL) ) rHn¡l 0o
Y(8,35)=Y(8,15)
y ( B , 1 5 ) = ( v ( n , 3 5 ) -v ( ¡ ,25) ) /2. 0+Y ( n ,25)
x (8, 1 5 )= (v (s , 

.1 
5 )-v (¡ ,2) ) /sn+x(s, ¿ )

G0 T0 130

.5+vLA).rr.Irtx(.5+vL) ) rHgH no
)=Y(s,15)
) = (v( n, 35 ) -Y ( B, 25) ) /2. o+Y( 8,25)
) =(v(a, 1 5)-Y(8, 2) ) /sn+x(n, ¿ )

130
END IF

END IF
rn(lrrx( .5+vl,¡).rr.lrlx( . 5+vL) ) THEN D0

ø,25)=Y(8,15)
B,35)=Y(9,1)
B, 1 5)=(v(n, 35 )-y (n,25) ) /2.0+Y(8, 25 )

n,'t 5)=(v( ¡,'1 5)-Y(s, 2 ) )/sn*x( e,+ )

CONTINUE
vLÀ= ( x ( B, 4 ) -X ( ¡, 1 5 ) ) * ( v ( ¡, 1 5 ) -y (n,2') ) /2.0*3600. 0

rr(irtx( .s+vr,¡) .ct.lrIx( .s+vl) ) rHn¡l po

Y(8,35)=V(S,15)

131



182

y (B , 
.1 

5 ) = (v ( s , 3 5 ) -v ( ¡ ,25) ) /2. 0+Y ( ø ,25)
x ( B , 1 5 ) = (v ( n , 1 5 ) -v ( s ,2) ) /sn+x( n , a )

G0 T0 1 3.1

END IF
tr'(rprx( . g+vLA) .r,r.lrIx(. g+vl) ) runn oo

Y(8,25)
v(¡,ls)
x(8,15)
GOTOl

END IF

=Y(8,15)
= (v(s, 35 )-Y(s, 25) ) /2.0+Y(8, 25 )

=(v(n, 1 5 ) -Y ß,2) )/Sn+X( g, ¿ )

31

ENÐ IF
END iF
rn(rrrx(

*

Y 8,35
x 8,35
Y 8,25
.tt 8,25
Y 8,15
X B,15
VLA= (X
x(8,14

rr'(rrrx(.
Y(8,35)
v(¡,15)
x(¡,15)

5+VLA
=t B,

B,
=[ B,
=[ B,
=(v(n,35)-Y(B
=(v(s,15)-Y(B
8,15)-X(8,14)
)*(v(s,'14)-v(

).lr.IrIx(.s+vl) ) rHnH no
15)
15)
14)
14)

,25) ) /2. o+Y ( 8,25)
,14))/st+x(8,14)
)* (v(s, I 5)-y(s, 1+)) /2.0+(x(8, 1 5)-
s,2) \

132

133

*

VLA=VLA* 3600 . 0
5+VLA) .Cr. IFIX( . S+VL) ) THEN D0

=Y(8,15)
= (v (n, 3 5 )-Y (B ,25) ) /2 .0+v (S, 2 5 )

=(v(s, 1 5)-Y(n, 1 4) )/sa*x(8, 14)
CONTÏ NUE

vLA= (X( B, 1 5 ) -X( B, 1 4 ) ) * (v ( B, 1 5 ) -Y ( B, 1 4I ) /2. 0+ (X( B, 1 5 ) -
x(8,.1¿) )* (Y(8, 14 )-Y( A,2) )

VLA=VLÀ*36OO. O

IF(IFIX( .s+VLA).Ct.IF]X( .5+VL) ) THEN DO

Y(8,35)=Y(n,15)
y (B , 1 5 ) = (v ( n , 3 5 ) -v ( s ,25) ) /2. 0+Y ( n ,25)
x (B , 1 5 ) = (v ( s , 1 5 ) -v ( s ,14) ) /Sn+x ( B , 1 4 )

G0 T0 132
END IF

TFIX(
(n,25
(r,15
(s,15

G0 r0 132
END IF

END ]F
IF(IFIX(. 5+vrR) .r,r.IFIX(.S+VL) ) THEN ÐO

Y(8,25)=y(n,15)
y(8, 1 5)=(v(¡, 35)-v(s,25\ ) /2. 0+Y( s,25)
x ( B , 1 5 ) = ( v ( ¡ , 1 5 ) -v ( s , 1 4) ) /sn+x ( B , 1 4 )

CONTI NUE

vLA= (x( n, 1 5 ) -x( s, 1 4) )* (y ( B, 1 5 ) -Y ( s, 1 4 ) ) /2.0+ (x( n, 1 5 ) -
x(8, 1+ ) )'r (Y(8, 14)-Y(5,2) )

VLA=VLÀ*3600.0
rF(IFrx( .5+vl,¡).ct.iFIX(.S+vL) ) rHeN oo

Y(8,35)=v(S,15)
v ( B , 1 5 ) = (v ( s , 3 5 ) -v ( s ,25) ) /2. 0+y ( n ,25)
x ( B, 1 5 ) = (v ( s , 1 5 ) -v ( s ,14) ) /Sn+x ( B, 1 4 )

.s+VLÀ) .rr.IFIX( .S+VL) ) THEN DO

)=Y(8,15)
)= (y(8, 35 )-Y( B, 25) ) /2. g+Y( t,25)
)=(v(a, 1 5)-v(8, 1a) )/s¡+x(8, 14)

IF(
Y

Y

Ä

*
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c0 T0 133
END IF
rF ( rFrx( .s+vlÀ);tT. IFIx( .5+vL) ) tHnl¡ oo

Y(8,25)=y(S,15)
y( B, 

.1 5)=(v(s, 35)-v( n,25) ) /2. 0+Y(n, 25)
x(8, 1 5)=(v(s, 1 5)-v(¡,14) ) /se+x(8, 1 4 )

G0 T0 133
END IF

END TF
END IF

END iF
G0 T0 200

C ######### ETi, COORDINÀTES ÀRE KNOWN FOR DIVTSiONS #############
C ######### T'ON THE MAIN HYDRO PART. THE EXTENSION IS LATER #####
c ######### rs.x,y(13,14,15,12\ #############
c ######### Hnxr pÀRr rs FOR srÀr.NE.0 ########################

ELSE DO

V0LH=V0LR
rF(voLH.rE.svol(H, I ) ) run¡l no

VOLR=0 .0
V(8,12)=Y(B
x(8,12)=x(s
LO=SVOL (N, 1

SVoL(N,I)=VoLH
G0 T0 160

END IF
VOLR=VOLH_SVOL(H,I )

]F(X(8,12).NE.X(8,1
VOL=(x(n,1 )-x(8,1
(v(¡,12)-Y(s,z))

)*(v(8, 1 )-y (ø, 12) ) /2.0+(x(8, I )-x(¡, 1 2 ) )*

vOL=vOL*3600.0
VLB=VOL
Y(8,20)=v(S,12)
x(8,20)=x(8,12)
rF(rFr¡( . g+vol) .nQ.Irix(.s+svol(¡t, I ) ) ) rHnH no

Y(8,12)=Y(s,1)
x(8,12)=x(s,1)
G0 T0 160

######## '160 rs FoR SEGMENT DrvrSr0N FOR srAr.NE.0 #########
######## AND y (s ,12) =v ( s, 1 ) ###########

END IF
IF(IFIX(

Y B

X B

Y B

x B

v0L
*

vOL=vOL*3600.0
iF(IFIX(.s+VOL).CT.IFIX(.S+SVOL(H,T ) ) ) THEN DO

Y(8,32)=Y(8,12)
y(B, 1 2 )=(v (s,32) -v(e,22) ) /2. 0+y( ø,22)
x ( B, 1 2) = (v (s ,12) -v ( ¡ , 1 ) )/sa+x ( s , 1 )

CONTINUE
vol= (x( 8,1 2 )-x(n,20 ) ) * (v( s,12)-Y(8, 20)) /2.0+(x(8,1 2 ) -

2

4

THEN DO

.5+vol).cr.IFIX(.s+svol(H,I ) ) ) THEN D0

)=Y(9,12)
)=x (¡, '1 2 )

)=(v( B, 1 )-Y (s, 12) ) /2.0+v( n, .1 
2 )

)=(y( ø,12)-y(8,1 ) )/s¡+x(s, I )
(s, 12) -x ( s, 20 ) ) * ( v ( ¡, 12) -y( s, 20 ) ) /2,0+ (x ( ø, 12) -
n, 20) )* (y(n, 20)-v(¡, z) )

)

2
*

c#
c#

,22
,22

11
t lL

,12
=(x
x(

140



*

184

x(8,20) )*(v ß,20)-v(s, z) )

voL=vOL*3600.0
tr(iplx(.s+vor).cr.lntx(.S+svol(N,l ) ) ) tHnH 0o

v(t,32)=Y(8,12)
y(n, 1 2 ) =(v (s,32) -v( s,22) ) /2. 0+Y( ø,22)
x( B, 

.1 
2 )=(v (9, 12)-v( ¡,'1 ) ),/s¡+x(¡, 1 )

G0 T0 140
END IF
lr(IrIX(.s+vol).rr.lrlx(.5+svol(H,t ) ) ) rHnH 0o

v(s,22)=v(s,12)
y (n, 1 2 )= (v (n ,32 ) -v (s ,22) ) /2. 0+Y ( B ,22)
x(n,'12)=(v (s,12)-v(s,1 ) )/sn+x(s,1 )

G0 T0 '140

END IF
END IF
rn(IrIx( .s+vor) .¡.r.IFtx(.5+svol(H,l ) ) ) runN no

u(t ,22 )=Y (B, 1 2 )
y(s,32)=y(s,1)
v(s, 1 2 )=(v (s,32)-v(s,22) ) /2. 0+Y( 8,22)
x(e, 1 2 )=(v (ø,12)-v(s, 1 ) )/sn+x(s, 1 )

CONTINUE
vol= ( x ( B, 

.1 
2 ) -x( n, 20 ) ) * ( v ( n, 1 2)-v ( ¡, 20]} ) /2. 0+ ( X ( S, 1 Z ) -

x(8, 2o) )*(v (s,20)-v(n, z) )

vOL=vOL* 3600 . 0
lr(rrrx(. 5+vor).cr.lFrx( .S+svol(¡¡,i ) ) ) rHn¡l oo

y(s,32)=Y(8,12)
v ( n , 1 2 ) = (v (s ,32 ) -v ( ¡ ,22) ) /2. 0+Y ( ø ,22)
x(n,12)=(v ß,12)-y(s,1 ) )/se+x(8,1 )

G0 T0 141

END IF
rr'(rFlx( .s+vol) .lr. rFrx( .5+SVOL(H,l ) ) ) tsn¡l no

Yß,22)=y(9,12)
y(n, 1 2)=(u(s,32)-v(s,22)) /2. 0+Y( Y,22)
x(n, 1 2 )=(v (s, 12)-v(s, 1 ) )/se+x(8, 1 )

G0 T0 141
END IF

END IF
G0 T0 '160

141

*

*

END TF

rr(rnrx(
Y(8,12
xß,12
LOV= ( X

.s+vol) .rr. rFrx( .5+svol
) =(v(8, 1 )-Y(s, 2 ) ) /2.0+v
) = (v ( ø, 12)-v ( ¡, 2 ) )/sn+x
ß,12)-x(n,1 ) )* (v(s, i )-

,l))) THEN Do
?)

,4)
z ,12) ) /Z .o* (x (s, 1 2 )-

(¡¡
(¡
(n
y(

x(s, 1 ) )*(v (s,12)-Y(s,e) )

Lov=LOv* 3600 . 0
V0L=VLB+LOV
I r' ( r rr x ( . 5+VOr ) . rr . r ¡'r x ( . S+SVOL (H , t ) ) )

Y (B ,22 )=y (s, 2 )
v(g,32)=Y(8,12)
Y ( B,'l 2\ = lv (s, 32) -Y ß, 22)
x(n, .1 

2 )= (v (ø,12)-Y(s, z ) )
CONTI NUE

THEN DO

) /z.o+uß,22)
/sn+x(¡,¿)

LOV= (X(8,12 )-X(n,1 ) )* (v(s,1 )-Y (s,12), /2.0+(x(8,12)-
x(8, 1 ) )*(v(s, 12)-v(n, z) )

LOV=LOV*3600.0

142

*



v0L=vLB+Lov

185

) )* (v(n, 1 )-v(s, 12) ) /2.0+(x(8, 1 2)-
2)-Y(5,2))

rn(
Y

Y

X

irrx( .S+vol) .LT.Irlx( .s+svol(H,t ) ) ) rHnH oo
(9, 32 )=Y (8, '1 2 )
(s, 12) =(v ( B, 32 ) -y ( B, 22) ) /2. 0+y ( s,22)
(s, 12) = (v ( n, 12)-Y ( B, 2) ) /sn+x( ¡, ¿ )

G0 T0 .142

END IF
r¡'(rntx(.s+vor).ct. t¡'Ix(.S+svol(¡t,I ) )) rHnH oo

y(8,22)=Y(8,12)
y(n, 1 2 ) = (v(s, 32 )-v( n,22) ) /2. 0+Y( V,22)
x ( n , 1 2 ) = (v (s ,12 ) -v ( s ,2) ) /sn+x( s , ¿ )

G0 T0 142
END TF

END IF
rn(rrrx(.5+vol).cr.lrlx(.5+svot(N,I ) ) ) THEN D0

Y(8,32)=y(¡,.1)
,Iß,22)=y(8,12)
Y(n, 1 2 )=(y (s,32)-v( ¡, 2

x(r, .1 
2 )= (v (s,12) -v( n, z

CONTINUE
LOV=(x(n,12)

x(8,1))*
LOV=LOV* 3600
V0L=VLB+LOV

2))/2.0+Y(ø,22)
) )/sn+x(s,¿)

143

*
-x(s
(v(s
.0

rrix(
ß,22
(s ,12
(s ,12

GO TO

END IF
43

tr(lrlx( .5+vol,) .rt.lrtx( .S+svol(H,l ) ) ) THEN D0
Y(n,32)=Y(8,12)
v ( ¡, 1 2 ) = ( v ( s, 32 ) -v ( e,22) ) /2. 00000+v (8, 22)
x( B, 1 2 )= (v (8, 12)-v(s, 2 ) )/sn+x(s, ¿ )

G0 T0 143
END IF

END IF
END TF

G0 T0 160
END TF
lr(x(t,12).EQ.x(s,'1 ) ) rHnH no

vol=(x(s,4 )-x(¡, 1 ) )* (v(s, 1 )-Y( 8,2) ) /2.0
vOL=VOL*3600.0
v(8,20)=Y(8,12)
x (s, 20 )=x (n, .1 

2 )
rr'(intx( . s'+voL).1n. trlx(.5+svol(H, t ) ) ) rHn¡l oo

G0 r0 180
END IF
rr(rrrx(.s+vol).cr.lFIx(.5+SVOL(H,t ) ) ) rHnH no

I s,32)=Y(8,1)
Y B ,22) =Y (9, 2 )

rr(
Y

Y

À

S+vol) .cr.rpIx( .s+svol(H,l ) ) ) THEN D0

=y(9,12)
=(v(s,32) -Y (s,22) ) /2.ooooo+v G,22)
= (v ( s, i2) -Y ß,2) )/sn+x( n, + )

n ,12) = (v (¡ ,32) -y (s ,22) ) /2.0+v ( n, 22 )

B, 12\= (y ( s, 12) -Y ß,2) )/Sn+X( ¡, A )

I
.¿\

CONTT NUE144
vol= (x (s, 12) -x ( ¡, 1 ) ) x ( v ( s, 1 ) -y ( z, 12) ) /2.0+( x ( B, 1 2 ) -



*

186

x(8, 1 ) )* (v (s,12)-v(n,z) )

voL=VoL* 3600 . 0
rr'(rFrx(.S+vol).cr.rnrx(.s+svot(H,t ) ) ) THEN D0

Yß,22)=v(s,12)
y (8, 1 2 )= (v (s ,32 )-v (n ,22) ) /2. 0+Y ( t ,22)
x(8, 1 2 )=(v (s, 12)-v(s,2) ) /sn+x( s, ¿ )

G0 T0 144
END IF
rr( rrx(. s+vol).rr.lrlx(.5+svol(H,i ) ) ) rHnH no

Y s,32) =Y (8, 1 2 )

v n, 12)= (v ( 9,32) -y ß,22)
Ä n,12)=(y(s,12) -Y(8, 2 ) )
G0 T0 '144

END IF
END IF

END iF
G0 T0 180

END IF
c ########################################### ##########################
C SHOULD HAVE SVOL AREÀ F'IGURED HERE, REGARDLESS OF INPUT

C SHAPE. NOW GO TO AREÀS WHERE SEGMENTS ÀRE DIVIDED.
c #####################################################################
1 50 CONTINUE

v(s,20)=Y(s,12)
x(s,20)=x(B,12)
DURX=( (x(s,A) -x(s,j2) ) /2.0+x(8,j2) )-x(n, I 2 )

VL=SVOL(H,T )/+.0
YL2=YL*2
Y( B, 

.1 
4 ) = (Y (s,12)-Y(s,

x( B, 1 4 )=(v(s, .1 
4 )-v(s,

vLA= ( (x( s, 1 4 )-x(B, 20 )

x(8,20) )*(v(8,20)
VLA=VLA* 3600 . 0

*

) /2 "o+vß,22)
/sn+x(9,¿)

20))/2.0+Y(n,20)
2o) ) /se+x( B, 20 )

)* (v(r, 1 4)-v(8, 20) ) ) /2. 0+(X(8, 14)-
-v(s,z))

prx(
B, 34
8,24
B, 14
B,'14

FI (

Y

Y

Y

X

rr'(
Y

I

CONTINUE
vLA= ( (x( n, 1 4 ) -x (s,20) ) * (v( n,'1 4 ) -v ( s, 20 ) ) ) /2.0+(x( B, 1 4 ) -

X(8,20) )* (y ß,20)_y(s, Z) )

VLA=VLA*3600 . O

. s+vLA).cr.Irtx(. 5+vL2) ) rHnH uo
)=Y (8, '1 4 )

)=Y(8,20)
)= (y(n, 3+ ) -Y(8, 24) ) /2. 0+Y( t,24)
)=(v(n, 1 4 )-Y(8, 20 ) )r/se+x(8, 20 )

.S+vLA) .cr.Irtx( . 5+VL2) ) rHn¡¡ no
)=Y (9, '14 

)

)=(v(n, 34 )-Y(8, 24) ) /2. o+Y( ø,24)
)=(v(a, 1 4 )-v(n, 2o ) )/se+x(s, 2o )

151

*

]FIX(
(9,3+
(tr,14

x(8,14
G0 r0 1 5'1

END IF

G0 T0 151
END IF

END TF

rr(r
y(
v(
x(

rrx( . 5+vLA) .lr.rFrx( . 5+vL2) ) rHnH nO

8,24) =Y (¡, '14 
)

n, 1 4 )= (v (s, 34 )-y (s ,24) ) /2 .0+v (s, 24 )

e, 1 4 ) =(v( ¡, 1 4 ) -y(s, 20 ) )/Se+X( ø,20)



rF(rFrx( .s+vre).lt.Iptx(.s+vr2) ) THEN D0

Y (ø ,24 )=Y (B, 1 4 )
(n,34)=Y(8,12)
(s,14)=(v(8,34)-Y(B
(ø,14)=(y(B,14)-Y(B

Y

X
Y

4 )-Y ( 8,20)
3)-Y(n,20)
x(8,20))*(
Y (8, 2o )-Y (

) /2 .O+v (ø ,
) /sn+xß,2
Y(n,13)-Y(
¡,2))

187

)

20)))/2.0+(x(a,13)-

152 CONT]NUE
vLA=((x(n,t* x(8,20)

VLA=VLA* 3

G0 T0 .152

END IF
END IF

c ###################
c ################### rF

v(n,13)=(v(s,.1
x(n,13)=(v(s,'1
vLA= ( (X (8, ',l 3 )-

* x(8,20))*(

Y
Y

1s3

4)-
)*(
600

,zq))/2.0+v(t,24)
,20))/se+x(8,20)

x ( n, 20 ) ) * (v ( s, 1 ¿ )-v ( s,20) ) ) /Z.O*(x( B, 1 4 ) -
Y(8,20)-v(n,z))
.0

rr'( l¡'lx( . 5+r,rl¡) .rt. tntx( . 5+vL2) ) tun¡¡ no
y ß,24 )=y (s, '1 4 )
y( B, 1 4 )=(v(s, 34 )-y( n,24) ) /2. 0+y( n,24)
x( B, 1 4 )=(v(r, 1 4 )-v(s,20) ) /sn+x( B, 20 )

G0 T0 152
END TF

rr'(rrrx( .s+vre) .ct.trIx( .5+vL2) ) rHnH oo
Y(8,34)=v(s,14)
y(8, 1 4 )= (v(s, 34 )-v( s,24) ) /2. 0+y( t,24)
x ( B , 1 4 ) = ( v ( ¡, 1 4 ) -V ( S ,20\ ) /Sn+X ( B , 2 0 )

KNOW x(s,14), v(s,1+) ####################
svcl.rE.PEAK ##########################

20
0)
ÐUl

VLA=VLA* 36OO . O

rn(rrix(.s+vr¡).ct.tnIx(.s+vr) ) THEN D0
Y (9,33)=Y(B,13)

(s ,23 )=Y (8, 2o )

(8,13)=(v(8,33)-Y(B
(8,13)=(v(8,13)-Y(B

Y

,23) ) /2. o+Y ( B, 23 )

,20))/sa+x(8,20)

*

CONTINUE
vLÀ=((x(¡,13)-x (s,20) )* (v(8,13 )-v(s ,20))) /Z.O*(x(8,13 )-

x( ¡, 20 ) )'r (v (s,20) -v(¡, z ) )
VLÀ=VLAX36OO. O

rr( rrlx( . s+vrR) .cr" rrtx( .5+vL) ) tunH no
Y(n,33)=Y(8,13)
y(n, 1 3 )=(v(s, 33 )-v( s,23) ) /2. 0+y( s,23)
x(n, 1 3 ) =(v(¡, 1 3 )-v(s,20) ) /sa+x( ¡, 20 )

G0 T0 153
END IF
rr(rnrx( .S+vle) .lr.rntx(.S+vL) ) runH oo

v(s,23)=Y(8,13)
y(8, 1 3 )=(v(s, 33 )-v(s,23)) /2.0+y(s,23)
x ( B , 1 3 ) = (y (s, 1 3 ) -v ( n ,20) ) /sn+x ( B , 2 0 )

G0 r0 153
END IF

END ]F
ln(i¡'rx(.s+vr,R).rr.IFlx(.5+vL) ) THEN D0

v (¡, 23 )=Y (8, .1 
3 )

v(s,33)=Y(8,14)
y(8, 1 3 )= (v( s, 33 )-v(n,23) ) /2. 0+v( n,23)



188

x( B, 1 3 ) = (y( n, 1 3 )_y(s,20) ) /Sn+x( B, 20 )
1 54 CONTINUE

vLA= ( (x ( s, 1 3 ) -x(s, 20 ) ) * (y( s, 1 3 ) -v ( s, 20 ) ) ) /Z.Oo(x (8, 1 3 ) -
* x(¡,20 ) )* (v(s,20 )-Y(s, z ))

VLA=VLA*360O.O
rr(t¡'t¡( . g+vtÀ) .cr.IrIx(. s+vr) ) THEN D0

Y(9,33)=Y(8,13)
y (a , 1 3 )= (v (e, 33 )-v (s ,23) ) /2. 0+Y ( n ,23\
x (¡ , 

.1 
3 )= (v (8, 1 3 )-v (n ,20) ) /sn+x (s, 20 )

G0 T0 154
END IF
rr'(lrIx( . s+vr¡).lr.tplx(.s+vl) ) mnu no

Y(8,23)=Y(s,13)
y(8,.1 3 )=(y(¡, 33 )_v( ¡,23) ) /2. 9+V( 2,23)
x ( B , 1 3 ) = ( v ( s , 1 3 ) -v ( s ,20) ) /sn+x ( s , z 0 )

G0 T0 154
ENÐ IF

END IF
C ************* KNOW X(nr13), y(9,.1 3) ****************ìk******
c ************* IF SVoL

Y(4,15)=(v(s,
x(4,15)={v(9,
vLA=((x(s,1s)* x(s,14))*

VLA=VLÀ* 360O . O

rr(rrrx( .5+vle) .LT. irlx( .5+vt) ) rHnli oo
)=Y(8,15)
)=Y(n,.12)
) = (v( n, 35 )-Y(8, 25) ) /2. 0+Y( t,25)
)= (v(a, 1 5)-v(n, 2) ) /sn+x(¡, 3 )

155 CONTI }IUE
vLÀ= ( (x( s, 1 5 ) -x ( n, 1 + ) ) * (v ( n, .1 

5 ) -v ( n, .1 
4 ) ) ) /2.0+(X( B, 1 5 ) -

x(n, 1¿) )*(v(n, 14)-Y(r,2) )

VLA=VIÀ* 3600 . 0

.LE.PEAK **************************
12)-Y(n, 1 4 )) /2.0+Y(n, 1 4 )

1 5)-Y(n, 1 4 ) )/sn+x(8, 14 )

-x( s, I + ) ) * (v ( ¡, 1 5 ) -y( n, 1 4 ) ) ) /2. 0+ (X( n, 1 5 ) -
(v(s,14)-Y(s,z))

.S+vLA) .Cr. rFrX( .5+VL) ) rHnH nO

)=Y(9,15)
) = ( v ( t, 35 ) -v ( s, 25) ) /2. o+Y ( ø ,25)
)=(v(8, 1 5)-Y(B, 25) )/se+x(n, I s)
155

v(¡,25
v(¡,35
v(n,15
x(0,15

*

rr'(rrrx(
,35
rlþ
,15
TO

END

v(s
Y(B
x(s
GO

rr(r
v(
v(

IF
rrx( .5+vLA) .rr. Irtx( . s+vr) ) THEN D0
n,25)=Y(9,i5)
a, 1 5 )= (v(s, 35)-y(n, 25 ) ) /2.0+Y(8, 25)

x(8, 1 5 )= (y(n, 1 5)-v(s,25) ) /sn+x(n, 1 5 )

G0 T0 155
END IF

END iF
rF(rFrx(.s+vl¡).cr.Irlx(. 5+vL) ) rHnu 0o

Y 8,35)=Y(s,'15)
Y

Y

X

CONTI NUE

VLA=( (X(s,1 5)-X(8,1
x(8,1¿))*(Y(8,14)-Y

Y

)

n,25)=Y(8,14)
B, 1 5)= (v(¡, 35 )-y (s,25) ) /2,0+Y(8, 25)
s, 1 5)=(v(n, 1 5)-Y(s, 25) )/s¡+x(s, 25)

4))*
(n,2*

156
(n,'1 s)-v(s,'14) ) ) /Z.o*(x(8, 1 5)-
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VLÀ=VLA*3600.0
IF]X(
(s,35
(s,15
(s,15

G0 T0 .156

ENÐ iF
lr(tFtx(. S+vl,¡).rr.lrlx(.5+vL) ) rHnH no

v(9,25)=Y(n,15)
y ( B , 1 5 ) = ( v ( s, 3 5 ) -v ( n ,25) ) /2. 0+Y ( B ,25)
x(n, 1 5) =(v(¡,'1 5)-v(¡,25) ) /Se+X(n, 1 S)

G0 T0 156
END iF

END IF
C ############# KNOW ÀLL TIME DIV COORDS 1F SVOL<PEAK#########

G0 T0 200
C ########NEXT PART CALCULATES DIV]-SIONS iF SVOL.GT.PEAK #######
1 60 CONTINUE

DURX= ( (X ( n, 4 ) -X (s, 12) ) /2.0+X( B, 12) )-X ( ¡, 1 2 )

VL=SVOL(H, T )/+.0
VL2=VL*2.0

VLA=VLA* 36OO . O

rr(
Y

Y

X

.5+VLA) .Cr. rFrX( . S+Vr) ) THEN D0

)=Y(8,15)
)= (v(B, 35)-Y( B, 25) ) /2. 0+v( B, 25 )
) = (v(n,'1 5)-Y(8, 25 ) )/s¡+x(8, 1 5)

,14)=Y(n,1)
,14)=X(s,1)
,24)=Y(s,20)
,24)=x(8,20)
=((x(8,14)-x
x(8,20))*(v

v(s
x(n
Y(B
x(s
VLA

#

r¡'(rrrx(.
Y(8,34)
v(n,1+)
x(8,'14)
vrA=((X

5+vLA).Cr.IFIX(.5+VL2) ) rHn¡l 0o
=y (9, 14 )

=(v(n,34)-Y(B
=(v(s,14)-Y(B
(n,14)-x(s,¡)

3 ) )* (y(8,14 )-y(n,20 ) )) /2.0+ (x(a,14 )-
20)-Y(8,2))

B

B

24) ) /2. 9+Y ( n,24)
2o) )/se+x(8,20)
* (v(s, 1 4 )-y(s, 20 ) ) ) /2. 0+ (x( B, 1 4 )-

# x ( B , 2 0 ) ) * ( v ( B , 2 0 -v(s,z))
VLA=VLA*3500.0

rp(rrrx(.5+vLA) .ct.tplx( .s+vr2) ) THEN D0
v(
v(
v(
x(

n,34)=Y(8,14)
ø,24)=Y(8,20)
n, 1 4 )=(y(s, 34 )-y (s,24) ) /2.0+v ( s, 24 )

n, 1 4 )=(v(s, 1 4 )-Y( ¡, 20 ) ),/s¡+x(s, 20 )

161 CONTT NUE

vLA= ( (x( ¡, 1 4 ) -x( s, 3 ) ) * (v ( n, 1 4 ) -y ( B, 20) ) ) /2. 0+ (x( s, 1 a ) -
x(B, 2o) )* (v (s,20)-v(s,z) )

VLA=VLA*3600.0
rr(rrrx(.s+vr,¡) .cr.trlx(.s+vr2) ) THEN D0

Y(8,34)=v(¡,14)
y (B , 

.1 
4 ) = (y (s, 3+ )-v (n ,24) ) /2. 0+Y ( s,24)

x(8, 1 4 ) = (v(s, 1 + ) -v(s,20) ) /se+x(8, 20 )

G0 r0 161
END IF

#

r ¡'(r ptx (

Y(8,24
Y(8,14
x(8,14

.5+VLÀ) .rr.rFrx(.S+vr2) ) THEN D0

)=v(s,14)
)=(v(8, 34 )-v(8, 24) ) /2. o+Y( 8,24)
) = ( v ( s , 1 + ) -Y ( B , 2 o ) )/sn+x ( B , 2 o )

161GO TO
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END IF
END IF
IF(IF]X(

Y(8,24
Y(8,14
x(B,14

.S+vLA) .r,r.rFrx( . 5+vL2) ) runH no
)=Y (8, 14 )

)=(v(t, 34 )-Y(8, 24) ) /2. 0+Y( ø,24)
) = (v(n, 1 4 )-Y(8, 2o ) )/s¡+x(8, 20 )

t6¿

163

)-v (s
)-v (s
(t,1+

#

*

x

CONTI NUE

vLA= ( (x( s, 1 4 ) -x( s, 3 ) ) * (v( n, 1 4 ) -y( s, 20 ) ) ) /2. 0+ (x( s, 1 ¿ ) -
x(n, 2o ) )* (v (s,20)-v(s,z) )

VLA=VLA*36OO. O

rr(tptx( .s+vr,e) .cr.rpix( .S+vl2) ) THEN D0
Y(n,34)=y(s,14)
y(n, 1 4 ) =(v(s, 34 )-v( s,24) ) /2. 0+y( n,24)
x ( n , 1 4 ) = ( v (s , 14 ) -v ( s ,20) ) /sn+x ( B , 2 0 )

G0 T0 152
END IF
rr(iprx( 5+vLA) .lr.rrrx( . 5+vL2) ) THEN Do

Y(8,24
y (8, 14
x(n,14
GO TO

END- IF

=Y(9,14)
=(v(s, 34 ) -Y (s,24) ) /2.0+v(s, 24 )
= ( v ( s , 1 4 ) -Y ( s , 2 o ) )r/s¡+x ( B , 2 0 )
62

5+vLÀ).rr.IrIx(.5+vL2) ) rHn¡l oo

24
z)
)*
-Y*

END IF
END ]F
rr(rnrx(

I B, 34
Y 8,24
Y 8,14
X 8,14
VLÀ= ( (

x(

=Y(8,14)
=y(9,12)
= (v (9, 34

=(y(9,14
(¡, 1 2 )-x

) ) /2 .0+y (n, 24 )
)/sn+x(s,+)
(Y(s, 1 4)-Y (s,12) ) ) /2.0+(x(n, 1 2)-
(s,z))n,14))*(v(n,12

vLÀ*3600.0
rr'(rprx(. 5+vr,e) .Cr.rrlx( . 5+vL2) ) rHsH nO

Y(8,34)=Y(8,14)
y(n, I 4 )= (v( s, 3¿ ) -v(s,24) ) /2. 9+y( 2,24)
x(8, 1 4 )=(v(n, .1 

4 ) -v(¡, 2 ) ),/sn+x( g, + )

CONTINUE
vLA=((x(n, 12)-x(s,14))'t (v(s, 1¿)-v(s ,12))) /2.0+ (x(B,12)-

x(a, 1 +) )* (Y(n, 1 2) -v (ø,2) )

VLA=VLA*3600.0
lr(rrrx( . g+vLA).rr.rprx(.s+vr2) ) THEN D0

u(ø,24)=Y(8,14)
v (a, 1 4 )= (v (s , 3a )-v (s ,24) ) /2. 0+y ( n ,24)
x(8, 1 4 )= (v(n,'1 4 )-v(s,2) ) /sn+x(s, ¿ )

G0 T0 163
END IF
rn(rrrx(.5+vLA).cr.IrIx( .5+vL2) ) tHnH no

Y(8,34)=Y(8,14)
y( t, 1 4 )= (v(t, 34 )-v(¡,24) ) /2. 0+y( t,24)
x (B , 1 4 ) = (v ( ¡ , 1 4 ) -v ( s ,2) ) /sn+x( s, a )
G0 T0 163

END IF
END IF
rr(rrrx( .5+vle).r,r.Iplx( .5+vL2) ) rHgH oo

y(8,24)=Y(s,14)



*
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y(B, 1 4 ) =(v(n, 34) -v(s,24) ) /2.0+Y( 8,24\
x(8, 1 4)=(v(¡, 14)-v(s,2 ) )/sn+x(s,¿)
CONTI NUE

vLA=( (x(n,1 2)-x(¡,14) )x (v(a,14)-v(8, 12))) /2.0+(x( 8,12)-
x(B, 1¿) )*(Y(t, 12)-Y(8,2) )

VLA=VLA* 360O . O

164

165

rr(rrrx(.
Y(8,24)
Y(8,14)
x(9,1¿)
GOTOl

5+vLA).rr.tnrx(.5+vL2) ) mn¡l oo
=Y (9, 14 )
= (v (s, 34 )-Y (B ,24)
=(v(s,1+)-Y(s,z))
64

)/2
/sn

.0+Y (8,?4)
+x(s,4)

C

c
c
c
c

END IF
rr'(t¡'rx(.5+vle) .ct.lrlx(.5+vl2) ) THEN D0

Y(B,34)=Y(8,14)
y (B , 1 4 )= (v (s, 34 )-v (s ,24) ) /2. 0+Y ( n ,24\
x(8, .1 

4 )= (v ( t, 1 + )-v(s,2) ) /sa+x( s,¿ )

G0 T0 164
END IF

END IF
END IF

############## KNOW x(n,14), Y(8,14) #######################
###############################################################
FROM HERE X,v(S,13) IS CÀtCULÀTED, FIRST FOR X(n,1a)<X(S,1)
THEN FOR X(9,.1¿)>X(g, 1 ) .
###############################################################

rr(x(n,14).LE.x(s,1 ) ) rHnN oo
Y(8, 1 3 ) =Y( n, 1 4 ) -Y( B, 20) /2. 0+Y( ø,20)
x( B, 1 3 ) =(v(s, .1 

3 )-v( s,20) ) /se*x (s,20)
vLA= (x(8, 13 )-X(S,20 ) )* (v (S, ',l3 )-Y(n,20 ) ) /2.0+ (x(8, 13 )-

x(n,20 ) )* (v(s,20 )-v(s, z ) )

VLA=VLÀ*3600.0
rF ( IFIX( .s+vrn) .cr. I¡'lx( .5+vL) ) rsnn no

#

v (s,33 )=v (s, 1 3 )
y(¡,23)=Y(8,20)
y(n, 1 3 )=(v(¡, 33)-V(n,23) ) /2.0+Y(B
x(s, 1 3 ) = (v(s, 1 3 )-v( s,20) ) /Sn+xß,

,23')
20)

#

CONTINUE
vLA= ( x ( B,'1 3 ) -x ( B, 20 ) ) * ( Y ( s, 1 3 ) -Y ( n, 20) ) /2. 0+ ( x ( s, .1 

3 ) -
x(s,20) )* (v(8,20)-v(n, z) )

vLA=VtA* 3600 . 0

i¡'(lrrx(.5+vle).Cr.rrix(. S+vl) ) THEN DO

v(s,33)=Y(n,13)
v (s, 1 3 )= (v (¡, 33 )-v (s ,23) ) /2. 0+Y ( n ,23)
x(8, 1 3 )= (v(s, 1 3 ) -v(n,20) ) fsn+x(¡, z0 )

G0 T0 165
END IF
IF(IFIX(.s+vl,R).i,r.Irlx(.5+vL) ) THEN D0

y(s,23)=y(9,13)
v (s, 1 3 ) = (v (s,33 )-y ß,23) ) /2.0+Y (B,23 )

X(8, 1 3 )=(y(s, 1 3 )-v(s,20) ) /Se+x(n, 20 )
G0 r0 165

END IF
END IF
rr( rrrx( .s+vLA) .rr. IpIx( .s+vL) ) rHnH ¡o

Y(8,23)=Y(n,13)
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Y(8,33)=Y(8,.14)
y(n, 1 3)=(y(s, 33)_v(s,23)) /2. p+v(8, 23)
x(n, 1 3 ) = (v(s, 1 3 ) -v( s,20) ) /sn+x( B, 20)

1 66 CONTINUE
vLA= (X ( s, 1 3 ) -X ( s,ZO) )* ( v ( ¡, 1 3 ) -Y (n,20) \ /2.0+ (x ( n, 1 3 ) -

# x(s,20))*(v(s,20)-v(¡,2))
VLA=VLA*36OO. O

"liöiii¡:iTiiìiTi 'rrx( ' S+vt) ) rHn¡¡ oo

v(n, 1 3 ) = (v( ¡, 33 )-v(s,23) ) /2. 0+Y( 8,23)
x(n, 1 3)=(v(¡,.1 3)-v(n,zo ) )/se*x(8, 20 )
G0 r0 166

END iF
ln( I¡'lx( .s+vt¡) .rr. lrlx( . s+vl) ) THEN D0

v(s,23)=Y(8,.13)
v(n, 1 3)=(v(s, 33)-v(s,23)) /2.0+Y(1, 23)
x(n, 1 3 ) = (y( s, .1 

3 )-y(s,20) ) /Sn+x(s, 20 )

,*3o,ro 
166

END IF
c ########### v(8,13), x(1,13) KNowN tr x(8,14).1r. PEAK #######

END IF
ln(x(8,14).cr

v (¡, .1 
3 )=Y (s

x(n,13)=x(s
v(s,23)=v(s
x(n,23)=x(n
vLA=(x(¡,'13

x(8,20))*(v(s,z
VLÀ=VLA*36OO. O

,1)) tHnu oo

8,20

s+vLA) .cr. lrtx( .5+vL) ) rHn¡l no
=Y(8,13)

8,13)-Y(B
8,13)-Y(B
)-x(B,20)

=(Y
=(Y
Brl

,zz) ) /2. o+Y ( B, 23 )

,23)),/s¡*x(s,23)
)* (v (n, 1 3 )-Y (s, 20 ) ) /2 .0+ (X (n, 1 3 )-

x(¡
1)
l)
z0'l
20)
-x( ) )* (v(s, 1 3 )-v(n,20)) /2. 0+(x(s, 1 3 )-

0)-Y(s,2))#

#

ir(
Y

Y

rnrx(
(s, 33
(¡,13

x(s,13
VLÀ= (X

(

(

3

)

167

x (¡, 2o )*(v(n,20)-v(e,z))
VLA=VLA*3600.0
lr(rrrx(.s+vrR).cr.lntx(.5+vL) ) rHnH m

v(s,33)=Y(8,13)
v(n, 1 3 )= (v(n, 33 )-v ( s,23) ) /2. 0+Y( n,23)
x ( a, 1 3 ) = (v ( s , 

'1 3 ) -y ( s ,20) ) /se+x ( B , 2 0 )

CONTINUE
vLA= ( x ( n , 1 3 ) -x ( n , 2 0 ) ) * ( v ( s , 1 3 ) -v ( s , 20) ) /2. 0 + ( x ( s , 1 3 ) -

x(s, 20) )* (v(s, 20 )-v(s, Z) )

VLA=VLÀ*360O. O

lr( rptx( . 5+vr,¡) .cr. trlx( . 5+vL) ) run¡¡ po

v(9,33)=v(¡,13)
v(n, I 3 ) = (y(n, 33 )-v(s,23) ) /2. 0+y( n,23)
x(n, 1 3 )=(v(s, 1 3 ) -v( s,20) ) /sn+x(s, 20 )

G0 T0 167
END IF

#

rr'(rrtx(
y(n,23
v(9,13
x(9,13

S+VLA).rr.rnlx(.s+vr) ) THEN D0

=Y(s,13)
= (y(s, 33 ) -y(s, 23 ) ) /2.0+y(s, 23 )

= (v (¡, .13 
)-Y (s,20 ) )/s¡+x(8,20 )



IFiX(
(s,23
(n,33
(n,13
(s,13

rp(rrrx(.
v(¡,33)
v(n,1¡)
x(s,13)
GOTOl

END IF
rn(rrrx(.s+we).rt.lrlx(.5+vL) ) rHnH no

y(n,23)=Y(8,13)
y( n, 1 3 )=(v(¡, 33 ) -v(n,23) ) /2. 0+y( n,23)
x(n, 1 3 )=(y(¡, 1 3)_v(s, Z0 ) )/Se+X(8, 20 )

G0 TC 168
END IF

END IF
END IF
rr(r¡'rx( 5+VLA ).lr.r¡'rx(.5+vL) ) THEN Do

r¡)
r¡)
tq)
t+)

Y 8,33 =l B,
8,33 B,
8,23 =l B,
8,23

193

G0 T0 167
END ]F

END IF
.S+vtA) .rr.inix( .5+vt) ) tsrH no
)=Y(8,13)
)=Y(¡,1)
) = (y(s, 33 )-y(n, 23) ) /2. g+y( ø,23)
) =(v(8, 1 3 )-Y(n, 2o ) )r/s¡+x( B, 20 )

CONTINUE
vLA=(X(B, 1 3)-X(B,20) )* (v(n,1 3)-Y(B,20)) /2.0+(x(B,1 3)-

x(8,20 ) )* (v(s,20 )-v(s, z ) )
VLA=VLA*3600.0

rr(
Y

I
v
X

168

169

#

*

Ã

Y

Ä

s+vLÀ) .cr.IpIx(. s+vr) ) THEN Do

=Y(s,.13)
= (v ( s, 33 )-Y (s ,23) ) /2 . o+Y (8, 2 3 )

= ( v ( n , 1 3 ) -Y ( s , 2 0 ) )/s¡+x ( B , 2 0 )

68

*

=[ B,
Y 8,13 =(v(s
X 8,13 =(v(s
VLA= ( X n,14)

x(8,13))
VLA=VLA* 36OO . O

rF( rFrx( . s+vr¡) .cr. rnlx( .S+vL) ) runn oo
Y(8,33)=y(s,13)
y(8, 1 3 ) =(v(n, 33 )-v(n,23) ) /2. 0+Y( 5,23)
x(8, 1 3)=(v(s, .13 )-v(n, 14 ) )/sn+x(8, 14 )

CONTINUE
vLA= (x( B, 1 4 ) -X( s, 1 3 ) ) * ( v ( n,'1 3 ) -y ( n, 1 4) ) /2. 0+ (X( ¡, 1 ¿ ) -

x(8,.1 ¡) )* (Y(8,.14 )-Y(s,2) )

VLA=VLA*3600.0
i¡'(rrIx(.5+vre) .ct.lrtx(.s+vr,) ) THEN D0

Y(8,33)=v(s,13)
y ( B , 1 3 ) = ( v ( n , 3 3 ) -v ( n ,23) ) /2. 0+Y ( n ,23)
x(8,13 )=(v(n, 13)-v(s, 14 ) )/Sn+x(8,.14)
G0 r0 169

END IF
iF(rFrx(.5+vre) .lr.IFIX(. s+vt,) ) THEN D0

Y(8,23)=y(¡,13)
y ( B, 1 3 )= (v (s, 33 )-v (s ,23) ) /2. 0+Y ( n ,23)
x(8, 1 3 )=(v(s, 1 3)-y(9, 1A ) )r/Sn+x(8, 14)
G0 T0 169

, 33 )-Y (B ,23) /2.0+v (8, 23 ) )

, 1 3 )-Y(S, 1 4) ),/Sn+X(8, 14 )

-x(B, 1 3 ) )* (v(¡, 1 3)-y(n, 14 ) ) /2.0+(x(B, 14)-
*(v(s,14)-Y(8,2))



*

END IF
END ÏF
rF(IFix(.s+vLA) .r,r.iptx(.5+vL) ) THEN D0

Y (s, 23 )=Y (s, '1 3 )
y (8, I 3 )= (y (¡, 33 ) -y (s ,23) ) /2. 0+y ( ø ,23)
x(8, .1 

3 )=(v( s, .1 
3) -v(s, 1 4 ) )/Sn+x(s,'1 ¿ )

CONTI NUE

vLA=(X(n, 14 )-X(S, 1 3) )* (V(
x(8, 1¡) )*(Y(8, 14)-Y(B

vLA=VtA*3600.0

194

3)-Y(n, 14 ) ) /Z.o+(x(n, I¿)-
)

Br 1

,2)

170

171

8,25
8,15
8,15

rF(rFrx(.s+vla).ct.IFIx(.S+vL) ) THEN D0
Y(B,33)=Y(8,13)
y ( B , 1 3 ) = (v ( ¡ , 3 3 ) -v ( ¡ ,23) ) /2. 0+Y ( s ,23)
x ( B , 1 3 ) = (v ( ¡ , 1 3 ) -v ( s ,14) ) /sa+x ( s , 

'1 4 )

G0 T0 170

.S+vLÀ) .lr. Inrx( .5+vL) ) THEN Do

)=y(9,13)
)=(v(¡, 33 )-v(n, 23) \ /2. o+Y( s,23)
)=(v(8, 1 3 )-Y(8, 14 ) )/sn+x(s, 1 ¿ )

END IF
rr'(rrix(

Y(8,23
Y(8,13
x(8,13
G0 T0 .170

END IF
END I F'

END IF
END IF

c ############# KNOW y(n, 13), x(s,13) ##########################
C ############# THIS CÀLCULATES X,Y(8,15), FIRST FoR X(s,14)>x(s,1)
c ######### rHn¡l FOR x(s,14)<x(s,1 ) #######################

rr(x(n, 14).cr.x(8,1 ) ) rHsH oo
Y(8, 1 5)=Y(n, 14 )-v(8, 12) /2,0+u
x(8, 1 5)=(v(¡, 1 5)-v(n, 2 ) )/sn+x
vLÀ=(x (a, 12)-x(s, 1 5) ) * (Y( B, 1 5

x(8, .t s) )* (Y(8, 1 2) -'t (s,2) I
VLÀ=VLA*3600.0

rr(rrrx( s+vlÀ).cr.Inrx(. s+vr) ) THEN Do

=Y(9,15)8,35

(n,'12)
(e,¿)
)-v ( s ,12) ) /2. o+ ( x ( s , 1 2 ) -

*

Y

Y

Y

x

=Y(8,.12)
=(y(¡, 35 )-Y ß,25) ) /2.0+V( A, 25 )

=(v(s, 1 5 )-y(8, 2 ) )/Sn*x(n, ¿ ))

*

CONTINUE
vLA= (X (5, 12) -X ( n, 1 5 ) ) * ( y ( 8,',l 5 ) -Y \5, 12\ ) /2.0+ ( X ( n, 12) -

x(8, 1 s) )x(Y(8, 12)-Y(s,2) )

VLÀ=VLÀ*360O. O

rF(rFrx(.5+vr¡).cr.irtx(.5+vL) ) mnH no
v(8,35)=Y(B,15)
y(8, 1 5) = (v(s, 35) -v(s,25) ) /2. 0+Y( n, 25)
x(8, 1 5 ) = (v(s, 1 5) -v(s,2) ) /sa+x(s, ¿ )

G0 T0 171
END IF
IF(rFrx(.s+vr¡) .r,t.irlx( .s+vl) ) mnN no

Y(8,25)=y(¡,15)
y(8, 1 5 ) = (v(s, 35) -v(n,25) ) /2. 0+Y( n,25)
x(8, 1 5 )=(v(s, 1 5) -v(¡,2) ) /sn+x(¡, ¿ )

G0 T0 171

END IF
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END IF
rr(iFrx(

Y (8,25
Y(8,35
Y(8,',l5
x(8, 1 5

CONTI NUE

vLA= (X( B, 1 2 ) -X( B, 1 5) ) * (v( n,',l 5 ) -y ( B, 12) ) /2. 0+ (X( B,',l 2 ) -
x(8, 1 s) )* (Y(n, 1 2)-Y( ø,2) )

vLA=VtA*3600.0
rr(tnrx(.s+vln) .cr.Irtx(.5+vL) ) rHnH ¡o

v(s,35)=Y(8,15)
y ( B , 1 5 ) = ( v ( s , 3 5 ) -v ( n ,25) ) /2. 9*V ( n ,25)
x(8, 1 5 )=(v(¡, 1 5)-v(¡,2) ) /sn+x(s, ¿ )

G0 T0 172
END IF
rr(rnrx( .s+vln).rr.lrtx( .5+vL) ) rHnH no

.5+vLÀ) .lr. rnrx( . S+vL) ) THEN D0

)=Y(8,15)
)=Y (8, 14 )

) = (v( B, 3b ) -Y ( n, 2s) ) /2. o+Y ( 8,25)
) =(v( B, 1 5) -v(n, 2) ) /sn+x(s, ¿ )

y(
v(
x(

n,25)=Y(8,15)
n, 1 5 )=(v(s, 35) -y ß,25) ) /2.0+v( ¡, Z5 )

B, 1 5)=(v(n,'1 5)-Y(8, 2) )/sn+x(n,¿ )

5+
-I

=(

172

173

v (s,
v (s,
x(¡,

G0 T0 172
END IF

END IF
END IF

c ########### Y(8,15), X(8,.15) KNOWN lr X(B,14).Gr. PEÀK #######
rr(x(8, 14).rr.x(s, I ) ) rHrI¡ to

Y(s,15)=Y(s,.1 )

x(8,15)=x(¡,1)
vLA= (X(8, .1 2) -X(n, 1 5) )* (v( ¡, 1 5

* x(s,1 5) )* (v (ø,12)-v(9, Z) )

vtÀ=vlA*3600.0

)-v(n, 12)) /2.o+(x(B, I 2)-

rn(r¡'rx( vle).cr.rFIx(.s+vl) ) THEN Do

*

*

VLA= ( X

x(¡,

(s,1s)
Y(n,15)-Y(B
v(s,'15)-Y(B
12) -x,(8, '1 5 )

s) )*(v(8,12

35
15
1s

,12))/2.0+Y(n,12\
,2))/sn+x(¡,+)
)* (v(s, 1 5)-v(s, 12) ) /2. 0+(x(8, 1 2)-
)-v(s,z))

B
*

VLA=VLA*36OO. O

rn(rrrx( . 5+vr¡).cr.t¡'tx( .5+vL) ) runH no
v(
v(
v(
x(

ir'(rrix(.
Y(B,35)
v(s,15)
x(s,1s)
G0 T0 .1

8,35)=y(9,'15)
8,25)=Y(8,12)
n, 1 5)= (v(s, 35) -y (s,25) ) /2.0+y(8, 25 )

n, .1 5)= (v(n, 1 5) -Y ß,2) )/sn+x(s, 4 )

CONTINUE
vLA= ( X ( B, 1 2 ) -X( n,'1 5 ) ) * ( v ( n, 1 5 ) -v ( s, 12) ) /2. 0+ ( X ( B,',l 2 ) -

x(n,.1 s) )*(Y(8, 12)-Y(n,2) )

VLA=VLÀ*360O. O

s+vLA) .cr. tntx( . s+vl) ) THEN Do

=Y(n,15)
=(v(n, 35)-Y( s, 25) ) /2.0+Y(8, 25 )

= (y(s, 1 5)-y ß,2) )/Sn+x( s, + )

73
END TF
rn( Inrx( .s+vlÀ) .rt. Irlx( . s+vr) ) THEN D0

Y(8,25)=Y(8,15)
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Y(8, 1 5)=(v(¡, 35)-Y(8, 25)
x(s, 1 5)=(v(s, 15)-v(s,z) )

G0 T0 173
END IF

END IF

)/2.0+u(¡,2s)
/sn+x(s,¿)

LT.IFIx( . 5+vl) ) rHnH no
)

,25)
,2) )

)/2.0+u(8,25)
,/sn+x (s, ¿ )

-x( s, 1 5 ) ) * ( v ( ¡, 1 5 ) -y (n, 12)') /2.0+ ( x ( ø, 12) -
*(v(s,12)-Y(s,z) )

rr'(rprx(
v(n,25
y(n,35
v(9,15
x(n,15

rn(
Y

Y

X

. 5+VLA )

)=y (9, 1

)=Y ( g, .1

)=(v(n,
)= (v (s,

35)-Y(B
15)-Y(B

\

174

1't5

*

*

*

CONTINUE
vLÀ=(x(a,1

x(n,15
VLA=VLA* 3600

rrrx(
(8,35
(n,35
(s,25
(s,25
(s,.i5
(s, .1 

5

.LT. rFrx( . s+vr) ) THEN Do

2)
))
.0

rpIx(
8,35
8,.15
8,15

TO

END IF
rp(rrrx(.5+vle) .lr.Irtx(.5+vL) ) tHnH no

Y(B,25)=Y(8,15)
y(n, .1 

5 ) = (v(n, 35) -v(¡,25) ) /2. 0+Y(n, 25)
x (n, .1 

5 )= (v (¡, 1 5 ) -v (s ,2) ) /sn+x(n, ¿ )

G0 T0 174
END ÏF

END IF
END IF

. 5+VLA) .Cr.rFrX( .5+VL) ) rHnH nO

)=v(¡,15)
)=(v(8, 35)-v(t, 25) ) /2. o+Y( 8,25)
)= (v (8, .1 

5 )-v ( ¡, 2) ) /sn+x(¡, ¿ )

174GO

VLA.5+
)=Y

)=Y
)=X
)=(
)=(
(8,
Br1

rr'(
Y
Y

Y

X
Y

X

B,
ÞUl

B,
B,

v(n
v(s
1s)
4))

5

5

4

4

, 35)-Y (2,25) /2.0+u( B, 25) )

, 1 5)-Y(s, 14 ) )/s¡+x(n, 14)
-x( B, I + ) ) * ( v ( n, 1 5 ) -y ( t, 1 4 ) ) /2.0+ (X( n, 1 5 ) -
*(Y(B ,14)-Y (¡,2))

VLA= ( X

x(
VLA=VLÀ* 360O . O

IF(IFIX(.5+Vr¡).Cr.IFIX( . 5+VL) ) THEN DO

Y(8,35)=Y(A,15)
y(B, 1 5 )= (v(n, 35 )-v( s,25) ) /2. 0+Y( t,25)
x ( B , 1 5 ) = ( v ( n , 

'1 5 ) -v ( s , 14) ) /sn+x ( B , 1 4 )

CONTI NUE

vLA= (x( B,'1 5 ) -x( l, 1 4 ) ) * (v ( s, 1 5 ) -v ( B, 1 4) ) /z.O+
(x(s, 15)-x(n, 14) )*(v(s, 14)-v(s,2) )

VLA=VLA*3600.0
rF(rFrx(.5+vLA) .cr.l¡'tx(.5+vL) ) rHnH uo

Y(8,35)=Y(8,.15)
y(8, 1 5)=(v(s, 35 )-v( s,25) ) /2. 0+Y( s,25)
x(B,'1 5)=(v(s, 1 5)-v(n, 1 4 ) )/Sn+X(8, 14)
G0 T0 175

END IF
rr(lrrx(.5+vLA) .lr.lprx( . g+vl) ) rHnH ¡o

Y(8,25)=Y(8,15)
y(B,'1 5 )=(v(s, 35) -v(s,25) ) /2. 0+Y( t,25)



176

197

X ( B , 1 5 ) = (y ( s , 1 5 ) _v ( n , 14) ) /Sa+x ( s , 
.1 

¿ )

G0 T0 175
END IF

END IF
rr(lFrx(.s+vl¡) .lr.rrlx(. S+vl) ) THEN D0

Y(s,25)=Y(8,15)
y ( B , 

.1 
5 ) = (v ( s , 3 5 )-v ( s ,25) ) /2. 0+Y ( n ,25)

x(8, 1 5)=(v(¡, 1 5)-V(n, 14 ) )/Se+X(8, 14 )

CONTI NUE

vLÀ= (x ( ¡,'1 5 ) -x ( s,'1 4 ) ) * ( v ( s, 1 5 ) -Y ( s, 1 4 ) ) /2 .0+
* (x(8,1 S)-x(n,14) )* (v(n,14 )-v(s, Z) )

VLÀ=VLA*36OO. O

rF(IFIX(. 5+Vle).Cr.I¡'IX(. 5+VL) ) tHnH nO

Y(n,35)=Y(8,15)
y(8, 1 5)=(v(s, 35)-v(s,25) ) /2.0+Y(¡, 25)
x(n, 1 5)=(v(s, 1 5)-v(¡, 14) ) /Sn+X(n, 14)
G0 T0 176

END IF
ir(Irlx(.5+vre).rt.tptx(.5+vL) ) THEN D0

Y(s,25)=Y(s,15)
y(n, 1 5 ) = (y(s, 35 ) _v( ¡,25) ) /2. g+v( B,25)
x(4, 1 5)=(v(s, 1 5)-v(s,14) ) /sn+x(8,'14)
G0 T0 176

END IF
END ÏF

END IF
END i F'

G0 T0 200
########## HOW HAVE ÀLL D]V]SIONS FOR FIRST 2 TNPUT #########
########## TYPES. NEXT SECTION CALCUTÀTES FOR 3RD INPUT #####
########## rvpn. ####f#################################

CONTINUE
DURX= ( (x ( s , 4 ) -x (s , 12) ) /2 .0+x ( s , 12) ) -x ( n, 1 2 )

vL=SVOL(n,t )/4.0
VL2=VL*2.0
Y(8,14)=(v(9,12)-v(s
x(B, 14 )=(Y(n,.14)-Y( g

vLA=( (X(¡, 12) -X,(n, 1 4* x(n,14))*(v(s,12
VIA=VLA*3600.0

c#
c#
c#
180

(9,2
8,4 )

)-v (

z)
z)
)*
-Y

) /2.0+y
) /sn+x (

(v(s,1¿
(s,z)))

)

ø ,12) ) /2.0 )+ ( (x G ,12\ -

rn(rprx( S+VLA).Cr.lrtX(.S+Vr2) ) THEN D0

=l n,.14)
=[ B, '14 

)

-I n,2)
=[ 8,4 )

= (y (s, 34 )-y ß ,Z+) ) /2.0+y (8, 24 )
= (v( ¡, 1 4 )-Y( g, z ) ),/sn+x(¡, a )

181 CONTINUE
vLA=( (X(n,1 2)-X(n,14) )*(v(n, 1 4 )-y(B, 12)) /2.0)+( (x(B,1 2)-

Y

x
Y

X
Y

X

B, 34
8,34
8,24
8,24
8,14
B, 14

* x(
VLA=VL
rr'(rrr

Y (8,
X(8,
Y (B,

B,
A*
x(
34
34
14

14) )*(v(s,12)-Y(s,Z) ) )
3600.0
. 5+vLA) .cr.rnrx(. 5+vL2) ) rHnN no
)=Y(9,14)
)=x(e,14)
) =(v( t, 34 ) -Y(8, 24) ) /2. 0+Y( n,24)



x ( B , 1 4 ) = (v ( n , 
'1 4 ) -v ( s ,2) ) /sn+x( s , + )

G0 r0 181
END IF

5+vLA) .cr. Irtx( . s+vl2 ) )

=Y(8,14)

198

#############

rr(lFlx( .s+vle) .lr.lFrx( .5+vL2) ) THEN D0
Y(8,24)=Y(s,14)
x(8,24) =X(8, 14 )

y (8, 1 4 )= (v (s , 3+ )-v (n ,24) ) /2. g+Y ( ø ,24)
x(8, 1 4 )=(v(s, 14 )-v(s,2) ) /sa+x( s, + )

G0 T0 181
END IF

END IF
rp(

Y

Ã

Y

X
Y

x

rrrx( . s+vLA) .lt.Irtx( . 5+vL2) ) runH oo
B,34)=Y(¡,12)
8,34)=x(8,12)
8,24) =Y (9, 14 )

8,24) =X(9, 
.14 

)

s, 1 4 )= (y (s, 34 )-Y (B ,24J
t, 14)=(y(¡, 14)-Y(g,Z) )

CONTTNUE
vLA=( (x( s, 12) -x( s, 1 a ) ) * (Y

x(8, 1 +) )'r (Y(8, 1 2 )-Y(B
VLÀ=VLÀ*360O. O

) /2 "o+uß,24)
/sn*x(s,¿)

B
¿

,14
)))

)-v(s, 12) ) /2. o)+( (x(8, 1 2)-
182

5+VLA )

=y (8, 1

=¡(8,1
=y (8, 1

=X(B, 1

*

rr(rrrx(
I B, 34
À 8,34 =x(n,'14)

Y

À

G0 T0 182
END IF

END ]F
#################x, Y ( B, 1 4 )

##############f## FoR x,Y(B
Y(8,13)=(v(5,12)-V(¡
x(8,13)=(v(¡,13)-v(g
vlÀ=(x(n,14)-x(8,13)* x(s,13))*(v(n,14
VLÀ=VLA* 36OO . O

Y B ,14 =(v(s,34)-Y(B
x B ,14 =(v(s,14)-Y(B
GO TO 82

END IF
rr(rrtx( . 5+vl,¡) .rr.t¡'tx( . S+vl2) ) THEN D0

Y 8,24\=Y(8,14)
X n,24)=x(8,'14)

n, 1 4 )=(v( s, 34 ) -Y (s,Z+)
n, .14 

)= (y (s, 14 )-Y ß ,2) )

)/z
/sn

,24) ) /2.0+Y (8,
,2) ) /sa+x( r, + )

3)-Y(s,23))/2.0+u
3)-Y(s,2) )/sn+x(¡

(8,23)
,4)

.0+Y (8,24)
+x(s,4)

KNOWN FOR THIS TNPUT #############

THEN DO

24)

c#
c# ,13).

14))/2.0+Y(
2 ) )/sn+x(n,
*(v(n,13)-Y
-v(n,z))

.cr.rrrx(.S+vL) ) rHnH no
3

3

4

4

rr'(rrrx(
Y (8, 33
x(8,33
Y(8,23
x(8, 23
Y(8,13
x(8, 1 3

=(y(n,3
=(y(9,1

1,2)
4)
(s, 14) ) /2.0+(X(n, 1A )-

, 1 3 )-Y(¡, 1 ¿) ) /2.0+(X(n, 14 )-
?l)

CONTINUE
vLA=(x(8, 14)-x(n, 1 3) )* (Y(s

x(B, 1 ¡) )'r (Y(8, 14 )-Y(8,
VLA=VLA* 3600 . 0

183

*



199

iF(
Y

X
I
À

rFix( . s+vLA) .Cr. rFlx( .5+vt) ) THEN D0
(9,33)=Y(8,13)
(9,33)=x(8,13)
( s, 1 3 ) = ( v ( a, 33 ) -y ( B, 23) ) /2.0+y ( n, 23
(s, 1 3)=(v(s, 1 3)-v(8, 2) )/sn+x(n,+ )

rr(rrIx
Y(n,2
x(9,2
Y(n,1
x(n,1

G0 r0 183
END iF

X,Y(
N0i^¡

)= (Y

)= (Y
x (n,
n,15))*

( . s+vle) .rr. rnlx( .5+vL) ) THEN D0
3)=Y(9,13)
3)=x(¡,'13)
3 ) = (v ( s , 3 3 ) -v ( ¡ ,23) ) /2. o+Y ( B ,23)
3 ) =(v(s, 1 3 ) -Y( s,2) ) /sn+x( s, ¿ )

G0 T0 183
END IF

END IF
ir'( rrrx( .s+vre) .lr. Irtx( .5+vL) ) rHnH oo

(s,33)=Y(8,12)
(s,33)=x(s,'12)
(s,23)=Y(B,'14)
(ø ,23 )=x (8, 1 4 )
(n,13)=(v(8,33)-Y(B
(¡,13)=(v(8,13)-Y(B

Y

Ã
Y

¡\
I
X

,23) ) /Z .O+
,2 ) )/sn+x(

v(s,23)
8,4)

184

END

c ############
c ############

v (s,
X (8,
VLÀ=

*

,24)
,2) )

) /2.0+v ß ,24)
,/sn+x(¡,¿)

,25)
,2) )

*

CONTiNUE
vLA= (X( S, 1 4 ) -X ( s, .1 

3 ) ) * ( v ( e, 1 3 ) -Y( n, 1 4 ) ) /2.0+ (X( n, 1 4 ) -
x(r,.1 3) )* (v(n, 1 ¿ )-v( n,2) )

VLA=VLA*3600.0
rr(rprx(. 5+vle).cr.Irlx( .S+vL) ) THEN D0

v(g,33)=y(s,i3)
x(g,33)=x(s,13)
y(8, 1 3 )=(v(s, 33 )-v(n,23) ) /2. 0+Y(8,23)
x(n, 1 3 )=(v(n, 1 3 )-v( s,2) ) /sn+x( s, + )

G0 T0 184
EN! IF
r¡'(rprx(.s+vre).rr.IrIx(.S+vL) ) TIIEN D0

Y(8,23)=Y(8,.13)
x(s,23)=x(8,.13)
Y(8,14)=(v(¡,34)-v(n
x(B,13)=(v(s,13)-Y(s
G0 T0 184

END IF

J)
(s
14
15
-X
(v
0

Br1
X'Y
(B,
(8,
12)

]F
#

#
15
Itr
iJ

(t
x(

KNowN ###############################
,15)
)-v (s
)-v (¡
(n, '1 5
(s ,12

###############################
2))/2.0+v(¡,2)
z) )/sn+x(r,+)
)* (v(s, 1 5)-v(8, 12)) /2. 0 )+( (x(8, 12)-
-v(¡,2)))

VLA=VLÀ*3600.
rnrx( .s+vLA) .ct. rrtx( .5+vL) ) runH ¡o
8,35)=Y(8,'15)
8,35)=x(s,15)
B ,25) =Y (¡, 2 )
n,25)=x(9,4)
n,15)=(y(s,35)*Y(B
n,15)=(y(¡,15)-Y(B

rr(
Y

X
Y

X
Y

x
) /2.0+u ß ,

,/sn+x (¡, ¿ )

25)



185

186

*

CONTINUE
vLA= ( (x(¡, 12l' -x( n, 1 5) ) * (Y

x(s, 1 s) )*(Y(n,'1 2)-Y(B
VLÀ=VLÀ*360O. O

200

B

2
,15
)))

)-v(s,12)) /2. o)+( (x(8, 1 2)-

Y(8,35)=Y(8,15)
x(8,35)=x(8,15)
Y(8,15)=(v(¡,35)-V(S
x(8,15)=(v(s,15)-Y(n
c0 T0 185

END IF
rF(rFrx(.s+vle).rr.l¡'lx(. 5+vL) ) THEN D0

Y(8,25)=Y(8,15)
x(8,25)=x(8,15)
Y(8,15)=(v(S,35)-V(¡
x(8,15)=(v(s,15)-v(s
GO TO 185

END IF
END IF
rr'(Irtx( .s+vLA) .rr.lrIx( .s+vr) ) THEN D0

5)=Y(8,14
5)=x(s,14
5 =Y(8,15

=x(8,'155

rF(rFrx(.s+vr,n).cr.Intx( . 5+vt) ) rHnH oo

25)

B

B

B

B

Y

,¿t

Y

À
Y

x

3

3

2

2

1

,25)
,2) )

,25)
,2) )

) /2.0+u ß ,

/sn+x(s,¿)

)/z.o+y(8,25)
/sn*x(¡,¿)

,25))/2.0+Y(n,25)
,2))r/sn+x(s,+)

*

B, 5)=(v(n,35)-v(n
¡,15)=(v(s,'15)-Y(B

CONTINUE
vLA= ( (X ( s , 1 2 ) -X ( s , I 5 ) ) * ( v ( ¡ , 1 5 ) -v ( ¡ , 12) ) /2. 0 ) + ( (x ( B , 1 2 ) -

x(B, 1 s) )*(Y(8, 1 2)-Y(B,2) ) )

VLÀ=VLA*3600.0
rn(rprx(.5+vln) .cr.lrIx(. 5+vL) ) rHnH oo

Y(8,35)=Y(8,15)
x(8,35)=X(S,15)
y ( B , 1 5 ) = ( v ( ¡ , 3 5 ) -v ( n ,25) ) /2. 0+Y ( S ,25)
x(8, 1 5)=(v(¡, 1 5)-v(s, 2) )/sn+x(s,¿ )

c0 T0 186
END IF
iF(IFIX(.s+vt¡).rr.lrIx( . s+vr,) ) THEN D0

v(8,25)=Y(8,15)
x(8,25)=x(8,15)
y( B, 1 5 )=(v( ¡, 35 )-v(s,25) ) /2. 0+Y( ø,25)
x( B, 1 5 )= (v(s, 1 5 ) -v( s,2) ) /sn+x( s, ¿ )

GO TO 186
END IF

END IF
c ############# x,y(B, 15) KNOr^rN ###############################
c ############# NOI.I Arr cooRDrNATES KNOWN ######################
c ############# FOR DrvlSrONS REGARDLESS 0F rNFUr ##############
c ############# oR sroRAcE DEcrsr0N ############################
C f#### FROM HERE EXTENSION DIVTSIONS AND DURATIONS ############
c ##### ARE cÀrcuLArED. ############################
2OO CONTINUE

vr,2=vr.2/3600 . 0
VAL=SVOL(N, I )/3600. O

IF (STÀT(r,¡,,1) .EQ. 0. 0 ) THEN Do



201

IF(SVOL(
c=X ( B,
H=X ( B,
x(8,5)
VLA= ( (

N

4
2

] ).NE.O.O) THEN DO

VLÀ=VLA*36OO. O

I F ( lFTx(VLA) .rr. I FIX( SVOL(N
x( B, 5)= (v¡r-( ( (H-c)*v(n, 2

x(8,6)=x(9,5)-c+H
END ]F
IF(IF]X(VLA) .CN.]FIX(SVOL(N,I ) ) ) THEN DO

x( B, 5)= (x( B, 5) -c\ /2.0+c
vl¡= (X( ¡, S ) -C ) * ( y( B, 2 ) - ( Sn* (x( s, 5 ) -c) +y( g, 2 ) ) )

/z .0x3600.0
x(.s+vre).cr.rrrx(.5+svol(H,l ) ) ) rHeH no
45)=x(¡,5)
44)=G
5)=(x(n, s) -c) /2.0+c

=fi

CONTI NUE

vLA=(X(S,s)-C)
+Y(8,2)))/2.

rF (rFr¡(.9+VLÀ
x(8,45)=x(8,
x(8,5)=(x(9,
G0 T0 202

END IF

x(8, 5)-c)*v(s, 2 ) ) /z.o

) ) rHnH no
z .o) /v (s, 2 ) )+H

* (Y ( B ,2) - (sRx (x ( s , s ) -c )

0*3600.0
).cr.rFrx(.5+svol(¡¡,I ) ) ) rHnH no
5)
45) -x( 8,44 ) ) /2.0+x( B, 44 )

THEN DO

)T

)

*
rr(rri

x(8,
x (s,
x(n,

201

202

*

*

CONTINUE
vLA=(x(B, 5) -c) * (v(¡, 2 )- ( sn* (x( s, 5 )-c)

+Y( B, 2)') ) /2. 0*3600. 0

rF(IFIx(.s+vrn).cr.IFIX(.5+svol(H,l ) ) ) THEN D0
x(8,45)=x(s,5)
x( B, 5) =(x(8, 45 ) -x( B, 44) ) /2. 0+x( B, 44)
G0 T0 20.1

END IF
rr(rnr¡(.5+vLA).rr.rrrx(.s+svol(H,I ) ) ) THEN D0

x.(B ,44 ) =x (s, 5 )
x(8, 5) =(x( B, 45 )-x(B, 44) ) /2. 0+x( B, 44)
G0 T0 201

END IF
END ]F
IF(lFTX(.s+VLA).rr.IFIX(.5+SVOL(H,I ) ) ) THEN DO

x(8,45)=H
x(8,44)=x(s,5)
x(8, 5 )=(X(t, 45)-X(8, 44\ ) /2. 0+X(8, 44 )

rr ( rrrx( . S+vr¡) .lt. irlx( . s+svol(H, I ) ) )
x(8,44)=x(s,5)
x( B, 5)= (x(8, 45) -x( B, 44)) /2. 0+x(1, 44 )

G0 T0 202
END IF

END IF
END IF
x(8,6)=x(s,5)-G+H

END IF
END IF
IF(STAT(H,;).NE.O.O) THNH NO



IF(SVOL
G=x( B

H=X(B
x(8,5
VLA= (

VLÀ=VLA* 3600 . 0
IF(IFIx(VLÀ) .TT.IFTX(SVOL(N,I ) ) ) THEN DO

x(8, 5 )= (ver- ( ( (H-c )*v (n ,2) ) /2.0) ) /v (n, 2 )+H
x(8,6)=x(¡,5)-c+H

END IF
IF(IFIX(VLÀ) .cg.TFIx(SVOL(N,I ) ) ) THEN DO

x(8, 5 ) = (x(8, 5)-c) /z.o+c
vLA= (X( s, b ) -c) * (y( B, 2 ) - ( SR* (x( s, 5 ) -c) +y( s, e ) ) )

/z.0xtøoo .o
rF(rFrx( . s+vl,¡) .cr.lFrx(.5+svol(H,l ) ) ) mnn oo

x(8,45)=x(n,5)
x(8,44)=G
x( B, 5)= (x(8, 5) -c) /2.0+c

).NE.O.O) THEN DO

(x(¡, 5)-c)*Y(8, 2) ) /2.0

5 )-c) * (v(s,2) - (sn* (x( s, s) -c)
))/2.0*36oo.o
5+vLA) .cr. rnlx( . S+svol(H, I ) ) )
=x(9,5)
(x( ¡, 45) -x( s, 44 ) ) /2.0+x( s, 44 )

N

5

6

tr
)

)

H

202

THEN DO

THEN DO

THEN DO

203

204

*

*

*

CONTI NUE
VLA=(X(8,

+Y(n,2)
rr'(rnrx( .

x(s,¿s)
x(s,5)=

CONTI NUE

vLA=(x(s,5)-c)*
+y(B,z)))/2.0

rF( rFrX( . g+VLA)

x(8,45)=x(s,5
x(8,5)=(x(¡,4
G0 T0 204

END IF
IF(IFIX(.5+vre)

x(8,44)=x(s,5
x(8,5)=(x(9,4
G0 T0 204

END IF
END IF

END IF
x(¡,6)=x(s,5)-c+x(n

END IF
END IF
rr(x(n,5).cn.ä) THEN Do

(v(s, 2)- ( sn* (x(s, 5) -c)
*3600.0
.cr. inrx( . 5+svol(H, r ) ) )
)

5)-x( n, 44 ) ) /z.O+x(8, 44 )

.[T. rrrx( . 5+svol(t{, I ) ) )
)

5 ) -x ( n , 44 ) ) /2 .0+x( B, 44 )

,6)

G0 T0 203
END IF
rr'(rrrx( . g+vrA) .Lr.lrlx( . 5+svol(H,l ) ) ) THEN D0

x(8,44)=x(¡,5)
x( n, 5 ) =(x( B, 45 )-x(8, 44) ) /2. 0+x(8, 44 )

G0 T0 203
END IF

END IF
rr(rrrx(.s+vi.R).rr.IrIx( .s+svol(n,l )) ) rHnH oo

x(n,45)=H
x(n,+4)=x(n,5)
x ( n , 5 ) = (x ( B , 4 5 ) -x ( ¡ , 44) ) /2. 0+x ( B ,44)



203

x( B, 1 7 ) =x( B, 5 ) -vr2/v ( B

x(8, .18 )=(x(s,s)-x(8, 1 7

x(n,16)=H

,2)
))/2.0+x(8,17)

VLA=(X(8,
rr(rrrx(.

x(s,.16)
vtA=(Y(
rF(rFrx(.s+vrn).cr.rnrx( .$+vL) ) rHnH ¡o

x(8,36)=x(s,16)
x(8,26)=G
x(8, 1 5)=(x( ¡, 36)-x(s,26) ) /2. 0+x( n,26)
CONTINUE
vLA= ( y (B ,Z) * ( Sn* (x ( s , 1 6 ) -G ) +y ( B ,2) ) ) * (x ( n , 1 6 ) -c ) /Z "0
VLA=VLA* 3600 . 0
r¡'(r¡'rx( . s+vr¡) .cr.Irtx( . 5+vL) ) rHs¡¡ oo

x(8,36)=x(8,16)
x( B,'1 6 )=(x(n, 36)-x( a,26) ) /2. 0+x( n,26)
G0 T0 205

END iF
rF(IFIx( .s+vLA) .r,r.rrIx( . 5+vL) ) rHnH oo

x.(B ,26 ) =x (9, 1 6 )
x(8, 1 6) = (x(n, 36) -x(s,26) ) /2. 0+x( ø,26)
G0 T0 205

END IF
END iF
rr'( rFrx( .5+vLÀ) .rr. rrrx( .5+vL) ) THEN D0

x(8,36)--H
x.(8,26)=x(s,16)
x(8, 1 6 ) =(x(s, 36 ) -x( s,26) ) /2. 0+x( n,26)
CONTI NUE

VLÀ= ( y (8, 2) - ( Sn* (x ( n, I 6 ) -c ) +y ( B, 2) ) )* ( x ( n,'1 5 ) -c ) /2 "0
VLA=VLA*36OO. O

rF(rFrx( .5+vr¡) .cr.rFrx( . 5+vL) ) rHn¡¡ no
x(8,36)=x(8,'16)
x( B, 1 6 ) = (x(n, 36)-x(n,26) ) /2. 0+x( ø,26)
G0 T0 206

END IF
rF(rFrx(. 5+vLA) .rr.rFIX( . 5+vL) ) rsn¡¡ ¡o

x(8,26)=x(8,16)
x(8, 1 6 )=(x(s, 36)-x(8, 26) ) /2. 0+x( 8,26)
G0 T0 206

END iF
END IF

END IF
r¡'(rrrx(.5+vLÀ).lr.tnrx( .s+vl) ) rHnH oo

x(8, 1 6)=(x (n, 17 )-x( s,16) ) /2. 0+x(n, 1 6)
vLA= (X ( n, 1 6 ) -U) * ( v ( S, 2 ) -y( n, 3 ) )+ (H-C) * ( V( B, 2 ) -y ( ¡, 3 ) ) /2.0
VLA=VLÀ* 3600 . 0
rr'(rrrx(.5+vr¡) .cr.trtx( .s+vl) ) runH 0o

x(8,36)=x(8,16)
x(8,26)=H
x(8, 1 6)= (x(s, 36 )-x(s,26) ) /2. 0+x( s,26)
CONTI NUE

vLA= (x( B, 1 6 ) -H) * ( y( 8,2) -v( s, 3 ) ) + (H-c) * (v ( B, 2 ) -y ( s, 3 ) ) /2.0
VLA=VLA* 36OO . O

1 6 ) -c) * (v( 8,2 ) -y( s,3 ) )/2.0*3600.0
5+vLÀ) .ct. rplx( . s+vr,) ) THEN Do
= (H-c I /2.0+c
n,2) -( sn* (x( s, 1 6 ) -c ) +v (8,2) ) ) * (x ( s, 1 6 ) -c) /2. 0*3600. 0

205
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207
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rF(rFrx(.s+vlÀ) .cr.Intx( .S+vL) ) rHnH oo
x(s,36)=x(8,16)
x(n, 1 6)=(x(¡, 36)-x(s,26) ) /2. 0+x( n,26)
G0 T0 207

END IF
rr(rrix(. s+vr,¡) .rt.Inlx( .5+vL) ) rHnH no

xß ,26 )=x (8, 1 6 )
x(n, 1 6)=(x(¡, 36) -x(s,26) ) /2. 0+x( 8,26)
G0 T0 207

END IF
END IF
rr(rntx( . s+vLA).tt.rnrx(.S+vL) ) runH oo

x(n,36)=x(8,17)
x(n,26)=ti
x (8, 1 6 )= (x (s, 36 )-x (n ,26) ) /2. 0+x ( n ,26)
CONTINUE
vLA= ( x ( B , 1 6 ) -H ) * ( v ( s ,2) -Y ( ¡ , 3 ) ) + ( H-c ) * ( v ( B , 2 ) -Y ( n , : ) ) /z .0
VLA=VLA*3600.0
r¡'(rrIx(.s+vrR) .cr.I¡'lx(.s+vr) ) THEN D0

x(n,36)=x(B,16)
x( s, 1 6 ) = (x( 8,36 ) -x( ¡, 26) \ /2. g+x( ø,26)
G0 T0 208

END IF
rr(rrIxi.5+vl¡).lt.tplx(.s+vl) ) THEN DO

x(B ,26 )=x (n, 1 6 )
x(n, 1 6) = (x(n, 36) -x( s,26) ) /2. 0+x( s,26)
GO TO 2OB

END IF
END IF

END IF
END IF
rr(x(s,

x(n,1
x(8,1
x(s,1

END TF
DUR.1=

DUR2=

rr(svor(H
svot ( x,

5 .LT.H) rHnn no

.GE.VOLH) THNH OO

LO

)=SHGI(x(
)=SwGL (x(
)=SNGL (x(
)=SNGL(x(
)=SHGI(x(
)=SNGt(x(
)=SHGL(Y(

7

6

B

= (x( s, 5 )-c ),/sQRT( 2. o ) +G

=(x(n,5)-c)/2.0+C
= (x(¡, 5 )-c)/sOnr( 1 . 33 )+G

*

*

*

(s
(¡
1^

(¡
+X
(s
+X

((x
((x
2.0
((x
2.0
((x
2.0
,I)
I )=

J-

Q=

DUR

DUR

tb
17
tlD¡

18
B,
5)
B,

-G
-x
¿l
-X
3)
x(
))

/z.o*c) - ( (x (s, 12) -x(n, 15) ) /2. 0+x(s, 1 5 ) )
s, 16) ) /2.0+x(n,16) )-( (x(8,1 5)-x(s,1+)) /
n, 17) ) /2.0+x(¡, 17 ) )-( (x(8, 14)-x( 8,13)) /

t, 18) ) /Z.O+x(¡, 18) )-( (x(s,'l 3)-X(s,3)) /
J

END

END

END

v(s
v(n
v(n
v(n
v(n
v(n
w(u

IF
IF
IF

,FrD,B,1
,E ,D,8,2
,FrD,B,3
,FrDrB,4
,FrD,B,5
,FrD,Br6
,FrD,Br 1

n,1)
r,3)
8,4)
n,5)
n,6)
8,12
r,.1 )



c
c
c
c
c
c
c

B ,12) )r,2)=SHGL(Y(
,D, B ) =VOLR
¡.1 =',V(E,F,D
V(8,F,D,B,3)
x5=',V(E,FrD
V(8,F,0,8,6)
y] =,,W(E,F,D
w(8,F,D,8,2)
V6LR=',VOLR
N,r ).8Q.0.0)

}t(8, F, D,
RLOV(E,F
PRINT, '

*
PRINT,'

*
PRINT,'
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,8,1 ),'x3=',v(8,F,D,8,2),'x4=',

,B ,4) , ' x6= ' , v (E ,Y ,D , B , 5 ) , ' x12=' ,

,8,1 ) ,'Y2=' ,BF,'Y12=' ,
*
PRINT,'
IF(SVOL(
DUR.1=0.0
DUR2=0. 0

DUR3=0. 0

THEN DO

DUR4=0. 0

END IF
rF(vorR.EQ.0.0) THEN D0

DURX=O.0
END IF
RETURN

ENÐ

REAL FUNCTION DUDW(nUn,JpW)
INTEGER À,C
REÀL JPW ( 5 , 1 3 ) , DUR3 , DUR4 , DUR , DUD

A=l
DUDW=0. 0

]F(DUR.NE.O.O) THEN ÐO

i^lHrLE(e.rs.5) D0
IF(DUR.LE.48) THNH OO

DUD= (DUR+ I 68 ) *0 . 0487338* ( ¡pw(¡, 1 ) +.:nw( A, 2 ) ) +
*DUR*0. 541 57*Jpli(A, 3 )+OUR*0. 4375*JpW(¡, ¿ )+DUR*0 .3229x
*Jpl^t ( A, 5 ) +DUR*0 . 2 1 46*JpW( A, 6 ) +DUR*0. 1 042*JPW(e, 7 ) +

*8. 1 9*JpI,t(A, I ) +8. 1 9*JpW(À, 9 ) +8. 1 9*Jpi^](¡, 1 0 ) +8. 1 9*JPw(À, 1 1 )
*+8. 1 9*Jpt,¡( A, 12)+50. 0*JpW(A, 1 3 )

END TF
IF(DUR.GT.48.AND.DUR.LE. 96) THNH OO

DUD= ( DUR+'1 68 ) * 0 . 0487 3 38* ( ¡pw ( n, 1 ) +;nw ( A, 2 ) ) + ( DUR* 0 . 2 5
*+ 1 4 . 0 ) *Jpi.¡ ( A, 3 ) + ( nuR* 0, 31 25+6. 0 ) *.lpw( A, 4 ) + ( ouR* 0 . 37 92-2 .7 )

**JpI4t(A, 5 ) + ( DUR*0. 43 1 3- 1 0 . 4 ) *JpW( A, 6 ) + ( nUn*0 . 50 1 4-1 9. 5 )'k
*JpI{ ( A, 7 ) +( oun* 0 . 57 29-2'7. 5 ) *;pw ( À, I ) + ( nuR* 0 . 53 1 3-2 5 . 5 ) *
*JpI{(A, 9) +(oun*0 .4896-23. 5) *.]pw(À, 1 0 )+ (DUR*0 .4479-2.1 . 5)*
*Jpl.i(A, 1 1 )+(ouR*0,4479-21 . 5)*JpW( A,12)+50. 0*JPW(¡, 1 3)

END iF
IF(DUR.GT.96) THSH OO

DUR3=DUR* 0 .236'1 + 1 5. 3
DUR4 =DUR* 0 . 0 3I 1+34 .6'1
TF(A.LE.2) THEN DO

IF(DUR3.GT. 53.83) THEN DO

DUR3=53 .83
END IF
IF(DUR4.GT. 53.83) THEN DO

DUR4=53.83
END IF

END IF
DUD= (DUR+ 1 68 ) *0. 0487338* (,:pW(¡, 1 ) +JpW( A, 2 ) ) +DUR3*JpW(¡, 3 ) +

*DUR4*JpW(e, ¿ ) +33. 7*JpW( A, S ) +3 1 . 0*JpW( ¡, 6 ) +29. 5*JPW( ¡, 7 ) +
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*27 . 5*Jpi^i(e, I ) +25. 5*JpW(¡, 9 ) +23. 5*JpW(e, 1 0 ) +21 .5*JpW(A, 
.1 

1 ) +

*21 .5*JpW (n,j2) +50.0*JpW(A, 1 3 )
END IF
¡=[+ 1

C DUDW=DUDW+DUD

c DUDW=DUDI^I+ (OUO*0. oo )

END WHILE
END IF

DUDW=1.0-(DUDW*0.01 )

C PRINT, 'DUDI^¡= ' ,DUDI,¡
RETURN

END

C ***********rt*****************)k*******************************
REAL FUNCTI0N DUDB(pUn,,.ipn)
INTEGER A,C
REAt JPB( 5, 1 3 ),nun,DUR3,DUR4,DUD
A=1
DUDB=0.0
IF(DUR.NE.O.O) THEN DO

I^IHI LE (e. r,n. 5 ) D0
IF(DUR.LE.48) THNH ¡O

DUD=(nUR+1 68 )*0 .02791 07* (JpB(À, 1 )+Jnn(e, Z) )+
*DUR*0. 541 67*JpB(A, 3 )+¡UR*0. 437s*JpB(e, ¿ ) +DUR*0 .3229*
*JpB ( A, 5 ) +¡UR*0. 2 1 46*JpB ( A, 6 ) +nUR*0. 1 042*JpB (¡, 7 ) +
*4. 69*JpB(A, I ) +4. 69*JpB (e, 9 ) +4. 69*JpB(¡, 1 0 ) +4. 69*JpB(A, 1 1 )

'r+4.69*JpB (A, 12 )+50.0*JpB (¡, 13 )

END I T'

IF(DUR.GT. 48.AND.DUR.tE. 96 ) THN¡¡ OO

DUD= ( DUR+ 1 5B ) * 0 . 027 91 07'k ( JpB ( A, 1 ) +JpB ( A, 2 ) ) + ( nUR* 0. 2 5. *+1 4. 0 )*JpB(A, 3 ) + (nUn*0,3125+6. 0 ) *,:ps(e, ¿ )+ (nuR*0 .3792-2.7 )
**JpB (e, s ) + (ouR*0 . 43 1 3- 1 0. 4 ) *JpB ( À, 6 ) + (nuR*0. 50 1 4- 1 9. 5 ) *
*JpB ( A,7 ) + (DUR*0 . 57 29-27. 5 ) *JpB ( e, I ) + ( nUR* 0 . 53 1 3-2 5. 5 ) *
*JpB(À, 9)+(nuR*0 .4896-23. 5)*¡ps(e, 1 0)+(oun*0 .4479-2.1 . 5)*
*JFB(a, 1 1 )+(OUR*0 .4479-Z] . 5)*JpB (n, 12)+50. 0'kJpB(A, 1 3)

END IF
IF(DUR.GT.96) THNN ¡O

DUR3=DUR*0.2361+15.3
DUR4=DUR* 0 . 038 1 +34 . 67
iF(À.18.2) THEN DO

IF(DUR3.GT.42. 1 1 ) THEN DO

DUR3=42.'1 1

END ]F
rF (DUR4 .cr.42.1 1 ) rHnH OO

DUR =42. 1 
.1

END IF
END IF
DUD= (¡UR+1 6g ) *0 .027 91 07* ( JpB ( À, 1 ) +JpB ( n,Z) ) +oUR3*Jps ( ¡, 3 ) +

*DUR4*JpB (e, ¿ ) +33 . 7*JpB ( e, S ) +3 1 . 0*JpB ( ¡, 6 ) +29. 5*JpB (e, 7 ) +
*27. 5ËJpB(¡, I ) +25. 5*JpB (e, 9 ) +23. 5*JpB(R, 1 0 ) +21 .5*JpB (¡, 1 1 ) +
*21 . 5*JpB (t,j2)+50. 0*JpB(A, 1 3 )

END IF
¡=fi+ 1

C DUDB=DUDB+DUD
DUÐB=DUDB+(OUO*O.OO)

END WHILE
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END IF
DUDB='1 . 0- (DUDB*0. 01 )

C PRINT, 'DUDB= ',DUDB
RETURN

END

C ********************************************************ìk****
REÀL FUNCTI0N DUDF(nUR,,:pr',)
INTEGER A,C
REÀL JPF( 5, 1 3 ),ouR,DUR3,DUR4,DUD
A='1

DUDF=O.0
IF(DUR.NE.O.O) THEN DO

}iHrLE(¡.1n.5) D0
IF(DUR.LE.48) THNH OO

DUD=(DUR+1 6g )*0 .05:.]-071 * (¡pr(À, .1 
)+JpF(A,2 ) )+

*DUR*0. 54'1 67*JpF (A, 3 ) +¡Un*0. 4375*JpF(e, + ) +DUR*0 .3229*
*JpF (À, 5)+DUR*0.21 46r,JpF(A, 6)+DUR*0. 1 042*JpF (n, 7 )+
*9. 69*JpF (¡, 8 ) +9. 69*JpF (A, 9 ) +9. 69*JpF (R,',l 0 ) +9 

" 6g*JpF (A, 1 1 )
*+9.69*JpF (À, .1 

Z )+50 .0*JpF (e, 1 g )
END IF
IF (ÐUR.GT.48.AND.DUR.LE. 96 ) THNH NO

DUD= ( DUR+ 1 68 ) * 0 . 057 7 0i.1 * (.:pr ( e, 1 ) +JpF ( A, 2 ) ) + ( nuR* 0 . 2 5
*+ 1 4 . 0 ) *¡pr' { n, 3 ) + ( nun* 0 . 3 1 2 5+6 . 0 ) *,:p¡' ( n, ¿ ) + ( nun*0 . 3i 92-2 .7 )

**JpF ( ¡, s ) + (nun*0. 43 1 3- 1 0. 4 ) *JpF ( A, 6 ) + (¡un*0. 50 1 4- 1 9. 5 ) *
*JpF ( À, 7 ) + ( nun* 0 . 57 29-27. 5 ) *¡pr' ( ¡, I ) + ( nun* 0 . 53 1 3 -25 . 5 ) *
x JpF ( A , 9 ) + ( OUn* 0 .4896-23. 5 ) * ¡pr ( ¡ , 1 0 ) + ( OUR* 0 ,447 9-2 1 . 5 ) *
*JpF(A,'1 1 )+(nUR*0 .4479-2't . 5)*JpF (n, tZ)+50. 0*JpF(A, 1 3 )

END ]F
IF(DUR.GT.96) THN¡I NO

DUR3=DUR*0.2361+15.3
DUR4=DUR*0 . 038 1 +34. 6''l
IF(A.LE.z\ THEN DO

IF(DUR3.GT. 56.44 ) THEN DO

DUR3=56.44
END ÏF
IF(DUR4.GT. 56.44 ) THEN DO

DUR4=55. 44
END TF

END IF
DUD= (DUR+ 1 6B ) *0 . 05j7 0j 1 * (Jpr (e,'1 ) +¡pr ( x,2) )+DUR3*JpF ( e, 3 ) +

*DUR4*JpF ( e, ¿ ) +33 . 7*JpF ( n, S ) +3 1 . 0*JpF (e, 6 ) +29. 5*JpF ( e, 7 ) +
*27. 5'rJpF (e, I ) +2b. 5*JpF (a, 9 ) +23. 5*JpF (¡, 1 0 ) +21,5*JpF (¡, 1 1 ) +
*21 . 5*JpF (e,, 1Z)+50. 0*JpF(A, 1 3 )

END IF
¡=fr+ i

C DUDF=DUDF+DUD
DUDF=DUDF+ (OUO*O. O )

END WHILE
END IF

DUDF=',l . 0- (DUDF*0. 01 )

C PRINT, 'DUDF= ',DUDF
RETURN

END

C *** * * * * ** * * ** ** ** * * * * * ** * * ** * * * *** * ** *** * * * * * * *** * ìt ìkìk * * **** ** *
REÀL FUNCTION DUDÀ(NUN)
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REÀL DUR,ÐAM
DAM=1 440/(1 608+DUR)

c DUDA=(0.6*DAM*173.84)+(1.0-(0.6*DAM)*86.92)
c DUDA=(0.6*173.84)+(0.4*86.92)

DUDÀ=1 73.84
C PRiNT, 'DUDA= ',DUDA

RETURN
END

C *******:k***********************************************
suBROurINE soRT.1 (rnncn, z, PosN,c )

REAL LARGE,Z(4)
I NTEGER C , POSN, SUB

SUB= 1

P0SN= 1

LARGE=Z ( 1 )

WHILE(SU¡.LE.C) DO

rF(LARGE .LE.z(sus) ) runu no
LARGE=Z ( SUS )

P0SN=SUB
END IF

ggg=g{Jt+ 1

END WHTLE
RETURN

END

suBRouri NE s0RT2 ( rencn, z , POSN , c )
REAL LARGE,Z(6)
] NTEGER C , POSN, SUB

SUB='1
POSN= 1

LARGE=Z ( 1 )

WHILE(SUS.LE.C) DO

r F (LÀRGE .LE.z (sus ) ) tunN no
LARGE=Z ( SUS )

P0SN=SUB
END IF

5gg=g[g+ 1

END V¡HILE
RETURN

END

c ###############################################################
C DATA
c #####f #########################################################
$ENTRY

.028s004 .0336563 .0000000 .0000000 .0000000 .0000000 .0000000

.0000000 .0000000 .0000000 .0000000 .0000000 .0000000

.0695389 ,0976823 .0373104 .028927'7 .0176826 .0044563 .0000000

.0000000 .0000000 .0000000 .0000000 .0000000 .0000000

.0000000 .00s9161 .008441 1 .0168238 ,0276016 .0377611 .0362881

.0274965 .015842s .0030947 .0000000 .0000000 .0000000

.0000000 .0000000 .0000000 .0000000 .0004673 .0035342 .0094634

.01825s0 .0299091 .0426569 .0457224 .0'r94075 .1262627

.0000000 .0000000 .0000000 .0000000 .0000000 .0000000 .0000000

.0000000 .0000000 .0000000 .0000292 .0002003 .2070709

. 0585358 . 04 1 9448 . 0000000 .0000000 . 0000000 .0000000 . 0000000

.0000000 .0000000 .0000000 .0000000 .0000000 .0000000



000000.
000000.
000000.
000000.
000000.
000000.
000000.
000000.
000000.
000000.
000000.
000000.
000000.
000000.
00000c.
000000.
000000.
000000.
0.5785
0.0225
0.0055
0.0020
0.0010
0.0005

.0395033

.0000000

.0000000

.0263317

.0000000

.0194198

.0000000

.0000000

.0519031

.0000000

. 046 1 360

.0000000

.0000000

.0005414

.0000000

.0452101

.0000000

.0000000
000000.

50000.
20000.
8000.

25000.
1 2000.
3 s000 .
70000.
40000.
1 8000.
20000.

1 1 2000.
1 1 0000.
2s000.
s5000.

1 1 0000.
87000.

.0812108

.0000000

.01 40991

.01778'70

.0000000

.0279646

.0000000

.0000000

.0000000

.0000000

.0941s81

.0000000

.0430967

.0000000

.0000000

.0457516

.0000000

.0000000
0 000000.0
0 100000.0
0 40000.0
0 16000.0
0 50000.0
0 24000.0
0 70000.0
0 140000.0
0 80000.0
0 36000.0
0 40000.0
0 224000.0
0 220000.0
0 50000.0
0 1 10000.0
0 220000.0
0 174000.0
0 000000.0

. 034 1 948

.0000000

.0115568

.0076887

.0000000

.0378092

.0000000

.0002s36

.0000000

.0000000

.007 27 94

.0000000

.0384121

.0000000

.0000597

.044247 6

.0000000

.0000688

.027 4256

.0000000

.0175492

.0000000

.0000768

.0438334

.0000000

.001 91 B2

.0000000

.0000000

.0009626

.0000000

.0409388

.0000000

.0038502

.0370886

.0000000

.0085630
000000.0
1 50000.0
60000.0
24000.0
75000.0
36000.0

'10s000.0

210000.0
120000.0
54000.0
60000.0

336000.0
330000.0
75000.0

1 65000.0
330000.0
261 000.0
000000.0

.0191028

.0000000

.023541 6

.0000000

.0031 072

.04061 s2

.0000000

.0051 364

.0000000

.0000000

.0000000

.0000000

.0322156

.0000000

.01 353s9

.0240339

.0000000

.0211 177
000000.0
200000.0
80000.0
32000.0

1 00000.0
48000.0

1 40000.0
280000.0
1 60000.0
72000.0
80000.0

448000.0
440000.0
1 00000.0
220000.0
440000.0
348000.0
000000.0

.0092264

.0000000

.0295340

.0000000

.0069912

.0898560

.0000000

.217 3334

.0000000

.0000000

.0000000

.0000000

.017 3862

.0000000

.0283654

.051 6504

.0000000

.2555393
000000.0
239250.0

BB'1 50 . 0
40000.0

1'17800.0
60000.0

175175.0
345950.0
206790.0
91200.0

1 03845.0
560000.0
548000.0
121900.0
276000.0
529000.0
437000.0
000000.0
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.0000000

.0333229

.0124287

.0000000

.0000000

.0000000

. 0060 1 60

.0397356

.0000000

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

U

0

0

00000
.4675
.0215
.0060
.0025

.0105

.0035

.0015

.0010

.0005

.0065

.0025

.001 5

.001 0

,2110
.0055
.0020
.0006
.0002
.0007

.2930 0.1980

000s
0.0010
0.0015

0

U

U

U

0

U

0
il

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0
n

0

U

0

0

0

0

0.
0.
0.

0

0

0

0

0

U

0

0

0

0

U

0

0

0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0

21 00.
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