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ABSTRACT

The behavior of the digital feedback control system of an atomic force microscope (AFM)
and the development of novel AFM scan algorithms are described. A digital AFM feedback
control system model is developed in which the system is constructed by cascading the
AFM with a digital proportional-integral (PI) compensator. The PI compensator is
composed by a proportional controller and an integral controller in parallel and is software
implemented inside a digital signal processor, DSP 56001 from Motorola. The PI
compensator manipulates the bicell detector signal received from the AFM and feeds back
the manipulated signal to the AFM to adjust the vertical position of the sample accordingly
via a piezo tube scanner. The rate of adjusting the vertical position of the sample can be
increased by increasing the proportional gain and integral gain of the Pl compensator.
However, the system will become unstable if these two gains are too high. By adjusting
the proportional gain and integral gain manually, we usually cannot find the value of these
two gains that give the system the fastest and stable system response to adjust the vertical
position of the sample. An automated scanmer is developed which uses genetic algorithm to
search for the optimal gains that gives the system the fastest stable system response. In
addition, the automated scanner is able to vary the scan speed according to the surface
roughness of the sample surface and the image data acquired has a finite known error
margin Attempts are made to find an improved alternative control algorithm to the
proportional-integral-derivative (PID) compensator. Frequency response techniques and
root-locus design techmiques are | used but they both do not produce an improved
compensator. Instead, two alternative scan algorithms, predictor corrector and ramp
scanner, are developed which improve the performance of the AFM system using PID

compensator.
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CHAPTER 1

INTRODUCTION

1.1 Prologue

Atomic force microscope (AFM) is a powerful tool for imaging surface structure of
various samples. It was invented by G. Binnig, C. F. Quate, and the co-workers in 1986
[1]. The AFM is a stylus-like instrument and works like a record player. A tip is pressed
against a sample surface and scanned over it. The force between the tip and the surface
maps out the surface topography of the sample during scanning. This kind of AFM is later
renamed as contact-mode AFM because non-contact mode AFM is developed afterward
which uses longer-range force such as Van der Waals force as the detecting force [2,3].
However, only contact mode AFM is addressed in this thesis and the name AFM will be
used for simplicity. Since force is used as the medium for detecting the surface contour,
unlike its predecessor scanning tumneling microscope (STM), AFM is able to image
insulators as well as conductors. Recently, researches attempt to use AFM to acquire
images of biological systems such as DNA and living cells [4] which require small tracking

force.

The success of STM and AFM has led to a massive hunting for different detection
media besides tunneling current and atomic force in STM and AFM respectively. Various
scanning microscopes have been developed and they use different detecting force such as
Van der Waals forces{2,3], magnetic forces[5,6] and electrostatic forces[7].

1.1.1 About the AFM

The AFM is the most popular and well-developed scanning probe microscopy



besides STM. A very sharp tip mounted on a soft cantilever is pressed onto the sample
surface. I the spring constant of the cantilever is small enough, the tip will follow the
surface contour as it moves over the surface without damaging the surface. The movement
of the tip is shown in figure 1.1 and the vertical displacement of the tip can be captured by a

SCIISOT.

scan direction

Figure 1.1 A simple diagram to show that the tip will follow
the contour of the sample surface when the tip scan
across the surface.

However, the sensor output is seldom used as the data for the surface topography
image since the surface roughness of the sample may exceed the dynamic range of the
sensor or the sensor may have nonlinear behavior. Instead, if the vertical position of the

sample (which will be named 'sample height' for the rest of this thesis) can be adjusted to



follow the surface contour, then the tip will remain motionless in the vertical direction (or in
other words, the sensor signal can be kept constant) during scanning as shown in figure
1.2. In figure 1.2, the tip moves from point 'a’ to point 'b’. If the tip can be held at the
same vertical level by adjusting the sample height accordingly, then the sample height is
following the surface from the height 'Ha' at point 'a' to height 'Hb' at point 't. In
addition, since the sample height is following the surface contour, the signal that controls
the movement of the sample height can be used as the image data for the surface
topography image. This is the idea how the AFM acquires an image of the sample surface

topography.

Using a feedback control mechanism, the feedback system manipulates the sensor
signal and adjusts the sample height accordingly so that the tip can be held motionless in the
vertical direction during scanning. If the output of the feedback system is able to follow the
surface contour, then the feedback output can be used to compose the image of the surface
topography. Figure 1.3 shows the schematic diagram of a typical AFM system. Although
there are many ways of building the AFM system, the following section gives a brief

review of the AFM system using the schematic diagram shown in figure 1.3 as a model.
1.1.2 About the AFM system

As the schematic diagram in figure 1.3 reflects, the sample sits on a2 micropositioner
that controls the sample movement in X, y, and z direction The x and y direction
movement sets the size of scanning (scanming is accomplished by moving the sample,
instead of the tip, along x and y direction) while the z direction displacement adjusts the
sample height. A tube scammer is used as the micropositioner in the system shown in
figure 1.3. The tube scanner is a hollow cylinder-like device made from a piezoelectric
ceramic transducer (it will be simply called "piezo" in rest of this thesis.) The piezo can be
extended or contracted by varying the voltage applied to it. There are five electrodes on the
scanner, four of them on the outside of the tube and the fifth one on the
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Figure 1.2 Diagrams that show how the AFM tracks the surface contour of
a sample.
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inner surface of the tube. The outer electrodes control the x and y movement and the inner
electrode controls the z movement {8]. The immer electrode will be termed "Z-piezo" in the

rest of this thesis.

The cantilever is a "V* shaped structure with a pyramid at the bottom of the front
end The apex of the pyramid is the tip that is used to scan over the surface. The cantilever
and the tip are usually made from silicon nitride or similar materials using standard
micromachining methods [9].

During scanning, the tip moves up and down following the surface contour and the
vertical displacement of the tip deflects the cantilever by certain angle. The deflection of the
cantilever reflects the surface contour and can be detected by various methods [10 - 12].
The one shown in figure 1.3 is called the beam bounce method A laser beam is focused
on the front end of the cantilever and is reflected to a bicell detector. The bicell detector is
divided into two halves, and the difference of the output signal from these two halves of the
detector are used  As the cantilever deflects, the position of the reflected beam falling on
the detector drifts, and in turn, the signal difference changes accordingly. Before scanning,
the tip is pressed onto the surface until the signal from the bicell detector equals a constant
called 'set-point'. The ‘set-point’ is a reference point for scanning and represents the force
that the tip presses onto the surface. During scanming, the difference between the bicell
detector signal and the set-point, which is called 'error signal', is used for calculating the
feedback output. The error signal is fed back to adjust the sample height via a feedback
system to keep the error signal equal to zero (or in other words, the bicell signal equals the
set point value). If the feedback system reacts fast enough, the tip will be virtually
motionless in vertical direction and the feedback output represents the corrugation of the
surface contour. The value of the feedback output is also sent to the computer for display
as animage. The image acquired is the top view of the surface topography. There are two

common image representations, one of them is the line plotting and the other is the gray-

6



level representation

1.2 Origin of the thesis - motivations and deviations

The feedback system is one of the major components in the AFM system The
function of the feedback system is to compensate for the variation of the signal coming
from the bicell detector and form the image of the sample topography. Almost all existing
AFM systems use proportional-integral-derivative (PID) compensator in the feedback
system since the PID compensator is supposed to provide fast response with zero steady-
state error at the output. Because of the sensitivity to high frequency noise, the derivative
controller is omitted and PI compensator is used in our system instead This thesis project
attempts to investigate alternative contro} algorithm(s) besides the Pl compensator which

may offer a faster and more stable system response.

Before starting the hunt for the alternative control algorithm(s), the system
performance using the PI compensator was first examined. However, experiments show
that optimal system performance depends on the gains of the PI compensation and the
values of these gains are usually very difficult to locate. Generally, the rate of system
response increases as the gains increase. But, the system will become unstable if the gains
become too high Besides the gains, the scan rate is also a critical parameter that
determines the accuracy of the image acquired Using too fast a scan rate, the feedback
system might not have enough time to react to the input, but too slow a scan rate becomes
impractical. Usually, an AFM operator chooses the gains and the scan rate using a "trial
and error" method and by experience. Because of these difficulties, an automated AFM
system was developed This automated system requires no knowledge of control system

for an AFM operator to acquire images using the AFM.

The investigation of the new AFM control algorithm(s) and the development of the



autormated AFM system required altering the control algorittun of the AFM controller. This
alteration of the control algorithm is made easier using a digital AFM controller in which the
operational algorithms are software implemented The following sections gi;ve an overview
of the principle of an analog and digital AFM controllers. The digital controller built in our

laboratory will be used as an example of implementing a digital controller,

1.3 The AFM Controller

The AFM controller is defined as a device that controls the operation of an AFM.
Referring to the schematic diagram in figure 1.3, the controller includes everything in the
figure except the microscope itself. When the AFM was first invented, an analog controller
was used in which the controller was entirely built out of discrete electronic components.
Although hardwired systems offer high speed operations, it requires hardware changes and
rewiring for even a minor system modification. Recently, the advance of VLSI technology
makes it possible to produce sophisticated digital signal processors (DSPs) at a reasonable
price. DSPs open the gate for the AFM controller to enter the digital realm Inside the
digital controller, the control algorithm can be software coded and system modification can
be done simply by rewriting code. This feature of the digital controller provides huge
flexibility in system modification. The experiments camied out in this thesis are made
possible using the digital controller since most of the experiments require altering the
control algorithms of an operating AFM. The following two sections give a brief review of

typical analog controller and digital controller.
1.3.1 Analog AFM Controller

An analog controller is mainly composed of discrete electronic components. A
ical analog controller uses a triangle-wave generator to control the x and y direction
typt

movement of the sample. The frequency of the triangle wave determines the scan rate
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along x direction On the other hand, servo electronics are employed for the feedback
system. In the very beginning, the feedback output is sent to a line plotter for plotting out
the feedback output row by row. As the computer became sophisticated, analog-to-digital
converter (ADC) was used to sample the feedback output so that images acquired can be

displayed on the screen and stored on the disk for further image enhancement.
1.3.2 Digital AFM Controller

The inflexibility in modification of the analog contraller system fueled the move to
controlling in the digital realm. There are numerous ways of implementing the controller
digitally. The idea behind a digital AFM controller is that some or all components inside
the controller are implemented by software. For example, a partially digital controller can
be implemented by using software counter to control the x and y direction movement of the
piezo and leave the feedback system to servo electronics. Such system is exactly what
happened before the digital signal processor became widely available [13]. An all-digital
controller uses a digital control system to carry out the feedback mechanism inside the AFM
system. Also, since digital signal processors support multiplication in a single instruction
cycle, this feature allows real time image display while scanning. Various digital
controllers have been designed and built by different laboratories [14 - 17} and commercial
companies [18,19]. The following section uses the digital controller that was designed and
built in the Scanning Turmeling Microscopy Laboratory of University of Manitoba as an
example to demonstrate the principle of implementing a digital controller.

1.4 All Digital AFM Controller

The AFM used in our laboratory is from Park Instrument Inc. It uses tube scanner
for positioning the sample and employs beam bounce technique to detect the deflection of
the cantilever. The digital AFM controller was custom designed and built for the
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specification of our AFM. Figure 1.4 shows the schematic diagram of the controller with
the microscope. The system can be divided into four sections: the microscope itself, a DSP
board, a host computer for the DSP board, and an analog/digital interface board. The
following two sections provide an overview of the entire system. Interested readers can
retrieve the detail from the thesis report "Design and Implementation of an All-Digital
Atomic Force Microscope Controller" by Kerry Yackoboski [20] of University of
Manitoba.

1.4.1 Hardware and Software Architecture

The digital controller was based on a digital signal processor (DSP56001) from
Motorola. The DSP chip is mounted in an "evaluation board" with 64 kilobytes RAM and
necessary interface circuitry (the term "DSP board" is used in the rest of the discussion to
represent the DSP chip with the evaluation board). The DSP board is hosted by a 386
IBM-PC in which the PC directs the DSP to carry out particular AFM operations. The
DSP board is an external board which has two communication links with the host PC. One
of the links is for downloading and debugging the program on the DSP chip, and the other

link is for data transmission

The DSP chip and the host PC share the jobs of controlling the operation of the
AFM. The DSP chip is responsible for all the calculations necessary in the system The
program runmng inside the DSP chip (called "DSP-program") is written in C/assembly
language and is compiled and downloaded from the host PC [21]. The DSP-program is
divided into many modules in which each module responsible for a single AFM operation
such as accepting new scan parameters from the PC, sending bicell signal to the PC and
controlling the stepper motor. The main subroutine of the DSP-program is called
"feedback subroutine” which controls the feedback, updates the x and y movement of the

piezo, and acquires images. These modules are written as interrupt subroutines which are
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called for action by the host PC (the detail will be discussed in the following paragraphs).

The host-PC serves as a dual-purpose user graphical interface for displaying real
time images during scanning and providing a menu driven control panel for the users to
input control parameters. The program on the PC (called PC-program) is written in Turbo
Pascal 6.0 by Borland International [22]. Because of the 640 kilobytes memory limitation
of the MS-DOS, overlay programming techmique is used in which only the portions of the

program that are required at a given time are loaded into memory.

The DSP-program and the PC-program are running simultancously and
independently, and the data transmission between them is through hardware interrupts.
After the DSP-program is executed, the DSP-program is running in an infinite "for" loop
and waiting for the host PC to call the subroutines for action For instance, if the scan size
is changed by the user, the PC-program specifies the particular memory address of the
interrupt subroutine for accepting scan size and puts the new scan size into the output
register of the host PC. Then, the PC-program initiates an interrupt onto the DSP calling
the particular subroutine to accept the new data, and then the host-PC sends the data via the
Host Interface (HI) on the DSP. The subroutine retrieves the data from the input register of

the DSP and assigns the data to the corresponding variables.

The PC-program starts the scarming by calling the feedback subroutine in the DSP-
program and then runs into a "while" loop waiting for the DSP sending the image data to it.
After a tow of image data (fixed at 256 points) is collected, the DSP sets the address
pointer to the start of the data array and sends out a signal to request a high-priority
interrupt on the host PC. The interrupt causes the host PC to stop its current job and read
in the data from the input register 256 times. As the PC-program is reading the data, the
address pointer in the DSP-program automatically updates and new data is sent out for the
host PC continuously. After receiving the entire row of data, the host PC displays the data
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on the monitor screen

The analog/digital interface board serves as a middle person between the controller
and the microscope. The major components on the board are the analog-to-digital
converters (ADCs), the digital-to-analog converters (DACs), and the high voltage op-amps.
A 12bit ADC with built-in sample and hold is used for digitizing the signal coming from
the bicell detector. The input range and the conversion time of the ADC are +/- 5 volts and
6 psec respectively. Original design does not include an anti-aliasing filter at the input of
the ADC. Five DACs are used for controlling the piezo movement. Two pairs of 14 bit
DACs with high voltage op-amps are employed for controlling the x and y direction
movement of the piezo. The voltage range of the op-amps is 0 to 400 volts which gives the
system view of field from 130 nm to 7000 nm. A single 16 bit DAC with high voltage op-
amp range from -200 to 120 volts are used for controlling the Z-piezo. With the piezo

sensitivity equal to 82 A/V in the vertical direction, the resolution is 0.4 A/bit.
1.4.2 Operational Algorithms

Two operational algorithms of the AFM system will be discussed in this section.
One of them is the feedback control algorithm and the other is the scan algorithm

A digital proportional-integral (PI) compensator is used inside the feedback loop of
the system. The equation for calculating the feedback output is shown as follow.

N
Zout = Kp ¥ error + Kp * Z error (1.1)
n=90

where error is the difference between the signal from the bicell detector and the set point
value. The first and second terms on the right-hand-side of equation (1.1) are the
proportional and the integral controllers of the Pl compensator respectively. The
proportional controller multiplies the current error signal with a constant called proportional

gain, Kp, while the integral controller accurmulates the error signal and multiplies the sum
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with a constant called integral gain, K. Zgy is the sum of the output from the proportional
and integral controllers and is sent to the piezoelectric via the analog/digital interface board.
Equation (1.1) is software coded inside the feedback subroutine of the DSP-program.

The scan algorithm controls the way that the tip moves over the surface. First, the
tip moves from left to right along the x direction over the surface. As the tip reaches the
rightmost edge of the scan frame, it scans back along the same path After the tip reaches
the spot where it started, the tip steps downward or upward in the y direction depending on
the direction the tip is scanning. When the tip is moving from left to right, the program
carries out feedback and saves the feedback output as an image data of the surface
topography. Since the image is composed of 256 by 256 pixels, 256 data points will be
evenly collected along one row of scanning. However, since large step voltages excite the
resonance of the piezo and causes the piezo ringing, instead of jumping from one image
point to the other, feedback points are inserted between two image points. Figure 1.5
shows a simple diagram that the tip scans on the sample surface. As shown in figure 1.5,
as the tip scans across the sample surface from point x1 to x4, the voltage supplied to the
piezo is gradually stepping from v1 to v2, then v3 and v4 as shown in the graph in the
middle of figure 1.5 (assuming there are two feedback points between two image points).
If there are no feedback points between image points, the voltage will step from vi to v4
directly as shown in the graph at the bottom of the figure. The difference between the image
points and the feedback points is that the feedback output at the feedback points is not
recorded. The number of the feedback points between two image points is related to the
scan size. In the original design, a look-up table is used to tell the DSP-program the
number of feedback points that should be used for a particular scan size. In addition, the
scan speed determines the speed of the DSP-program where the PC-program calculates the
interrupt frequency between the PC and the DSP chip to agree with the scan speed
specified The detail of the scan algorithm will be discussed in Chapter 2.
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Figure 1.5 The picture on the top shows the tip scanning across the sample surface

from point x1 to x4. Assuming there are two feedback points between
two images points, the voltage supplies to the piezo is gradually stepping
from vl to v2, then v3 and v4 as shown in the graph in the middle. If
there are no feedback point, the voltage will step from v1 to v4 as shown
in the graph in the bottom.
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1.5 Owutline of this Thesis

After a brief introduction of the AFM and the all digital AFM controller givenin this
chapter, the next chapter, Chapter 2, discusses the various system enhancements of the all
digital AFM controller. The enhancement of the digital controller includes the modification
of the scanning algorithms, the hardware electronics, the functional options and the
graphical user interface. Chapter 3 of this thesis analyses the digital control system of a PI
compensated AFM system. A system model is developed to investigate the behavior of the
systemn. A commercial control system design software called ‘cc' is used to carry out all
the simulations. From the control system analysis in the Chapter 3, the feedback gains of
the PI controller are found to have a major effect to the AFM system performance and the
optimal values of these feedback gains are difficult to achieve. In addition, the scan rate
also plays a major role to the accuracy of the images acquired. Therefore, an automated
scan algorithm is developed and is discussed in the Chapter 4 The automated scan
algorithm is a two step algorithm.  First, the system uses genetic algorithms to search for
the optimal feedback gains. Then, using the optimal gains obtained, the system proceeds
the scanming with an adaptive scanning algorithm. The adaptive scan algorithm keeps
adjusting the sample height until the error signal is less than a constant called 'error-
threshold. Then, the images acquired would have a known finite error margin at every
pixel. Finally, Chapter 5 carries out the feedback control design for the AFM system using
the frequency response techmique and the root-locus technmique. In addition, two alternative
scan algorithms are introduced which may improve the system performance of the AFM.
The conclusions and recommendations are included in Chapter 6, the last chapter of this

thesis.
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CHAPTER 2

SYSTEM ENHANCEMENT

This thesis started as a continuation project of implementing the all-digital AFM
controller mentioned in chapter one. When this thesis began, the basic implementation of
the controller was complete, in which the controller was able to drive the AFM for
acquiring the sample topography and display the image on the monitor of the host PC.
However, the ambitions of this work are to go beyond proving the feasibility of building a
digital AFM controller and optimize the controller performance as well. This chapter
describes various modifications that correspond to the different areas of system
enhancement; they include scan algorithm modification, hardware enhancement, functional

enhancement, and graphical user interface enhancement.

2.1 Scan Algorithm Modification

The first major system modification is on the scan algorithm As mentioned in
section 1.4, 256 image points are collected along each scan row in the x direction and
feedback points are inserted between adjacent image points. The difference between image
points and feedback points is that the feedback output at the feedback points is not
recorded The function of the feedback points is to prevent the piezo from ringing when

the tip moves from one image point to the other by applying a step voltage to the piezo.
2.1.1 Original Scan Algorithm

In the original system, the number of feedback points between two image points
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depends on the scan size. A look-up table is employed to find out the feedback points that
should be used with particular scan size. However, before looking at the look-up table in
Table 1, a description on how to digitize the scan size may be helpful in understanding the

relationship between the scan size and the feedback points.

First of all, a 14 bit digital-to-analog converter (DAC) is used for controlling the x
direction movement of the piezo. Since the 256 image points are evenly distributed along
each scan row for the entire image, the minimum and maximum scan range are 256 bits and
64 * 256 bits (which equals 16384 or 214 bit) respectively. For instance, if the maximum
scan range is employed, there are 63 bits between two image points, or in other words,
there can be, at most, 63 feedback points. However, the total number of feedback points
along a scan row is kept under a reasonable number, which is 3000 in the original design
and is arbitrary chosen, to keep the feedback rate high Table 1 shows the look-up table
used in the original system. Instead of using the total number of bits of the scan size along

a scan row, the muitiphier of 256 is used in Table 1 to simplify the explanation

Table 1 Look-up table for the number of feedback points
that should be used for a particular scan size.

scan size number of bits between
feedback points
0..11, 13, 17, 19, 23, 29, 31, 37, 0

41, 43, 47, 53, 59, 61
14, 22, 26, 34, 38, 46, 58, 62

12, 15, 18, 21, 24, 27, 30, 33, 2
39, 48, 51, 54, 57

16, 20, 28, 32, 36, 40, 44, 52, 56, 60 3
25, 35, 45, 50, 55 4

42, 49, 63 5
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Also, the distance between two feedback points is used to represent the number of feedback
points employed. For example, zero bit between two feedback points means all the bits

between two images points are used as feedback points.

The scan sizes from 11 to 61 in the first row of Table 1 are prime numbers.
Feedback points cannot be evenly distributed between two image points, except using all
the bits between the image points as feedback points. A problem may arise for large scan
sizes since the sum of total number of feedback points and image points will be very large

which will slow the feedback rate.

The scan rate, which is the speed of the tip moves along x direction, is a significant
parameter of scarming The moving of the tip along the x direction is included in the
feedback subroutine. The DSP moves the tip to the current point (image point /feedback
point) and then acquires the error signal and sends out the feedback output to the Z-piezo.
Then the DSP-program waits for the next interrupt call to run the feedback subroutine
again The PC-program calculates the timer interrupt, the time between interrupts, of the
DSP needed to yield the scan rate specified. In other words, the PC-program calculates the
frequency of interrupts needed from the total number of feedback points and image points
in order to agree with the scan rate specified. Equation (2.1) expresses the mathematical

representation to calculate the interrupt frequency.

interrupt frequency = (2.1)
(scanrate specified) * (mumber of columns per row) *

(2 rows/cycle) * (number of raster points / number of image points)

After reading the scan size and scan rate specified, procedure ComputeEverything in PC-
program carries out this calculation before proceeding with scanning,
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2.1.2 Current Scan Algorithm

The original scan algorithm requires a lot of calculation and approximation in
dstermining the number of feedback points and the interrupt frequency needed. A novel
scan algorithm is developed which is similar to the triangular wave generator that is used in
the analog controller. The new scan algorithm uses the fastest interrupt frequency of the
DSP chip and the PC-program calculates the number of feedback subroutines required to

agree with the scan rate specified.

First, the time required for ruming the feedback subrontine once, called feedback
time, is examined, which is about 30 gsec in our digital controller. Then, the PC-program
uses equation (2.2) to determine the number of feedback subroutines needed across a scan

TOowW.

umber of feedback tine = l 22
number of feedback subroutine (feedback time) * (scan rate spocified) * 2 (22)

The result from the RHS of equation (2.2) is rounded up to nearest integer. Before
sending the number of feedback subroutines to the DSP-program, the PC-program divides
it by 256 in which the result is the number of feedback subroutines that will be carried out

between two image points.

During scanning, the feedback subroutine in the DSP-program does two tasks
simultaneously, which are updating the tip position along the x direction and keeping track
of the feedback points and image points. The feedback subroutine uses a counter to step
the tip along x direction during scanning, The step counter is incremented (or decremented,
depending on the direction the tip is moving) by a factor called xfrac . The value of xfrac is
calculated by equation (2.3) where xrange is the scan size and feedvalue is the number of



feedback subroutines received from the PC-program.

_ Xrange
Xrae = e feedvalue 23)

Every time when the feedback subroutine is called, the position of the tip along x direction
is updated vsing equation (2.4). The variable xour and xoffser are the new tip position
and the offset of the current position respectively. The product of 'xinc * xfrac = 64' will
be rounded up to the nearest integer. Because of the rounding of the product 'xinc * xfrac
* 64', the resulting xout may have the same value for several consecutive steps in which
the tip will stay at the same spot. The variable xinc will be incremented or decremented by

one when the subroutine is called.

xout = xoffset + xinec * xfrac * 64 (2.4)

The implementation of the scan algorithm is best illustrated by an example as follows.
For example, if the xrange is 164256 bits and the feedvalue is 40, then, using equation
(2.3), the value of xfrac is about 0.00625. Using equation (2.4) with xoffset set to zero

for simplicity, Table 2 shows the movement of the tip.

Table 2 shows that during the second and third cycle, the value of xout is the same
which means that the tip stays at the same spot and the program will adjust the sample

height one more time.

On the other hand, the feedback subroutine uses a counter called feedcounter to
keep track of the feedback and image points. If the feedcounter is Iess than the feedvalue,
then the tip is on a feedback point and the program increments the feedcounter by one.
Otherwise, if the feedcounter equals feedvalue, then the tip is on an image point and the

feedback output is saved into the data array and the feedcounter is reset to zero.
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Table 2. The movement of the tip along x direction with xfrac = 0.00625

Xine xout

| 04 > 0

2 08 > 1

3 12 > 1

4 16 > 2

39 156 -> 16
40 | 160 > 16

2.2 Hardware Enhancement

The DSP board and the analog/digital interface board were placed side by side intoa
metal case. Seven different power circuits were purchased and added into the metal case
for voltage supplies to the ADC, DACs, high voltage op-amp, the stepper motor, the bicell
detector, and the laser diode inside the AFM head Only two minor hardware modifications

have been carried out on the system and will be discussed as follow
2.2.1 Anti-aliasing Filter

When a signal is sampled, any frequency commponent higher than the Nyquist
frequency, which 1s half the sampling frequency, will be folded into the low frequency
region. This phenomenon is called afiasing [1]. Since a signal that suffers from aliasing
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during sampling is not able to be accurately reconstructed, the input signal must be strietly
bandlimited to a bandwidth of less than the Nyquist frequency before sampling. A simple
lowpass filter with cutoff frequency at the Nyquist frequency can suppress the aliasing
components and this lowpass filter is called anti-aliasing filter.

Although the ADC in our digital controfler has 100 kHz sampling rate, the actual
sampling rate is the frequency of the feedback subroutine that acquires the signal from the
bicell detector, which is at about 33 kHz. Therefore, an anti-aliasing filter with cut-off
frequency at 16 kHz is employed which is a simple first order RC lowpass filter composed

of a 100 €2 resistor and a 0.1 #F capacitor.
2.2.2 LowPass Filter at the Input of the Piezo

Since the piezo has a high Q at resonance (the characteristic of the piezo will be
discussed in the next chapter), adding a resistor at the input of the Z-piezo can reduce this
resonant peak. Since the piezo in our AFM has capacitance about 10 nF, the combination
of the resistor and the piezo was primary modeled as a lowpass filter. A better analysis of
the effect of this extra resistor to the piezo will be discussed in the Appendix A. Since the
interested frequency range of the AFM system is from 0 to 16 kHz, the cutoff frequency of
the lowpass filter is chosen at 8 kHz which gives a 7 dB suppression of gain at 16 kHz.

2.3 Functional Enhancement
2.3.1 Incrementing / Decrementing the Feedback Gains

In the original design, the feedback gains are incremented or decremented by one
each time when the right mouse button is clicked A new function has been added so that
the feedback gains can be increased or decreased by twenty percent. The feedback gain

button on the screen is divided into two halves, the upper portion of the button is for
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increasing the gains while the lower portion is for decreasing the gains. When the cursor is
on the upper portion of the button, clicking the right mouse button will increase the gain by
twenty percent while clicking the left mouse button will increase the gain by one. On the
other hand, when the cursor is on the lower portion of the button, clicking the right and left

mouse button will decrease the gain by twenty percent and by one respectively.
2.3.2 Plane Subtraction Function Added

A flat plane subtraction feature is added as one of the options among the option
buttons on the screen This feature subtracts a plane from the image that is caused by
scanning an unleveled sample. The option button can be activated only after the original
image is loaded and displayed on the screen.  After the buiton is activated, the original

image is erased and the plane subtracted image will be displayed.

2.4 Graphical User Interface Enhancement
2.4.1 Error Signal Display

The error signal is the difference between the signal coming from the bicell detector
and the set-point value. This signal reflects the difference between the desired output and
the actual output that represents the real surface and the feedback output to the Z;piezo
respectively. Besides demonstrating the tracking ability of the system, the error signal also
reflects the stability of the system. Using the proportional-integral (PI) compensator, the
system has faster response as the gain of the feedback system increases. However, the
system will become unstable if the gains are too high (details of the digital control system
will be discussed in the next chapter). The AFM operator can keep track of the system

stability by monitoring the error signal while adjusting the gains.

In the original design, an integer array with size 256 is declared in the DSP-
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program to store the image data. This integer array is extended to 512 in size to store
another 256 data for the error signal. During scanning, when an image point is
encountered, the error signal is captured and stored into the array after the feedback output
is sent to the Z-piezo. Therefore, the image data and the error data are stored alternatively
in the data array. After finishing one row of scanning, the DSP-program sends an interrupt
request to the host PC and asks for receiving the data as usual.

On the host-PC side, the PC-program reads in 512 data points and stores the image
data and the error data into two different arrays. A new scope-like window is inserted onto
the user screen to display the error signal. During scanning, the gray-level topography, the
cross-section, and the error of the current scan row will be displayed simultaneously on the

SCIecn.

2.4.2 Mouse Droppings Problem

When the cursor is overlapped on an area, such as a button, where the area is
supposed to change color, the portions that the mouse is sitting on do not change to the
color specified but change to another color instead The original PC-program uses Pascal
built-in function Putlmage to erase the previous mouse and draw the current mouse
during updating mouse position. However, when the area is redrawn with color changes,
the mouse loses track of what color should be redrawn To solve this problem, the
previous mouse is erased before the area starts being redrawn and changing color. After

the area is completely redrawn, the current mouse is put back on the screen again.

2.4.3 Size Bar on the Image

A size bar with one quarter of the image width is displayed with the image on the
screen when the image is reloaded The corresponding length of the size bar is shown
underneath of the bar in nanometer scale.
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CHAPTER 3

DIGITAL PI COMPENSATED
AFM CONTROL SYSTEM ANALYSIS

The AFM uses the force between a sharp tip and the sample surface to map out the
surface topography of the sample. By pressing the tip onto the sample surface, the tip will
follow the surface contour as it scans over the surface. The vertical displacement of the tip
can be captured by the bicell detector using the beam bounce technique as in our AFM
system. However, because of the nonlinearity of the bicell detector, the output signal from
the bicell detector is not suitable to be used as the image data of the surface topography.
Instead, a closed loop feedback control system is employed which manipulates the detector
signal and feeds back the signal to the Z-piezo to adjust the sample height. The function of
the feedback system is to keep the tip stationary in the vertical position {or in other words,
keep the detector signal constant) by adjusting the sample height accordingly. If the tip can
be held motionless during scanning, then the feedback output is following the sample

contour and can be used as the image data to compose the surface topography.

The control algorithm employed inside the feedback control system has a significant
effect on the performance of the AFM since the feedback output adjusts the sample height
and composes the image of the sample surface topography. Our system uses proportional-
integral (PI) control algorithm to manipulate the error signal and feed the output back to the
piezo. This chapter attempts to investigate the behavior of a PI compensated AFM system.
Among various components inside the AFM system, the piezo tube scammer and the PI
compensator dominate the behavior of the system. The first section of this chapter reviews
the characteristics of these two major components of the system. Then, the overall transfer
fimction of the system is developed from modeling the physical hardware. Afterward, the
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system bebavior is reviewed using the transfer function developed. All the simulated
results in this chapter are done by a commercial control analysis software package called
'ec' {11

3.1 Characteristics of the Piezo Tube Scanner and the PI

Compensator

The response of the feedback loop inside the AFM system is primarily determined
by the dynamic behavior of the piezo tube scanmer and the PI compensator [2]. At
resonarnce, the phase and gain of the piezo may drive the control system into net positive
fecd'back and the system becomes unstable [3]. The functions of the PI compensator are to
eliminate the unsatisfactory effects of the piezo tube scanmer and improve the system
performance such as the rate of the system response and stability. This section reviews the
frequency and transient response of the system with the piezo alone and the effect of the PI
compensator to the system. The interest of this section is not on the behavior of the
complete physical AFM control system, but on understanding the relationship between the

piezo and the PI compensator in the system.
3.1.1 Characteristic of the Piezo

According to the analysis of D. Pohl [4], only the lowest resonant frequencies of
the piezo are significant in the microscope application. Assuming linear behavior, the piezo
tube scanner is modeled as a damped harmonic oscillator with the transfer function shown

as follows

G'(s) = Kgc G(s)
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032
where G(s) = I (3.1)
2, Wa 2
s* + -Q—-S + Wy

In equation {3.1), K4 is the DC gain of the piezo while the w, and Q are the resonant
frequency and the quality factor at resonance respectively. Thus, G(s) is the normalized
function of G'(s). The value of DC gain, Ky, is 82 A/V as provided by the manufacturer.
The resonant frequency, w,, ranges from 16 kHz to 30 kHz depending on the mass of the
sample put on top of the piezo. The heavier the sample placed onto the piezo, the lower
resonant frequency the piezo will have. In the following analysis, 16 kHz will be used as
the resonant frequency of the piezo and the quality factor equals 20 as measured Both the

measurements of the resonant frequency and the quality factor are taken by K. Westra [5].

Figure 3.1 shows the block diagram of a simplified closed-loop AFM control
system with the piezo alone. The input and output of this block diagram are the desired and
actual sample height respectively. This block diagram neglects the details of the system
such as the bicell detector and the electronic components required.  For simplicity,
normalized transfer function, G(s), is used inside the block diagram with the loop gain of
the system, K. The block diagram attemipts to provide a general overview of the transient

response of the closed-loop AFM system with the effect of the piezo tube scarmer alone.

R(s) E(s) C(s)
K = G -

Figure 1. Block diagram of the closed loop AFM system
with the piezo tube scanner alone
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Since G(s) has no pole at the origin of the complex s-plane, the system always has
finite steady state error, e [6]. The value of the steady state error can be obtained from the

final value theorem of Laplace transform analysis shown as follows

Hm

Css = sE(s)
s—>0
lim R(s)

= 8 ——— 3.2
snp 1+ KG(s) (3:2)
where E(s) and R(s) are the Laplace transform of the error signal and the input signal
respectively. If unity step input is used, then the steady state error can be calculated by

replacing R(s) with %— shown as follow
lim 1

%=, 1+ KGE)

~ _ 1
- 1+K (3-3)

As shown from equation (3.3), the steady state error for a unity step input can be reduced
by increasing the system loop gain, K. However, the transient response of the closed loop
system shown in figure 3.2 shows that the system is highly underdamped and the ringing
at the output settles after 2 msec. Increasing the system loop gain will reduce the steady

state error as well as increase the magnitude of the ringing,

In order to reduce the steady state error and the ringing at the output of the system,
a conirol compensator is inserted into the feedback loop of the AFM system. The
proportional-integral-derivative (PID) compensator is a common control compensator that
is used in many control system applications and almost all existing AFM systems use a PID
compensator to implement the feedback loop of the system. Since the derivative operator
amplifies the high frequency noise, the derivative operator is omitted and only the PI

compensator is employed in our system.
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Figure 3.2 Transient step response of the closed loop AFM system
with the piezo tube scamner alone.
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3.1.2 Proportional-Integral (PI) Compensator

Proportional-Integral (PI) compensator is a combination of a proportional controller

and an integrator. These two controllers are placed in parallel as shown in figure 3.3.

multiplier

Kp
e(t) Zout(t)

</

integrator

Figure 3.3 Simple block diagram of a PI
compensator

The proportional controller is simply a nultiplier that multiplies the error signal e(t) by a
constant called proportional gain, K, and sends the product to the process plant, which is
the piezo in this case. In other words, the proportional controller varies the loop gain of the
feedback system by manipulating the error signal. On the other hand, the integrator keeps
adding the error signal and sending the sum to the piezo continuously. Since the
integrating effect stops only when the error signal is zero, the integrator is able to achieve
the zero steady state error for a step function input. Usually, the output of the integrator is
multiplied by a constant called integral gain, K, to increase the rate of integrating effect.
Using Laplace transformation, the transfer function of the PI compensator, D(s), is shown

as follows

D(s) = Kp+—s-
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( 5+ %)
= K, , (3.4)

3.1.3 Behavior of the Compensated Piezo

Cascading the PI compensator with the piezo, the open loop transfer function of the
system 18

(s+—KI-<—;—)m,2, ]

s(s2+ Do g1 ol
Q

D(s) G'(s) = KpKae (3.5

The open loop transfer function of the system has a pole at the origin of the complex s-
plane, and therefore, the system has zero steady state error for step input. From equation
(3.5), the zero of the open loop transfer function depends on the ratio of the integral gain
and the proportional gain. In order to simply the explanation, the proportional controller is
omitted in the following discussion Figure 3.4 shows the Bode diagram of the frequency
response of the open loop AFM system that is compensated by the integrator only. The
system has high gain at low frequency so that the system output has zero steady state error
for a step input. However, the integrator reduces the bandwidth of the system which, in
turn, reduces the speed of the system response. Although the system bandwidth can be
increased by increasing the open loop gain of the system, the resonant peak of the system
must be kept below 0 dB or the system will become unstable.
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3.2 Modeling of the Physical AFM Control System

In order to use numerical and graphical analysis to describe the behavior of the
AFM control system, the physical hardware of the system is modeled into a mathematical
expression. A block diagram is used to provide a pictorial representation of the system and
each block represents a separate functional component inside the system. Figure 3.5 (a)
and (b) show the physical hardware and the corresponding block diagram of the AFM
control system respectively. The system input corresponds to the height of the features on
the sample surface while the system output is the output of the compensator. The
compensator output is used to adjust the sample height via the piezo and is used as the
image data for the surface topography of the sample. Unlike the block diagram shown in
the previous section, the piezo is placed on the feedback path of the system. The following

sections discuss the functional component of each block in the block diagram.
3.2.1 Components on the Feedback Path

The compensator manipulates the error signal and feeds back the manipulated signal
to the piezo via the feedback path of the system As shown in the block diagram in the
figure 3.5 (b), the feedback path converts the calculated value (in bits) from the
compensator to the actual sample height (in angstroms) at the piezo. The functional
components on the feedback path include a digital-to-analog converter (DAC), a high

voltage op-amp, a lowpass filter and the piezo.

The compensator is software implemented inside the DSP-program and the output
of the compensator is converted to an analog signal via a DAC before it is sent to the piezo.
A 16-bit DAC with -5 to +5 voltage supplies is used in our system.  The dc conversion
factor of the DAC is

Kpac = 24 (%} (3.6)
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Figure 3.5a Physical hardware of the AFM control system
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The DAC is modeled as a zero-order (ZOH) in our system. The ZOH holds the output at a
constant value during the sampling interval and the value equals to that at the preceding
sampling instant. The transfer function of the ZOH in the s-domain is

-1k
Gpols) = 1=

3.7

The output of the DAC is amplified to the working range of the piezo via a high
voltage op-amp. The voltage supplies of the op-amp are -200 and +120 volt. Since the
output of the DAC ranges from -5 to +5 volt, therefore the gain of the op-amp, Kamp. is

120 (-200)

Kamp = ~~g—5—= 32

The output of the high voltage op-amp is then sent to the piezo.

The characteristic of the piezo tube s;:anncr has been described in the previous
section. A resistor is added at the input of the piezo in order to reduce the resonant peak of
the piezo. Since the piezo has 10 nF capacitance, the combination of the resistor and the
piezo was primary modeled as a RC lowpass filter. A better model which describes the
effect of the resistor to the piezo will be described in Appendix A. The cut off frequency of
the lowpass filter is chosen as 8 kHz which gives a 7 dB suppression of gain at the
resonance of the piezo. A 2kS2 resistor is placed at the input of the Z-piezo and the transfer

function of the filter is

[2(s) = —2%¢ (3.8)

S+ W

where w is the cut off frequency of the filter and is 50,000 rad/sec.

In all, the transfer functions of the functional blocks on the feedback path are
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combined together and named H'(s). The transfer function of H' (s) and its normalized

function H(s) are shown in equation (3.9) as follow

H'(s) = Kamp Kpac Kuae Grols) H(s)

where H(s) = L,(s) G(s) 3.9

3.2.2 Bicell Detector and Anti-Aliasing Filter on the Feedforward Path

On the feedforward path, the input is the desired sample height, such that the force
between the tip and the sample remains constant. The difference between the desired and
actual sample height is captured by the bicell detector as described in Chapter 1. The output
signal of the detector is sampled by the ADC and the sampled value is subiracted from the
set-point inside the DSP-program  The result from the subtraction is named error signal
and is used by the compensator to calculate the feedback output. Since the set-point is a
constant and remains unchanged during scanning, it is omittedin the following calculation
The feedforward path converts sample height difference (in angstroms) to the feedback
signal (in bits) in which the feedback signal is sent to the piezo via the feedback path and to
the host PC for image display.

The gain of the bicell detector is measured by supplying a 5 volt peak to peak
sinusoidal function to the piezo and observed the signal changes from the detector. The
signal at the output of the bicell detector is a sinusoidal waveform with 0.15 volt peak to
peak in magnitude. Since the piezo has 82 A/V sensitivity, the gain of the photo-detector
can be calculated as follow

- _015v
Ksensor - 82 A./V* 5 V

(3.10)
= 3*10% V/A
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The output signal of the bicell detector is converted to digital signal before it is sent
to the DSP for feedback calculation. According to the theory of digital signal processing,
the signal must be bandlimited to the half of the sampling frequency of the system before it
is digitized or the signal cannot be accurately reconstructed. Therefore a lowpass filter is
placed at the front end of the ADC. This lowpass filter is called an anti-aliasing filter and is
used to eliminate the possible aliasing components (high frequency components that exist
above the sample frequency) inside the signal from the bicell detector. The details of the
anti-aliasing filter have been discussed in Chapter 2, and the transfer function of the filter is

Ia(s) = 105 3.11
1(s) TS (3.11)

Since the anti-aliasing filter has little effect on the frequency range of interest of the signal,
which is from 0 Hz to about 16 kHz, it is neglected from the overall system transfer

function.

Same as the DAC discussed in the previous section, the resolution of the ADC has
to be considered in the development of the system transfer function. Since a 12 bit ADC is
employed with -5V to+5 V voltage supplies, the conversion factor, named Kapc, is

_ 212 (it
Kanc = 95 (Volt (.12)

Typical digital control system analysis models an ADC as a switch, or called
sampler, with sampling period, T. The sampler can be mathematically represented as a umit
impulse train with the following transfer function as

=0}

S = 3 &(t-nT) (3.13)

1=-¢&0
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where T is the sampling period of the sampler. A sampled signal is obtained by
multiplying the continuous signal with S(t). For instance, the error signal e(t) in figure 3.6

is sampled and becomes e*(t) as
o0
() = > e@T)d(t-nl) (3.14)
n=0

In the above transfer function, only the positive side is considered, i.e., nis greater than or

equal to zero. And the Laplace transform of the signal e™(t) is

e 4]

E's) = D e@T)er® (3.15)
n=0

Letting z =¥, the E*(s) can be z transformed to

Ez) = > e@T)ze (3.16)
n=0
E(z) = e(0T)+ eMz! +e@T) 22 + ... (3.17)

Equation (3.21) shows that z transform of a sampled signal represents the sequence of the
signal at each sample, T, and each (z'1) term is one sample time delay of the sequence.
Therefore, the e(0T) is the present error signal and e(T) is signal one sample period ago, so

on and so on
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Figure 3.6 Simplified block diagram of the AFM control system

3.2.3 Digital P1 compensator

Since the PI compensator is software coded inside the DSP-program, the numerical
approximation of the compensator algorithm is required The z transform, an analogous
transform technique of Laplace transform in the continuous system, is employed which
provides a mathematical representation for digital control algorithms and sampled signals.
The z transform of a digital algorithun is usually derived from the difference equations of
the system while the z transform of the discrete signal can be obtained from the closed form
of the signal time sequence. The z-transform of the PI compensator is shown below which
is derived from right-side rectangular rule approximation method

D@z) = Kp+ —SLL (3.18a)

[-21

2 - ]
CKp+ KT,
Y (3.18b)

or Xz} = (Kp+ K1 T)-
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The z-transform of the PI compensator can be found in most digital control text books [7].
Appendix B in this thesis derives the equation (3.18) using the right-side rectangular rule.
Equation (3.18b) shows that the PI compensator has a pole at 'z' equals one and the zero
position depends on the value of Kp and KI.

3.2.4 Transfer Function of the Closed Loop System

Figure 3.6 is a simplified block diagram of figure 3.5 (b} where the blocks on the
feedback path are grouped together. The system includes analog and digital components
with both continuous and digital signals flowing inside the loop. In order to link these two
different domains together to develop an overall system transfer function, a synchronous
fictitious sampler is used to produce a mathematical sampling effect to the analog
components and continuous signals so that only the values at the samples are considered.
Pulse transfer functions [7,8] of the analog components and the continuous signal are used

to represent the output of the fictitious sampler.
The development of the transfer function starts from the error signal E(s) as follow
E(s) = K1R(s) - K1Kz E'(s) D(z) Gpofs) H(s) (3.19)

where K = Ksensor Kapc and Kz = Kamp Knac Kae.

The analog component, Gpo(s) H(s), and the continuous signals, E(s) and R(s), are first
starred transformed as shown previously and are notated by '*. Then equation (3.19) is

rewrtten as

E*s) = K1 R%s) - K1 Kz E¥(s) D(2) Gro(e) HE) (3.20)

K; R™(s)

E's) = e —
1 + K1 KaDX(2) Gpols) Hs)

(3.21)

The output, C(z), equals the sampled error signal E*(s) multiplied by the digital
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compensator D{z) shown as follow
C(z) = E*s) D@ (3.22)

Combining the equations (3.26) and (3.27), the overall systemn transfer function is

Cs) _ Ky D(2) (3.23)
R's) 1+ KKy D(2) Gpol® HE)
Letting z equal £7°, equation (3.28) can be rewritten as
T(z) = Ky Dz) (3.24)

1+ KjK; IXz) H(z)

where H(z) equals the pulse transfer function of the product Gyo(s) H(s).

3.3 System Analysis

The primary requirement for the feedback system in AFM application is to have
zero steady state error at the output with step input function This requirement can be
accomplished by cascading the AFM system with an integrator since the compensated
system has high gain at low frequency. Besides zero steady state error, the swiftness of
the feedback system response and the stability of the feedback system are two significant
factors that affect the performance of the AFM system. A fast and stable feedback system

allows the AFM to scan at a higher scan rate which reduces the time to acquire an image.

This section discusses the behavior of the feedback system using the transfer
function obtained from the previous section. The root locus of the charactenistic equation
of the system will be used to determine the limit of the gain for which the system remains
stable. The swiftness of the system response can be observed from the transient step

response with different feedback gains. Also, the step response of the system reveals the
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stability of the feedback system. The system behavior from simulation and experiments is

obtained and compared.
3.3.1 Root Locus Diagram of the Open Loop Transfer Function

As shown in the block diagram in figure 3.6, the input of the closed loop AFM
system is the height of the features on the samiple surface and, therefore, the it of the
input is in 'angstrom’. On the other hand, the output of the system is the output of the
digital compensator and the unit of the output is in 'bit'. Since the input and output of the
system have different units, the block diagram in figure 3.6 is slightly changed in order to
simplify the simulation. The de gain, Kj on the feedback pathis moved to the feedforward
path so that the input and output of the block diagram have the same unit, angstrom. A
modified closed loop system block diagram for simulation is shown in figure 3.7 and the

transfer function becomes

_ K IXz)
=1%o i

where K= Ksensor Kamp Kae Kanc Kpac (Kp + KiT) (3.25)

D(z) is the transfer function of the digital PI compensator and H(z) is the normalized pulse
transfer function of the analog components on the feedback path. K is the open loop gain
of the system. The gain of the digital PI compensator is excluded from the transfer
function, D(z), and put into the open loop gain, K.
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—_— Ki |—" —| D@ || K2 |——

H(z) |-+

Figure 3.7 Modified block diagram of the AFM control system
for simulation

Numerical values are substituted into the variables inside the transfer function in
order to carry out the simulation For the digital controller developed in our lab, the
sampling frequency of the system is determined by the cycle time of the feedback
subroutine inside the DSP-program, which is 33 kHz. Using the software 'cc', the pulse

transfer function, H(z) is obtained and shown as follows:

0.93 (z2 + 1.59z + 0.49)

H(z) = 3.26
(@ (2 +1.84z+ 0.87)(z-0.22) ( )
and the characteristic equation of T(z) is

0.93 (22 + 1.59 2+ 0.49) (z-K—KP__)

1+ KD(Z)H(z) = 1+ K p+ KT

(2 + 1.842+ 087)(z-0.22) (z- 1)

where K = (3%10) 32) (82 (22 L0yKyp + KT)
10 216

= 0,05 (Kp + K{T) (3.27)

Equation (3.27) shows that the Kp and Ky determine the zero position of the open loop
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transfer function Also the open loop gain equals the product of a constant, 0.05 and the
sum of Kp and K1 T. The following system analysis omits the proportional controller by

letting Kp equals zero.

Figure 3.8 shows the root locus plot of the characteristic equation of the
compensated system using the software package 'cc’. According to typical digital control
theory, the root of the charactenstic equation must be within the umit circle or the system
will become unstable. From the root locus plot, the gain at which the root loci ¢cross the
umnit circle is about 0.6. Since the system starts oscillate when the root locus approaches the
circumference of the unit circle, the open loop gain, K, must be less than 0.6 for a stable

system.
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Figure 3.8 Root locus diagram of the characteristic equation 1 + KD(z)H(z)
where D(z) is the transfer function of the integrator.
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Figure 3.9 Simulated step response of the integral compensated AFM
system with the open loop gain equals {(a) 0.2, (b) 0.4.

52



53

3.3.2 Transient Response of the Compensated System

The transient step response of the system is acquired using the closed loop transfer
function in equation (3.25). Figure 3.9 shows two step response curves that use loop gain
equal 0.2 and 0.5 respectively. Ringing exists in the response curve with gain equals 0.5,
which indicates that the gain is approaching the maximum limit.

The simulated result gives an approximation of the open loop gain that gives the
fastest and stable response. The real system response is acquired to verified the correctness
of the model developed The step input is generated by changing the 'set-point' with a
constant, and then the feedback system will adjust the sample height until the signal from
the_bicell detector equals the set-point. The input of the system is no longer the desired
sample height as in figure 3.7, but is the set-point. The revised block diagram is shown in
figure 3.10.

set-point
— D(z) K2 S

Ki |-m H(z) |ewa—v00

Figure 3.10 Modified block diagram of the physical AFM control system
for acquiring step response of the system

The digital PI compensator is software coded inside the feedback subroutine of the

DSP-program as follow



SN = sum + €I1710r1,

Zow = Kp *error + Ky * sum; (3.28)

The variable error is the difference between the signal from the bicell detector and the ser-
point and the varable Z,,, is the value output to the DAC. The variable error is
accurmilated and put into the variable sun during the scanning, The sum is then multiplied
with a variable Ki', which is the integral gain of the PI compensator. The variable K; is
the one tenth of the value input by the AFM user from the keyboard or from the mouse.
The integral gain Kf is equivalent to the value (K1 T) in the mathematical expression shown
in equation (3.25) or can be named effective integral gain. The relationship between the

value KI' and (K1T) can be shown as

Zow = K, *error + Ky *¥3 (error ¥T)
= K, *error + (K{T) * X error

I

Kp * error + Ki' * sum

Three step response curves are shown in figure 3.11 which corresponds to different
integral gains: 2, 4, and 8. The rate of response increases as the gains increases. In order
to compare the experimental and simulation step response, curve (b) in figure 3.11 and
curve (a) in figure 3.9 are put together in figure 3.12 since they have the same open loop
gain. The curve (b) in figure 3.11 is acquired using integral gain at 4 which corresponds to
open loop gain 0.2 using equation (3.27) and, therefore, is the same as that of curve (a) in
figure 3.9. Figure 3.12 shows that these two curves almost overlap each other and both
have rise time at about 10 sample cycles. In addition, figure 3.13 compares the mise times
of the step response curves from the simulated and physical system with different integral
gains. The rise time is in term of the number of samples the systems require to reach 90

percent of the steady state level.
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Figure 3.11 Stepresponse curves of the physical AFM system with
integral gain equals (a) 2, (b) 4 and (c) 8. The sampling
period of the system is 30 psec.
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AFM system with integral gain equals 4.
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In addition, figure 3.13 shows that the results from the model are very close to that
from the physical system since the step response curve has similar rise time using the same
integral gain Figure 3.12 and 3.13 show that the model developed in this chapter is able to
estimate the behavior of the compensated system with the integrator when the system is
stable. However, the curve (c) in figure 3.11 has 20 percent overshoot which does not
exist in the simulated step response curves in figure 3.9. The overshoot may be accounted
for the phase lag from the anti-aliasing filter that has been omitted in the system transfer
function  Furthermore, the step response from the physical system has 3 kHz ringing at
steady state. This ringing is believed to be coupled from the mechanical resonance of the

microscope stage and appears when the tip is off the center of the piezo tube scanner.

As the proportional controller comes into effect, the limit of the open loop gain
changes as the position of the zero varies. It will be a trial and error to locate the proper
value of proportional and integral gains which give the best system performance. The next
chapter introduces a method which uses a genetic algorithm to locate the proportional gain

and the integral gain that give optimal system performance.
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Figure 3.13 Comparsion of the rise time of the step response curves from

simulated and physical AFM system versus different intergal
gains used. The rise time is in term of the number of samples
required in which each sample equals 30 psec
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3.4 Chapter Summary

The behavior of the closed loop AFM control system is dominated by the piezo tube
scanner and the proportional-integral (PI) compensator. The closed loop AFM system with
the piezo tube scanner alone has finite steady state error at the output to the step input
function In addition, the uncompensated AFM system is highly underdamped in which
the oscillation at the output settles after 2 msec. Cascading the AFM system with the PI
compensator, the compensated AFM system has zero steady state error at the output for a
step input function. However, the PI compensator reduces the bandwidth of the system
which reduces the rate of the system response to the input. The rate of the system response
can be increased by increasing the feedback gains of the PI compensator. However, the

resonant peak of the piezo must be kept below 0 dB or the system will become unstable.

A model of the digital PI compensated AFM system is developed from the physical
hardware system. Comparison of the step response from the simulation and experiments
shows that the model is able to estimate the behavior of the AFM system.  Using the
integral controller only, simulation and experimental results show that the system has the
fastest step response with integral gain of 0.4; the rise time is about 10 sampling cycles.
The sampling period of our system is about 30 usec.



60

Reference
f1] Program ce, Systems Technology Inc.

[2] S. Grafstrom, J. Kowalski and R. Neumann "Design and detailed analysis of a
scanning tunnelling microscope," Meas. Sci. Technol. 1, 139 (1990).

[3] L. Taoand J. Maps "Simple determination of the frequency response of
piezoelectric tubes," Rev. Sci. Instrum. 64 (5), 1367 (1993}

4] D. Pohl "Some design criteria in scanming tunneling microscopy," /BM J. Res.
Develop, 30 (4), 417, (1986).

[5] K Westra "Atomic force microscopy of thin films,” PhD thesis, University of
Manitoba, 1994.

[6] C. L. Philips and H. T. Nagle, Jr. Digital Control System Analysis and Design,
Prentice-Hall, N.J., pp. 328 - 340, 1984.

[7] C. L. Philips and H. T. Nagle, Jr. Digital Control System Analysis and Design,
Prentice-Hall, N.J., pp. 548, 1984.



61

CHAPTER 4

AUTOMATED AFM SCANNER

The same as users of any other instruments, AFM users usually have a desire to
operate the system at its optimal performance. As discussed in the previous chapters, the
AFM makes use of a feedback control system to track the surface contour and acquire the
topographic images of the samples. If the feedback system has a fast and stable response
to the input (which is the height of the features on the sample surface), then the AFM
system is able to acquire the whole topographic image in the minimum period of time. As
shown in the previous chapter, if a PI compensator is used in the feedback system, then the
swiftness and stability of the system are determined by the feedback gains of the
compensator. Although the speed of system response can be increased by raising the
feedback gains, the system will become unstable if the feedback gains are too high.

Besides the feedback gains, the scan speed is another factor that affects the
performance of an AFM. In the conventional AFM, the piezo is moving along x-direction
with constant speed during scanning. This scan speed must be chosen very carefully so
that the feedback system has enough time to adjust the sample height Otherwise, the
image obtained will become unreal [1] since the output of the feedback system is not able to
track the surface. There are two major factors that affect the tracking ability of the system,
which are the scan speed and the size of the tip as compared to the size of the features [1].
The effect of the tip size is beyond the scope of this thesis and the discussion in this chapter
will focus on the scan speed only and assume the apex of the tip is small enough to track

the features.

Usually, the AFM users use "trial and error" methods to search for the proportional
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gain and integral gain that give the fastest system response. They increase both the
proportional and integral gains until the system becomes unstable. Then, they decrease
both gains slowly until the system regains stability and starts scanning. On the other hand,
the choice of the scan speed largely depends on the experience of the AFM operators. It is
believed that the scan speed is related to the number of features across a scan row [1].
When many features exist along a scan row, slow scan speed should be used in order to

allow the feedback system to have enough time to compensate for the sample height.

I have developed an autormated AFM scanner which is able to search for the gains
that give a fast and stable feedback response and vary the scan speed according to the
surface roughness during scamming.  The automated scanner requires virtually no
knowledge about the control system from an AFM user to proceed scanning at optimal
system performance. This chapter discusses the development and implementation of this
automated scanner and the discussion is divided into two halves. The first half of the
chapter describes the concept and implementation of the searching algorithm that is
employed for searching for the optimal gains. The second half of the chapter discusses
how the adaptive scanner changes the scan speed according to the surface roughness and

maintains a finite error margin at the output.

4.1 Searching for Optimal Feedback Gains

Chapter 3 has mentioned that the behavior of a PI compensated AFM system varies
with different combinations of the proportional gain and the integral gain Using the root
locus diagram to find the feedback gains that give the fastest stable system is largely based
on trial and error. Instead, a combinatorial searching algorithm can be used to search for
these feedback gains and these gains are named optimal gains. A measuring index, named

performance index, is defined in order to determine the performance of the system  Since a
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stable system with the fastest system response has the smallest difference between the
desired and actual output as observed from the shape of the step response curves, the
performance index can be defined as the sum of the difference between the desired and
actual output response at each sample along a step response curve. 256 data points are
collected for each step response curve which corresponds to 7 msec running time in our
experiments. The calculation of the performance index will be further discussed in detail in

section 4.3.

The surface plot in figure 4.1(a) shows the relationship between the performance
index and the feedback gains. The x and y axes are the proportional gain and integral gain
respectively, ranging from 0.2 to 10, while the z-axis is the normalized performance index.
Figure 4.1(b) is a zoom in of the surface plot to show the detail inside the valley.
However, it is very difficult to perceive the relationship between the performance index
and the variations of the feedback gains from the 3-D graphs shown in figure 4.1 (a) and
(b). The cross sections of the surface plot shown in figure 4.2 (a) and (b) attempt to
illustrate a general relationship between the performance index and one of the feedback
gains while holding the other feedback gain constant. Figure 4.2 (a) is the cross section of
the surface plot at integral gain equal to 3.4 The performance index gradually increases
from about 200 to 450 as the proportional gain increases from 0.2 to 10. On the other
hand, figure 4.2 (b) shows the cross section of the surface plot at proportional gain equal to
0.8. The performance index is very high for small integral gain and the value of the index
drops when the integral gain increases. However, the performance index increases again
when the integral gain keeps increasing. Recall the analysis in the previous chapter, the
system bandwidth is small for small integral gainin which the system has a large rise time
in step response. As the integral gain increases, the rise time of the step response increases
with the system bandwidth. However, when the integral gain becomes too high, the

system become unstable and the difference between the desired and actual output increases.
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Figure 4.1 (a) The relationship between the performance index and the feedback

gains is shown as a 3-D surface plot. The horizontal axes, x and y,
are the proportional gain and the integral gain respectively while the
vertical axis, z, is the performance index. The feedback gains range
from 0.2 to 10, with a step of 0.2.
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Figure 4.1 (b) Zoom in of the surface plot in figure 4.1 (a) to show the detail inside
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Figure 4.2 (a) Cross section of the surface plot in figure 4.1
at integral gain equal to 3.4.
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The surface plots in figure 4.1 (a) and (b) show that there are many local minima on
the surface. The optimal gains are located at the global minimum of the plot. In addition,
the function of the surface plot is unknown and varies with sample and AFM system.
Given these two problems, the searching method selected must be able to locate the global
minimum of the surface without being trapped by the local minima, and must be able to
perform without much knowledge of the problem itself. Among various optimization
algorithms, a genetic algorithm was selected for the following two reasons: 1) a genetic
algorithm requires little knowledge of the problem itself; 2) the problem and sclution in this

case can be formulated into genetic configuration [2].

Baselt et al. have developed a general-purpose "evolutionary” algorithm in which
the algorithm repeatedly searches for the control parameters that give the AFM optimal
performance [3]. The algorithm that Baselt et al. have developed is very similar to a genetic
algorithm except that the algorithm they developed gives a single solution every iteration
A genetic algorithm gives a set of the best solutions obtained in the current iteration and
uses this set of solutions to find better solutions in the next iteration. The following
sections give an overview of the genetic algorithim and the implementation of the genetic
algorithm on optimal gains searching. Experimental results will be presented to show the

performance of algorithms in this application.

4.2 An Overview of Genetic algorithm

Genetic algorithms, originally developed by Holland [4], have recently been used in
solving various optimization problems such as standard cell placement [5], traveling
salesman problem [6], and groundwater monitoring problems [7]. The algorithm is

analogous to the biological evolution in which species evolve to better adapt to the
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environment throughout generations. Most of the terms using in genetic algorithm are

taken from the biological counterpart.

The algorithm starts with an initial set of solutions called the population. This initial
population can be randomly generated or selectively chosen. Each solution in the
population is called an individual and is represented by a string of symbols called genes.
These genes are the building blocks or segments of the solution and can be altered to

generate better solution for the problem.

The genetic algorithm is an iteration process and each iteration is called a
generation. In the beginning of every iteration, all the individuals in the population are put
into a fitness test to examine their fitness to the environment. In other words, this fitness
test examines how good these solutions are to the problem. Those individuals having
higher degree of fitness are selected to be parents for producing new individuals for the
next generation. Usually, three operators are used for producing offspring and they are

called crossover, mutation, and inversion operators.
1) crossover operator:

First, two parents are selected at a time and put into this operator. The operator

duplicates and exchanges their genes to produce new individuals. The new individuals

contain some genes from each of their parents. The amount of crossover among parents is

controlled by a constant called crossover rate and this crossover rate is selected by the user.

2) mutation operator:

After the crossover operator, the new individuals are put into the mutation operator.

This operator causes a random changes of the genes in each new individual so that new
genes can be introduced. New genes are significant to the existence of the species since

better genes that do not exist in the current generation can be generated. A control variable
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called 'mutation rate' is used to control the amount of variations of the gene. This control
variable must be carefully selected so that useful genes can be created without losing the

good inherited from their parents.

3) inversion operator:;

Inversion operator alters the sequence of the gene inside an individual. This
operator 1s useful for the problem in which the individual has different adaptation ability to

the environment for different gene orientations.

After these three operators, the new individuals are called offspring of the current
generation. Afterward, both the parents and the offspring are put into the fitness test again
and those individuals having better fitness are selected and form the next generation A
fixed number of individuals are selected so that the size of the population remains the same
for all generations. The iterations carry on until some termination constraints are reached
such as the number of generations. Theoretically, after a number of generations, 'bad!
genes are eliminated and 'good' genes remain  All the individuals in the final generation
have good genes and are best adapted to the current environment. In all, genetic algorithm

can be summarized as follow

Generate the initial population
Loop for a number of generations
Fitness Test for every individual in the population;
Choose Individuals for mating;
Crossover Operator- duplicates and interchanges the genes among parents;
Mutation Operator - mutation of genes of the new individuals;
Inversion Operator - changes the orientation of genes inside the new
individuals;
Fitness Test for all individuals;
Choose Individuals for the Next Generation;
End Loop.
Final Result.
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4.3 Implementation of Genetic Algorithm on Optimal Gains

Searching

The first step of the implementation is to code the problem into a genetic
configuration. The goal of the genetic algorithm is to find the smallest performance index
of the system; the control parameters are the proportional and integral gains. Therefore,
each individual is represented by a combination of the proportional and integral gains and
these two gains are the only genes in each individual. The population is composed by a
fixed number of these individuals. The population and each individual can be represented

as follow
Py=4{xX} ... X!, X4 4.1)
X}=<P}, Ii> (4.2)

where P(t) is the population of generation t, and n is the size of the population. The size
of population is twenty in our experiments. X| represents the individuals inside the
population and each individual contains two genes P} and IE , which is the proportional

and integral gain respectively.

In order to generate the initial population, a pair of initial proportional and integral
gains are selected. According to the algorithm, the value of the initial proportional and
integral gains selected will not affected the final result of the search. However, this imitial
gains should be low enough so that the system remain stable. This selected gain pair
passes itself through the nmtation operator nineteen times (the implementation of the
mutation operator will be discussed later) to produce the rest of individuals in the initial

population. After the initial populationis created, the program proceeds with the iterations.

The fitness measurement of the individual is defined by the stability and swiftness
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of the step response of the system in which those individuals having smaller performance
index have better fitness. The generation of the stepinput is achieved by changing the set-
point value with a constant called 'delta’. Before running the genetic algorithm, the
program raises the Z-piezo by 420 A. The signal change in the photo-detector is recorded
and assigned to the constant 'delta’. As the set-point changes by 'delta’, the feedback
system will adjust the Z-piezo by 420 A to returns the error signal to zero (the signal
coming from the photo-detector equals the set-point value). Using the method mentioned
above, M step response curves are generated for each individual and N data points are
recorded for each curve. The data points, g, are the absolute value of the difference
between the desire and actual feedback output at each sample. All N data points of each
curve are summed up and average giving the performance index of a single curve. Then,
the performance index of all M curves obtained are added and averaged giving the
performance index of the corresponding individual. The mathematical formula for

calculating the performance index of each individual is shown as follow

) 1 M-1 N-1 |€| :l
performance mdex:—M— Z Z N (4.3)
n=0 t=0

where €{ is the error at data point t of curve n. In the experiments, twenty step response
curves were generated and 256 data points (which is correspond to running for 7 msec)

were collected for each curve. Therefore, the value of M and N are 20 and 256

respectively.

After the fitness test, the best five individuals are selected as parents. Among these
five parents, two of them are selected at a time and put into the crossover operator. The

operator duplicates and exchanges genes among the parents.  For instance, if the two
selected parents are X| and X| and they can be represented as follows
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Xg = <P§ , I}>

t_ T 1
X_] = <PJ , Ij>

4.4)

After crossover, two new individuals Y] and Y} are produced and can be represented as

Y}:<P§,I}>
Yy = <P}, I;>

(4.5)

Since there are only two genes in each individual, the new individuals have one gene
coming from each parent. In other words, the crossover rate is 50 percent in this case. In
all, twenty new individuals are created in one generation with no self-crossover occurring

among the parents.

In the mutation operator, every gene in each new individual is multiplied by a
random number, R. This random numbser is limited by the mutation rate, p, and is defined
by the inequality shown as follow:

1
) <sR<(l+p {4.6)

where p is between zero and one. Different random numbers are generated for each gene.
After the mutation operator, the genes inside the new individuals Y} and Y} are changed

as follows

Yj=<P{ *R,, I *Ry>
=<P!, > (4.7)

Yi=<P{*Re, [ *Re>
=<P}, I}> (4.8)

where Ra, Ry, Re, and Rq are the four different random numbers for each gene.
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The function of the mutation operator is to allow the individual to jump out of the local
minima of the surface plot shown in figure 4.1. The value of the mutation rate, p, is a
critical parameter in a genetic algorithm. If the mutation rate is too small, the search will be
easily trapped into local minima or it will take a lot of iteration cycles to reach the global
minimum. On the other hand, if the mufation rate is too high, the information from the
previous iteration will be lost and the algorithm becomes a random search. J. Grefenstette
proposed using a genetic algorithm to search for the best parameters [8]. Their system has
two genetic algorithm loops running simultaneously. The outside genetic algorithm loop
(or called meta-genetic algorithm) searches for the optimal parameters and the inside genetic
algorithm loop searches for the optimal solution of the particular problem. However, this
method required a lot of calculations and iterations which are not appropriate to the AFM
application. In the following experiment, ‘trial and error' method is used to look for the

best mutation rate.

Since there is no sequence of the genes inside each individual, the inversion
operator is omitted. After the crossover and mutation operator, the new offspring are called

offspring of the current generation.

Finally, all individuals, both old and new, are put into the fitness test and the best

twenty individuals are selected to form the population of the next generation as follows:
P(t+ 1) = (X XL Xy, (4.9)

The best individual of each generation is the one that has the smallest performance index
within the population The iteration continues until a fixed number of generations are
reached. In the final generation, all the individuals that remain have good genes for
surviving in the current environment and the best individual within the generation contains
the optimal gains for the system The program subroutine that implements this algorithm is
shown 1mn Appendix C.
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4.4 Experimental Procedures, Results and Discussions

Before numing the experiments to investigate the performance of the algorithm on
optimal gain search, tests were carried out to look for a proper value of mutation rate. The
tests were simply done by running the actual optimal gains search and recording the
number of generations required to locate the optimal gains. Small initial proportional gain
and integral gain were chose to clearly demonstrate the variations of the performance index
throughout the generation and these 1nitial gains were set at 0.1 for the tests. The choice of
mutation rates were from 0.1 to 0.6. Figure 4.3 shows the results of the test and the
mutation rate at 0.4 required the least number of generations to search for the optimal gains.

This mutation rate was used for the experiments that followed.
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Figure 43 Number of generations required to locate
the optimal gains at different mutation rates
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After the proper mutation rate was found, the experiments were carried out for the
optimal gain search The experiments were started with three different sets of initial
proportional gain and integral gain and they were (0.1,0.1), (1,1), and (5,5). Figure 44
and 4.5 show the variations of the proportional gain and integral gain throughout forty
generations respectively. These two plots show that the search came to the about the same
final value in which these final values were supposed to be the optimal gains of the system
From figure 44 and 4.5, the optimal proportional gain was about 0.8 and the optimal
integral gain was about three for the system. In addition, the two plots show that the
number of generations required to locate the optimal gains depended on the initial value.
The search required fewer generations to find the optimal gains if the initial gains were
closer to the optimal gains. For instance, starting with initial gains at 0.1, the search took
fifteen generations to locate the optimal gains while the search took about ten generations

for initial gains equal to one.

Recall that for the surface plot infigure 4.1, cross sections were made at the optimal
gains obtained in the experiments using the genetic algorithm. Figure 4.2 (a) and 4.2 (b)
show the cross sections of the surface plot at proportional gain equal to 0.8 and integral
gain equal to 3.4 respectively. The minimum of the curve in figure 4.2 (a) is the optimal
integral gain, 3.4, while the minimum of the curve in figure 4.2 (b) is the optimal
proportional gain, 0.8,
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4.5 Adaptive Scanner

Most existing AFM control systems move the tip along the x and y direction with
constant speed and therefore can be called constant speed scanner. The choice of the scan
speed usually depends on the surface roughness of the sample. As the number of features
along a scan row increases, scan speed is slower in order to allow the feedback system to
have enough time to compensate for the sample height P. Heuell, et al. have developed
an adaptive scan generator for the scanning tunmeling microscope {9]. Their scan generator
enables/disables the x direction movement of the piezoelectric according to the tunneling
current to avoid the tip crash into the surface. Based on the idea of this scan generator, an
adaptive scamner for the AFM is developed The adaptive scammer is able to change the
scan speed according to the surface roughness of the sample and the images acquired have

a finite error margin

The feedback system is a significant component in the AFM system.  Since the
feedback system has a finite response time to the input, the tracking ability of the feedback
system dcc'reases as the scan speed increases. However, too slow a scan speed would

become impractical since the scan time would become unnecessarily long,

The adaptive scanner varies the scan speed according to the surface roughness of
the sample. By varying the scan speed, the adaptive scanner is able to ensure that each
pixel of the image acquired is within a known finite error margin. The next section
discusses the concept of the constant speed scanner and the adaptive scanner. Then, the

scanning results obtained from these two scanners will be compared and discussed.
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4.6 Descriptions of the Constant Speed Scanner and the
Adaptive Scanner

In typical analog controllers, the x and y direction movement of the piezoelectric is
driven by a triangle-wave generator while the vertical displacement is controlled by an
analog feedback circuit [10]. The period of the triangular wave determines the scan speed.
For the digital controller used for this thesis, the only control parameter for scanning is the
number of Z-feedbacks as discussed in Chapter 2. The term Z-feedback stands for one
iteration that the feedback subroutine inside the dsp-program that calculates the sample
height according to the error signal. The error signal is the difference between the sigml
coming from the photo detector and the set point. The tracking ability of the feedback
system and the time required to acquire an image is proportional to the number of Z-
feedbacks carried out at each pixel. Figure 4.6 repeats the step response curve shown in
Chapter 3. The curve shows that the feedback output is getting closer to the input as the
number of Z-feedbacks increases, or in other words, the percentage of error at the feedback

output decreases as the number of Z-feedbacks increases.
4.6.1 Constant Speed Scanner

Constant speed scanner is used in most existing AFM controllers. The idea of the
scanning algorithm is taken from the typical analog controllers, which use a triangle-wave
generator to control the X and y direction movement of the piezoelectric. Using this
scanner, the system takes the same amount of time to acquire every row of data for the

entire image and the scan time depends on the scan speed selected.

The constant speed scanner implemented in our system runs a fixed number of Z-
feedbacks at each pixel point. Since both the mumber of pixel points across a row and the
time required to run a single Z-feedback are constant, the total time taken to scan a row will

be fixed for the entire image. Thus, the total scan time for a row can be calculated by
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Figure 4.6 Simulated step response from figure 3.12. The straight
lines indicate that the output has 90 percent accuracy
after running for 9 samples.
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multiplying the number of the pixel points in a row, the number of Z-feedbacks at each

pixel point, and the time required for one Z-feedback:

total time = number of pixels * the number of Z-feedback

* time required per Z-feedback

Figure 4.6 shows that using a particular number of Z-feedbacks, the feedback output
reaches a corresponding percentage of the actual feature height. In other words, an image
has the same percentage of error at each pixel for a particular scan speed. This scanming
algorithim has two major drawbacks:

1) Since every pixel has the same percentage of error for a particular scan speed, the
absolute error of the pixel can be very large if the feature has a steep slope. For example,
figure 4.6 shows that 12 Z-feedback gives 5% of error at the output. If the feature has
height equal to 100 A, then the error at the output will be 5 A; however, if the feature is
1000 A in height, then the pixel will have error as high as 50 A.

2) On the other hand, if the sample surface is smooth, there can be too many Z-feedbacks at

the pixel without any significant gain in accuracy at the output,
4.6.2 Adaptive Scanner

Instead of having a fixed number of Z-feedback at each pixel point as in the
constant speed scanner, the adaptive scammer is developed which keeps on carrying out the
Z-feedback at each pixel point until the error signal is less than a constant called 'error-
threshold'. Figure 4.7 shows the flow chart of this scarmer. Since the actual feature height
is unknown prior scanning, the adaptive scanner makes use of the relationship between the
error signal and the feedback output. First, the error signal decreases as the feedback
output is getting closer to the actual feature height. Also, the value of the error signal
reflects the difference between the feedback output and the actual feature height. By
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specifying the error-threshold at the error signal, the adaptive scanner is able to ensure that

the feedback output has achieved a finite error margin before it proceeds to the next pixel.

S get error

'

€ITor
>

er-threshold

update Z

update - X

Figure 4.7. Flow chart of the adaptive scanner

For instance, the error signal changes by 1 bit when the sample height varies by 8 A
in our system. [f the error signal captured is 10 bits when the tip moves to a new point,
then that means the feature is about 80 A in height with respect to the previous pixel. If the
error-threshold is set at 2 bits, then the scanner will keep on adjusting the sample height
until the magnitude of the error signal equals 1 bit. The actual sample height is then
different from the desired one by less than or equal to 8 A. Also, since the feedback output

is also used for image formation, the pixels on the image acquired have a finite error
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margin, which is 8 A. However, in order to obtain the same absolute value of the error
signal at each pixel, the scanner has to run more Z-feedbacks for tall features than that of

the short one.

The adaptive scanner has three major advantages: 1) any feature that causes the

bicell detector to vary by more than the error-threshold will be captured; 2) the image data

acquired at the pixel points has a finite value of error margin; 3) the scan time is less when
the surface is smooth since less Z-feedback is needed to acquire image data within the error

margin

4.7 Experimental Results from the Scanners

A diffraction grating sample which has both a smooth surface and steep slope
features was chosen in order to demonstrate the pros and cons of the two scanners.
Besides the surface topography, the error at each pixel along a row of data was also
recorded since the error value is significant in illustrating and comparing the performance of
the two scanners. The unit of the error is in bits since the signal is digitized by the ADC in
the digital controller when it is being recorded, and one bit corresponds to about 8A

variation in the sample height.

4.7.1 Results from the Constant Speed Scanner

Figure 4.8 shows the surface topography and the cross-section of the sample taken
at 2 Hz scan speed The surface topography shows that the sample looks like a checker
board. The cross-section shows that the flat plateau has features about 100 A high and the
highest feature is about 600 A in height. Figure 4.9 shows the error of each pixel along
single row scanmning at 2 Hz. The plus and minus sign of the error correspond to the

features that have negative and positive slope respectively. The average value of this error
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Figure 4.8

Surface topography of the grating sample and the cross
section of the image. The image was taken by the constant
speed scanner with scan rate equals 2 Hz. The scan size of

the image 1s 1 pm by 1 um.
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profile is 1.2 bits and the maximum error is 4 bits in magnitude. Putting the cross-section
of the image and the error profile together shows that the error spikes appear when the
feature is steeply sloped. As the scan speed increases to 6 Hz, the error profile of the single

line scan has average error and maximum error equal to 2.6 bits and 9 bits respectively.

error (bit)
N

T * I + 1 T 1 1
0 50 100 150 200 250
pixels

Figure 49 The error exists along a row of image data
scanning at 2 Hz.

4.7.2 Results from the Adaptive Scanner

Figure 4.10 shows the error profile of the single row scanning with error-threshold
equal to 2, 4 and 6 bit. These error profiles show that the errors are bounded by the

corresponding error-threshold. Figure 4.11(a) and 4.12 (a) show the cross-sections of the
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Figure 4.10 Error exists along a scan row with error-threshold equals

2,4, and 6. These error plots show that the error are bounded
by the corresponding error-threshold.
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images acquired with error-threshold equals 2 and 6 respectively. The cross-sections show
that detail are lost as the error-threshold increases. Also, the cross sections reveal that the

error-threshold defines the smallest size of a feature that can be captured.

Figure 4.11(b) and 4.12(b) show the number of Z-feedbacks carried out at each
pixel point. However, there are zero Z-feedback at some pixels. For the scanner that is
implemented, instead of jumping the tip from one image point to the next, feedback points
are placed between two image points in order to avoid the oscillation of the piezoelectric
due to the large voltage step. The difference between the feedback and image point is that
the feedback output at the feedback point is not recorded.  Therefore, some pixels may not
need any Z-feedback to adjust the sample hcight if the height difference between the pixel
and the previous feedback point is smaller than the error-threshold. Nevertheless, figure
4.11(b) and 4.12(b) attempt to show the relationship between the number of Z-feedbacks
and the features. These two plots show that more Z-feedbacks are carried out where the

features have a steep slope.
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Figure 4.11 (a) The cross section of the one line scan of the grating sample
with the error-threshold equal to 2-bits. The scan size is 1 gm

15~
o
o
3
= 101
L
&
N
o
)
s
=
E 5 -
=
=

0 50 100 150 200 250
pixels

Figure 4.11 (b) The number of Z-feedbacks carried out at each pixel
along a scan row with error-threshold equal to 2.
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Figure 4.12 (b) The number of Z-feedbacks carried out at each pixel

along a scan row with error-threshold equal to 6.
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4.8 Discussion on the Performance of the Adaptive Scanner

From the experimental results shown in the previous section, the two scarmers have
a significant difference in the error profile of the image acquired. The accuracy of an image
acquired can be defined by the error at each pixel and the error depends on the scan time.
This section attempts to compare the performance of the two scammers by illustrating the
relationship between the RMS (root-mean-square) error and the maximum error of the
images versus scan time. However, there is a difficulty in comparing these two scanners
since they have different independent variables and their dependent variables have different
relationships with their independent variables. The independent variable of the constant
scanner 1s the scan speed while the dependent variables are the scan time, maximum error,
and the RMS error, while the scan time equals the inverse of the corresponding scan speed.
On the other hand, the independent variable of the adaptive scamner is the error-threshold
and the dependent variables are the scan time, maximum error, and the RMS error, in
which the maximum error equals the corresponding error-threshold minus one. In order to
put the data together and compare the performance of these two scammers, the discussion in
this section considers an AFM operator who wants to acquire an image of the diffraction
grating, the test sample that was used in the experiments discussed in the previous section,
with a specific maximum error and RMS error. The discussion is based on the scan time

needed to achieve the specified requirements.

Figure 4.13 shows the relationship between the maximum error within the entire
image versus the scan time. The graph shows that the images taken by the constant speed
scamner have larger maximum error and longer scan time than the images taken by the
adaptive scanner. For example, the constant speed scanning requires 256 seconds (which

corresponds to 1 Hz scan speed) to acquire an image with maximum error of 5 bits, but the
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adaptive scanner took only 50 seconds to acquire the image with the same maximum error.
If further less maxinmm error is required, the adaptive scanner requires even shorter scan

time than the constant speed scanner.

Figure 4.14 shows the relationship between the RMS error of the entire image and
the scan time of the images taken by both scanners. The graph shows that the scan time of
the adaptive scanning is about 50% less than that of the constant speed scanning for small
RMS error. As the RMS error increases, the difference in scan time required decreases.
Recall the descriptions mentioned in previous section; the major difference between the two
scanmers 1s in capturing features with a steep slope. As illustrated by the error-profile in
figure 4.9 and 4. 10, the constant speed scanner lacks the ability to capture features with
steep slopes accurately. The pixels would have large error when steeply sloped features are
encountered, as compared to the adaptive scanner. Therefore, the constant speed scanning
has to scan at very slow speed in order to acquire an image with small RMS error. On the
other hand, although the adaptive scanner spends more Z-feedbacks on capturing the
steeply sloped feature ( as shown in Figure 11(b) and 12(b) ) in order to keep the error
within the specified error margin, but it saves Z-feedback when scamning the smooth
region. Therefore, the total scan time of the adaptive scanning is faster than that of the
constant speed scanming for the small RMS error. However, for larger RMS error, both
scanners lack ability in tracking the surface in which case both of them reach the same the

scan speed.
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Figure 4.14 The scan time versus RMS error of the images taken
by the constant speed scanner and the adaptive scanner.
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4.9 Chapter Summary

The combination of the genetic search algorithm and the adaptive scanner makes up
the automated AFM scanner. When the AFM operator wants to acquire images of a
sample, he/she only has to input the scan size and the value of the error-threshold The
operator does not even have to understand the meaning of the error-threshold, but only
know that smaller error-threshold gives more accurate images with longer scan time. As
the operator executes the program, the scammer will search for the optimal gains using the

genetic algorithm and then carries out scanning afterward with the adaptive scanner.

However, these two components can be handled separately. The system can be
configured by using the adaptive scanmer only. The adaptive scanner does not care about
the value of the proportional gain and the integral gain selected as long as the system is
stable, the adaptive scanner can acquire an image with finite known error margin  The
effect of the value of the feedback gains is only the scan time needed If the feedback gains
are less than the optimal gains, then the system requires longer scan time to acquire images
using the same error-threshold In addition, the concept of the error-threshold can be
further utilized to develop other scan algorithms besides the adaptive scanner and these

alternative scanners will be discussed in the next chapter.
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CHAPTER 5§

AFM CONTROL SYSTEM DESIGN
AND
ALTERNATIVE AFM SCAN ALGORITHMS

The feedback control system and the scan algorithm are the two factors that affect
the performance of a digital AFM system. As discussed in the previous chapters, the
feedback control system determines the rate of the system response to the input in which a
fast and stable system response with zero steady state error is defined as the optimal AFM
system performance. On the other hand, the scan algorithm controls the movement of the
tip from one pixel to the other and, in tum, controls the length of time that the feedback
system responds to the input. Unlike the typical analog AFM system, the scanner in a
digital system can be modified to aid the feedback control system and improve the overall
system performance. The automated scanner discussed in Chapter 4 provides an example
to show the relationship between the feedback control system and the scamner, and their

effects on the performance of the AFM system

5.1 AFM Control System Design

The AFM works like a record player in which a sharp tip is pressed onto the sample
surface and scanned over it. During scanning, the tip will follow the surface contour due to
the force between the tip and the sample surface. The vertical displacement of the tip is
captured and subtracted from the set-point value and the result is called the error signal. By
adjusting the sample height accordingly, the force between the tip and the sample surface
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can be kept constant and the error signal will remain zero during scanning. In other words,
the signal used to adjust the sample height follows the surface contour and therefore, can be
used as the image data for composing the topographic image of the surface. The function
of the feedback system is to keep the error signal at zero by adjusting the sample height
accordingly so that the feedback output can follow the surface contour accurately. If the
response of the feedback system is fast enough, the feedback output can adjust the sample
height instantaneously when the error signal varies. Then, the tip will be virtually

motionless in the vertical direction and the error signal always equals zero.

As discussed in the Chapter 3, the AFM requires a closed loop feedback control
system to acquire topographic image of sample because of the nonlinearity behavior of the
bicell detector. However, the closed loop AFM system with the piezo alone has a finite
steady state error at the output and the system is highly underdamped with the settling time
at about 2 msec. A compensator is required to compensate the drawbacks of the piezo and
tmprove the performance of the AFM system.  There are two major specifications for a

compensated AFM system:

1 zero steady state error - the system output must have zero steady state error for the

step input function so that the system can track the surface accurately;

2) fast and stable system response - stability is actually a primary specification in all
system design and the AFM system is no exception. A fast and stable system

response can reduce the scan time of the AFM in acquiring an image.

Bound by these two specifications, the following discussion attempts to design a
compensator that brings the system into better performance.

5.1.1 Frequency Response Design Technique

Frequency response design technique is a classical control system design method
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that has been widely used for years [1]. Using this technique, the design is carried out on
the Bode diagram of the open loop transfer function of system. The designer varies the
gain, phase, and the cut off frequency of the system curves on the Bode diagram to meet
the design specifications such as gain margins, phase margins, bandwidth, and steady
state accuracy.  After a satisfaction design is achieved, the transfer function of the
compensated system is derived from the curves on the Bode plot. The transfer function of
the compensator can be obtained by extracting the transfer function of the plant from that of

the compensated system.

There are different compensation methods available such as series compensation,
minor loop compensation and feedforward compensation [1,2]. However, because of the
hardware limitation of the AFM system, only the series compensationis appropriate for the
AFM application. Referring to the physical hardware and the block diagram of the AFM
system in figure 3.5 in Chapter 3, the input and output of the system are the feature height
and the output of the compensator respectively. The piezo, which is the plant of the
system, is placed in the feedback path The output of the piezo is the motion of the piezo in
vertical direcﬁonand this piezo movement cannot be extracted directly as an input data for
the compensator. In addition, the system input, which is the feature height, is unknown
prior to scanning and is also not accessible for compensation calculation The only known
parameter is the difference between the feature height and the piezo output and this
difference is detected by the bicell detector. Therefore, the AFM acts like a black box in
which the bicell detector signal is the only information available to the compensator and the
only control signal sent to the AFM is the input voltage to the piezo. This constraint makes
the series compensation the only compensation method that is appropriate to the AFM

application.

Phase-lag and phase-lead compensation are two common series controllers that are

available in frequency response design and these two compensation methods share the
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same form of transfer function The first order transfer function of the compensator is
shown in equation (5.1} where ap and w are the pole and zero location of the compensator
in o plane respectively, and K4 is the gain of the compensator. If w, > wp , the
compensation is called phase lag. On the other hand, if w, < wp , the compensation is
called phase lead.

1+ -9
DXjoo) = Kd-l—_—‘(’jf (5.1)
+]

The design of the AFM control system using these two compensation methods will be
discussed in the following paragraphs.

a) phase-lag compensation

The function of the phase-lag compensator is to increases the loop gain of the
system at lower frequency and/or decreases the gain at higher frequency. Figure 5.1 (a)
shows the frequency characteristic of the phase-lag compensator. The gain of the phase-lag

compensator below the frequency, wp, is unity and above the frequency, wo, equals

20 log —2 if Ky equal to one. The magnitude of the maximum phase lag, g, of the

®o
el
compensator equals -sin! ——2¢_ and this maximum phase lag occurs at frequency, wy,
1+20
Wo

= wp o . Cascading the phase-lag compensator with the plant, the system gain above
w

Wo will be reduced by 20 log mp

(4]

dB because of the negative slope between wp and o, in

the compensator. Varying the open loop gain of the system shifts the gain curve up and
down in which can increase the gain at low frequency range or further decreases the gain at
high frequency range respectively. On the other hand, although the system bandwidth will
usually be reduced because of the reduction in gain at higher frequency, the bandwidth can

be increased by raising the open loop gain of the system  The designer chooses the proper
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value for wp, wo, and Ky so that the compensated system meet the design specifications.

dB
* wp Wo log w

Figure 5.1 (a) Frequency characteristic of the phase-lag compensator

As mentioned in the previous paragraphs, the AFM system requires zero steady
state error at the output so that the system can track the surface accurately. Equation (5.2)
repeats the transfer function of the piezo, G'(s), shown in Chapter 3 where Kdc is the DC
gain of the piezo. G'(s) is a type zero system where the function has no pole at the origin
of the complex s-plane. Therefore, the closed loop system would always have a finite

steady state positional error and this error is proportional to _1_:(1._3.{_ where K is the 9P

loop gain of the system.

G'(s) = Kgc G(s)
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032
where G(s) = 1 (5.2)
2, Wp 2
8 + ‘—Q—-S + Wy

Cascading the piezo with a phase-lag compensator, the compensated system can have small
steady state error by moving the pole, w,, of the phase-lag compensator to the left
(reducing the value of the wyp) since the system will have higher gain at the low frequency
range by increasing the open loop gain  Setting wp equals zero, the compensated system
will have zero steady state error for the step input function and the phase-lag compensator

becomes a PI compensator.

The Pl compensator is a special type of phase-lag compensator with transfer

function as follow

1+
Do) = Kd-—.—&

o
jo

The PI compensator is a combination of a proportional controller and an integrator and
these two controllers are placed in parallel in the compensator. The proportional controller
varies the loop gain of the system by multiplying the error with a constant called
proportional gain. On the other hand, the integrator continuously adds the error signal and
the sum is multiplied by a constant called integral gain in order to increase the integrating
effect. The result of these controllers are added up and sent to the piezo. Since the
integrating effect stops only when the error is zero, the integrator is able to achieve zero
steady state error at the output with step input function. Equation (5.2) can be rewritten
using the z transformation and is shown as

(z s i{f( T)
D) = (Kp+ Ki T) e (5.3)

The zero position and the gain depend on the proportional gain and integral gain. The detail
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of the Pl compensated AFM system has been discussed in Chapter 3. Using genetic
algorithms to search for the optimal value of these two gains, the proportional gain and the
“integral gain are 0.8 and 3.4 respectively as obtained from the experimental results

presented in Chapter 4.
b) phase-lead compensation

The characteristic of the phase-lead compensator is opposite to that of the phase-lag
compensator where the phase-lead compensator decreases the gain at lower frequency
and/or increases the gain at higher frequency. Figure 5.1 (b) shows the frequency
characteristic of the phase-lead compensator. The significance of the phase-lead
compensator is that the positive slope of the gain between w, and wy can increase the
system bandwidth and, in tum, increases the rate of system response. In addition, the

positive phase within the effective frequency range increases the stability of the system

20log _:_P
0
2 >
Wo wp log w
2
Wo Wm wp log w

Figure 5.1 (b) Frequency characteristic of the phase-lead compensator
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From the discussion in the previous paragraphs, the compensator must include the
integrator so that the compensated system will have zero steady state error at the output.
Figure 5.2 shows the Bode plot of the open loop system that is compensated by the
integrator only. The function of the phase-lead compensator is to increase the system
bandwidth by adding a positive slope gain to the system. However, cascading the phase-
Iead compensator with the integral compensated system, the phase-lead compensator not
only increases the system bandwidth, but also raises the resonance peak of the piezo.
Since the resonance peak of the piezo must be kept below 0 dB or the system will become
unstable, the system may have less gain at the low frequency range than that of the integral
compensated system in order to keep the system in stability. Since a proper choice of wp
and wo of the phase-lead compensator is largely trial and error, a proportional-integral-
derivative (PID) compensator is used instead which is a special type of a lead-lag

compensator.

A lead-lag compensator is a cascade of a phase-lag and a phase-lag compensator.
Since an integrator is essential in compensating the piezo, cascading a phase-lead
compensator with a Pl compensator is equivalent to cascading a phase-lag and a phase-lead
compensator. The PID compensator is a cascade of a phase-lag compensator with wp equal
to zero and a phase-lead compensator with w, equal to infinity. The following sections
describe the PID compensator and the genetic algorithm is used to tune the PID
compensator to find the optimal feedback gains.



A= o g P

|- =

104

&

y

/

™
J \

"'% L1 l1ill L L LiLll L L L1l L L Lilll] L1 1 118l L L Llidie L LLLLI Ll LLLlil

! 18® el w7 g ! e P 1’

Frequency (rad/gec)

Figure 5.2 Frequency response of the open-loop AFM system with an integral

controller



105

¢) PID compensator

The PID compensator is a combination of a proportional controller, an integrator
and a derivative controller and these three controllers are placed in parallel. The error signal
is fed into these three controllers simmiltaneously and their outputs are added together and
the sum is sent to the plant. The proportional controller and the integrator have been
discussed in the Chapter 3 and the previous paragraphs and will not be repeated here. The
derivative controller calculates the derivative of the input signal and multiplies the result by
a constant called the derivative gain.  The transfer function of the derivative in z domain is

shown as follow

Kp(z- 1)
=D 7 (5.4)

IXz)

Equation (5.4) calculates the difference between the current and previous input signal and
multiplies the result by the derivative gain, K The overall transfer function of the PID

compensator is

D) = Kp+ Ky L+ Kp &1 (5.5)

Using the same procedure mentioned in Chapter 4, the genetic algorithmis used to find the
optimal gains for the PID compensator. Figure 5.3 shows the results of the searching in
forty generations. The initial value of all the three gains are 0.1 and the final value of the
proportional gain, integral gain, and derivative gain after forty generations are about 0.3, 4,
and 0.5 respectively.



106

5 —

P Y SN s
/2] . .
B —+— proportional gain
& °1 — integral gain
'; —O— derivative gain
=
T 21
&

1 4

0 I 1 1 1

o 10 20 36 40

generations

Figure 53 Using genetic algorithm to tune the PID compensator, this
graph shows the variations of the proportional, integral,
and derivative gains within the first 40 generations.

5.1.2 Root-Locus Technique

Destgning on the root-locus diagram is another classical control system design
method besides the frequency-response technique. The design is carried out on the root-
locus diagram in which the roots of the characteristic equation of the plant canbe shifted by
adding poles and zeros via the compensator in order to improve the system performance.
'Pole-zero cancellation' is a common design method of the root-locus technique, in which
new zeros are placed on or near the undesirable poles in order to reduce their effect on the
system. The advantage of this technique is that the design can be carried out directly on the
root-locus diagram of the z-plane. The transfer function of the compensator can be derived

from the root-locus diagram without going through the z-transformation from contimious
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system as in the frequency-response technique. In addition, the behavior of the

compensated system can be estimated from the root-locus diagram.

Figure 5.4 (a) shows the root locus diagram of the characteristic equation of the
AFM system in z-domain. The complex poles ( -0.92 + j0.132 ) from the piezo introduce
undesirable effects to the system since they are close to the circumference of the unit circle.
The effect of these two poles can be canceled by placing zeros on or near to them. A new
pole is placed at z equal to one so that the system can have zero steady state error for a step
input. However, the number of zeros must be less than or equal to the number of poles
inside the transfer function of the compensator so that the compensator can be realized [3].
Therefore, a new pole must be added so that the compensator has the same number of zeros
and poles. The new pole is placed at the origin of the unit circle in order to redice its effect
on the rate of system response. The transfer function of the compensator from the pole-
zero cancellation, Dpz(z), is shown in equation (5.3) and figure 5.4 (b) shows the root-

locus diagram of the new design.

Dpz (2) = 722+ 1.847+ 086 (5.6)
z(z-1)
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Figure 5.4 (b) Root locus diagram of the characteristic equation of the AFM
system that cascades with the compensator Dpz (z) where

_ 722+ 1.847+0.86
Dpz (2) = +z(z—1) :
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Figure 5.5 (a) Comparison of the simulated step response of (a) the PID compensated
system and (b) the pole-zero canceled system. The rise time of curve (a)
1s two sample cycles faster than that of curve (b). The rise time of curve
(a) is 5 sample cycles. One sample cycle equals 30 psec in our system.

Figure 5.5 (a) compares the simulated step responses of the system using PID
compensator and Dpz(z). From the figure, the step response curve from the Dpz(z)
compensated system is more steady than that of the PID compensated system However,
the rise time of the PID compensated system is about two sample cycles faster than that of
the Dpz(z) compensated system where the rise time of the PID compensated system is about
5 sample cycles. The sampling period in our system is 30 usec.
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Figure 5.5 (b) shows the actual step response curve from the physical hardware

system using these two compensators. The experimental results shown in figure 5.5 (b)

are very close to the simmlation results where the PID compensated system has faster rise

time than the Dpz(z) compensated system.  The rise time of the PID compensated system

and Dpz(z) compensated system are 9 and 10 samples respectively. The rise time of the

step responses from the experiments is slower than that from the simulation and this

deviation may due to the low-pass filter at the input of the ADC (the anti-aliasing filter).

Feedback output (bit)

1200 T

1000 4

800 4

—+— PID

—  pole-zero cancellation
600

400 -

200 -+

o}

] ! 1 ' 1 T | ¥ |

0 5 10 15 20 25 30

number of samples, n
(time = n*T, where T = sampling period)

Figure 5.5 (b) Comparison of the actual step response from the physical hardware system

of the PID compensated and the pole-zero canceled systems. The sampling
period, T, 1s 30 usec.
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The transfer function of the compensator, Dpz{z), is derived based on the
assumption that the resonant frequency of the piezois 16 kHz and the quality factor is 20 at
resonance. However, the resonant frequency and the quality factor of the piezo will vary if
the mass of the sample put on top of the piezo is different. Also, these two variables are
different for different piezo's. Simulations are done by assuming that the piezo has
resonant frequency at 10 kHz and the quality factor is 10. The transfer functions of the
new system (cascading the new piezo with the same lowpass filter in its front end) in s-

domain and z-domain are shown as follow

— 4*10° 5000 )
H) (82 + 62835 + 4"‘109){'S +5000/ 672

0.5(z2 + 2.28 2+ 0.45)

H =
@ (z2+ 0.58z+ 0.83)(z - 0.22)

(57 b)

The complex poles of the new system are at ( -0.29 + j0.86 ) and the root locus diagram of
cascading the new system with the compensator Dpz(z) is shown in figure 5.6. Although
the zeros of the compensator are not exactly at the same positions of the complex poles of
the piezo, the zeros of the compensator are still able to reduce the effect of the complex
poles of the piezo. The step response of the new system is exactly the same as the one

from the Dpz(z) using the same open loop gain.
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Figure 5.6 Root locus diagram of the compensated system using compensator

Dpz (2). where Dpz(z) = 2 +zl(§4 ?)J“ 0.86  The resonant

frequency and the quality factor of the piezo are 10 kHz and 10

respectively instead of 16 kHz and 20 in the original design.
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The performance of the pole zero cancellation compensator is very close to that of
the PID compensator and is able to tolerate the variation of the resonant frequency and the
quality factor of the piezo. However, the pole-zero cancellation compensator requires more
code in the DSP-program than the PID compensator, which will reduce the sampling
frequency of the system In addition, the compensator derived from the pole-zero
cancellation method is system dependent where the design requires knowledge of the
system. On the other hand, the PID compensator is a generic compensator to the AFM

application and requires little information about the system.

5.2 Alternative AFM Scanners

Inside the digital AFM controller, the movement of the tip along x and y direction is
software controlled. The flexibility of software implementation allows the modification of
the scan algorithm to go beyond the constant speed scanning as in the analog counterpart.
Besides controlling the movement of the tip from one image point to the other along the x-
direction, the scan algorithm is also able to help the feedback control system to compensate
the sample height. The adaptive scanner inside the automated scanner discussed in Chapter
41is an example that shows the effect of the scan algorithm on the system performance in
reducing the scan time and increasing the accuracy of the image acquired. The idea of the
adaptive scanner has been extensively applied to implement other scanners that will be

discussed in the following sections.

5.2.1 Predictor Corrector

During scanning, the variation of the emror signal reflects the deflection of the
cantilever that causes by the height of feature. If the ratio between the error signal and the
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vertical displacement of the piezo is known, then the program can adjust the sample height
close to the actual feature height in a single subroutine cycle using the product of the error
signal and the ratio. The predictor corrector uses this idea to predict and adjust the sample
height accordingly whenever there is variation in the error signal. An ideal predictor
corrector will calculate the desired sample height and make the height adjustment in single
subroutine cycle. The time required to adjust the sample height will depend on the rise time
of the Z-piezo with the corresponding lowpass filter if the rise time is longer than the

sampling period.

The key factor of this scan algorithm is the value of the ratio used for calculating the
desired sample height, and this ratio can be obtained as follows. Before scanning, the
program generates a step to the Z-piezo by varying the value send to the DAC, and then
records the changes in the error signal. For instance, the program varies the value sent to
the DAC by M bits and the corresponding changes in the error signal is N bits as acquired
from the ADC. The ratio between the Z-piezo displacement and the error signal is then

- M
P=N (5.3)

The ratio, p, can be named the predictor factor and it relates the Z-piezo displacement to the
single bit of variation in the error signal. The advantage of this algorithm is that , for
instance, if the predictor factor has 80% correctness, two successive predictions will have
96% correctness and the program takes only two subroutine cycles to adjust the sample
height to less than 5% error.

The rise time of the piezo with the lowpass filter inside our digital controller is
about 60 msec and the sampling period is 30 ugsec. When the predictor corrector is
implemented inside the DSP-program, a repeat loop is needed inside the feedback
subroutine in order to wait for the piezo to react to the input voltage. Figure 5.7 (a) and (b)

show the step response using the PID compensator and the predictor corrector respectively.
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Using the optimal feedback gains, the PID compensator requires about 200 usec to reach
0% of the steady state output while the predictor corrector needs about 100 msec to
achieve the same level of output. These two graphs show that the predictor corrector is

twice as fast as the PID compensator in step response.

However, the predictor comector suffers high sensitivity to noise. Since the
algorithm responds to every bit of variation in the error signal and makes a move at the Z-
piezo, even single bit variation in the error signal can have a significant change in the Z-
piezo position. There are two solutions to this drawback One of the solutions is to use
predictor corrector to make a first guess when the tip moves to a new image point and then
use PID controiler to fine tune the sample height. The adjustment of the PID compensator
can be terminated by using error-threshold as in the adaptive scanner. Another solution is
to restrict the use of the predictor corrector to large error signals only. The predictor
corrector 1s activated when the error signal is above the noise level, otherwise, the PID

compensator is used as usual.
5.2.2 Ramp Scanner

Inside the adaptive scanner, the DSP-program will adjust the sample height at both
image and feedback points if the error is larger than the error threshold. The main function
of the feedback points is to avoid the piezo ninging when the piezo moves from one image
point to the other in response to a step voltage to the piezo. Adjusting the sample height at
the feedback points helps keeping track of the surface and reduces the height difference
between an image point and its previous feedback point. This reduction of height
difference can reduces the number of feedback cycles needed at the image points to achieve
the error signal that is less than the error threshold. However, for every height adjustment,
the program has to acquire the error data from the ADC, and then camry out the feedback
calculation and send the feedback output to the piezo if the error is larger than the error
threshold The sample height adjustment at the feedback points may slow down the
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scanning. In order to speed up the scanning, an alternative scan algorithm, the ramp
scanner is developed which i1s a modified version of the adaptive scanmer. The ramp
scanner uses the difference between the sample height of the previous and current image
points and makes a guess of the sample height of the next one. Since two image points are

used for prediction, this ramp scanner can be named first order ramp scanner.

At every image points, the ramp scanner adjusts the sample height until the error
signal is less than the error threshold Then, the program calculates the difference of the
sample height between the current and previous image points. Assuming the next image
point has the same height difference from the current one, the program gradually changes
the sample height to the predicted value while the piezo is moving toward to the next image
point. Figure 5.8 (a) and (b) illustrate the scan algorithm of the ramp scanner in spatial and

time domain.

sample
height

x-position of
the piezo

Figure 5.8 (a) This picture shows the movement of the piezo on the sampile
surface from image point I0 to I5 using the first order ramp
scanner. The solid line is assumed to be the sample surface
and the dot line is the movement of the sample height.
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In figure 5.8 (a), the solid curve and the dotted line represent the sample surface
and the movement of the piezo respectively. Image points 'I0' and 'I1' are two initial
points. Since the height difference between ‘10 and 'I1* is 'Z1' and the height of the
current image point 'I1' is 'Z1' (assuming the height of image point ‘I0' is zero), the
predicted height of '12' is 'Z1 + Z1'. When the piezo moves from '11' to 'I2', the program

gradually raises the sample height from vertical position'Z1' to'Z1 + Z1".

x-position of
the piezo

sample
height

Figure 5.8 (b) These two graphs show the movement of the piezo in x and z direction
When the piezo moves from the current image point to the next one along
the x-direction, the system raises the sample height to the predicted value
simultaneously. When the system adjusts the sample height at the image
point, the piezo stops the x-direction movement.

In this example, there are two feedback points between image points. The system raises
the sample height by one third of the height difference, ‘Z1', at each feedback point
between 'I[1' and '12'. After the piezo reaches 'I2!, the program adjusts the sample height
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to position 'Z2', which is the sample surface, within one sample cycle in this case. When
the program is updating the sample height at 'I2', the x-position of the piezo stays at the
same value until the sample height equals 'Z2' as shown in figure 5.8 (b). Figure 5.8(b)
shows that the x-position of the piezo remains constant when the feedback system adjusts
the sample height at the image points. Afterward adjusting the sample height at '12', the
piezo moves to the next image point ‘I13' and the predicted height of 'I3' is 'Z2 + (Z2 - Z1)
and the program raises the sample height by one third of the predicted height at each

feedback point again. The same process keeps going during scanning,

As mentioned in previous paragraphs, the adaptive scanner will adjust the sample
height at both feedback and image points if the error signal is larger than the error
threshold. In order words, the DSP-program has to acquire the error signal from the ADC
for every feedback cycle. The conversion time of the ADC used in our digital controller is
6 psec. This extra waiting period slows down the scan time of the adaptive scanner.
Figure 5.9 compares the performance of the ramp scanner and the adaptive scarmer. The
sample used in this experiment is the chemical vapor deposition (CVD) tungsten film and
its topography is shown in figure 5.10. The graph in figure 5.9 shows that the ramp
scamner requires less scan time than the adaptive scammer using the same error-threshold
In addition, the difference in the scan time for the ramp scanner among different error-
thresholds is less than that of the adaptive. Besides saving the conversion time of the
ADC, the ramp scammer carries out sample height adjustment only at the image points.
Therefore, the variation of the total number of Z-feedbacks for the whole image frame
become small for different error-thresholds.

The performance of the ramp scanner very much depends on the roughness of the
sample surface. For instance, both the ramp scanner and the adaptive scanner take about
the same time to acquire images for the grating sample that is used in the experiments in
Chapter 4. Since the surface of the grating sample is generally very smooth, the height
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difference between image points is relatively small. The ramp scanner does not have
advantage over the adaptive scanner since the prediction of the next image point by the
ramp scanner is very small . However, for the rougher CVD tungsten film, the prediction
of the ramp scammer helps a lot in adjusting the sample height and saves the total number of
Z-feedbacks required.
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Figure 5.9 Comparsion of the performance between the
predictor corrector and the adaptive scanner.
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Figure 510  Topographic image of the CVD tungsten film with 2 pm by 2um
scan size. This image is taken by a PID compensated AFM system 5

with 2 Hz scan speed.
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The first order ramp scanner will have larger deviation in the prediction when the
slope of the features between two image points changes rapidly, and more feedback cycles
are required to compensate the sample height at the image points. This drawback is
tllustrated in figure 5.11. There are two samples in figure 5.11, one on the top and the
other on the bottom of the page. The surface roughness of the sample on the top is higher
than that on the bottom. The first order ramp scanner has a poor prediction on the next
image point and the scanner needs more feedback cycles to compensate the sample height
Therefore, when the number of features across a scan row increases, higher order ramp
scammer should be used in which more previous images points are taken into account to
predict the new one. A similar scanning algorithm has been proposed by T. Wong and et.
al. [3] in which each previous image point is assigned a coefficient when adding them

together.
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Image Points

The sample on the top has a higher surface roughness than that

on the bottom. Using the first order ramp scanner, the scanner has
a poor prediction of the next image and takes more feedback
cycles to compensate the sample height at the image points.
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CHAPTER 6

RECOMMENDATIONS

The primary objective of this thesis is to search for alternate control system(s) for
the atomic force microscope (AFM) besides the common proportional-integral-derivative
(PID) controller. Because of the nonlinearity of the bicell detector, the AFM is possible
only if feedback control system is used The function of the feedback control system is to
maintain a constant force between the tip and the sample surface by adjusting the vertical
position of the sample. The feedback output must have zero steady state error to a step
input function in order for the system to track the surface accurately. Inaddition, a fast and
stable system is desired so that the system can scan at a higher rate without losing the

tracking ability.

The control system design has been carried out using the frequency response
technique and root-locus technique. Since the AFM system with the piezo alone is a type
zero system, the system always has a finite steady state error at the output for step input
function Using the frequency response design technique, cascading the system with a
phase-lag compensator can increase the gain at lower frequency which reduces the steady
state error of the system. By setting the pole of the phase-lag compensator to zero, the
compensated AFM system can achieve zero steady state error and such a phase-lag

compensator is essentially a proportional-integral (PI) compensator.

Since the integrator inside the PI compensator reduces the system bandwidth, the P1
compensated system has very slow system response. Cascading the Pl compensated AFM
system with a phase-lead compensator, the system will have faster system response since
the phase-lead compensator is able to increase the system bandwidth However, the phase-
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lead compensator increases the gain at higher frequency which raises the gain of the
resonant peak of the piezo. The resonant peak larger than 0 dB will drive the system
unstable. Choosing a proper pole and zero for the phase-lead compensator in order to
maintain system stability is largely trial and error. Instead of using a simple phase-lead
compensator, proportional-derivative (PD) compensator is used which is a phase-lead
compensator with the zero at infinity. Cascading a PI and PD compensator becomes the
PID compensator. Using the genetic algorithm to tune the PID compensator, the
experimental result shows that the effect of the integrator dominates the effect of the PID to
the AFM. The optimal proportional, integral, and derivative gains of our AFM system are

0.3, 4, and 0.5 respectively.

The control system design using frequency response techmique results in the PID
compensator. An alternate contro} algorithm has been developed using the root-locus
techmque. Assuming the resonant frequency and the quality factor of the piezo are 16 kHz
and 20 respectively, a compensator which has zeros placed near the complex poles of the
piezo and a pole at one on the z-plane is developed. The zeros of the compensator reduce
the undesirable effect of the complex poles of the piezo while the pole at one on the z-plane
results in zero steady state error at the system output. In order to realize the compensator, a
pole is added at the origin of the z-plane so that the compensator has equal number of poles
and zeros. The new compensator has slower rise time than that of the PID with more stable
steady state output.  The rise times of the system with the new compensator and the PID
compensator are 7 and 6 sample cycles respectively from the expermental results (the
sample period in our system is 30 gsec). Although the performance of the compensator
developed from root-locus techmique is very close to that from the PID compensator, the
compensator from root-locus technique requires more lines of code when implementing it

in the DSP-program.

The analysis and design of the control system that have been done in this thesis for
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the AFM application focus on the transfer function of the system. Since the behavior of the
piezo has a linear relationship with the output of the bicell detector, the dynamic behavior of
the system can be described by state space model. Optimal control system can be
developed using state space analysis [1]. However, the compensation algorithms
developed from the state space analysis are usually very complicated and more lines of code
may be required when implementing the algorithm into the DSP-program.  Because of the

time constraint, design using state space analysis has not been carried out in this thesis.

In Chapter 4 of this thesis, a genetic algorithm is used to tune the PID controller to
find the optimal feedback gain. The advantage of the genetic algorithm is that it requires
little knowledge of the problem and still can proceed in searching for the solution. Besides
the genetic algorithm, there are different tuning methods that have been published in
various paper for different application [2,3]. Further investigation may be carried out using

different tuning methods to find the optimal feedback gain.

Besides the feedback control system, the scan algorithm also plays a major role in
the system performance. Using a digital controller in controlling the operation of an AFM,
the scan algorithm can be modified in order to increase the speed and accuracy in acquiring
surface topography image. Such a modification in scan algorithm is not possible using the
analog counterpart. Three different scan algorithms have been discussed in this thesis; they
are the adaptive scanner, the predictor corrector and the ramp scanner. Two very useful
concepts have been introduced: the 'error-threshold' and the 'predictor factor'. The 'error-
threshold' indicates the difference between the desired and the actual output, which can be
used as a termination condition to stop adjusting the sample height at the image points. On
the other hand, the 'predictor factor' relates the vertical displacement of the piezo and the.
output of the bicell detector. The usefulness of the *predictor factor' is well illustrated in
the scanning algonithm ‘predictor corrector'. Further investigation of developing more
advanced and sophisticated scanning algorithm using these two parameters or other novel
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concepts may be carried out to improve the performance of the AFM system.

The system could be further enhanced in several ways. The sampling frequency of
our digital controller system is 30 kHz, which is only just fast enough for the AFM
application. Faster sampling frequency can speed up the system response and reduce the
acquisition time of an image. Optimization has been done on the DSP-program.  However,
the major hurdle of the program optimization is the C cross compiler that is used to compile
the DSP-program from C language into the machine language. Since the compiler requires
the Y memory of the DSP to carry out the compilation, the parallel move feature of the
DSP56001 can be not fully utilized. Although the DSP-program can be rewritten in
assembler language, the flexibility and ease of maintenance of the DSP-program will be
reduced.
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Appendix A

A better model of cascading a resistor with a piezo
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According to the analysis of Pohl [1], only the first harmonic resonance of the
piezoelectric transducer (or simply called piezo) has a significant effect to the AFM system.
If only the first harmonic resonance of the piezo is considered, then the piezo can be

modeled as a simple series RLC circuit [2] shown as follows:

o 1. .0

Figure A1 Equivalent circuit of the piezo

The Rp, Lp, and Cp are the corresponding resistance, inductance, and capacitance of the
piezo respectively. The voltage, ve, which across the capacitance Cp, determines the

motion of the piezo. The impedance of the circuit is

— : 1
Zy = Rp+_]wLp+j -
- R +j(cn -1—) (A1)
P LP wcp

At resonance, the reactance of the piezo equal to zero, and then the resonant frequency, w,,

of the piezois

o = L (A.2)

Since the motion of the piezois determined by the voltage, v, the transfer function of the
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piezo motion is

_1
G (o) = -ju)Cp 1
Rp + jolyp +ijp
1 (A.3)

T 1= L,Cpr j0R,C

The Laplace transform of the equation (A.3) can be achieved by replacing jw by s, and then

the equation (A.3) becomes
G(s) = 1
I+ s2L,Cp+ sR,Cp
1
= Cp (A.4)
s+ EES + ol
L 5G
Equation (A.4) can be rewritten into the form shown in equation (3.1) as
(1)2
G(s) = L (A.5)

s2+ 2051 w2
Q

where w} = 1 , Q= i

LG

where w, and Q in equation (A.5) are the resonant and quality factor of the piezo
respectively. The quality factor, Q, determines the magnitude of the resonant peak of the

piezo and is inversely proportional to the resistance of the piezo. If an external resistor is
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cascaded to the piezo, the system becomes

O T---O

Figure A.2 Cascading the piezo with an external resistor, Rext

The new quality factor, Q', of the circuit diagram shown in figure A.2 becomes

- 1
U mrV (.0

and the value of this new quality factor, Q', is smaller than the original one, Q. Therefore,
cascading the piezo with an external resistor reduces the value of the quality factor of the
system, and in turn reduces the resonant peak of the piezo. Since the resonant peak of the
system can be reduced by adding the external resistor to the piezo, the system can have

higher low frequency gain and larger bandwidth.

In Chapter 3 of this thesis, the effect of the external resistor is modeled as a
lowpass filter. This lowpass filter model is able to approximate the system behavior since
the lowpass filter reduces the resonant peak of the system. However, an extra pole from
the lowpass filter 1s introduced to the system which actually does not exist. Therefore, the
analysis of the effect of the external resistor described in this appendix is closer to the actual
behavior of the system and should be used for describing the behavior of the AFM system.
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Appendix B

Z-transformation of the PI compensator
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The z transform of the integrator can be derived from the time domain of integration

function shown as follows

t

y() = KI] x () dr (B.1)
0

where x(t) and y(t) are the input and output of the integrator respectively. Several

numerical techniques [1] are available to approximate the integrator such as left-side

rectangular rule, right-side rectangular rule, and Simpson's rule. In our system, the right-

side rule is used to approximate the integrator. Figure B.l1 shows the graphical

representation of the right-side rectangular rule approximation of an integrator.

x(OA

(n-1)T nT t

Figure B.1  Approximation of an integrator using right-side

rectangular rule
The approximated integrator is
n
y@D) = KT 3 x(T) (B.2)
i=1

where T is the sampling period and n is the current sample. Equation (3.13) can be
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rewritten into a difference equation as shown

y@l) = y[(n- DT]+ K3 T x (nT) (B.3)

where y [(n-1)T] is the previous output of the integrator and x(nT) is the present input to
the integrator. Using z transform notation, equation (3.14) becomes

Y=Yz1+KTX

and the transfer function of the integrator in 'z' domain is

% _ _KT (B.4)

On the other hand, the proportional controller is simply a multiplier that multiplies the input
signal by a constant called proportional gain, Kp. Thus, the transfer function of a digital PI

compensator is

Dz) = Kp+ ffl (B.5)
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{$B~} {Boclean complete evaluation off}
{81~} {1/0 checking off}

{$0+} {Overlayable ccde}

{$¥+} {Force far calls}

{SN+} {Numeric coprocessor}

Unit Optimizationunit; {part of the AFM program}

{ This unit carries out genetic algorithm to search for minimum
'performance index'. 20 step curves are acquired and sorted for each
individual, the largest and lowest 5 'performance index' are amitted
froem the 20 step curves to reduce the effect of uncertainty}l

Interface
Uses
Button2Unit,
ColourInitial, Convertinit, Crt,
Dos,
ErrorBoxinit,
Graph, GreyUnit,
Handler,
INITIAL, InfoBoxUnit,
MenusUnit, MeterUnit;

procedure Optimization {var Terminate : Boolean;
var IMG : ImagePtr;
var Acguire : Boolean);

{ Carrying ocut cptimization process.}

Implementation
(ﬁ*****ﬁ********************ﬁ*************ﬁ****************************)

Function R_num(vireal) : real;

var
nam, numl, nun? : real;
begin
numl := 1/(1+v);
num2 := 1+v;
repeat

{randcmize; }
randseed := randseed + 1;

num := randcm;

num := num*2; {make sure num can be greater than 1}
until ¢ (nun>numljand(num<num? Jand({num<>1.0));
R _num := num;

end;

(*******************k**************************************************)

Procedure ShellA(var itemsiOne Generation; countiinteger);

var
gap,i,3.kiinteger;
== = == == ========= —-:}
Procedure Switch(var iteml, itemZ : Individual Rec);
var item3 : Individual Rec;
begin
item3 := iteml:;
iteml := item?2;
item2 := item3;
end;
=== ] s == = ===}
begin

gap := count div 2;
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while (gap>0) do

begin
for i 1= (gap + 1) to count do
begin
3 1= i - gap;
while (j>0) do
begin
k 1= 3 + gap;
if (items{j].opt_index <= items[k].opt_index) then
j =0
else
begin
Switch(items{j},items{k]);
j =3 - gap;
end;
end;
end;
gap := gap div 2;
end;
end;

(***************ﬁ****************************i*************************)

Procedure ShellB(var datas:temp_array type; count:integer);

var
gap, i, j,kiinteger;
Bt T — — P S }
Procedure Switch(var datal, data2 : real);
var data3d : real;
begin
data3 := datal;
datal := dataZl;
dataZ := data3;
end;
{================ === == mEmE= }
begin

gap := count div 2;
while (gap>0} do
begin
for i := (gap + 1} to count do
begin
j =i - gap;
while (j§>0) do
begin
k = j + gap;
if (datas[j] <= datas{k]) then

j =20
else
begin
Switch(datas{j],datas[k]);
J =3 ~ gap;
end;
end;
end;
gap :i= gap div 2;
end;
end;

(*t********************t**k*k*k*********t******t*ﬁ*i*i********ki**k****)

Function Index{Row : RowArray) : Real;
{Calculate the cptimizaticn index of each row}
const ceiling = 1024;

num_of pts = 256;



var i : integer;
total error : longint;
begin
total error := 0;
for 1 i= 0 to (hum of_pts-1) do
total error := total error + abs(abs(Row[i] - Row{01) ~ ceiling);
Index := total_ error/num of pts;
end; {for i = 0 to (num_of_pts-1) do begin}

(********'k**'ll************************************ﬁ'*****************9{***)

proecedure Optimization {var Terminate : Boolean;
var IMG : ImagePtr;
var Acquire : Boolean);
{ Carrying out cptimization process.}

const
randem_factor = 1.01; {better close to one}
trial = 10;
num = 5;
population = num*num-num; {pcpulation must be equal (num*2-num),}

{where num is an integer using in counting the for loop in crossover}
generation = 50;
var
ch @ char;
Done : boolean;
prampt : stringi32];
i,ii,parent_counter,offspring counter : integer;
winner : Individual_Rec;
rutation rate : real;
parent,of fspring, next_generation : One Generation;
Generation File : File of Individual_Rec;
answer : char;
X,y tinteger;
File to Save,Dat Name :string[l6];
Indexs : temp array type;

=== == == }

Procedure First Generation (var first parent : One Generation);
{ *** Generating the first generatiocn *** }
var temp opt_index : real;
counterl, counter2 : integer;
first R num, second_R_num : real;
begin
EraselnputBox;
InputBox;
SetColor (cadmium_lemon);
SetTextStyle(2,0,6); SetTextJustify(LeftText,TopText);
QutTextXY (470,550, 'Generating first generation');

for counterl := 1 to population do begin
if counterl = 1 then begin
first parenticounterl].p const := Proporticnal_ Feedback;
first parent{counterl].i_const := Integral Feedback;

end

else begin

repeat
first R_num := R_num(mutation_rate);
first_parent{counterl].i_const 1= first parent[l].i_const

first_R_num;
until ((first R_num<l.5)and(first parent{counterl].i const<999));
repeat
second R_num := R_num{mutation_rate)*randam factor;
first parent[counteri].p const i= first_parent[l}.p const
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second R_num;
until

{{second R_num<first R num)and(first_parent{counteri].p_const<999});

end;

Convert_ Prop Feedback(first parentcounterl].p_const,Acquire);
Convert_Int Feedback(first parent{ccunterl}.i_const,Acquire);

counter2 1= 1;

temp opt_index := 0;
Row_To Draw := FALSE;
repeat

{locp and lock for action}
if (Row_To_Draw) then

begin
Indexs[counter2] := Index(IMG"[New Row Number]™);
counter? := counter2 + 1;

Row_To Draw := FALSE;
end; {if (Row_Tc Draw) then}
until counter2 > 20{(trial*2)};
{end code to collect trial*2 step curves}

ShellB(Indexs,20);

for counter2 := 6 tc 15 do begin
temp opt_index := temp opt_index + Indexs[counter2];
end;

counter? = 1; {reset to zero}

first parent[counterl].opt_index := temp_opt_index/10;
first parent[counterl].parent := True;
first_parent[ccunterl].vg := mutation_rate;
end; {for counterl := 1 to population do begin}

ShellA{first parent,populaticn);
end;

{me====== Sinias == ===}

procedure CrossOver (parent : One Generation;

var offspring : One Generation);

var i,j,k : integer;
begin
{ EraseInputBox;
InputBox;
SetColor{cadmium_ lemon);
SetTextStyle(2,0,6); SetTextJustify(leftText,TopText);
QutTextXY (470,550, 'CrossOver ' ); }

k :=1;
for i := 1 to num do begin
for j 1= 1 to num do begin
if (i<>3j} then begin
offepring[k].i_const 1= parent[i].i_const;
offepring[k].p _const 1= parent{j].p const;
of fspringl{k].parent := False;
k:i=k +1;
end;
end;
end;
end;

{ smsmEss== smmm—— RS ===}

procedure Mutation (var offspring : One Generation);
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var 1 : integer;
temp : double;
first R num, second R_num : real;
begin
{ EraseInputBox;
InputBox;
SetColor (cadmium_lemon};
SetTextStyle(2,0,6); SetTextJustify(LeftText,TopText);
OCutTextXY (470,550, 'Mutation*);}

for 1 1= 1 to population do begin
repeat
first R_num := R_num(mutation_rate);
temp := offspring[i].i_const * first R_num;
until ((first R num<l.5)and(cffspring{i].i_const<999));
offspring[i].i_const := temp;
repeat
second R_num := R_num(mutation_rate)*randcm factor;
temp = offspring{ij.p_const * second R_num;
until ({second R_num<>first R_num)and{cffspring[i}.p_const<999));
offspringf{ij.p_const := temp;
offspring[i]l.vg := mutation_rate;
end;
end;

(=== ==m==== = m——————umc)

procedure Evaluation {var parent : One Generation;
var offspring i One_Generatiocn);
var
temp opt_index : real;
mix generation : One Generation;
counterl, counter?2 : integer;
temp p const,temp i const : double;
begin
{ EraseInputBox;
InputBox;
SetColeor {cadmium_ lemon);
SetTextStyle(2,0,6); SetTextJustify(LleftText,TorText);
OQutTextXY (470,550, *Evaluation'); }

counter? := 1;
for counterl := 1 to (population*2) do begin
if counterl <= population then begin
temp_p const := parent{ccunterl].p const;
temp i_const := parentcounterl].i_const;
end
else begin
temp p const := offspring[counterl-population}.p const;
temp_i const := offspring[counterl-populaticoni.i_const;
end;

if counterl > populaticn then begin
Convert_Prop Feedback(temp p const,Acquire);
Convert_Int Feedback(temp i_const,Acquire);

temp opt_index := 0;

Row_To Draw := FALSE;

repeat

{loop and lock for action}

if (Row _To_Draw) then

begin
Indexs[counter2] := Index{IMG"[New_Row_ Number]”);
Inc(counter2,1);
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Row_To Draw := FALSE;
end; {if (Row_To Draw) then}
until counter2 > 20{trial};
{end code to collect 20 step curve)}

ShellB({Indexs, 20{{trial*2}}};

for counter?2 i= 6 to 15 do begin
temp_opt_index := temp opt_index + Indexsicounter?2i;
end;

counter? := 1; {reset to zerc}
end; {if counterl > population then begin}

if counterl <= population then
parent[counterl ].opt_index 3= parent[counterl}.opt_index
temp _opt_index/10
else
of fspring[counterl-population].opt_index := temp opt index/10;

end; {for counterl := 1 to (population*2) do begin}
end;

procedure Choose Next Generation(parent,offspring : One Generatiocn;
var
next_generation : One Generation);
const
min_seperation = 0.5;
var
jrkiinteger;
counterl : integer;
mix_generation : One Generation;
distl,dist2, funcl,func2 : real;
begin
{ EraseInputBox;
InputBox;
SetColor{cacdmium lemon);
SetTextStyle(2,0,6); SetPextJustify(LeftText,Toplext);
OutTextXY (470,550, 'Choosing Next Generation');
delay(500);}

for counterl i= 1 to population do begin
mix_generation[counterl] := offspring{counterl]; {parentfcounterl];}
mix_generationcounterl+population]

parent[counterl]; {offspring[counterl];}

end;

EraseInputBox;

InputBox};

SetCeolor (cadmium_lemon);

SetTextStyle(2,0,6); SetTextJustify(leftText TopText);

OutTextXY (470,550, 'ShellSort');

ShellA(mix _generation, population#*2);
next_generation := mix_generation;
end;

{ === = === }
begin

{** initialization **}

step 1= TRUE;

toggle_step(step);
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step = False;
toggle step(step);

cpt := TRUE;
toggle opt(opt);

InfoBox;
Removel.egend;
RemovebBver ything;
RemoveMeter;

for i 1= 1 to 100 do InLine($90);
{start section of code to enable interrupts fram DSP}

Port [PC_ISR] := $20;
Port [FC_ISK] $20;

GetIntVec ($f, Old_Int_Vec);
SetintVec ($f, 8Get_Row Of Data};

Old_Interrupt Mask := Port[FC_IMR];
Port [FC_IMR] := (Port[PC_IMR] AND $7F);

Port [DSP_ICR] := 1;
{end section of code to enable interrupts fram DSP}
(*******************************************************************)

{initialization}

for i := 1 to population*2 do begin
parent{i].cpt_index i= lell;
of fspringfi].opt_index := 1el0;

end;

parent_counter = 0;

of fspring _counter = 0;

mutation rate := 0.4;

EraseInputBox;
InputBox;
SetColor(cadmium_lemon); SetTextStyle(2,0,5);
SetTextJustify{LeftText, TopText};
x = Input Box x1 + 9;
y = Input Box Y1 + 9;
OutTextXY (%, y, *Save data ? (Y/N) : *);
answer := ReadKey;
if answer in ['a'..'z'] then
answer := Chr(Ord(answer )-32);
if (answer = 'Y') then begin
File to Save := File to Load(False);
if (File to Save <> ''}) then begin
Dat_Name := Concat(File to Save, '.dat');
Assign{Generation_File,Dat Name);
Rewrite(Generation File);

First Generation{parent});
for ii = 1 to populaticn do
Write{Generation File,parent[iil);

for i 1= 1 to generation do begin

CrossOver (parent, of fspring);

Mutation{offspring);

Evaluation(parent,offspring);

Choose Next Generation(parent,offspring,next_generation);
for ii := 1 to population do begin
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parent[ii] := next generation[iil];
if parent([ii].parent then Inc(parent_counter,1)
else Inc(offspring_counter,1);
Write(Generation_File, next_generation[ii]);
parentfii].parent := True;

end;

parent_counter := 0;

of fspring counter := 0;
winner := next_generation{l];

EraseInputBox;

InputBox;

SetColor (cadmium_lemon);

str(i:2,prampt);

OutTextXY (Input_Box X1420, Input Box Y1+25,prompt);
str(winner.i const:10: 3, prompt);

OutTextXY (Input_Box X1430, Input Box_ Y1+25,prompt);
str{winner.p_const:10: 3, prompt);

OutTextXY (Input_Box X1+130, Input Box Y1425, prampt);
str{winner.opt_index:10:3,prompt );

CutTextXY (Input_Box_ X14230, Input Box Y1425, proampt);

end; {for i := 1 to generation do begin}

EraseInputBox;
InputBox;
SetColor (cadmium lemon};
str(winner.i_const:10: 3, prompt);
OutTextXY (Input_Box X1430, Input Box_Y1+25,prompt);
str{winner.p const:10:3, prompt);
OQutTextXY (Input_Box X1+130, Input_Box Y1425, prampt);

repeat

ch := ReadKey;
until (ch=#123);
EraseInputBox;

Close{Generation_File);
end; {if (file to Save <>'')}
end; {if answer = 'Y*'}

{************k*********ir*ir*ir****f(********************************‘k**}

{start secticn of ccde to disable interrupts from DSP}
Port [DSP_ICR] := 0;

Port [PC_IMR] := Old_Interrupt_ Mask;

Port[PC_ISR] := §67;

SetIntVec ($£f, Old Int Vec);

{end section of code to disable interrupts from DSP}

InitMeter;

Convert_Set Pt(I_Set Pt,FALSE);
Convert_ Prop Feedback (Proportional_Feedback, FALSE);
Convert_Int Feedback(Integral_ Feedback, FALSE);
Convert Bias Voltage(Bias Voltage, FALSE);
Convert_Feedback Num(Feedback Num, FALSE);
Convert_X Offset(X Offset,X Size,Acquire);
Convert Y _Offset(Y _Offset,¥ Size,Acquire);
Convert X Size(X Size,Acquire);

Convert Y Size(Y Size,Acquire);

end; {procedure Optimization}
(****'R****ﬁ********‘k*********************************t*****************)

End. {unit OptimizationUnit}
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Appendix D

Predictor Corrector and Integrator
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According to the equation (3.18), the transfer function of the integrator is

D(z)= 81T (D.1)
1-2z1

If X(z) and Y (z) are the z-transform of the input and the output of the integrator, equation

(D.1) can be rewritten as

Y{(z) KiT

= D.2
X@ ~ -1 (2

From Appendix B, the closed form of the integrator in the time domain is
n
y@D) = KiT 3 x (T (D.3)
i=1

y(nT) = KT * [x(T) + x(2T) + ... + x(nT)] (D.4)

If the input to the integrator is the error signal, e(t), from the bicell detector, then the output

of the integrator becomes

y@T) = KT #[e(T)+ e(2T) + ... + e(m)] (D.5)

On the other hand, the predictor corrector multiplies the error signal, e(t), with the
predictor factor, p. The result is added to the previous predictor value to the Z-piezo. For
example, let h(t) be the predictor value, then the mathematical representation of the

predictor corrector can be written as
h(nT") = hi(o-1)T*] + p * e(nT") (D.6)

The sampling period of the predictor corrector, T', may be different from that of the

integrator since T' depends on the rise time of the piezo and the corresponding lowpass
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filter. Equation (D.4) can be rewritten as

h(uT') = p* [e(T) + ¢(2T") + ...+ e(uT)] (D.7)
h@T) =p* ) e(T) (D.8)
i=1

Equation (D.3) and (D.B) are virtually the same. Therefore, the predictor corrector is

actually an integrator with different integral gain and sampling period.



