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The structure of behavior during fixed-interval

schedules of reinforcement

by

" Brian L. Rector

ABSTRACT

The key pecking of White Carneaux pigeons was maintained on one of
four fixed-interval schedules of food reinforcement; FI 2, FI 4, FI 8
and FI 16 minutes. With the aid of two video cameras, a computer con-
tinuously tracked in three dimensions the position of the pigeon's head
and/or neck region.v Behavier waves were- generated by examining distance
from the head and neck region to the reéponée key over time. Systematic
changes in the behavior waves occurred within intérreinfercement intervals,
and across sessions. Five wave.patterns were classified to describe the
development of fixed~in£ervél behavior. The predominant wave form
Aassocieted with key pecks remained fairly constant for FI‘2 and FI 4,
showed some unsystematic changes for FI 8, and changed systematically
for FI 16 when comparing early performance with steaey—state performance.
Certain high amplitude low frequency wave forms may have reflected the
occurrence of interim activities. The results are discussed in re}ation
to a variety of related theoretical issues: the definition of the operant,

constituents of response rate, stimulus control, and interim activities.
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The structure of behavior during fixed-interval

schedules of reinforcement -

In attempting to accomplish the goal of predicting and controlling
behavior, psychologists have distinguished two -approaches to the analysis
of beha?ior—functionalism and structuralism. The fuﬁctional_approach seeks
to quantify relationships between behavior and environmental variables.

The structural approach examines phenomena by identifying their basic
elements and by describing how these basic elemen;s form the phenomena of
interest. Although functionalism and structuralism are viewed at times
as opposing approaches, neither excludes the other (Catania, 1973b). It
is the position of this author that a sciénce of behavior, seeking to
develop,avhigh'degree of brediction and‘control, must inéorporate both
the functional and complex structural aspects of behavior.

What aspects of behavior we measure, and how wé organize our observa-
tions within a theoretical framework, will determine how well we can
predict and control behavior. Skinmer (1935, 1938) rightly argued that a,
s;ience of behavior necessarily involves reproducible units; i.e., units
that retain their identity across experiments. Otherwise, all occurrences
of behavior would represent isoléted phenomena from which general laws
would be difficult, if not impossible, to derive. The unit advanced by"
Skinner to be reproducible was termed the operant (Skinner, 1969,vp. 131).
This unit is defined in terms of three factors: (1) a response class;

(2) consequences which affect the ﬁrobability of that response classj; and Y
(3) a stimulus class which precedes the response class, is correlated with
the consequences of the response class, and thereBy affects the probabilityvﬁ

of the response class. The operant is therefore a functional unit of behavior.

POl it li



Identification of an operant unit requires that the probability of a
defined response class be affected by its consequences.
Skinner's concept of a reproducible unit also incorporated the assump-

tion of a fairly constant structure; i.e., for the most paft the movements

‘that formed the members of the response class did not differ substantially
from each othér (Skinner, 1935, pp; 44-45). Skinner maintained that any
estimate of the unit's strength could therefore be obtained by recording
a portion or component of each response, since é change in the occurrence
of the component would reflect a similar change in the occurrence of the
entire unit. Typically, the one component recorded is that with which
reinforcer presentation is contiguous (cf. Honig and Staddon, 1977).
Although the above method has-led to the quantificatiénvof many
functional relationships, it may not always provide an -adequate view of
some of the dynamic features of operant behavior. At least two variables
mayAaffect response rate as typically measured: (1) the amount of time
allocated to the operant; and (2) the spatial character of the operant.
The manner in which these variables change may affect the manner in which
response rate changes. For example, an increase in the rate of key
pecking may é;mply reflect an increase in the amount of time allocated to
key pecking; or, contrary to the common view of the operant as a stereo-
typed unit, may reflect a decréase in the distance spanned by the pigeon's
head while peCking (cf;,Pear and Rector, 1979). Therefore, systematic
chahges in the occurrence of individual members of an operanﬁ's response
class may affect response rate while the amount of time engaging in the

operant remains unchanged. This possibility suggests that a further
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understanding of the behavioral processes underlying variations in response
rate might be obtained from a more complete functional-structural analysis
of the operant unit.

The goal of the present'experiment was to investigate systematically
some éf the structural components of behavior. To do so, hoWever, required
that we first specify for analysis some of the properties of a response
that constitute its structure. 1In dealing with the structure of'behavior,
Skinner at one point (Skinnér, 1953) discussed the concept.of a behavioral
element from which all behavior was composed. Although Skinner never
defined a behavioral element, properties attributed to an element by Skiﬁner

may be derived from his analysis of response generalization:

What is the "transfer™ which appears to strengthen behavior
without reinforcing it directly? This is a good example of a
pseudo problem. We divide behavior into hard and fast units
and are then surprised to find that the organism disregards
the boundaries we have set. It is difficult to conceive of
two responses which do not have something in common. Sometimes
the same muscular system is used. The effect of a reinforce-
ment may reflect this fact rather than our arbitrary practice
of calling the responses separate units.

...The traditional explanation of transfer asserts that
the second response is strengthened only insofar as the responses
"possess identical elements". This is an effort to maintain
the notion of a unit of response. A more useful way of putting
it is to say the elements are strengthened wherever they occur.
This leads us to identify the element rather than the response
as the unit of behavior. It is a sort of behavioral atom,
which may never appear by itself upon any single occasion but
is the essential ingredient. or component of all observed

instances. The reinforcement of a response increases the pro-
bability of all responses containing the same elements (Skinner,
1953, p. 94).

Schick (1971) points out Skinner's terminology here is confusing since
it is not clear whether elements are operants or whether elements are pro--

perties of responses that define operants. This confusion may arise from
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the fact that Skinner's behavibral element consists of two important préper—
ties: (1) a physical component of the organism; and (2) the component's
spatial pogition.' Considgring these two properties together, the occurrence
of a physical ;omponent at a particular spatial location may increase in |
frequency. For example; the rate éf occurrence of a pigeon's beak touéhing
a response key méy increase. Considering only the spatial prqperty of .
Skinner's behavioral élement, a spatial location may pfocedurally define a
movement or response as a member of an operant unit. For example,.a key
peck response may bé defined as any movement that results in contact with
the key. Thus, while the two properties of Skinner's behavioral element

can form members of an operént unit, the spatial property of an element
alone may specify that property of a response upon whidh reinforcers are
contingent. Given this viewpoint of a behavioral element, a structural
analysis of operant behévior will be outlined further;

In a typical operant experiment with rats, food presentation is made
contingent upon a bar press defined by the closure of a switch. The response
Class, bar pressing, may. involve a number of different physical components
of the rat (eg., tﬁe right paw, the left paw, nose, tail, etc.) and no two
movements or members of thé response class need be identical in all respects.
All the movements of the response class are similar, however, in that at one
point the physical components involved occupy the spatial position specified
by the shape and operating characteristics of the response bar. The defining
property'of this response class is therefore'specified as a spatial position
since it is this common property of the respoﬁsé upon which food.is con-

tingent. In addition, if the contingency between bar pressing and food



results in ﬁhe response class increasing in frequency, the reéponse class
will have'been functidnaily identified as an“operant‘response class.

To summarize, for the purpose of the present discussion a defining
property of a response class is that property upon which conseqﬁences are
'contingent. If, as a result of the contingency, members of the response
class increase in frequency, the consequences will have been identified as
reinforcers and the response class identified as an 6perant response class.

It has been afgued that members of an operant, such as bar pressing,
need only be defined as those instantaneous points in behavior associated
with the closure of the swigch, provided that these behavioral points
function as an operant response class (Skinner, 1953, p. 95). The operant,
however; has also been viewed as a‘broader fﬁnctional unit of behavior
(cf. Catania, 1973); i.e., all behavior that increases in frequency, as a
function of-the response—reinfofcer contingency specified by the experimenter,
forms the operant response class. According. to the latter view of the
operant, even though many‘of thé_behavioral elements comprising the move-
ﬁents to and from a response bar are never procedurally reinforced, they
are also elements of the operant response class if their frequency increased
as a function of procedurally reinforcing presses defined as switch closures.
Members of an opefant unit, thus defined, are movements comprised of
behavioral elements.

Members of an operant response class may therefore be defined as move-
ments which are comprised of behavioral elements. Some of these elements
may. possess the defining property of the response class, while other

elements may not. Thus, one may view the operant as a functional unit com-



prised of two sets of behavioral elements - a defiﬁing behavioral set, a set
consisting of those elements that possess the -property upon which reinforcers
are contingent, and a nondgfining behavioral set, a set consisting of thosé
elements that do not possess the property upon which reinforcers are con—
tingent. Figure 1 outlines in échematic form these caiegories of behavioral
elements. The area of the sduare represents elements from a variety of
activities that occur within a given period of time. The area of the circle
represents only those elements that comprise the operént under consideration.
Within the circle, the shaded area represents those elements‘that comprise
the unit's nondéfining set whiie the nonshaded area represents those-elements
that comprise the unit's defining set.

In summary, wheh one views the members of an operant as a movement, a
structural analysis of.an operant unit may involve at 1ea§t two general com-
ponents. First, the analysis identifies, operationally or functionally,
those movements thét constitute the unit's response class. Second, the
analysis may describe the mévements in terms of their physical components
a;d spatial Locations; i.e., their behavioral elements. From the latter
information, the Aefining and nondefining behavioral sets of the unit may be
derived and, if required, analyzed separately.

A structural analysis of an operaht as viewed above presents at least
four methodological problems. First, what determines.the boundaries of a -

. physical component? Second, how ﬁany physical components should one examine?
Third,'how does pne_diffgrentiate between those movements thaé do and do not
conétitute members of a specific response class? Fourth, how does one
examine the movement of a physical component? Before addressing these four

issues it should be noted that they are not unique to a structural analysis



Figuré 1. A schematic of behavioral sets. - The area of the
square represents the universal set of behaviorél elements.
The area of the circle represents all the behavioral ele-
ments that comprise a particular operant.. The area of the
triangle represents only those elements that possess the

defining property of the operant.






of behavior. Similar problems were addressea by Skinne; (eg.,'1935, p..40;
1938, p. 37) when he presented his functional analysis of behavior..

Concerning the first problem, defining fhe boundaries of a physical
component, a structural analysis. of a bar-pressing operant could observe
the movemeﬁts of the right paw or of each toe of the paw. Apart from
technological problems, which approach is more appropriate will depend
'upon what quegtions the experimenter is addressing and the resultslob—
~tained.  If the former approach is adequate it would be preferred because
of its relative simplicity. Therefore, the type of data derived from
observing an experimentef—defihed physical éomponent determines whether or
not the boundaries of the component were adequately"specified.

Concerning the second problem, the number of physical components one
should examine, members of a bar—pressing 6perant could involve the move-
ments of both the right‘and.left paws. 1t may not be necessary, however,
to monipor the~motiéns of both paws. If moveménps of the right paw were
the most frequent members of fhe response class, or if the tﬁo types of
movements occurred with the same relative frequency over time, monitoring
only the right paw would be sufficient in most cases. I1f, however, one
wished tq investigate iqfrequeﬁt members of a response class, or if the
frequency of the two types of movements demonstrated different functional
relationships, monitoring the motion of the left paw or of Both pawslmight
be necessary. How many physical components one should examine is therefore
determined by the nature of the phenomena one is investigating.v

Concerning the third problem, differentiating on a moment-to-moment

basis those movements that .do and do not constitute members of a particular
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operant response class, a number of definitions and procedures have been
developed with v&rying degrees of success. One approach has been to define
the members»of an operant response class as those movements that result in
interresponse times (IRTS).less than a specified duration (eg., Gilbert,
'1958j Catania, 1961). Other procedures have relied on observers to judge
whether or not a specific activity is occufring (eg., Rand, 1977; Shettleworth,
1975; Staddon aﬁd.Simmelhag,.1971), or on behavioral control techniques that
restrict a response class to a gpecific area defined by a platform which is
then monitored (eg.; Baum aﬁd Rachlin, 1969; Bouzas and Baum; 1976; Pear and
Rector, 1979). |

Concerning thé'fourth problem, éxamining the movemeﬁt of a physical
component, all investigétions of behavior examine the movemenﬁ of a physical
component to one degree or another. For example, the methodology employed
by-Ferster and Skinner (1957) recorded when in time a physical component,
a bird's beak, moved into the spatial iocation definea by a response key.
As a structural énalysis,:howevér,‘the methodology is limited since a des-
cription of the beak's position at any given time is limited.

.More complete structural analyses of béhavior have been developed.
One such development is the eXaminétion of IRTs (eg., Shimp, 1969). A
systematic change in the movement of the physical component of interést is
reflected by a systematic change in the time between occurrences of the
defining-behavioral set of the operant. Although demonstrated to be ﬁseful,
an IRT analysis has some_shqrtcoﬁings. For example, movements may have very
different forms but similar.br equal IRT measures (Pear, Rector, and Legris,

in press). . It is therefore possible for an experimental manipulation, such
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as the injection of a drug, to affect the behavior of an organism in a
systematic manner withodt being reflected by a change in an IRT duration.
Thus, depending upon the qﬁestions addressed by the experiﬁentér concerning
a given manipulation, an IRT‘analysis can have some shortcomings in com-
parison to a more detailed analysis of behavioral movements.

More complete spatiai descriptions of oﬁerant'behavior have resulted
from dividing the defining behavioral set of an operant into a number of
mutually exclusive subsets. For example, Antonitis (1951) defined the
reinforced component of an operant as the placement of a rat's nose within
a response slot. All placements of the nose within the slot constituted
the operant's defining behavioral set. Antonitis divided the response slot
into ten locations of equal length."Thus, the,defining behavioral set of
the operant was divided into ten possible subsets. By recording when a
partiéular subset occurred, Antonitis was able to measure certain changes
in the location of the rat's nose as a funétion of variables such as
reinforcement frequency.

Dividing the defining behavioral set of an operant was also the strategy
employed byyHe:rnstein (1961), Eckerman and Lanson (1969), and Boren,
Moerschbaechér; and Whyte (1978). The first two studies used an elongated
response key that was divided into ten possible pehavioral subsets. By

~recording when each subset occurred, ﬁhey were able to measure certain
phanges in the location of thé bird's beak as a function of vériablesvéuch
as reinforcement frequency. The Boren et al. study was similar except that
it divided the defining behaviorgl set of a bar—pfessing operant by using

a number of different manipulanda.
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™

\\%&>/n addition to examining how the spatial location of a discrete response
can vary, structural research has élso examined how the force of movements
may vary. Notterman and Mintz (1965), using rats, examined how bar pressing
forces changed as a function of a variety of variables; eg., respOﬂse—force
requirements for reinféfcer delive;y, reinforcement frequency, and type of
reinforcement schedule. With reinforcement contingent uéon responses with
forces within a specified range, the analysis allowed.Notterman and Mintz

to discriminate between two classes of bar presses - those bar pressesrthaﬁ
satisfied the reinforcement contingency and those that did not. The former
résponseé comprise the traditiénal.operant response class, while the latter
responses comprise in part what is described in this paper as the non-
defining behavioral éeﬁ of the operant.

Other studies may be vieweq as spatial analyses of the nondefining
behavioral set of an operant, but these aré few in number. Smith (1974),
using pigeons and high speed photographic equipment, examined béak movements
near a response key while key pecking was reinforced. 1In this experiment it
was necessary to visually examine éach picture to determine the movements of
the beak. Rector (1977), Qsing pigeons and é series of photocells that
extended outward from a.response key, examined seven.spatial sets a
pigeon's head could occupy wHilé key pecking. Systematic changes in head
movements were reflected by systematic changes in the proportion of time
each spatial set was occupied. B

Recent technological developments now make it possible to automatically
and continuously monitor the movement of a pigeon's head throughout a

chamber. Pear et al. (in press) used an apparatus consisting of two video
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cameras providing perpendicular views of the experimental chamber. All

objects in the viewing field of each camera wete»ﬁhite except for the
chamber's two cléar glass walls through which’the éameras viewed and a
response key that was transilluminated red. The pigédn, a White Carﬁeaux,
was also white except for its head and neck region which was dyed black.
Since the pigeon's héad was the only ‘dark area in the chamber, a computef
that received the video signals from the cameras could track the movement
of the head in three dimensions. |
"To summarize, no structural analysis can be said to be complete;
however, some problems posed by a structural analysis of behavior appear
to have been'overcome or can be overcome with further empirical investiga-
tion. It is the opinion of this author that the‘comparatively small émount
of research that has been doné concerning the structure of behavior is
attributable mofe to experimenter disinterest than to methodological dif-
ficulties. .One can only speculate as to the reason or reasons for this
disinterest. One reason may be the assumption that members'of a response
class are either similar in structure or do not change in é systematic
manner with response réte (Skinner, 1938, p. 37; Nevin and Baum, 1980).
This assumption has led to the position that a fﬁﬁctional analysis of
behavior can be adequately executed by exémining those instantaﬁeous com-
'pénents of behavior with which reinforcers are contigudus.
The latter position and procedure has been successful for many experi-
mental purposes. As outlined earlier, however, a structural analysis of

previously observed phenomena may provide additional relevant information.
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To what extent new and relevant information.can be derived from a structural
analysisihas yet to be fully assessed. Thus far, the reseérth that has dis-
criminated between several behavioral components has obtained new information
relevant to the understanding of those behéviofal processes reflected by
changes in response rate. For example, it has beén observed that along with
- changes in response rate the spatial location of-theAdefiﬁing behavioral set
of an operant changes systemaﬁically: (l) following‘a change in reinforce-
ment frequency (Antonitis, 1951); (2) following a change in the type of.
‘reinforcement schedule (Boren et él., 1978); and (3) during the development
of stable-state performance on a ﬁarticular reinféréemént schedule
(Eckerman and Lanson,; 1969). Similar findings have also been observed
with.response force (Notterman and Mintz, 1965); i.e., response force
changes systematically: (1) following a change in reinfqrcemegt frequency
and (2) following a change in the type of reinforcement schedule. In
addition, it has alsc been observed that the frequency of certain members

of a response class may in fact change systematically with fesponse rate
(Hearst, Koresko, aﬁd Poppen, 1964; Pear and Rector, 1979; Smith, 1974).

The latter finding.may have important implications fof a quantifative
analysis of behavior based soley on- response rate (cf! Hearst et al., 1964;
Blbugh and Blough, 1968; Pear and Rector, 1979).

To summarizé, althbugh certain deveiobments have occurred in the
structural analysis of behavior, to'date little is actually known about the
structure of behavior and if, when, and how variations in 'structure occur
within such units éf‘behavior as thé operant. Présently a spatial des-
cription of those movements occurring during simple basic schedules of

reinforcement is dknown.
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The purpose of the present experiment was to extend our knowledge of
the structure oflbehavior by collecting and anaiyzing data within the
theoretical framework of operant behavior outlined earlier. In particular,
using the previously described apparatus employed by Pear et al. (in press),
‘the movementiof a'pigeon's head was continuously monitored while key
pecking was reinforced on a fixéd—interval (FI) schedule of food reinforce-
ment; i.e., a schedule in which the first key peck after a specified périod
of time has'elapsea is reinforced. The study examined response-rate
patterns reflecting changes in the occurrence of actual key pecks (defining
behavioral set) as correlated with structural patterns feflectiﬁg changes
in the motion of the bird's head (nondefining behavioral set). ‘This was,
done throughout the development of key-pecking behavior maintained on a
variety éf FI schedules.

Fixed-interval schedules were studied for a number of important
reasons. First, previous research (Ferster and Skinner,.1957)_has indicated
the occurrerice of a variety éf response-rate patterns throughout the
deQelopment of FI behavior. Examining the behavipral processes underlying
a variety of response-rate patterns was therefore possible with FI
schedules. Second, FI schedules have beenivaluable in examining a variety
of related behavioral phenomena such as stimulus control (Wilkie, 1974),
and adjunctive behaviérs (Falk, 19613 1971). A spatial analysis of FI
behavior may therefore provide informatiop concerning these phenomena.
finally; a spatial analysis of FI behavior may provide new information‘
concerning a schedule that is oftén used, such as in the establishment of

behavioral baselines in drug research, but not fully understood.
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METHOD

‘Subjects
Eight experimentally naive male White Carneaux pigeons (P2A, P2B, P4A,
P4B, P8A, P8B, Pl6A, Pl6B) served. All birds were maintained at 80% of

their free-feeding weights throughout the experiment.

Apparatus

A three-key piggon operant chamber with interior dimensions 57 x 57 x
37 cm was used. Only the left key of the response panel was operative. A
key peck‘was recorded when a miﬁimél fOrce of 0.11N was applied to this key
for a period of time equél to 6r greater than 18X 1 msec. Thé other two
keys Were covered with white cardboard. The operative.key was 26 cm above
the grid floor and was transilluminated with red light. An opening for
presenting a food hopper was located 12 cm abovebthe grid floor on the
vertical midline of the response panel. Reinﬁorcer presentations consisted
of\3—sec access to the food tray which cdntainéd Puriﬁa Racing Pigeon
Checkers.

The fesponse panel, and one adjacent wall of the chamber, was white.
All other walls and the ceiling were made .of either cléar glass or clear
plexiglass. Two video cameras were placed within tﬁe experimental room
approximately 1.10 m from the chamber. One camera was positioned for a
near perpendicular view of the response panel, whi1e the other camera was
positioned for a near'parallel view of the response panel. ‘Both caﬁeras

viewed the entire chamber and were focused on the response key. The cameras

- photographed the chamber simultaneously every 1/30th of a second. Video
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signals from each.camera were transmitted to a micro-processor for analysis.
The distanée between the upper most visible point ofvfhat part of the
pigéon dyed black (i;e., the head and neck) and the response key could be
determingd up té‘a maximum distance of 59 cm, a distance which spanned most
of thg chamber. When aibird occasionally moved Beyond this distancé,'dis—‘
tance fromvhead to Rey was recorded as 59 cm.

General illﬁmihatidn of the chamber was provided by fluorescent lamps
attached to the ceiling of the experiﬁental room. These lamps could be
turned on or off by a reléy. White noise was present in the experimental

room at all times.

Procedure

‘Preliminary training.v Prior to training, feathers on each birdﬂs‘head
and neck were dyed black. The birds were magazine trained by first con-
tinuously operating the food hopper until they approached and consumed
- grain from the hopper. The duratioﬁ of each hopper operation was then
gradually reduced until the birds apéroached and consumed grain from the
hopper within 3 seé.of its preéenfation. At all times the food aperture
was illuminéted by a hopper light. Upon operation of the food hopper,
the intensity of the hopper light was.increased. |

After magaziﬁe training was completed, the response key was trans—
iliuminafed red. For seven of the,eight birds the response key was not
illuminated duringrhopber Qperatioﬁs. For the other bird (P16B), the key
.light always remained on and hopper operations resulted in the presengation'

of a buzzer and, as with the other birds, increased illumination of the
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hopper. Key pecking was shaped and maintained for a minimum of five sessions
on a continuous reinforcement schedule (CRF). Each of these sessions ter-

minated after 60 feeder operations.

Fixed-interval schedules. . After preliminary training eéch bird was
introduced to an FI scheddie’of reinforcement empléying a 4-min timeout (TO)
procedure; i.e., immediately following eaéh feeder operatidn all lights
within the experimental room and chamber were turned off for a period of
four ﬁinutes. After the TO had elapsed, all lights were turned on and
“ timing of éhe FI schedule commenced. The first key peck after the
scheduled interval had elapsed operated the food hopper. The FI schedule
differed for each bird, but for pairs of birds the schedules were very
similar. The schedule fOrveach bird Qas: P2A - FI 2.01 min; PZB - FI 2.05
min; P4A - FI 4,06 min; P4B - FI 4.10 min; P8A - FI 8.02 min; P8B - FI 8.20
min;‘P16A - FI 16.06 min; P16B —’FI 16.47:min. For convenience, this
report will refer to the above pairs of schedules as FI 2, FI 4, FI 8, and
FI 16 min, respectfully.

All sessions terminated after 20 feeder operations or three hours,
whichever occurred fir;t, for the F1 2 miﬁ and FI 4 min schedules. All
sessiqns terminated after 12 and 6 feeder operations (or three hours) for

the FI 8 min and FI 16 min schedules, respectively.
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RESULTS -

For all eigh; birds, the transition from early to late FI performance,
was characterized by the progreséive development of five behavior-wave
patterns; i.e., patterns that show how the distance between the-region of
the pigeon's head and the rgsponSe key changes over time within an inter-
reinforcement interval‘(IRI).- These five wave patterns will be referred
to as Stages 1 to 5, respectively, -and are displayed in Figures 2 to 26.
For ﬁhe purpose of'condensing the data for these figures, every eight
consecutive data points (4/15 sec) were averaged.

étage 1; Figures 2 to 6 show a behavior pattérn tyéiéal of the first
few intervalé following CRF. For éll schedules, the rate of key pecking
diminished'across the IRi and reinforcement typically occurred well after
‘its schéduled availability. Near the start of each IRI, low amplitude high
frequency waves were interspersed among high amplitude low frequency waves.
As the interval progressed somé approaches to tﬁe key did not result in key
pecks. These latter approaches shall be,referred:to as nondefining
approaches since‘they do not contain the defining'property of the key—peck
operant. The pattern of alternating between high and low amplitudé waves,
in the absence of key pecks, either,persistéd until a peck finally occurred
to terminate the IRI (eg., see Figufe 4, P8B), or the peaks of the high
amplitude waves increased in duration until an eventual approach to the key
and a key peck terminated the wave and,the iRI; respectively (eg., see

Figuré 5).
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Stage 2. Figures‘7 to 11 Show a behavior pattern that began approxi-
mately fifteen.IRis following CRFQV There was a very short posg—reinforcement
pause (PRP - time from the stért of the interval to the first key peck)
followed by én‘irregular moment—to—moment rate ofvpecking for the remainder?®
of the IRI. Across the IRI the wave pattern conéisted ofbloﬁ amplifude high
frquency waves interspersed among high amplitudé low freﬁuency waves. Non-
defining apbroaches occurred throughout the IRI.

Stage 3. Figures 12 to 16 show a behavior pattern that began to occur
between apprbximately twenty to thirty IRIs following CRF. The PRP was
longer than that shown for StageAZ; conseﬁuently, most of the key.pecks now
ocFufred in the latter half of the IRI, but during this time moment~—to-moment
rate of pecking still varied in an irregular manner. During the PRP the
birds wére fairly still (eg.,bsee Figure 12, P2B), although it was not
uncommon for nondefining approaches té have occurréd throughout the duration
of a PRP (eg., sée Figure 14, P8B). TFollowing the>PRP, high and low ampli—
tude waves occurred for the remaindér of'thé IRI. ‘

Stage 4. Figures 17 to 21 show a behavior pattern that Began to occur
approximately fifty IRIs folloﬁing CRF. Stage 4 never completely ceased to
occur within é session even after the birds had received prolonged exposure
to their FI schedule. This was especially the case with'the higher FI
schedules. |

The figures for Stage alindicate that the PRP was now longer than that
observed for Stage 3,>and positive acceleratiOn in rate of key.pecking now
dccurfed across the IRI. The wave pattern showed three phases: aﬂ initial

phase at the start of the IRI during which time the bird was»fairly still,
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a transition phase where high amplitude waves were interspersed among low
amplitﬁde waves, and a terminal phase during which time the amplitude of
the waves were generally.lbwer than that observed during thé transition
phaséf For the FI 2 and FI 4 scheduies, the terminal phase consisted
mainly of low amplitude high frequency waves (see Figures 17 and 18).
Except for P8A, the terminal phaée for the FI 8 and FI‘16 schedules waé
characterized by low and moderately high amplitude waves (see Figurés 19,
P8B; 20, 21). The change from the transition to the terminal phase
could either be quite abrupt (eg., see Figure 19; P8A) or quite gradual
(eg., see'Figure 19; P8B). Nondefining approaches occurred frequently
during the tranéitién phase.and at times comprised much of a PRP (eg.,
see Figure 19; P8B); |

Stage 5. TFigures 22 to 26 show a behavior pattern that began to
occur between approximately eighty to one hundred IRIs following CRF.
The pattern consisted of a long PRP foilowed by a brief acceleration to
a moderate or high pecking rate that then persisted for the remainder of
the interval. The wave pattern was similar to that of Stage 4 except that
the transition phése between the initial and terminal phase was now con-
siderably shorter in duration. Nondefining approaches were now quite rare
for those intervals thap showed. a short transition'phése~(ég., see Figurés
22 and 23), but still occurred for thbsebintervals where the transition
phase, although diminished relative to Stage 4, was to some extent still
present (eg., see Figufe 24, P8B).v Only the terminal phase for the FI 16
schedule was characterized by both moderately high and low amélitude waves.
The terminal phase for the other schedules consisted mainiy of low amélif

tude high frequency waves.
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Key pecks and associated wave forms. Visual inspection of Figures 2

to 26 indicate'that key pecks tended fo be associated with low amplitude
high frequency waves! An anélysis was conducted to determine whether or
not there was a predominant wave form associated with pecks, and whether
this predominant wave form changed systematically over phases. The key
pecks shown in Figures 2 to 26 (N = 3156) were categorizea as to whether
or not they had been immediately preceded by a low amplitude high fre-
quency wave. A 10& amplitude high freqﬁency‘wave was defined as a wave
with an amplitude of 10 cm or 1éss occurring within a period of 5 secs.
Table 1 shows the percentage of key pecks associated with low ampli-
tude high frequency waves for each of the five stages for each bird. For
the' FI 2 and FI 4 birds, 18 of the 20 cells in the matrix show that key
pecké were associated with low amplitude high frequency waves 75% of the
time or greater, and that there was no systematic tendency for this
distribution to change over stages. For the FI 8 birds, 7 of the 10 cells
in the matrix show that key pecks were associated witﬁ low aﬁplitude high
frequency waves 75% of the time or greater. Again, there appears to ﬁave_
been no systematic change in the distribution of these waves. Tor the
FI 16 birds, only &4 of.thevlo cells in the matrix show that key pecks
were associated with low amplitude high frequency waves 75% of the time or
greater. In addition, for the FI 16 birds.there was a teﬁdency.for key

‘pebks to be less associated with low amplitude high frequency waves over

time. By Stage 5 (steady-state) only 50% and .27% of the key pecks were
"associated with low amplitude high frequency waves for P16A and P16B,

respectively.
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Thus, the data indicate that key pecks were predominantly associated
with low amplitude high frequency waves for the FI 2 and FI 4 schedules
‘over all SVétages. In comparison with this schedule, a greater proportion
of the key pecks were associated with wave forms with eitﬁer moderate or
: higH amplitudes (310 cm) for the Ei 8 schedule, but no systematic changes
occurred over the 5 stages. On the opher hand, pecks associated with
moderate or high amplitudes increased in proportion when compafing early

FI 16 performance with steady-state FI 16 performanée.

Interobserver reliability. An interobserver reliability check was
conducted involving each deyelopmental stage for éach‘bird of the study.
When possible, the experimenter selected 25 graphs for each bird, five
graphs for each phase. These graphs were in addition to those graphs
shown in Figures 2 to 26. For birds P2B, P4B, and P8B 24, 22, and 21
graphs were selected, respectively. The missing graphs for these birds
were from either Stage 1 or Stage 2, wheré possibly the speed of develop-
ment for these stages did not allow a fuli c;mplement of five graphs per
phase. In total,‘192 graphs were selected for the intérobservgr reliability
check.

The five_gréphs from Figureé'Z to 26 representing each stage for a
bird were presented and explained to an obsefvef. The obsefver was thén
asked to examine the graphs selected by the experimenter for that bird
and to determine what phase or wave pattern was represented by each graph.
The observer was instructed to put a graph off to the side if he felt ghat

a wave pattern was not represented by any one of the five stages. The

above procedure was conducted for all eight birds. Interobserver reliability.
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was calculated_as the. total number of agreements divided by total number
of agréements plus disagreements. vReliébility was established at 98.9%.
The high interobserver reliability measure indicates that each of the five
wave patterns shown in Figures 2 to 26 are not anomalies since‘they are

similar to other wave patterns collected for each bird.



Figure 2. .Selected IRIs showing distance from the region.of tHe
pigeon's head to the response key for.FI 2-min Stage 1 performance.
The.horizonfal line indicates the position of the response key
.while the vertical slash marks on this line indicate when key peéks

occurred.
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Figure 3. Selected IRis,showiﬁg distance from the region of the
pigeon's head to the response key for FI 4-min Stage 1 performance.
The horizontal line indicates the position of the response key
while the vertical slash mark; on this line indicate when key pecks

occurred.
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Figure 4. Selected IRIs showing distance from the region of the
pigeon's head to the respénse key for FI 8-min Stage 1 performance.
The horizontal line indicates the.position of the reséonse key
while the vertical slash marks on this line indicate when key pecks

occurred.
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Figure 5. Selected IRL showing distance from the region of the
pigeon's head to the response key for FI 16-min Stége 1 performance
(P16A). The horizontal line indicates the position of the response
key while the vertica¥,slash marks on this line indicate when key

pecks occurred.
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Figure 6. Selected IRI showing distancé from the region of the
‘pigeon's head to the response key for FI 16-min Stage 1 performance
(P16B); The horizontal line indicates the posi£ion.of the response
key while the vertical slash marks on this line indicaté when key.

pecks occurred.
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Figure 7. Selected IRIs.showing distance from the region of the
pigeon's head to theyrespohse key forIFI 2-min Stage 2 performance.
_The horizontal line indicates the position of the response key
while the vertical slash marks on this line indicate when key pecks

occurred.
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.Figure 8. Selected IRIs showing distance from the region of the
pigeon's head to the response key for FI 4-min Stage 2 performance.
The horizontal line indicates the position of the response key
while the veftical slash marks on this line indicate when key pecks

occurred.
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Figure 9. Selected IRIs showing distance from the region of the
pigeon's head to ﬁhe responée key for F1 8-min StageVZ performance.
The horizontal iine indicates the position of the response key
while the vertical slash marks on this line indicate whén key pecks

occurred.

39.



FI 8
Stage 2

P8A
IRI* 30

(8]
O

N
[&;]

P8B
IRI*14

Disfonce‘ From
Key. (em)

&)

25 50
Time (sec)

(@

. 14, FTOR YT T S Y T WY 3 [TRRTTEV'S 1 WY At ALL

40,



41.

Figure 10. Sclected IRI shéwing distancé from the fegion of the
pigeon's head to the response key for FI 16-min Stage 2 performance
(P16A) . Thevhorizontél line indicates the position 6f the response
key while the vertical slash marks on this line indicate when key

pecks occurred.
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Figure 11. Selected IRI showing distance from the region of the
‘pigeon's head to the response key for FI 16-min Stage 2 performance
(P16B). The horizontal line indicates the position of the response
key wHile the vertical slash marks on this line indicate when key

pecks occurred.
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Figure 12. Selected IRIs showing distance from the regioh éf the
pigeon's head to the response key forAFI 2-min Stage 3 performance.
The horizontal line indicaées thelposition of the responée‘key while
thé vertical slash marks‘on this line indicate when key‘pecké

occurred.
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Figure 13. Selected IRIS showiﬁg distance from the region of the
pigeon's head to the response key for FI 4-min Stage 3 performance.
The horizontal line indicates the position of the response»key
while the vertical slash‘marks on this line indicate when key pecks

occurred.
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Figure 14, Selectéd'IRIs showing distaﬁce from the region of the
pigeon's head to the response key for FI 8-min Stage 3 performance.
The horizontal line indicates the position of the response key
while the vertical slash marks on this line indicate when key pecks

occurred.
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Figure 15. Selected IRI showing distance ﬁrom the‘region of the

pigeon's head to the response key for FI 16;min Stage 3 perforﬁance
(P16A). The horizontal line indicates the position of the response
key while the vertical slash marks on this line indiacte when key.

pecks occurred.
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Figure 16. Selected IRI showing distance from the region of the
pigeon's head to the response key for FI 16-min Stage 34performance
(P16B). The horizontal line indicates the position of the response

key while the vertical slash marks on this line indicate when key

pecks occurred.

53.



FII6
Stage 3

PI6B
IRI *22

(&)}
o

N
(&g

Distance From |
Key {(cm)

o

25 50
Time (sec)

o

54.



Figure 17. Selected IRIs showing distance from the regién of the

. pigeon'g head to the response key for FI 2-min Stageia,performance.
The horiiontal line indica;es the position of the>résponse key
while the vertical slash marks on this line indicafe when key pecks

occurred.
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Figure 18. Selected IRIs showing distance from the region of the
‘pigeon's head to the response key for FI 4-min Stage 4 performance.
The horizontal line indicates the position of the response key
'while the vertical slash marks on this line indicate when key pecks

occurred.
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Figure-19. Selected IRIs showing'distance from the reéioﬁ of the
pigeon's head to the response key'for FI 8-min Stage 4 pefformance.
The horizontai line indicates the position of the response key
while the vertical slash marks on this line indicate when key pecks

occurred.
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Figufe 20. Selected iRI showiﬁg distance from the regioﬁ of the‘
pigeon's head to the respoﬁse key for FI 16-min Stage 4 performance
(P16A). The horizontal line indicates the position of the respénse
key while the vertical slash marks on this line indicate when key

pecks occurred.
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Figure 21. Selecfed IRT showing distance from the region of the
pigeon's head to the response key for FI 16-min Staée 4 performance
(P16B). The horizontal line indicates the position of the response
key while the Qertical slash marks on this line indicate whgnrkey

,pecks -occurred.
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_Figure 22. Selected IRIs showing Aistance frdm the region of the
pigeon's head to the respbnse key for FI 2-min Stage 5 performance.
The horizontal line indicates the position éf the response key
while ﬁhe vertical slash marks on this line indicate when key pecks

occurred.
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Figure 23. Selected iRIs showing distance from the region of the
pigeon's head to the response key for FI 4-min Stage 5 performance.
The horizontai line indicates the position of tge response key
.while the vertical slagh marks on this line indicate when key pecks

occurred.
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Figure 24. Selected IRIs showing distance from the region of- the
pigeon's head té the response key for FI 8-min Stage 5.performance.
The horizontal iine indicates the position of the response key
while the vertical.slash marks on this line indicate when key.pecks

occurred.

69.



FI 8
B Stage 5 -
P8A
IRI*84 |

Iul i 11

- A

ISSWINT] Lbd AL AAAKAAE R NRLGARRIRIL N ASRRAE RALARNPMUL RARXAAARNSRRL ML

&)
O

N
(8]

P8B
IRI *380

Distance From
Key (cm)

(@]
o

25 50
Time (sec) :

1 At X TR TR R RSNV RN T Y WP T Y TR TE PO IR ) o
’ v

70.



Figure 25. Selécted IR1 showing distance from the region of the
pigeon's head to the response key for FI 16-min Stage 5 performance
‘(P16A). The horizéntal line indicates the position of the response
‘key while the vertical siash'marks on this line indicate when key

pecks occurred.
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Figure 26. Selected IRI showing distance from the region of the
pigeoh's ﬁead to the response key for‘FI 16-min Stage 5 performance
(P16B). The hbrizontal line indicates the position.qf the response
key while the vertical slash marks on this line indicate when key

pecks occurred.
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TABLE 1

Percent of key pecks in Figures 2 to 26 associated with low

amplitude high frequency waves; i.e., amplitude£10 cm, periodL5 sec.

" BIRD 16A

16B

8A

8B

hA

4B

2A

2B

(Numbers of key pecks examined are indicated in parenthesis)

%

93

68

82

86

56

91

83

94

(54)

(41)

(33)

(29)

D)

(35)

(106)

(33)

%

75

74

49

80

93

99

- 81

83

(102)

(159)

(79)

(122)

(69)

(80)

(32)

(42)

Stage

%

81

45

75

54

87

80

79

82

(165)

(717)

(81)

(48)

(53)

(59)

(47)

(39)

%

61

91

48

100

96

79

83

(N=)

(224)

(110)

(148)

(54)

(28)

(93)

(38)

(48)

°/° R

50

22

86

93

99

97

67

98

(68)

(121)

(79)

(188)

(68)

(79)

(27)

(49)

75.

Total

%

77

55

79

79

94

94

80

88

(N=)

(613)

(588)

(420)

(441)

(287)

(346)

(250)

(211)
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DISCUSSION

Figures 2 to 26 shpw that five response-rate patterns occurfed within
an IRI as FI behévibr developed from early to late performance. These
patterns were: (1) negative acceleration in rate within the IRI; (23
irregular moment—-to-moment rate throughout the IRIj (3) a short PRP fol-
lowed by irregular moment-to-moment rate; (4)‘positive acceleration in-
rate; and finally (5) long PRé‘followed by ah‘abrupt change to a high
constant rate. These rate patterﬁs for FI scheduies‘have been observed
by others (eg., Ferster and Skinﬁer, 1957),‘and thus it appears that the
behavior examined in the present étudy rcprcsenté typical FI performance.

The figures also indicate fhat each of the above response-rate
patterns were associated with. a specific behavior-wave pattern. Consé—
quently, it might be argued that the behavior Qaves add little to our
understanding of FI behavior or the key—pgcking opefant. One must consider,
however, two important points. First, behavioralvphenomena occur as FI
behavior develops. When observing behavior as instantaneous events, one
can only describe these phenomena in terms of instantaneous évents. By
monitoring behavior continuously, however, additional information ié
obtained., Thét some éofrelation exists between the behavior-wave patterns
and response rate is therefore not surprising since the two types of
observations are obtaining information concerning the same behavioral
phenomena. However, the information derived from.obsgrving both behavior

~waves and response rate is more comprehensive than that obtained from
observing response. rate alone, since the behavior waves cannot Be derived

from response rate. Second, although one might irfer a particular wave
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form on the basis of IRT length (i.e., time between'actuel key pecks),
Figures 2 to 26 indicare that similar IRT lengths can be associated with
quite different wave forms depending on_the’stage of FI development.

Thus, a change in wave form need not Be reflected by a change in response
rate. This is illustrated by the following three wave forms that oceurred
during pausing; i.e., Qhen moment-to-moment rate ofvpecking was zero, at
various stagee throughoet the development of FI behavior.

1. A pause in pecking can’be associated with low amplitude high fre-
quency waves occurring close to the response key. The bird is standing in
one place and meking head movements towards the key, but the.movements come
short of actually closing the switch. - This pattern occurred.dﬁring,early
FI performence (eg., see Figure 3, P4A) and has been observed by others
following a large decrease in reinfercement frequency (Pear, Rector and
Legris, in prees).

2. A pause in pecking can be associated with high amplitude moderate
frequency waves. “The brrd is walking from the key to the back of the
chamber and then back to'the key. This pattern can simply repeat itself
(eg., see Figure &4, P8B) or change systematically depending on the stage
of FI developmeht (eg., eee Figure 19, P8B).

"3. A pause in pecking can be associeted with high amplitude low
frequency waves. - The bird walkserrom the key to the Baek of the .chamber
and stays there for a relatively long period of time before approaching the
key. Thebamount of time stan@iﬁg fairly stiliiaway from the key is reflected
in the behavior wave as the duration of ‘its peak. These waves typieaily

occurred at the end of an IRI during early FI performance (eg., see Figure 3)
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and during the PRP in late FI performance (eg., see Figure 22).

A pause in pecking can be associated with any one or a combination of
the above three wave patterns. In summary, sho?t IRTS (generally less
than a few seconds)‘simply refleét short moQéménts away from the key.
Longer IRTs, hoﬁevér, were characterized by a variety 6f wave férms that
océurred systeméticélly within an IRI or throughout the development of FI
performance. Thus, where the traditional measure of behavior showed an
absence of an event over time; i.e., a zero response rate, thé present
technology was able to describe a variety of behavioral processes.

In addition to pfoﬁiding more information about the development of
FI behavior, the finaings of this experiment address.a number of related

theoretical issues.

The operant

Skinner (1969) stated, "An operant is a class of thch a response
is an instance or member'...vIt is always a response upon which a given
‘reinforcement ié contingent, but it is. contingent upon properties which
define membership in an operant. Thus a set of contingencies defines an
operant.'" (p. 131).

Aithough members of an operant response class are typically viewed
as instantaneous eventé, it has been the posifion of this paper that mem-.
bers of an’operant class can be analyzed aé movements consisting of
behavioral elemenﬁs, an approach ofiginally adopted b? Skinner in his
earlier writings.  There is no question concerning the value of the former

approach in the development of our ability to predict and control behavior.
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The value of the latter approach can be questioned, h9Wever, since the_
amount of data related to behavioral sequences inurelatién to the operant
is limited.

In exémining'the above issue, some questions'need be addressed. First,
if we view the members of an operant as instantaneous events, -are othe;v
behavioral ‘events which occur important qu analysis? Second,‘if these.
other events are impdrtant, what are some ways of organizing.these
behavioral events within a conceptual system? . In relation to the first
question, a reinforcement contingency affects behavior in a number of.
important ways. First, it may.iﬁcrease the frequency of a particular
response class, and second, it may affect the frequency of other behaviors
ana how these oﬁher behaviors are distributed over time (Anderson and
Shettleworth, 1977; Falk, 1971; Shettleworth, 1975; Staddon, 1977). I;
the present experiment, examining behaviors in addition to kéy closures
resulted in a description of behavioral procegses océurring during FI
schedules that copld not be derived from examining key closures_alone.
Therefore, from fhe point of view of predicting behavior it appears that
the behaviors other than the switch closures are important fpr analysis.
To what extent these other behaviors need be analyzed Qill depend on the

 types~of queétions addressed by the.experimenter and the types of functional
relationships obtained. Whét'is more debatéble, and cannot Be determined
from the présent experiﬁental results, is the best way to con@eptualize
those behaviors that are not actual switch closures. Even if behaviors

other than key closures are recognized as important, one may still view
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theﬁoperant as é class of instantaneous éVents,each possessing thé property
upon which reinforcers are contingent, with all othef behavioral events as
membefs of other béhavioral units. The present‘position is that a'variety"
of behavioral units can be identified, but'the operan£ can consist of func-
tionally relatéd elements that do not necessarily ppésess the property upon
which feinforcers.are‘contingent (Catania, 19733); Arguments for the
forﬁer position are -the yeafs'pf research and‘appiicatiohs that have demon-
strated that positions ability'to predict‘and coﬁtroi behavior. 1In terﬁs
of a data base, argUménts for the latter appréach are considerably weaker.
The position of this agthor,'however, is that the latter approach appeafs
to be a feésible'approach to the organizgtion of ou; data that_needs to

be explored further before it is either adopted or rejected.

Constituents of response rate

As outiined %n therintroduction; when the operant is viewed as a
behavioral sequence two variables may affect résponse rate as typicaliy
measured: (1) the amount of time allocated to the'operaﬁt;‘and (2) the
spatial character of ghe operant.. Changes,in regponseirate.gs a functioﬂ
of time allocated to the operaﬁt havevbeen.weil'doéumehted (Crowley,»1979;>
Gilbert, 1958; LaBounty and Reyno}ds, 19?3; Rand; 1§77), while struétural
changes in the Obérant affecting respohse'fate ﬁavéinpt been.well documented
(but see-Skinnef, 1957; Pear and Rector,”1979)f

A In the ppeseﬁt,study response rate varigd within an IRI and thrdughout

the development of FI behavior.. The changés-obServed in the behavior waves -

suggest that both of the above changes occurred and affected response rate.
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Changes in time allocated to key pecking, however, appear to account for
many of the changes observed in response rate, especially for the FI 2 and
FI 4 schedules. This>iﬁterpretation is based on the observation that for
these écheduies periods of pecking were éssociated with structurally similar
behavior waves; i.e., low amplitude high'frequency'waves (see Table 1).
Generally, lengthy periods of ‘nonpecking were characterized by high
amplitude waves of either moderate or low frequency. Changes in response
rate were reflected by changes in the fréquency of occurrence of the‘low
amplitude waves oécurring close to the key; i.e., in the amount of time
allocated to the key-pecking activity.

From a structural point of view the data also suggest that systematic
structural changes in the operanﬁ can occur and affect response rate;b This
interpretation of the data is based on the observation that although there
usually was a predominant wave form associated with pecks across all '
stages of the development of FI behavior, this was not the case for FI 16
(see Table 1). It is therefore possible for one wave form associated.with
pecks to decrease in fréquency while another increases, thus affecting res-
ponse rate as typically measured. It should also be noted that although
the same wave form was predominantly associated with pecks forlthe FI 2,
FI‘4; and FI 8 schéduies, at present it would be.an ovérgeneralization to
argue that this was a‘coﬁmon feature of pecking for these schedules. The
schédule‘of reinforcemenﬁ may not be the only Qariable affgcting response
form. Possibly other variables heid constant in this experiment, sﬁch as
level of food deprivatién or type of reinforcer (cf. JenkinsAénd Moore,
1973), may affect the bredomiﬁant wave form.regardless of the schedule of

reinforcement.
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The above interpretation represents a structural analysis of the
data iﬁ that it views the wave form associated with pecks as reflecting
the occurrence of the operant unit. A functional interpretation of the
data is that ﬁhe wave form associated with pecks may not reflect the key-
pgcking operant, but rather a set of related oberants such ‘as turning and
approaching the key. Therefore, the predomiﬁant wave form associated with
pecks‘may have changed,rnot because the structure of the\key—pecking‘
operant changéd, but rather because the frequency of occurrence of a
variéty of operants changed éystematically, thus affécting tﬂe wave form
predominantly associated with key pecks.

Regardless of which of the above interpretations, if either, is more
valid, it is clearly not possible to identify separate activities by
examining only their structures, since their controlling variables must
also be determined (Skinner, 1969). TFuture research, however, may fruit-
fully examine these issues by combining the spatial-structural technique
of the present étudy with the temporal-structural éechﬁique of other
researchers. For examplé, Anderson and Shettleworth (1977), Staddon and
Simmelhag (1971), Shettléworth (1975),iand Wong (1977{ 1978) defined beha-
yior classes and determined the amount of time these classes were engaged
in within an IRI. By combihing the latter technique with the presenﬁ spa-—
fialvanalysis it would be possible to not enly determine the amount of time
each behavior class was .engaged in, but also describe those systematic
Ehanges.that may occur within each class and the trénsipions that occur
between classeé. To summarize, one direction for fgture researchers is to
determine ionr whén systematic changes in wave forms fefléct systematic
changes in thé‘étructure of a response class, or systematic changes in thei

frequencies of a group of related response classes.



83.

Based on the present data, conclusions concerning the structure of
the operant unit and changes in the constiuents of response rate are
speculative. The present data are cleaf, however, in showing how behavior
waves change‘systematically within an IRI and throughout the dévelopment‘
of FI_behaQior. What §ariable or variables could produce these systematic

changes will now be discussed.

Stimulus control and interim activities

"Stimulus control is observed wheﬁ a change in a particﬁlar properfy
of a stimulus produces a chaﬁge in some response characteristic (Rilling,
1977)". The presentétion of a conditioned stimulus that results in a
decrease 1in fesponse strength is referred to as an inhibitory stimulus.

A conditioned stimulus that increases response strength, relative to its
absence, is referred to as an excitatory §timu1us. Changes in}response
strength following a change in a’stimulus class have been measured by:

(1) response rate changes (Guttman and Kalish, 1956; Jenkins and Hérrison,
1962); (2) IRT changes (Blough, 1963, 1969); and (3) time engaging in the
experimental,operant (Migler and Millenson, 1969; Rand, 1977). An anélysis
of behavior waves should also prove to be useful in providing a more com;
prehensive analyéis of the behavioral changes following a change in a
stimulus class. ‘The present data may in fact provide us with information
concerning these changes.

During steady-state FI perform;nce, the "break-run" pattern of pecking
can‘be considered to be the result of a discrimination between an ”extiné-
tion" (§7) component and a ”variable—interval” reinforced (s") component

(Schneider, -1969), with the discriminative stimuli possibly being temporal.
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This anélysis is supported by Wilkie (1974) who ogtained inhibitory stimu-
lus cont;ol gradients during the early portion of aﬁ IRI, but exciﬁatory
gradients during the 1at£er portion of an IRI. 1In the present experiment;
steady-state FI (Stage'S)'was characterized by a flat‘”waye” occurring.a
considerable distance from the key, followed by an abrﬁpt change to. low
amplitude‘high fréquency waves associated with key pecks. Due to the
presence of two distinct waves or states; the data tends to support earlier
conclusioné,(Migler and Millenson, 1969; Rand, 1977) that the presentation
of an inhibitory or excitatory stimulus simply decreases or increases the
amount of time engaging in the éxperimental operant, respectively.

The present data also provide a description of the continuous beha-
vioral changes that occur while the disériminatioé exhibited during steady-
state is developing iﬁ earlier FI étages. For example, Stagéﬁ4 was
characterized by positive acceleration in pecking rate within the IRI,

’thus reflecting an intermediate stage in the development of the.discrimina-
tion described by Schneider. During this stage, behavior waves changed
systematically within the IRI. Following the flat ''wave' at the start of
the interval, one observes a fairly gradual change from high amplitude waves
to low amplitude Bigh frequency waves. Nondefining approaches associated
with both types of waves‘tended to occur during the middle portion of the
IRI.  What appears to be occurfing therefore are systematic changes in
behavior; i.e., oscillatidﬁs between pecking and not pecking, as a func-
tion of a gradual change from inhibitory to excitatory stimulus control

within the IRT.
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The change in stimulusvcoﬁtrol that is knowv to occdr'acrosg the IRI
of FI schedules provides suppoff for the hypothesis that éome of the waves
observed in the present data reflect fhe occurrence of interim activities.
Depending on the species examined, observationsiof steady-state performance
in periodic food schedulés,(response;dependent and response-independent)
has shown that during S~ periods activities such as drinking, wing»flépping,
and aggressive behavioré_occur at a frequency higher than’that observed
priorito conditioniﬁg sessions (see Staddon, 1977, for é review). Tﬁese
scheduled-induced behaviors have been tefmed interim activities. Staddon
and Simmelhag (1971) proposed that interim activities -serve the adaptive
functioning of rémoGing the animal froem food situations at timeé when food
delivery.is unlikely; i.e., during S periods. It is therefore possible
that in the present study the high amplitude waves, resulting froﬁ the
bird moving a goﬁsiderable distance away from the key, represent the
occurrence of interim activities during S~ periods.. The systematic changes
observed in the high amplitude ane; as FI performance déQeloped may there-
fore reflect systematic changes in interim activities as stimplus‘control
developed within the IRIs.

An alternative;explanation for the high amplitude waves is that they
reflect the occurrence of a complex set of operants related to-the key-
pécking operaht'(Skinner, personal communication). The response key, the
'peckjng of which is followed by food, may have become a conditioned
reinforcer. Therefore tgrning, approaching. the key, and positioning the

head may have been response classes reinforced by either the presentation
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of the key or increased proximity to the key. A wave may the;efore re-
flect‘the occurrence of a set of operants. This interpretation, however,
is not neﬁessarily incompatable with the previous interpretation of high
.amplitude waves. _As stated earlier, it has been demonstratedvthat for FI
schedules there are S periods. Thus, for FI séhedules the key may not
always function as a coﬁditioned reinforcer. When the key functions as
an inhibitory stimulus (Wilkie, 1974) the animal may be removing himself
from the inhibitory stimulué (Staddon and Simmelhag, 1971). When the key
later functions as an excitatory stimulus, the operant-chain process
suggested by Skinner above may. take affect; Future’research might there-
"fore differentiate between those variables or stimulus conditions that
affect movements away from the key versus those variables or stimulus

conditions that affect movements towards- the key.

Summary comments

The fréquehgy and amplitude'of behavior waves changed systematically
within an IRI and across the development of FI performance. Five behavior-
wave patterns were identified to describe this developmental process. The
predominant wave form associated with key‘pecks remained fairiy constant
for FI 2 and FI 4, showed some unsystematic changes for FI 8, and changed
syétematically for FI 16 when comparing early performance with steadyf
state performancé. |

Interpretations of the above findings address a variety of related
theoretical issues in the experimental'analysié,of behavior. First, a

reinforcement contingency increases the.frequency of certain behavioral
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a

elements‘in‘additidn to those elements that posses the property upon which
reinforcers are contingent} One issue for future research is whether or
not these functionally related elements, and consequently behavior sequen—
ces, should be incorporated into the definitiOn of £he operant. Second,
since extensive nonpecking periods were aséocigtéd Qith high_amplitude
Waves, and since no one p;edominant wave form Was associated with key
pecks, the data suggest that for FI schedules changes in momenﬁ—to—moﬁent
response rate may reflect either a chaﬁge in the proportion of time key

- pecking ;r a change in the structure of the pecking activity. Future
research might combine the.spatial—spructural‘analysis of the present
study with the temporal-structural analysis of others (eg., Staddon and

- Simmelhag, 1971; Shettleworth, 1975) to‘provide a more comprehensive
analysis.of how the constituents of résponse rate vary over.time. Third,
the high amplitude waveé observed during nonpecking periods may reflect
the occurrence of interim activities. The changes obsérved in these waves
throughout the development of FI behavior appear to reflect the develop-
ment. of inhibitory and excitatory stimulus control withiﬁ an IRI.

Finally, the presénﬁ data suggest the iﬁportance of both a structuralland
functional approach to the analysis of behavior. Qﬁ the one hand, the
behavior waves of the pfesent study provided important information about
the development of FI behavior.that could not be derivéd,from examining
instantaneous mehbers of a response cléss alhostvfree of structure. On
the other hand, different wave forms need not reflect different behavioral
bunits, and similér wave forms need not reflect the occﬁfrence.of one par-

ticular behavioral unit. In general, the controlling variable of a .
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response cannot be determined. by examining the structure of the response.
Thus, depending on the type of questions an experimenter addresses, beha-
vior researchers may have to incorporate into their analysis some of both

the structural and functional aspects of behavior.
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