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Abstract

The cognitive radio-based wireless networks have been proposed as a promising technology to improve the utilization of the radio spectrum through opportunistic spectrum access. In this context, the cognitive radios opportunistically access the spectrum which is licensed to primary users when the primary user transmission is detected to be absent. For opportunistic spectrum access, the cognitive radios should sense the radio environment and allocate the spectrum and power based on the sensing results. To this end, in this thesis, I develop a novel cooperative spectrum sensing scheme for cognitive radio networks (CRNs) based on machine learning techniques which are used for pattern classification. In this regard, unsupervised and supervised learning-based classification techniques are implemented for cooperative spectrum sensing. Secondly, I propose a novel joint channel and power allocation scheme for downlink transmission in cellular CRNs. I formulate the downlink resource allocation problem as a generalized spectral-footprint minimization problem. The channel assignment problem for secondary users is solved by applying a modified Hungarian algorithm while the power allocation subproblem is solved by using Lagrangian technique. Specifically, I propose a low-complexity modified Hungarian algorithm for subchannel allocation which exploits the local information in the cost matrix. Finally, I propose a novel dynamic common control channel-based medium access control (MAC) protocol for CRNs. Specifically, unlike the traditional dedicated control channel-based MAC protocols, the proposed MAC protocol eliminates the requirement of a dedicated channel for control information exchange.
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<td>$\overline{\mathcal{K}}$</td>
<td>Number of channels sensed at a given frame</td>
</tr>
<tr>
<td>$\mathcal{K}$</td>
<td>Set of channels sensed</td>
</tr>
<tr>
<td>$\mathcal{K}$</td>
<td>Set of channels available for sensing</td>
</tr>
<tr>
<td>$\nu_{m,n}$</td>
<td>Multi-path fading component</td>
</tr>
<tr>
<td>$P_{\Theta}$</td>
<td>Relative channel idle probability w.r.t. the CCC</td>
</tr>
<tr>
<td>$\phi(.)$</td>
<td>Mapping function</td>
</tr>
<tr>
<td>${\phi_n}$</td>
<td>Minimum rate requirement of $n$-th user</td>
</tr>
<tr>
<td>$\psi_{m,n}$</td>
<td>Shadow fading component between location $m$ and $n$</td>
</tr>
<tr>
<td>$\Phi(.)$</td>
<td>Multivariate Gaussian distribution</td>
</tr>
<tr>
<td>$\omega_n$</td>
<td>Weight factor for the $n$th component of the energy vector</td>
</tr>
<tr>
<td>$\omega_k$</td>
<td>Primary users’ activity on $k$-th subchannel</td>
</tr>
<tr>
<td>$\omega_k$</td>
<td>Threshold activity factor</td>
</tr>
<tr>
<td>$\tau$</td>
<td>Sensing duration</td>
</tr>
<tr>
<td>$w_0$</td>
<td>Bias value used in the SVM to determine the classification hyperplane</td>
</tr>
<tr>
<td>$\xi$</td>
<td>Soft margin constant</td>
</tr>
</tbody>
</table>
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Chapter 1

Introduction

1.1 Introduction

With the advances of information and communication technologies and the development of world economy, there has been an explosive demand for wireless communication services. Specially, wireless internet access through the smart-phones, tablets, and laptops has become the primary means of personal communication. The wireless communication applications go beyond the personal communication services to perform sensing, monitoring (e.g., surveillance systems and embedded health monitoring systems), traffic controlling, and so on. This proliferation of wide range of wireless communication services is challenged by the scarcity of the radio spectrum since most of the available (and useful) radio spectrum have already been allocated by the regulatory communities for different services. The scarcity of the radio spectrum and exponential growth in the demand for wireless services have motivated researchers to develop new technologies for wireless and mobile communication to provide a ubiquitous, efficient, and seamless connectivity.
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1.1.1 Basics of Cognitive Radio: Motivation and Definition

As has been just mentioned, most of the useful frequency bands have already been assigned to network operators as a large chunk of frequency spectrum by granting exclusive right to use for a long-term over vast geographical areas [7, 8]. Specially, under current allocation policies, a chunk of frequency spectrum is licensed to one operator for a given geographical location and a particular application while not allowing the transfer of the right to use that spectrum to other operators. These policies limit the flexibility of spectrum exploitation as they result in spectrum underutilization. Therefore, the traditional wireless communication systems have to utilize only the dedicated spectrum band irrespective of the traffic condition. Further, this long-term large chunk assignment limits the feasibility of short term small spectrum band licensing to meet temporary traffic demand. At the same time, the allocated spectrum may not be fully utilized when the number of users is small while prohibiting other users from accessing the spectrum. In addition, the unlicensed spectrum bands such as the Industrial Scientific and Medical (ISM) bands have become crowded. Thus, the ISM bands also have a limited bandwidth availability for new services. However, a study by the Spectrum Task Force (SPTF) of the FCC [8] has shown that a large portion of the licensed spectrum bands are partly or highly unoccupied in a given area at a given time. As a matter of fact, FCCs reference [9] states that the licensed spectrum utilization over the time and geographical location varies from 15% to 85%.

The problem of spectrum scarcity in presence of spectrum underutilization has motivated researchers to investigate new spectrum management paradigm for wireless communication systems. Mitola [10] proposed a novel idea for the opportunistic use of underutilized portion of the spectrum, while providing a solution to mitigate the spectrum scarcity problem. This proposed spectrum management paradigm creates a landscape for new wireless services using the novel device called “Cognitive Radio. A cognitive radio (CR) is an
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intelligent wireless communication device, which senses its operational electromagnetic environment and can dynamically and autonomously adjust its radio operating parameters [10–12]. In this context, opportunistic spectrum access (OSA) is a key concept which allows a CR device to opportunistically access the frequency band allocated to a licensed user when the license user transmission is detected to be inactive. The licensed users’ inactive spectrum bands are referred as “spectrum holes” or “white spaces”. These spectrum holes or white spaces are formally defined as [13]: “a band of frequencies assigned to a primary user (license user), but, at a particular time and specific geographic location, the band is not being utilized by that user”.

To achieve OSA by dynamically and autonomously adjusting its radio operation parameters, cognitive radios should have two main characteristics [1]: cognitive capability and reconfigurability. The cognitive capabilities of a CR device is defined as the ability to sense the surrounding radio environment, analyze the sensed information, and make the spectrum access decision based on the analyzed information. Reconfigurability is defined as the ability of a CR to change its operating parameters based on the information obtained from spectrum analysis on-the-fly. Such CRs, when interconnected together (either through a cognitive base station (CBS) or directly in a peer-to-peer manner), form a cognitive radio network (CRN). In such a CRN, the available spectrum is allocated among the CRs efficiently by using a smart spectrum management system.

1.1.2 Challenges in Cognitive Radio Networks

Cognitive radios should be capable of meeting their operational requirements while avoiding harmful interference caused to the primary network (or primary users (PUs)). To access the unlicensed spectrum without causing harmful interference to the PUs, the CRs should be equipped with some additional (compared to traditional wireless devices) functionali-
ties such as spectrum sensing, learning, spectrum management and opportunistic spectrum access.

Spectrum Management

The unique challenge imposed on CRNs due to their coexistence with primary networks is mainly related to spectrum management functionalities such as spectrum sensing, analysing, sharing, and spectrum mobility. The spectrum-sensing mechanism in cognitive radios should find answers to the following issues: where to sense, what to sense, how to sense, how long to sense, allowable interference limits and so on. Once spectrum sensing is completed, a CR should take a decision by analyzing the sensed information. Then, the spectrum management system should find answers to the spectrum-sharing specific questions such as how to access and how to allocate PUs’ idle bands. Nevertheless, the spectrum management system should release the spectrum band being used by the CRs upon reappearance of a PU in that spectrum band. Also, the cognitive communication should be shifted to another band if there are idle spectrum bands available. At this point, solutions to the spectrum-mobility-specific issues such as how to stop CR transmission, where to shift and how to change configuration parameters are of significant importance for smooth operation. Optimizing spectrum management issues in such a way that mitigates PU interference while improving cognitive throughput is not an easy task.

Resource Allocation

The resource allocation scheme in a CRN is the entity which is responsible for avoiding harmful interference caused to the PUs while optimally utilizing the available resources (i.e., power and spectrum). For this, the resource allocation schemes need to consider the effect of PU activities in different bands. Therefore, the resource allocation schemes used
in legacy wireless networks are not suitable for CRNs. Also, different types of resource allocation methods will be required based on the CRN architecture (i.e., centralized or distributed CRN) or the type of operation mode of the CRN (e.g., overlay mode or underlay mode). While power control is a crucial component of resource allocation for CRNs operating in the underlay mode (i.e., mode in which PUs and CRs can access a spectrum band simultaneously), it is not that crucial in case of overlay mode (i.e., mode in which PUs and CRs do not access a spectrum band simultaneously).

Medium Access Control

The medium access control (MAC) is related to resource allocation. In the presence of multiple CRs, the MAC method is responsible for resource allocation among the CRs and coordinating the access of the CRs to the shared radio resources. In a centralized CRN (e.g., a cellular CRN), the MAC method is executed by the CBS in a centralized manner, while in a distributed CRN (e.g., an ad-hoc CRN), the CRs independently perform the MAC method. The MAC method should efficiently use the radio resources while limiting interference caused to the PUs. However, for efficient network operation, the signaling overhead of the MAC method should be low.

Security Issues

CRNs are susceptible to all traditional wireless network specific attacks [14, 15] such as radio frequency (RF) jamming (data and control channel) [16, 17], MAC address snooping [17], spurious MAC frame (e.g., RTS, CTS, ACK frames) transmission [17], eavesdropping [18] and cheating on contention (violating back off rules) [19]. In addition to these traditional attacks, CRNs undergo new security attacks due to the unique behaviour of cognitive radios. The main CRN-specific attacks are as follows: primary user emulation-
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tion attacks (PUEA) [20–22], spectrum sensing data falsification (SSDF) [23–25], beacon falsification (BF) [26, 27], and cross-layer attacks [28–30].

1.2 Research Goal

The research work presented in this dissertation is motivated by three important but unexplored problems in the literature as follows:

- Develop a novel cooperative spectrum sensing scheme that has following advantages over the traditional cooperative spectrum sensing (CSS) schemes:
  
  - Capable of implicitly learning the surrounding environment (e.g., the topology of the PU and the CR networks and the channel fading) in an online fashion. Hence, the developed techniques should be much more adaptive than the traditional CSS techniques, which need prior knowledge about the environment for optimization.
  
  - Develop techniques which can describe more optimized decision region on the feature space than the traditional cooperative spectrum techniques (e.g., OR/AND-rule-based and linear fusion techniques) yield.

- Design and analyze a novel cognitive MAC protocol to eliminate the requirement of a dedicated control channel. The proposed cognitive MAC protocol offers the following main advantages over the existing dedicated control channel based cognitive MAC protocols:
  
  - Remove the requirement of a dedicated control channel (either in-band or out-of-band) by selecting a dynamically changing control channel from the set of PUs’ idle channels in a given time frame. This dynamic control channel selection from the unlicensed band paves the way to designing cost-effective CRNs.
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– Dedicated control channel-based cognitive MAC protocols are vulnerable to jamming. However, in the proposed MAC protocol, due to its dynamic behaviour, the jammers would not be able to detect the control channel easily for jamming.

• Propose and solve a novel resource allocation metric that capture the behaviour of CRNs while offering the following advantages:

  – Generalized resource allocation scheme that paves the way to utilize the available spectrum and power optimally and opportunistically depending on the network operators’ objectives.

  – Save some spectrum while maintaining the cognitive network coverage and interference thresholds at PUs.

1.3 Research Contributions

In a nutshell, the research presented in this dissertation investigates the following three problems in CRNs: spectrum sensing, resource allocation, and medium access control. I propose and design cooperative spectrum sensing techniques that adapt to the environment condition in an online fashion, propose and solve a generalized spectral footprint minimization based resource allocation problem, and design dynamic common control channel-based medium access control protocol for cognitive radio networks by eliminating the requirement of a dedicated control channel. The contributions can be summarized as follows:

• Learning-based cooperative spectrum sensing schemes: I propose, develop and explore machine learning-based cooperative spectrum sensing (CSS) schemes for CRNs. The machine learning techniques are often used for pattern classification,
where a feature vector is extracted from a pattern and is fed into the classifier which categorizes the pattern into a certain class. In the context of CSS, I treat an “energy vector”, each component of which is an energy level estimated at each CR device, as a feature vector. Then, the classifier categorizes the energy vector into one of two classes: the “channel available class” (corresponding to the case that no PU is active) and the “channel unavailable class” (corresponding to the case that at least one PU is active). Prior to online classification, the classifier has to go through a training phase where it learns from training feature vectors.

In this regard, in Chapter 3, I propose to use unsupervised learning approaches such as the K-means clustering and the Gaussian mixture model (GMM) for CSS based on the energy vector. The K-means clustering algorithm partitions the features into K clusters. Each cluster is mapped to either the channel available class or the channel unavailable class. On the other hand, in the GMM, I obtain a Gaussian mixture distribution from training feature vectors, where each Gaussian distribution in the mixture distribution corresponds to a cluster. Due to their higher prediction capability, I also propose to use supervised learning approaches such as the support vector machine (SVM) and the K-nearest neighbor (KNN) for CSS. In the SVM, the support vectors (i.e., a subset of training vectors which fully specify the decision function) are obtained by maximizing the margin between separating hyperplanes and feature vectors. Specially, the performance of each of the classification techniques is evaluated in terms of the training time, the classification delay, and the ROC curve. The effect of the number of the CR devices in cooperation is also quantified.

- **Dynamic common control channel-based MAC protocol:** In Chapter 4, I propose a dynamic common control channel-based MAC (DCCC-MAC) protocol for CRNs. To the best of my knowledge, this protocol would be the first cognitive MAC protocol
in the literature that utilizes a dynamically changing in-band common control channel for exchanging control information instead of dedicated control channel. Specifically, for a set of cooperating secondary users (SUs), the common control channel during a given frame is selected by employing a SVM-based learning technique. The one-dimensional decision values of the SVM are processed for selecting the control channel. As an incentive, the SUs who participate in the CCC selection process are prioritized during the data transmission phase.

The proposed DCCC-MAC protocol is capable of learning the surrounding environment cooperatively in an online fashion. Since the CCC is selected based on the learning decision, the proposed MAC protocol eliminates the requirement of dedicated control channel for control information exchange. Also, due to the dynamic nature of the CCC, the proposed DCCC-MAC protocol is able to withstand against control channel jamming problem. Specially, this MAC protocol mitigates not only the multichannel hidden terminal problem but also the PU hidden terminal problem due to the cooperative nature in PUs idle channel detection. Finally, for this proposed MAC protocol, I derive a closed-form expression for saturation throughput.

- **Generalized spectral footprint based resource allocation:** In Chapter 5, I propose a novel resource allocation method for downlink transmissions in a CRN which is based on the generalized spectral footprint minimization problem. The main benefit of this method is two folded: a) paves the way to optimally and opportunistically utilize the available radio resources depending on the network operators objectives. b) instead of utilizing all the available bands for transmitting, the CRN can save some spectrum bands for other applications while satisfying its own requirements.

The proposed resource allocation method assumes a multiuser orthogonal frequency-division multiple access (OFDMA)-based CRN. The generalized spectral footprint
minimization problem is formulated under the required rate, interference, total power and sensitivity constraints. The formulated optimization problem is a non-convex mixed-integer programming problem. Therefore, I solve this optimization problem by dividing the original problem into a subchannel allocation master problem and a power allocation subproblem. Specially, I propose a lower-complexity modified Hungarian-based subchannel assignment algorithm by exploiting the local information in the available subchannel assignment cost-table, which is used for subchannel assignment. Moreover, the optimality of the proposed modified Hungarian-based subchannel allocation algorithm is proved. The power allocation subproblem is solved by adopting Lagrangian based approach. In particular, to provide insights into the system behaviour, I derive a closed-form expression for the number of sub-channels required to satisfy a given QoS requirement when there is a single user in the network.

1.4 Organization of the Thesis

In Chapter 2, I present a high level overview on cognitive radio networks, different aspects of spectrum management and medium access control protocols. In Chapter 3, I present machine learning-based cooperative spectrum sensing techniques for CRNs. Chapter 4 presents novel dynamic common control channel-based medium access protocol for cellular CRNs. In Chapter 5, I present generalized spectral footprint-based downlink resource allocation scheme for multiuser multichannel cognitive radio networks. Finally, Chapter 6 summarizes the milestones achieved in this study and future research directions.
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Overview on Cognitive Radio Networks

In CRNs, dynamic spectrum access (DSA) is a key concept, which allows a cognitive radio (secondary user) to opportunistically access the frequency band allocated to a licensed (primary) user when the primary user transmission is detected to be absent in a given geographical area (spectrum overlay paradigm). Further, in CRNs, secondary users (SUs) can use the licensed spectrum if and only if they guarantee no harmful interference to primary user networks (spectrum underlay paradigm). Inefficient utilization of the available spectrum and power can degrade the performance of both the secondary (or cognitive) and the primary networks.

In DSA, to avoid the harmful interference at primary receivers and optimally utilize the available PUs’ idle spectrum bands, the CRN should have an effective and efficient spectrum management framework and a MAC protocol. The cognitive spectrum management framework is responsible for addressing main challenges in spectrum management such as spectrum sensing, spectrum decision, spectrum sharing and spectrum mobility [1], whereas the cognitive MAC protocol is responsible for optimizing spectrum sensing and the spectrum access decision, controlling SU access in multichannel networks, allocating spectrum to CRs and scheduling data transmission and supporting spectrum trading func-
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Table 2.1: Application specific standards

<table>
<thead>
<tr>
<th>Application Scenario</th>
<th>Standards</th>
<th>Use case</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wireless Regional Area Networks (WRANs) using TV white space</td>
<td>IEEE 802.22</td>
<td>The fallow TV spectrum is used by networks (WRAN) centralized CRNs [26, 27, 33]</td>
</tr>
<tr>
<td>Local area applications within buildings</td>
<td>European Computer Manufacture Association (ECMA)-392</td>
<td>Personal and portable devices for exploiting TV white space [34]</td>
</tr>
<tr>
<td>Wi-Fi using spectrum holes in TV bands</td>
<td>IEEE 802.11af</td>
<td>IEEE 802.11 protocol stack is modified (i.e. PHY and MAC layers) to meet the channel access and coexistence with other CRNs in the spectrum holes in TV bands [35].</td>
</tr>
<tr>
<td>Medical Body Area Networks (MBAN)</td>
<td>IEEE 802.15.4j</td>
<td>Allowed to access 2.36GHz-2.4GHz band on cognitive basis for MBAN [36, 37]</td>
</tr>
<tr>
<td>Public Safety (FirstNet)</td>
<td>3GPP (LTE)</td>
<td>Provide spectrum with priority to public safety network in addition to the licensed bands [38, 39]</td>
</tr>
</tbody>
</table>

2.1 Regulatory Aspects and Standardization

As any other wireless network, CRNs also require a standardization process to successfully develop and implement them in practice. Therefore, researchers and industry practitioners got together and formed groups (i.e. IEEE 802.18, 19, 21, 22 and so on) to standardize and regulate cognitive radio-specific activities. IEEE 802.18 is a regulatory and advisory board which is responsible for participating and monitoring radio regulatory activities in different projects such as IEEE 802.11, IEEE 802.15, IEEE 802.16 and etc. These communities have made significant efforts toward the standardization of cognitive radio networks by incorporating dynamic spectrum access technologies for different application. Some of the application specific standards are listed in Table 2.1 [32].

2.2 Cognitive Radio Network Architectures

A cognitive radio network (referred to as secondary network, unlicensed network, or dynamic spectrum access network) coexists with primary networks (also referred to as li-
censed networks) within the same geographical area, at the same time and utilize the same frequency bands. The CRs in CRNs are not licensed to operate in the spectrum band. Only the primary networks are licensed to operate, and they serve primary users who have the right to access the spectrum band licensed for use. The primary network can be classified as either a centralized (infrastructure-based) network or a distributed (or ad-hoc) network. Similarly, based on the network architecture, the cognitive radio network can also be classified as either a centralized or a distributed network. Generally, the PUs and the primary base stations (PBS) do not have the cognitive radio capabilities. Hence, it is the responsibility of cognitive users to sense the channel before cognitive transmission and vacate immediately after the appearance of primary users.

2.2.1 Centralized Cognitive Radio Networks

Centralized CRNs \[1, 11, 42\] are infrastructure-based CRNs which have a central controller or coordinator (see Fig. ??), e.g., a CBS or a central access point. This central controller collects spectrum information from cognitive users over a licensed or unlicensed spectrum band (i.e., control channel), analyzes and makes information about spectrum availability (e.g., channels where PUs are absent) known to cognitive users via control channels. However, the information collection and exchange process between secondary users (SUs) incur additional significant signalling overhead with an increasing number of SUs. Apart from cognitive functionalities, a cognitive base station performs resource (e.g., channel and power) allocation for cognitive (or secondary) users. The IEEE 802.22 is the first worldwide standard to follow a centralized scheme and the IEEE 802.22 standard defines the specification for centralized cognitive communication networks \[43\].
2.2.2 Distributed Cognitive Radio Networks

Distributed CRNs [1, 11, 42] are ad-hoc or point-to-point communication systems where SUs communicate over licensed or unlicensed bands opportunistically as shown in Fig. ???. These distributed CRNs do not have a central controller to coordinate opportunistic spectrum access and spectrum access decisions are jointly coordinated via a common control channel (CCC) [44]. Hence, the signalling overhead in distributed CRNs is considerably small compared to centralized CRNs even with a larger number of SUs. However, the spectrum access decision taken by distributed CRNs based on local information may not be optimal.

2.2.3 CR Operational Models

All the CRs in either centralized or distributed CRNs can use either of the following operational modes [11, 45]: underlay, overlay, and interweave (see Fig. 2.1). In the underlay model, the CRs allow concurrent transmission with primary users. Such CRNs protect the PUs by enforcing a spectral mask in such a way that guarantees the interference experienced at the PUs is below the acceptable noise floor. Overlay (e.g., relay-assisted) systems assist primary transmission and may utilize a small portion of the primary band for cognitive transmissions as an incentive. The interweave approach-based CRNs are derived from J. Mitola's doctoral thesis [10]. In such networks, CRs access the unlicensed band opportunistically when PU activity is not detected on the sensed spectrum bands.

2.2.4 Spectrum Access Model

Generally speaking, the so-called underlay, overlay, and interweave modes of CR operations use different forms of dynamic spectrum access (DSA) models. The DSA models in CRNs can be typically categorized into three access models as follows [31, 46, 47]: spec-


Figure 2.1: Cognitive radio operational models. a) Underlay operation b) Overlay operation c) Interweave operation.

trum exclusive-use model, spectrum shared-use model, and spectrum common-use model. In the spectrum exclusive-use model, when the licensed users do not use the bands, the spectrum licensee grants the spectrum access right to the CRs (i.e. overlay mode) under some constraints. In the spectrum shared-use model, the CRs (i.e., underlay, overlay, and interweave mode) are allowed to access the spectrum simultaneously with PUs as long as CRs do not create harmful interference at primary receivers. In the common-use model, all the CRs have same right to access the spectrum and this spectrum is not licensed to any party (i.e., unlicensed spectrum bands such as the industrial, scientific, and medical [ISM] bands).

2.3 Spectrum Management Framework

The number of accessible channels available in traditional wireless networks is fixed whereas the number of channels available for cognitive transmission rapidly varies with time and space. The number of channels available for cognitive transmission changes with the appearance of a primary user since the the spectrum band is licensed to PUs. This rapidly-fluctuating nature of available spectrum imposes unique challenges in cognitive ra-
dio spectrum management system such as interference avoidance, QoS provisioning, and seamless cognitive communication. In order to address these challenges, the CRNs should determine which portions of the spectrum bands are available for cognitive transmission, select the best channel to achieve required QoS, coordinate access to mitigate interference and collision, and vacate the channel upon the appearance of PUs. These capabilities are achieved by cognitive radio networks through four different spectrum management functionalities: spectrum sensing, spectrum decision, spectrum sharing, and spectrum mobility [1]. The relationship between the spectrum management functionalities are illustrated in Fig. 2.2.

2.3.1 Spectrum Sensing

Spectrum sensing is a process (which is implemented in CRs) for obtaining radio or spectrum information at a given time and a given location. The radio information obtained through spectrum sensing focuses on the following: obtaining PU-idle channels, calculate the interference experienced by the PUs, learning the PU traffic condition to enhance CRN operation, and estimating the channel gains between cognitive radios. The CRN makes
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spectrum access and sharing decisions based on the data provided by sensing process. Therefore, the sensing data should be highly reliable and up-to-date for smooth operation of primary and cognitive networks. To achieve the above goals, the spectrum sensing mechanism should deal with the following issues [1, 32, 48]: when to sense [49], What and how to detect [50, 50–54], where to sense [55], how to sense [56–58] and how long to sense [50, 51, 59–61]

2.3.2 Spectrum Decision

Spectrum decision making in CRNs refers to the ability to select the best PU idle bands to satisfy the QoS requirements of CRs without causing harmful interference to primary users. In order to satisfy CRs’ QoS requirements under CRN-specific constraints, at first the decision process characterizes each PU idle spectrum band, which is informed by the spectrum sensing, based on the local observation and statistical information of the primary networks such as primary user activity [62]. Then, the most suitable bands which satisfy these QoS requirements are selected based on spectrum characterization. Once the most appropriate bands for cognitive transmission are identified, the spectrum decision process reconfigures its transceiver parameters to support cognitive transmission on the selected bands. The spectrum decision flow is illustrated in Fig. 2.3 and the main questions to be answered in performing these functionalities are as follows [63]: How to characterize available spectrum bands? How to select the best PUs idle band to satisfy CRs QoS? and What is the best technique to reconfigure cognitive transceivers for the bands selected?

2.3.3 Spectrum Sharing

The spectrum sharing functionality in CRNs is responsible for satisfying the QoS requirements of CRs and avoiding/mitigating harmful interference caused to the PUs through the
CRN architecture, spectrum allocation and spectrum access mechanism. From spectrum-management perceptive, the quality and reliability of spectrum sharing depends on how the network information is exploited by the spectrum sensing and decision processes. The required information for spectrum sharing is exchanged through a control channel. The coordination in cognitive spectrum sharing is implemented by using cognitive MAC protocols. The following issues are important in the context of spectrum sharing in CRNs: network architecture, spectrum allocation and spectrum access mechanism.

- **Architecture-based spectrum sharing:** The network architecture-based spectrum sharing approaches in CRNs can be classified as centralized and distributed spectrum sharing. In centralized spectrum sharing, spectrum allocation and access are controlled by a central controller [64–66] whereas the spectrum allocation and spectrum access in distributed CNRs are performed by each CR [65, 67]. The control information in centralized spectrum sharing process is exchanged with the help of a dedicated common control channel or a dynamic common control channel [68]. Hence, the centralized spectrum sharing achieves comparatively higher performance over distributed sharing at a cost of higher information exchange and complexity.

- **How to allocate spectrum:** The spectrum allocation process is the fundamental
component in spectrum sharing and it is responsible for allocating the best frequency band and bandwidth in such a way that achieves CRs’ QoS requirements while avoiding or mitigating harmful interference at the PUs. This spectrum allocation process can be classified as either cooperative [69] or non-cooperative [70] spectrum allocation. The cooperative spectrum sharing can achieve high performance compared to non-cooperation by introducing cooperation among all the active CRs and/or cooperation with primary networks. For cooperative spectrum sharing, game theory-based approaches, such as bargaining [71] and coalitional [72] games can be used. In non-cooperative spectrum sharing, CRs do not collaborate with each other and they try to maximize their performance as much as possible in a selfish manner.

- **How to perform multiple access**: This is the key spectrum sharing function. Once frequency bands (channels) are allocated to CRs, the CRs should know or should be informed about how to access the shared wireless spectrum in such a way that mitigates or avoids interference among CRs. The spectrum access technologies utilized in traditional wireless networks (i.e., CDMA, OFDMA, TDMA, FDMA and SDMA) can be used in CRNs. Orthogonal frequency-division multiple access (OFDMA) access technology is a very good candidate for CRNs due to its capability of altering waveform and flexibility in bandwidth allocation as well as immunity to frequency-selective fading.

### 2.3.4 Spectrum Mobility

The objective of spectrum mobility in a CRN is to maintain an ongoing cognitive transmission by seamlessly switching between PU idle channels upon appearance of PUs in the network, or due to low channel quality due to CRs’ mobility [73]. This functionality can be divided into two subfunctions: spectrum handoff and connection management. The spec-
Chapter 2. Overview on Cognitive Radio Networks

The spectrum handoff process is responsible for switching an ongoing transmission from one channel to another PU idle channel, whereas the connection management process is responsible for adapting or reconfiguring switching parameters in the protocol stack. Compared to the traditional wireless systems, in CRNs, due the primary users’ activity, spectrum mobility introduces a new set of challenges.

2.4 Spectrum Sensing Techniques

For OSA, there are two basic approaches for identifying spectrum opportunities in licensed bands: database-centric approach and spectrum sensing approach. In the database-centric approach, the information about spectrum opportunities are exchanged through a central database. It requires an essential modification for the existing wireless protocols for updating its spectrum utilization in a central database. Hence, database-centric approach suffers from high infrastructure cost as well from a limitation in the opportunistic spectrum access ability. On the other hand, the spectrum sensing-based approach requires sensing the unlicensed spectrum and accessing the spectrum opportunistically when an idle channel is found. As a result, this approach does not require any modification to the existing traditional wireless infrastructure. Spectrum sensing enables CRNs to opportunistically access the spectrum by adopting non-cooperative or cooperative spectrum sensing-based detection scheme.

2.4.1 Non-Cooperative Spectrum Sensing

The techniques for detecting spectrum holes by a CR can be classified as either blind detection [74] or feature detection [74, 75]. Blind detection in CRNs characterizes the available spectrum holes or PU idle channels without having any prior knowledge of primary transmission. The main drawback of blind detection techniques is that they cannot differentiate
a PU-transmitted signal from a CR-transmitted signal. Energy detection, autocorrelation
detection, and higher-order-static detection are some of the well-known blind detection
techniques studied for CRNs. The feature detection technique utilizes prior knowledge of
the primary transmission to detect spectrum holes while differentiating PU signals from
CR signals. Matched filter and cyclostationary detection are examples of feature detection
techniques.

Energy Detection

The energy detection technique simply detects spectrum holes or PU idle channels based
on the sensed energy at the receiver [76, 77]. To perform energy detection, CRs need to
estimate the energy level for a time duration. Let \( \tau_s \) be the spectrum sensing duration. If
we denote the bandwidth by \( B \), the energy detector takes \( B\tau_s \) baseband complex signal
samples during \( \tau_s \). Let \( Z_n(i) \) denote the \( i \)th signal sample taken by SU \( n, 1 \leq n \leq N \),
where \( N \) is the number of SUs in the CRN. The signal samples consist of the summation
of the signals from all PUs in the active state and the thermal noise. That is,

\[
Z_n(i) = \sum_{m=1}^{M} h_{m,n}X_m(i) + N_n(i), \quad (2.1)
\]

where \( h_{m,n} \) denotes the channel gain from \( m \)-th PU to \( n \)-th CR, \( X_m(i) \) is the signal trans-
mittted by \( m \)-th PU, \( N_n(i) \) is the thermal noise at \( n \)-th CR and \( M \) is the number of PUs
in the network. The energy detector of CR \( n \) estimates the energy level normalized by the
noise spectral density, which is denoted by \( Y_n \), from the signal samples as

\[
Y_n = 2 \frac{\eta}{\eta} \sum_{i=1}^{B\tau_s} |Z_n(i)|^2, \quad (2.2)
\]
where $\eta = \mathbb{E}[|N_n(i)|^2]$ is the noise spectral density. The output of the $n$-th CR’s energy detector, $Y_n$, is compared with the energy threshold $\Gamma_{th}$ and the spectrum availability decision is made as follows:

$$A_n = \begin{cases} 
1, & \text{if } Y_n \geq \Gamma_{th} \\
-1, & \text{otherwise.}
\end{cases}$$

(2.3)

If $A_n = 1$ (i.e., at least one PU is active), the channel is considered unavailable for the CR network to access. The channel is available only when there is no PU in the active state (i.e., $A_n = -1$).

Cyclostationary Feature Detector

A cyclostationary feature detector exploits the inherent periodicity of PU-modulated signals for detecting spectrum holes. Specifically, a process is said to be wide-sense stationary if its mean and autocorrelation function are time independent and it becomes cyclic stationary if it shows wide-sense stationary behaviour periodically. This is the feature that a cyclostationary feature detector exploits in the process of PU idle channel detection. The periodicity property of PUs’ modulated signals and the wide-sense stationarity property of uncorrelated noise makes it possible for the decoder to easily differentiate noise from the PUs signal. Therefore, the detector calculates the cyclic spectral density or cyclic periodogram of a received signal as follows [75]:

$$S(f, \alpha) = \sum_{\tau=-\infty}^{\infty} R_{\hat{Z}}^\alpha(\tau) e^{-j2\pi f \tau},$$

(2.4)
where \( \alpha \) is the cyclic frequency or frequency separation and \( R_\alpha^Z(\tau) \) is the cyclic autocorrelation function of the received signal. The \( R_\alpha^Z(\tau) \) can be expressed as

\[
R_\alpha^Z(\tau) = E[Z(t + \tau)Z^*(t - \tau)e^{j2\pi f\tau}]. \tag{2.5}
\]

The cyclic spectral density function of the received signal given in (2.4) yields peaks when the cyclic frequency is equal to the fundamental frequency when the PUs transmit on that channel. Hence, the presence of PUs on a given channel can be detected by identifying peaks at fundamental frequency.

### 2.4.2 Cooperative Spectrum Sensing

The individual or non-cooperative spectrum sensing-based detection is highly vulnerable to uncertainties, channel fading, shadowing, and hidden terminal problem. It is possible for CRs to cooperate in order to achieve a higher sensing reliability than an individual CR does by mitigating the hidden PU problem that arises because of shadowing and multipath fading [74]. Cooperative spectrum sensing (CSS) schemes can be classified as either centralized or distributed CSS. The CSS techniques offer better accuracy in the detection of spectrum holes by exploiting the diversity gain provided by different CRs; however, at the cost of increased signalling/traffic overhead and increased complexity [76]. The required information in CSS is exchanged through a common control channel (CCC) which lies either in the licensed band or unlicensed band such as the ISM band. The level of signalling/traffic overhead in the CCC varies based on the type of the information exchange, i.e., some CSS algorithms require one bit decision from cooperating CRs whereas other CSS algorithms require multiple bits for the sensed information from cooperating CRs.
2.4.3 Fusion Techniques for Cooperative Spectrum Sensing

In cooperative spectrum sensing, individual sensing results are reported to a fusion centre to combine the sensing results. The commonly studied spectrum sensing fusing techniques are as follows: hard fusion, soft fusion, softened fusion, and learning-based fusion techniques. In the case of hard fusion, the CRs report only one-bit information to the fusion centre, which indicate whether the sensed spectrum result is above a particular threshold or not. For example, the AND-rule, the OR-rule and the $M$-out-of-$N$ rule are commonly used for hard fusion-based cooperative spectrum sensing [78, 79]. In the soft fusion algorithms, the exact sensing results are reported to the fusion centre which then combines the individual sensing results using equal gain combining or maximum ratio combining techniques in such a way that yields PU detection decision [80, 81]. In learning-based fusion, the fusion centre adopts machine-learning techniques for fusing sensing information. Specifically, the learning-based fusion outperforms the affirmation fusion techniques due to its higher predictive power and adaptability to the environmental changes on-the-fly [54, 82].

Learning-based CSS can be classified as supervised and unsupervised learning-based CSS. Some of the learning-based fusion techniques used in the pattern recognition literature are $K$-nearest neighbour (KNN) and support vector machine (SVM) fusing whereas $K$-mean clustering and Gaussian mixture model (GMM) are examples for unsupervised learning based fusion. In learning-based fusion, prior to the online PU idle channel detection, the classifier has to go through a training phase where it learns from the CSS-based training results. Specifically, for the supervised learning techniques, the training results should be fed to the classifier with its label (i.e., $a^{(l)} = 1$ if $l$-th training sample for the PU active case, otherwise $a^{(l)} = -1$), whereas unsupervised learning does not need labels for its training samples. The main advantages of learning-based fusion over the traditional soft, hard, and softened fusions are as follows:
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Figure 2.4: Perfectly separable hyperplane for two class training data, where \( w \) is the weighting vector and \( w_0 \) is the bias.

1. Learning based fusing techniques implicitly learns its radio environmental parameters (e.g., PU and CR network topology and channel gains) in an online fashion. Therefore, learning-based techniques are much more adaptive to environmental changes than the traditional fusion techniques.

2. Learning techniques obtain a more optimized decision region on spectrum sensing results than the traditional techniques can, by yielding better detection performance.

2.4.4 Pattern Classification Techniques for Cooperative Spectrum Sensing

Pattern recognition techniques such as the Support Vector Machine (SVM) and \( K \)-Nearest-Neighbor (KNN) techniques can be used for PU detection in CRNs.

Support Vector Machine (SVM) Approach

The SVM is a pattern classification method introduced in 1992 by Vapnik [83]. This approach is widely used in bioinformatics and image processing due to its higher accuracy and ability to deal with higher dimensional data.

The SVM classification involves in two main phases, namely, SVM training phase and
testing phase. In the training phase, the set of training data with the class label (target value) and the feature set (attributes or observed values) is fed into the classifier for classification. In this phase, we find optimal separating hyperplane that separates training data optimally into different classes. This is illustrated in Fig. 2.4 for a perfectly separable two class training data set.

For a given set of training data pairs \((x_t, y_t), t = 1, \ldots, N\) where \(x_t \in \mathbb{R}^N\) and \(y_t \in \{-1, 1\}\), the SVM requires the solution of the following convex optimization problem [83]:

\[
\begin{align*}
\min & \quad \frac{1}{2} ||w||^2 + C \sum_{k=1}^{M} \delta_t \\
\text{Subject to} & \quad y_t [w \phi(x_t) + w_0] \geq 1 - \delta_t, \\
& \quad \delta_t \geq 0, \quad t = 1, 2, \ldots, M,
\end{align*}
\]

(2.6)

where \(w\) is the weighting vector, \(w_0\) is the bias and \(\delta_t\) is the slack variable, \(\delta_t \geq 0\). \(\phi(.)\) is the mapping function used to map training data into a linearly separable higher dimension and \(C\) is the penalty factor for error terms. Then, the optimization problem is solved by following the same procedure in [83] to obtain the support vectors \(\alpha_t\). Once we have obtained the support vectors, we can classify the test sample as follows [83]:

\[
y(x) = \text{sgn} \left( \sum_{t}^{M} \alpha_t y_t K(x, x_t) + w_0 \right),
\]

(2.7)

where \(K(x, x_t) = \langle \phi(x)^T \phi(x_t) \rangle\) which is known as the kernel function.

**K'-Nearest Neighbors (KNN) Approach**

The KNN approach is a simple classification technique based on the majority voting of the neighbors. The neighbors are training points previously loaded into the KNN classifier in
the training phase. In the testing phase, the KNN classifier determines the distance between the test data and each training data. Then sort them in ascending order based on the distance between the test and the training data. Then count the label of the first $K$ entries and assign the most frequent label to the test data [84].

2.4.5 Database Centric Approach for Spectrum Sensing

In the database-centric approach, the CRs acquire information about radio environment from a central database. Therefore, the CRs do not need the spectrum-sensing capability. However, implementing an up-to-date and highly reliable central database for all geological locations is a daunting task. Therefore, researchers proposed an information grid-based approach to update the central database and calculate spectrum specific information for other locations based on the information obtained through the grid points. Furthermore, researchers proposed a combined approach for improving sensing performance by means of radio environmental maps (REM) [85–87]. The REM makes it possible to combine the spectrum-sensing system with the database centric approach by providing different mechanisms and algorithms to collect, process, store and retrieve different field measurements.

2.5 Resource Allocation in CRNs

In the literature, extensive research has been carried out to allocate resources for conventional wireless networks. However, those approaches cannot be directly applied to resource allocation in cognitive radio networks due to the added limitations such as mutual interference among PUs and CRs and imperfect spectrum sensing. In this context, inefficient utilization of the available spectrum and other wireless resources in CRNs degrade not only the performance of CRNs but also the performance of primary networks. Therefore, in order to optimize the performance of both networks, it is very important to manage the
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mutual interference between CRs and avoid harmful interference at PUs. Hence, an efficient resource allocation algorithm should jointly consider the above aspects with spectrum management aspects [2, 4, 88–92].

2.5.1 Elements of Resource Allocation Problems in CRNs.

The main elements of resource allocation in CRNs are as follows:

- **Power allocation:** Efficient power allocation is a key problem in CRNs. The power allocation schemes which have been developed for traditional wireless networks cannot be used in CRNs due to the requirement that interference caused to the PUs has to be below a target threshold (i.e., acceptable interference limit).

- **Channel allocation:** Unlike those in traditional wireless networks, the channel allocation algorithms in CRNs are very tightly related to the PUs’ channel activities on the considered channels. For channel allocation, the QoS requirements of the CRs as well as the interference constraints for the PUs need to be considered.

- **User scheduling:** An intelligent scheduling scheme in CRNs should select the best set of CRs at every time slot to maximize system throughput or achieve fairness among CRs. Therefore, the CR scheduling decision should be made by considering the CRs’ channel conditions and their QoS requirements.

- **Quality-of-service (QoS):** Like other wireless networks, a CRN also needs to satisfy its users’ QoS requirements (e.g., guarantee the minimum rate requirement, maximum packet error rate).

- **Fairness:** Fairness in CRNs can be defined as how equally the available resources are distributed among the CRs in the network. CRNs achieve fairness in terms of
different ways such as bandwidth fairness (equal number of spectrum to all CRs),
power fairness (equal portion of power from the total budget in downlink transmis-
sion), or rate fairness (allocate resources in such a way that all the CRs can achieve
same rate).

2.5.2 Resource Allocation Approaches in Cognitive Radio Networks

The general resource allocation problems for CRNs are shown in Table 2.2. The appli-
cability of the input parameters, constraints and objective functions in resource allocation
optimization problem is based on the cognitive radio network architecture, communication
protocols, and transmission scenario (downlink/uplink transmission).

The input parameters and the constraints for resource allocation problem are generally
set by the network operators or regulatory authorities. As an example, the number of CRs
admitted to the CRNs is set by the network operators whereas the interference thresholds at
the PUs are set by the regulatory authorities. The interference threshold levels allowed for
underlay and overlay operational modes are not same and interference threshold for under-
lay operation is less than overlay operation due to the simultaneous opportunistic access in
CRs in underlay operation. For resource allocation, perfect channel state information (CSI)
at CRs is an important parameter and most of the resource allocation algorithms assume
that perfect CSI information is available at CRs. However, in practical scenarios, this is not
the case.

Optimization Objectives in CRNs

The objective functions in the CRNs can be mainly classified into three major categories
such as minimization, maximization and fairness as illustrated in Table 2.2. In wireless
communication systems, there is always a requirement to allocate the radio resources (i.e.,
Table 2.2: General resource optimization problems for CRNs [4]

<table>
<thead>
<tr>
<th>Inputs/Given (any combination)</th>
<th>Number of CRs in CRN/cluster/cooperate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Number of channel or spectrum bands sensed</td>
</tr>
<tr>
<td></td>
<td>Number of PUs</td>
</tr>
<tr>
<td></td>
<td>Number of relays</td>
</tr>
<tr>
<td></td>
<td>Interference thresholds at PUs</td>
</tr>
<tr>
<td></td>
<td>CSI, geographic location of PUs and SUs</td>
</tr>
<tr>
<td></td>
<td>Protocol and the protocol-specific parameters</td>
</tr>
<tr>
<td></td>
<td>CRN-specific custom inputs</td>
</tr>
<tr>
<td>Find/Decision variable (any combination)</td>
<td>Transmit power (CRs/CBS/relays)</td>
</tr>
<tr>
<td></td>
<td>Allocation/assignment of spectrum bands (channels) and bandwidth</td>
</tr>
<tr>
<td></td>
<td>User selection and scheduling</td>
</tr>
<tr>
<td></td>
<td>Assignment/selection of relays</td>
</tr>
<tr>
<td></td>
<td>CRN-specific custom decision variables</td>
</tr>
<tr>
<td>Constraints (any combination)</td>
<td>CBS/CR/cognitive relay specific power constraint</td>
</tr>
<tr>
<td></td>
<td>Interference constraint at PUs</td>
</tr>
<tr>
<td></td>
<td>Channel/bandwidth assignment constraint</td>
</tr>
<tr>
<td></td>
<td>Relay selection/assignment constraint</td>
</tr>
<tr>
<td></td>
<td>Fairness constraint</td>
</tr>
<tr>
<td></td>
<td>Rate/delay constraint - QoS constraints</td>
</tr>
<tr>
<td></td>
<td>Receiver sensitivity constraint</td>
</tr>
<tr>
<td></td>
<td>CRN specific topology constraint</td>
</tr>
<tr>
<td></td>
<td>Outage constraint</td>
</tr>
<tr>
<td></td>
<td>Revenue specific constraint</td>
</tr>
<tr>
<td></td>
<td>CRN-specific custom constraint</td>
</tr>
<tr>
<td>Objectives (any combination)</td>
<td>Minimize: Transmit power at CBS in downlink</td>
</tr>
<tr>
<td></td>
<td>Per-CR transmit power in uplink transmission</td>
</tr>
<tr>
<td></td>
<td>Generalized spectral footprints in CRNs (proposed in chapter 5)</td>
</tr>
<tr>
<td></td>
<td>Outage probability of CRs, interference outage at PUs</td>
</tr>
<tr>
<td></td>
<td>Bit-error rate in cognitive transmission</td>
</tr>
<tr>
<td></td>
<td>End-to-end transmission delay</td>
</tr>
<tr>
<td></td>
<td>Maximize: Sum rate in CRNs, weighted Sum rate in CRNs</td>
</tr>
<tr>
<td></td>
<td>Energy efficiency in CRNs</td>
</tr>
<tr>
<td></td>
<td>Utility in CRNs</td>
</tr>
<tr>
<td></td>
<td>Max-min: Worst CRs capacity/SNR/utility</td>
</tr>
<tr>
<td></td>
<td>Max/Min: CRN specific custom objectives</td>
</tr>
</tbody>
</table>
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spectrum and power) in a way that satisfies the QoS requirements of the users by using minimum amount of resources. This is also required for CRNs. However, at the same time, harmful interference at the PUs also needs to be avoided [93]. The different optimization objectives are as follows:

**Power minimization:** For *downlink* transmission, the power minimization objective intends to mitigate harmful interference at the PUs while satisfying the QoS requirements for the CRs. The power minimization objective function for downlink transmission in a CRN can be expressed as follows:

\[
\min_{X_m,k,P_m,k} \sum_{m=1}^{M} \sum_{k=1}^{K} X_{m,k}P_{m,k}
\] (2.8)

The objective function in (2.8) shows the summation of total power allocated to all the PU idle subchannels. The iterative waterfilling algorithm [90] and Lagrangian-based dual decomposition algorithms are commonly used for solving power minimization optimization problems [94].

For *uplink* cognitive transmission, the power minimization objective has two different aims as follows: mitigate interference at the PUs and save battery power in the CR devices. An optimization problem with power minimization objective function utilizes as much bandwidth as possible to minimize power allocation to subchannels while satisfying cognitive transmission-specific constraints. The corresponding resource allocation scheme is generally known as a margin adaptive allocation scheme since it allocates power to subchannels until the QoS requirements of the CRs are satisfied [93].

**Rate maximization:** The optimization problems in CRNs with the objective of sum-rate maximization aims to maximize the total system throughput in CRNs under the interference (i.e., interference at the PUs) and total power constraints [95]. In the literature, this type of problems is known as rate-adaptive optimization problems. The sum-rate
maximization objective that maximizes the spectral efficiency in CRNs can be written as follows:

$$\max_{x_{m,k}, p_{m,k}} R_T = \sum_{m=1}^{M} \sum_{k=1}^{K} x_{m,k} B \log \left( 1 + \frac{p_{m,k} h_{m,k}}{\eta + \sum_{p \in P} I_{p,m,k}} \right).$$

(2.9)

It is important to note that the sum-rate maximization problems in CRNs may not guarantee the satisfaction of individual CR’s minimum rate requirement.

**Utility maximization:** Utility maximization-based resource allocation can consider both efficiency and fairness in resource allocation. Due to the high flexibility in defining a utility function, CRNs exploit the flexibility of defining utility function in such a way that can accomplish the unique requirements in CRNs. The utility functions, which are logarithmic, always guarantee both increment and marginal decrement by ensuring the fairness, concavity, optimality and uniqueness of the optimal solution [96]. However, selecting an appropriate logarithmic utility function to satisfy efficiency and fairness in CRNs is challenging and the utility function changes from application to application. Game theory is a very good tool for solving CRN-based utility optimization problem due to the capability of rational resource allocation among the CRs [97–100].

## 2.6 Medium Access Control for Cognitive Radio Networks

Cognitive MAC protocols should adopt a mechanism for exploiting the unlicensed spectrum to allow peaceful coexistence of CRs with the licensed users. Such a cognitive MAC protocol should achieve a higher overall spectrum efficiency by detecting all possible spectrum opportunities, spectrum sharing and accessing through adaptable control. The main functional requirements for a cognitive MAC protocol are as follows:

- **Interference avoidance and mitigation:** The MAC protocol is the entity that is
responsible for dynamic spectrum access based on the spectrum sensing information or up-to-date spectrum information in databases so that the collision with PUs and CRs is minimized. The transmission of the coexisting CRs in a spectrum band, which is licensed to the primary users, should not be harmful to the operation of primary networks.

- **Spectrum sharing**: The spectrum sharing strategies, which are implemented in cognitive MAC protocols, are responsible for choosing an optimal set of spectrum bands and transmission parameters to maximize the overall performance in CRNs while avoiding harmful interference at PUs.

- **Control signalling mechanism**: A reliable and secure control signalling mechanism has to be implemented in a cognitive MAC protocol.

The cognitive MAC protocols that support the above functional requirements can be classified, for example, according to the network architecture, control channel establishment method, spectrum sensing, spectrum access, spectrum sharing model, number of radios in cognitive device, and network coordination. The network architecture-based classification is the most frequently used classification technique for MAC protocols. Under this criterion, cognitive MAC protocols are categorized into centralized [68, 101] or distributed [102] protocols based on the location of the spectrum management entity. Based on the presence, scope and the characteristic of the common control channel (CCC), the cognitive MAC protocols are divided as local/global dedicated CCC [48] or dynamic CCC [68] based MAC protocols. The behaviour of the MAC protocols also varies with the degree of CRs’ interaction for spectrum sensing, and accordingly, and the MAC protocols are classified as cooperative and non-cooperative-based MAC protocols [102]. In CRNs, the spectrum access techniques completely depend on the operational mode (i.e., underlay, overlay, and interweave) of CRs. Hence, to satisfy the different operational requirements
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of CRs, the cognitive MAC protocols should behave differently. Therefore, the cognitive MAC protocols can also be identified as underlay, overlay, and interweave MAC protocols based on the CRs’ operational modes [102]. The CRs, which are equipped with a single radio transceiver, access the spectrum by splitting time frame for spectrum sensing and accessing whereas the CRs equipped with multiple radios access the spectrum by allocating one/more radios for control signal exchange while utilizing the remaining radios for cognitive transmission. The MAC protocols developed for single radio spectrum access cannot be used for multi-radio CRNs. The optimization and learning-based MAC protocols learn the radio environment and optimally utilize the available spectrum whereas the other MAC protocols directly access the spectrum without adopting learning capabilities [103].

2.6.1 General Cognitive Medium Access Control (C-MAC) Cycle

To understand the operation of cognitive MAC protocols, it is very important to clearly identify the generic cognitive MAC functionalities, functionality-specific aspects and common aspects [48]. The generic cognitive MAC functionalities are radio environmental data acquisition (i.e., spectrum sensing and central database based data acquisition), spectrum sharing, and control channel management. The functionality-specific aspects are the issues encountered for solving in each generic cognitive function. Common aspects are referred to as the common techniques, features, approaches and mechanism that can be used to address cognitive functionality specific aspects. The general cognitive MAC protocol that supports functionality specific aspects and common aspects should satisfy the following requirements [48]:

- Clear understanding of the cognitive protocol stack and its impact on the CRN’s performance.

- Extendibility in cognitive MAC design for new concepts and approaches. This flexi-
A general cognitive MAC design should provide a fundamental set of clearly-defined and standardized concepts which can be utilized as an individual or combined solution.

The cognitive MAC protocol taxonomy and standardization design that supports cognitive functionality and common aspects is referred to as C-MAC cycle as illustrated in Fig. 2.5.

General Functionality Aspects in C-MAC cycle

The identification and characterization of general functionalities in the C-MAC cycle is important in the cognitive MAC protocol design process. As illustrated in Fig.2.5, the general functionalities in C-MAC cycle are radio environmental data acquisition, spectrum sharing, and control channel management. The radio environmental information acquisition is a crucial function in cognitive MAC protocol design since all other functions’ behaviour are based on this information. The radio environmental data acquisition techniques and relevant concerns were discussed in Sections 2.3.1 and 2.4. The spectrum-sharing functionality in C-MAC cycle exploits the radio environmental data for efficient utilization and management of PUs’ idle spectrum. A detailed discussion on spectrum sharing was given in Section 2.3.3. The control channel management function is an integral function of the C-MAC cycle which allocates, establishes, and manages secure and reliable control signalling among the CRs in the network.

The common aspects which are used to address the functionality-specific aspects can be mainly divided into two types: operational common aspects and functionality-specific common aspects. The operational common aspects are the aspects that impact the cognitive MAC definition such as the number of radios per CR, number of antennas per CR, single/multi-band operation, synchronization vs. asynchronous operation and CR mobility.
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Figure 2.5: General cognitive MAC cycle.
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The functionality-specific support aspects are the techniques, principles and solutions that can be implemented for addressing the functionality specific challenges such as cooperation, collaboration, coordination and learning mechanism.

Control Channel Management

Due to the heterogeneity of the available spectrum and dynamic spectrum access in CRNs, the control information exchange through common control channel is significantly diverse compared to traditional wireless networks. The control channel (CC) is responsible for providing its service to different CRN specific operational aspects such as network coordination, cooperation, collaboration, network self organization, flexible connection for data exchange and spectrum mobility [48]. To cater for the above mentioned operations, the CC carries different type of control information such as sensing results, spectrum sharing information, spectrum access decisions and system parameters. Therefore, the control channel which carries critical information in CRNs should be carefully established (i.e. where to establish and how to establish CC) and manage.

- **Where to establish:** In control channel management, deciding the spectral location to establish control channel is one of the key issues that is to be resolved in CRNs. The CC can be established as an in-band or out-of-band channel based on the cognitive application. If the control channel is established within the data transmission spectrum, such a control channel is known as an in-band control channel. This in-band CC can be a dedicated CC or a non-dedicated CC. On the other hand, if the control channel is established by physically separating it from the data transmission spectrum, such a CC is known as an out-of-band control channel.

- **How to establish:** The approaches for control channel establishment can be mainly divided in to two categories: dedicated control channel (DCC) or non-dedicated con-
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trol channel (NDCC) establishment. In the dedicated control channel establishment-based approach, only the control information is exchanged in the channel whereas the non-dedicated CC establishment approach enables the exchange of both the control and data in the CC.

- **Dedicated control channel:** The dedicated CC can be either a global DCC or a local DCC. With a global DCC, all the CRs tune their radios to the global DCC to exchange control information since it is globally available to exchange control information. Since all the CRs tune to this channel, the global DCC is more susceptible to saturation. However, this approach provides a high level of network-wide coordination among CRs and is useful for centralized CRNs [104]. The local DCC-based approach is a very good solution for the control channel saturation problem at a cost of localized coordination among the CRs. In local DCC, the CRs in a cluster exchange control information with the help of locally available DCC. The selection of DCC within the cognitive network can be optimized by adopting a clustering mechanism [105]. In general, both the global and local DCC are allocated statistically for a long period of time. Therefore, both the approaches are more vulnerable to CC jamming and attacks.

- **Non-dedicated control channel:** Establishment of a non-dedicated control channel (NDCC) eliminates the requirement of a dedicated control channel; however, at the cost of transmission delay. Frequency hopping NDCC (FH-NDCC) and rendezvous NDCC (RNDCC) are the two different types of NDCC. Frequency hopping and rendezvous NDCC-based MAC protocols mainly differ in the hopping sequence adopted by the CRs in the networks. In the FHNDCC-based MAC protocols, the CRs hop across the spectrum bands or frequency channels according to a predefined hopping list [106, 107]. The hopping list
may be global and unique for the CRNs. The hopping list may have a local reference or it may dynamically adapt to the radio environment. In FHNDCC-based MAC protocols, the CRs exchange their control information and data once the communicating pair hop to a particular channel in the hopping list. The CRs in the network which follow the RNDCC-based approach for control information exchange adopt different hopping sequences that overlap at certain places [108]. Once the overlapping occurs, the CRs exchange their control information through the overlapped channel. The RNDCC-based MAC protocols are much simpler compared to the FHNDCC-based MAC protocols since they do not require network-wide synchronization. The transmission delay in RNDCC-based MAC protocols can be reduced further by properly designing the hopping sequence. Another solution for NDCC establishment is a hybrid scheme which exploits the advantages of frequency hopping and rendezvous approaches. Furthermore, the CRs can adopt rendezvous approach to find an overlap for initial control information exchange and should substitute a hopping list within this overlapping period. After that, the CRs can follow common hopping sequence for negotiation as in FHNDCC hopping.
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Machine Learning Techniques for Cooperative Spectrum Sensing in Cognitive Radio Networks

In this chapter, I use machine learning techniques to develop novel cooperative spectrum sensing (CSS) schemes for cognitive radio (CR) networks. In cognitive radio networks the secondary users (SUs) receive high signal strength from the primary users (PUs) in a particular band if PUs are active on that spectrum band and otherwise SUs receive only noise in that band. To differentiate PUs active channels from PUs inactive channels strong pattern recognition techniques can be utilized. Hence, in this chapter, I use machine learning techniques to develop novel cooperative spectrum sensing (CSS) schemes for cognitive radio (CR) networks. In this regard, unsupervised (e.g., K-means clustering and Gaussian mixture model (GMM)) and supervised (e.g., support vector machine (SVM) and weighted K-nearest-neighbor (KNN)) learning-based classification techniques are implemented for CSS. For a radio channel, the vector of the energy levels estimated at CR devices is treated as a feature vector and fed into a classifier to decide whether the channel is available or

not. Then, the classifier categorizes each feature vector into either of the two classes, namely, the “channel available class” and the “channel unavailable class”. Prior to the online classification, the classifier needs to go through a training phase. For classification, the K-means clustering algorithm partitions the training feature vectors into $K$ clusters, where each cluster corresponds to a combined state of primary users (PUs) and then the classifier determines the class the test energy vector belongs to. The GMM obtains a mixture of Gaussian density functions that well describes the training feature vectors. In the case of the SVM, the support vectors (i.e., a subset of training vectors which fully specify the decision function) are obtained by maximizing the margin between the separating hyperplane and the training feature vectors. Furthermore, the weighted KNN classification technique is proposed for CSS for which the weight of each feature vector is calculated by evaluating the area under the receiver operating characteristic (ROC) curve of that feature vector. The performance of each classification technique is quantified in terms of the average training time, the sample classification delay, and the ROC curve. My comparative results clearly reveal that the proposed algorithms outperform the existing state-of-the-art CSS techniques.

3.1 Introduction

The concept of cognitive radio (CR) for designing wireless communications systems has emerged since last decade to mitigate the scarcity problem of limited radio spectrum by improving the utilization of the spectrum [11]. The CR refers to an intelligent wireless communications device, which senses its operational electromagnetic environment and can dynamically and autonomously adjust its radio operating parameters. In this context, opportunistic spectrum access (OSA) is a key concept, which allows a CR device to opportunistically access the frequency band allocated to a primary user (PU) when the PU trans-
mission is detected to be inactive [74, 109]. For OSA, the CR devices have to sense the radio spectrum licensed to the PUs by using its limited resources (e.g., energy and computational power), and subsequently utilize the available spectrum opportunities to maximize its performance objectives. Therefore, efficient spectrum sensing is crucial for OSA.

3.1.1 Related Work

Cooperative spectrum sensing (CSS) can be used when the CR devices are distributed in different locations. It is possible for the CR devices to cooperate in order to achieve higher sensing reliability than individual sensing does by yielding a better solution to the hidden PU problem that arises because of shadowing [110] and multi-path fading [111]. In cooperative sensing, the CR devices exchange the sensing results with the fusion center for decision making. With hard fusion algorithms, the CR devices exchange only one-bit information with the fusion center, which indicates whether the received energy is above a particular threshold. For example, the OR-rule [112], the AND-rule, the counting rule [79], and the linear quadratic combining rule [78] are commonly used for CSS. In [113], a softened hard fusion scheme with two-bit overhead for each CR device is considered. In soft decision algorithms [113, 114], the exact energy levels estimated at the CR devices are transmitted to the fusion center to make a better decision. In [115], the authors proposed an optimal linear fusion algorithm for spectrum sensing. Relay-based cooperative spectrum sensing schemes are studied in [116].

3.1.2 Motivation and Contribution

In CRNs the SUs receive high signal strength from the PUs if PUs are active on a particular spectrum band and otherwise, SUs receive only noise in that band. Therefore, to differentiate PUs active channels from PUs inactive channels the pattern recognition techniques can
be utilized. Further, the learning based techniques can describe more optimized decision region \(^1\) on the feature space than the traditional CSS techniques (e.g., OR/AND-rule-based and linear fusion techniques) can, which results in better detection performance. Specially, the machine learning techniques are capable of implicitly learning the surrounding environment (e.g., the topology of the PU and the CR networks and the channel fading) in an online fashion. Therefore, the learning based techniques are much more adaptive than the traditional CSS techniques, which need prior knowledge about the environment for optimization. Hence, the affirmation advantages motive me to investigate the behaviour of machine learning techniques in CSS.

The machine learning techniques are often used for pattern classification, where a feature vector is extracted from a pattern and is fed into the classifier which categorizes the pattern into a certain class. In the context of CSS, I treat an "energy vector", each component of which is an energy level estimated at each CR device, as a feature vector. Then, the classifier categorizes the energy vector into one of two classes: the "channel available class" (corresponding to the case that no PU is active) and the "channel unavailable class" (corresponding to the case that at least one PU is active). Prior to online classification, the classifier has to go through a training phase where it learns from training feature vectors. According to which type of learning method is adopted, a classification algorithm can be categorized as unsupervised learning (e.g., K-means clustering and Gaussian mixture model (GMM)) or supervised learning (e.g., support vector machine (SVM) and K-nearest neighbor (KNN)) [83, 84, 117]. In supervised (resp., unsupervised) learning, a training feature vector is fed into the classifier with (resp., without) its label indicating the actual class the training feature vector belongs to.

The main contributions of this research can be listed as follows:

\(^1\)The classifier categorizes a feature vector according to which decision region the feature vector falls in.
• I propose to use unsupervised learning approaches such as the K-means clustering and the GMM for CSS. The K-means clustering algorithm partitions the features into \( K \) clusters. Each cluster is mapped to either the channel available class or the channel unavailable class. On the other hand, in the GMM, I obtain a Gaussian mixture distribution from training feature vectors, where each Gaussian distribution in the mixture distribution corresponds to a cluster.

• Due to higher prediction capability in supervised learning, I also propose to use supervised learning approaches such as the SVM and the KNN for CSS. In the SVM, the support vectors (i.e., a subset of training vectors which fully specify the decision function) are obtained by maximizing the margin between separating hyperplanes and feature vectors. In addition, the weighted KNN classification technique is also investigated for CSS with different distance measures.

• The performance of each of the classification techniques is evaluated in terms of the training time, the classification delay, and the ROC curve. Specially, the effect of the number of the CR devices in cooperation is also quantified.

3.2 System Model and Assumptions

3.2.1 Cognitive Radio Network and Primary User Model

I consider a CR network which shares a frequency channel with PUs. Henceforth, a CR device in the CR network will be called a secondary user (SU). The CR network consists of \( N \) secondary users (SUs), each of which is indexed by \( n = 1, \ldots, N \). SU \( n \) is located at the coordinate \( c_{SU} \) in the two-dimensional space. For cooperative sensing, each SU estimates the energy level and reports it to cognitive base station which takes the role of a fusion center. The fusion center determines the channel availability based on the energy levels

reported by all SUs.

In this thesis, I adopt a very generalized PU model where multiple PUs alternate between active and inactive states. There are $M$ PUs, each of which is indexed by $m = 1, \ldots, M$. Let $c_{m}^{\text{PU}}$ denote the coordinate of PU $m$ in the two-dimensional space. Let $S_{m}$ indicate the state of PU $m$. I have $S_{m} = 1$ if PU $m$ is in the active state (i.e., PU $m$ transmits a signal); and $S_{m} = 0$ otherwise. Let $S = (S_1, \ldots, S_M)^{T}$ be the vector of the states of all PUs, where the superscript $T$ denotes the transpose operation. The probability that $S = s$ for given $s = (s_1, \ldots, s_M)^{T}$ is denoted by

$$v(s) = \Pr[S = s].$$

(3.1)

If at least one PU is active (i.e., $S_{m} = 1$ for some $m$), the channel is considered as unavailable for the CR network to access. The channel is available only when there is no PU in the active state (i.e., $S_{m} = 0, \forall m$). If I let $A$ denote the channel availability, I have

$$A = \begin{cases} -1, & \text{if } S_{m} = 1 \text{ for some } m \\ 1, & \text{if } S_{m} = 0 \text{ for all } m. \end{cases}$$

(3.2)

3.2.2 Energy Vector Model

To estimate the energy level, an SU performs energy detection for a time duration of $\tau$. If I denote the bandwidth by $B$, the energy detector takes $B\tau$ baseband complex signal samples during $\tau$. Let $Z_{n}(i)$ denote the $i$th signal sample taken by SU $n$. The signal samples consist of the summation of the signals from all PUs in the active state and the thermal noise, that

is,

\[ Z_n(i) = \sum_{m=1}^{M} S_m h_{m,n} X_m(i) + N_n(i), \quad (3.3) \]

where \( h_{m,n} \) denotes the channel gain from PU \( m \) to SU \( n \), \( X_m(i) \) is the signal transmitted by PU \( m \), and \( N_n(i) \) is the thermal noise at SU \( n \). The transmission power of PU \( m \) is assumed to be fixed to \( \rho_m = \sum_{i=1}^{B_T} E[|X_m(i)|^2] / \tau \) and the noise spectral density is denoted by \( \eta = E[|N_n(i)|^2] \). The energy detector of SU \( n \) estimates the energy level normalized by the noise spectral density, which is denoted by \( Y_n \), from the signal samples as [82]

\[ Y_n = \frac{2}{\eta} \sum_{i=1}^{B_T} |Z_n(i)|^2. \quad (3.4) \]

All SUs report the estimated energy levels to the fusion center and the fusion center generates the “energy vector,” which is defined as

\[ \mathbf{Y} = (Y_1, \ldots, Y_N)^T. \quad (3.5) \]

Now, I investigate the distribution of the energy vector. It is known that, conditioned on \( S = s \), the energy level \( Y_n \) follows a noncentral chi-squared distribution with the degree of freedom \( q = 2w\tau \) and the non-centrality parameter,

\[ \zeta_n = \frac{2\tau}{\eta} \sum_{m=1}^{M} s_m g_{m,n} \rho_m, \quad (3.6) \]

where \( g_{m,n} \) is the power attenuation from PU \( m \) to SU \( n \) such that \( g_{m,n} = |h_{m,n}|^2 \). The power attenuation \( g_{m,n} \) is given as

\[ g_{m,n} = PL(\|c_{m}^{PU} - c_{n}^{SU}\|) \cdot \psi_{m,n} \cdot \nu_{m,n}, \quad (3.7) \]
where $\|\cdot\|$ is the Euclidean distance, $PL(d) = d^{-\alpha}$ is the path-loss component for relative distance $d$ with the path-loss exponent $\alpha$, $\psi_{m,n}$ is the shadow fading component, and $\nu_{m,n}$ is the multi-path fading component. I assume that PUs and SUs are immobile (e.g., the base station (BS), the consumer premise equipment (CPE), and the TV station in IEEE 802.22-based wireless regional area network (WRAN)). I assume that the shadow fading and the multi-path fading components are quasi-static during the time of interest.

### 3.3 Machine Learning-Based Cooperative Spectrum Sensing Framework

#### 3.3.1 Operation of Proposed CSS Framework

The purpose of the proposed CSS techniques is to correctly determine the channel availability $A$ based on the given energy vector $Y$. In the context of the machine learning, this is equivalent to constructing a classifier to correctly map the energy vector $Y$ to the channel availability $A$. Therefore, an energy vector in our problem is analogous to a feature in the machine learning terminology. To construct the classifier, the first step is to collect a sufficient number of training energy vectors. Let $y^{(l)}$ denote the $l$th training energy vector and let $a^{(l)}$ denote the channel availability corresponding to $y^{(l)}$. Then, the set of the training energy vectors, i.e., $Y = \{y^{(1)}, \ldots, y^{(L)}\}$ (where $L$ is the number of training samples), is fed into the classifier for training. In case of unsupervised learning, each of the training energy vectors does not need to be labeled with the corresponding channel availability. On the other hand, supervised learning requires to have the set of the channel availabilities, i.e., $A = \{a^{(1)}, \ldots, a^{(L)}\}$, for training as well as the set of the training energy vectors.

Next, the classifier is trained by using the training energy vectors. The training procedure differs for each machine learning technique under consideration. For example, in case

of K-means clustering, the training involves partitioning the training energy vectors into \( K \) clusters and the centroid of each cluster is later used for classification. In another example, the SVM tries to find the maximum-margin hyperplane that splits the training energy vectors as clearly as possible.

Once the classifier is successfully trained, it is ready to receive the test energy vector for classification. Let \( y^* \) denote the test energy vector received by the classifier and let \( a^* \) denote the corresponding channel availability. In addition, let \( \hat{a} \) denote the channel availability determined by the classifier. The classifier categorizes the energy vector \( y^* \) into either “channel available class” (i.e., \( \hat{a} = 1 \)) or “channel unavailable class” (i.e., \( \hat{a} = -1 \)). If the energy vector is classified into the channel available class (resp., the channel unavailable class), it means that there is no PU (resp., at least one PU) in the active state and the channel is available (resp., unavailable) for the CR network to access. Therefore, the channel availability is correctly determined in the case that \( \hat{a} = a^* \), while misdetection (resp., false alarm) occurs in the case that \( \hat{a} = 1 \) and \( a^* = -1 \) (resp., \( \hat{a} = -1 \) and \( a^* = 1 \)).

In Fig. 3.1, I illustrate the modular architecture of the proposed CSS framework, which consists of the training module and the classification module. In this architecture, the training and classification modules can operate independently. Whenever the CR network needs to find out the channel availability, the CR network generates the test energy vector and puts it into the classification module. The classification module determines the channel availability based on the test energy vector by using the classifier. Usually, finding the channel availability in the CR network requires very short delay. The classification delay of the proposed CSS techniques can meet this requirement due to low complexity.

The training module is responsible to train the classifier from the training energy samples and to provide the classification module with a trained classifier. The training module can be activated when the CR network is first deployed and when the radio environment
changes (e.g., when the PU network changes its configuration). In addition, the CR network can periodically activate the training module to catch up with the changing environment. The training procedure of machine learning techniques generally takes a long time. However, this is not a significant problem since the training module is activated only by the above-mentioned events. Moreover, the training procedure can be performed in the background while the classification module operates normally.

3.3.2 Advantages of Proposed CSS Framework

The advantage of the proposed machine learning-based CSS framework over the traditional CSS techniques is twofold.

- The proposed CSS techniques retain a learning ability since the optimized classifier is learnt from the training energy vectors, which makes the proposed CSS techniques adaptive to changing radio environment without human intervention. The training procedure is fully autonomous in that it does not require any prior information about the environment and does not involve any parameter setting. Moreover, the proposed CSS techniques can adapt themselves to the changing environment by retraining the
classifier periodically.

- The proposed CSS techniques can describe more optimized decision surface than the traditional CSS techniques can, which result in better performance in terms of the detection and the false alarm probabilities. The generalized multiple PU model in this thesis leads to very complex probability space of the energy vector, which cannot be handled by the traditional CSS techniques. However, the proposed CSS techniques can find the decision surface which efficiently classifies the energy vectors even in the multiple PU model.

In Fig. 3.3, I present example scatter plots of the energy vectors of two SUs in two different scenarios to highlight the advantages of the proposed CSS techniques. In Scenario I, there are two PUs whose locations are given in Fig. 3.2(a). The PUs in Scenario I are activated according to the probability of $v((0, 0)^T) = 0.36$, $v((0, 1)^T) = 0.24$, $v((1, 0)^T) = 0.24$, and $v((1, 1)^T) = 0.16$. In Scenario II, there is only one PU whose location is given in Fig. 3.2(b). In this scenario, the PU is activated with the probability of $v((1)) = 0.5$.

In Figs. 3.3(a)–3.3(d)$^2$, the energy vectors as well as the decision surfaces of the proposed technique are plotted for each scenario. The decision surface divides the energy vectors into two decision regions - one for the channel available class and the other for the channel unavailable class. In these figures, one of the proposed techniques, the Gaussian mixture model (GMM) technique, is used to draw the decision surface. The GMM will be explained in detail in Section 3.4.3. The threshold for classification in the GMM (i.e., $\delta$) is set to zero for Fig. 3.3. Figs. 3.3(a) and 3.3(b) are plotted for Scenarios I while Figs. 3.3(c) and 3.3(d) are plotted for Scenario II. The transmission power of each PU is 200 mW in Figs. 3.3(a) and 3.3(c), and is 80 mW in Figs. 3.3(b) and 3.3(d).

---

$^2$The simulation parameter values for Fig. 3.3 are as follows: the bandwidth $w$ is 5 MHz, the sensing duration $\tau$ is $100 \mu$s, the noise spectral density $\eta$ is $-174$ dBm, and the path-loss exponent $\alpha$ is 4. I assume that the shadow fading and the multi-path fading components are fixed as $\psi_{m,n} = 1$ and $\nu_{m,n} = 1$. 
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From Fig. 3.3, we can notice the following advantages of the proposed machine learning-based CSS framework.

- We can see that the GMM technique is able to adaptively adjust the decision surface for different scenarios. Suppose that the CR network has the configuration in Scenario I and the transmission power of each PU is 200 mW. In this case, the CR network has the decision surface as shown in Fig. 3.3(a). Then, suppose that the PU network changes its configuration to Scenario II. The CR network can adapt to this change by gathering the energy vectors for a while and recalculate the decision surface as shown in Fig. 3.3(c). This process is autonomous and does not require any human intervention.

- We can see that the decision surface divides the energy vectors in each class as clearly as possible, which leads to improved detection performance. In Figs. 3.3(a) and 3.3(b), the decision surface, derived by the GMM technique, optimally separates the energy vectors. This decision surface takes a complex form, which cannot be described by any other existing CSS technique.

(a) Scatter plot of energy vectors in Scenario I when the transmit power of each PU is 200 mW.

(b) Scatter plot of energy vectors in Scenario I when the transmit power of each PU is 80 mW.

(c) Scatter plot of energy vectors in Scenario II when the transmit power of each PU is 200 mW.

(d) Scatter plot of energy vectors in Scenario II when the transmit power of each PU is 80 mW.

Figure 3.3: Example scatter plots of energy vectors in two scenarios.

3.4 Unsupervised Learning for Cooperative Spectrum Sensing

3.4.1 Motivation for Unsupervised Learning

In this section, we propose unsupervised learning approaches for the proposed CSS framework. In case of unsupervised learning, only the training energy vectors (i.e., $\mathbf{y} = \{y^{(1)}, \ldots, y^{(L)}\}$) are fed into the classifier for training. Unsupervised learning does not need the information regarding the channel availability corresponding to each training energy vector, i.e., $\alpha = \{\alpha^{(1)}, \ldots, \alpha^{(L)}\}$. Therefore, unsupervised learning can be easily implemented in a practical sense compared to the supervised learning which requires $\alpha$ for training.

Since there is no explicit teacher which helps training, unsupervised learning has to rely on the inherent clustering structure of the training energy vectors. Recall that the energy vector $\mathbf{Y}$ given $\mathbf{S} = s$ follows a multivariate Gaussian distribution with the mean vector $\mu_{Y|S=s}$ and the covariance matrix $\Sigma_{Y|S=s}$. For each possible combination of the states of PUs, a cluster of the training energy vectors is formed according to the respective multivariate Gaussian distribution. In Fig. 3.3(a), we observe that four visible clusters are formed each of which respectively corresponds to the cases that $(S_1, S_2)^T$ is $(0, 0)^T$, $(0, 1)^T$, $(1, 0)^T$, and $(1, 1)^T$. If there are $M$ PUs, the number of clusters can be calculated as $K = 2^M$. Each cluster is indexed by $k = 1, \ldots, K$.

More specifically, the training energy vectors are samples taken out of the Gaussian mixture distribution the pdf of which is as follows:

$$f(x) = \sum_s v(s) \cdot \Phi(x|\mu_{Y|S=s}, \Sigma_{Y|S=s})$$  \hspace{1cm} (3.8)

where $v(s)$ is the probability that $\mathbf{S} = s$ (i.e., $v(s) = \Pr[\mathbf{S} = s]$) and $\Phi(x|\mu_{Y|S=s}, \Sigma_{Y|S=s})$

is the pdf of the multivariate Gaussian distribution such that

$$
\Phi(x|\mu_{Y|S=s}, \Sigma_{Y|S=s}) = \frac{1}{(2\pi)^{N/2}|\Sigma_{Y|S=s}|^{1/2}} \exp \left\{ -\frac{1}{2}(x - \mu_{Y|S=s})^T \Sigma_{Y|S=s}^{-1} (x - \mu_{Y|S=s}) \right\}.
$$

(3.9)

The samples from the Gaussian mixture distribution form discernible clusters as shown in Figs. 3.3(a) and 3.3(c) if the transmission power of each PU is high. However, clusters are not visually separable in Figs. 3.3(b) and 3.3(d) in the case that the transmission power of each PU is low. It is worth noting that, even in the case of low transmission power, the proposed CSS scheme is able to obtain the decision surface separating the channel available and channel unavailable classes as shown in Figs. 3.3(b) and 3.3(d).

Among all clusters, only one cluster corresponding to the case that no PU is in the active state (i.e., $S = 0$ for the zero vector $0$) can be mapped to the channel available class, while all the other clusters are mapped to the channel unavailable class. Without loss of generality, I designate the cluster corresponding to the case that $S = 0$ as cluster 1. The CR network is aware of the parameters for the multivariate Gaussian distribution if and only if $S = 0$ since the CR network does not know the power attenuation $g_{m,n}$. Therefore, cluster 1 can easily be identified by the mean vector $\mu_{Y|S=0}$ and the covariance matrix $\Sigma_{Y|S=0}$ while the other clusters should be blindly identified by unsupervised learning.

From now on, I will investigate the application of two representative unsupervised clustering algorithms, i.e., the K-means clustering and the GMM, to CSS. After training by using these clustering algorithms, each time the classifier receives the test energy vector for classification, the classifier finds out which cluster the test energy vector belongs to and classifies it as the channel available class if and only if the test energy vector belongs to cluster 1.
3.4.2 K-Means Clustering Algorithm

The unsupervised K-means clustering algorithm partitions a set of the training energy vectors (i.e., $\mathbf{y} = \{y^{(1)}, \ldots, y^{(L)}\}$) into $K$ disjoint clusters. Let $\mathcal{C}_k$ denote the set of the training energy vectors that belong to cluster $k$. Cluster $k$ has a centroid $\alpha_k$. Differently from the ordinary K-means clustering algorithm, I assume that the centroid of cluster 1 is fixed to the mean of $\mathbf{Y}$ conditioned on $S = 0$, that is, $\alpha_1 = \mu_{\mathbf{Y}|S=0}$. For all other clusters, the centroid is defined as the mean of all training energy vectors in $\mathcal{C}_k$ such that

$$\alpha_k = |\mathcal{C}_k|^{-1} \sum_{y^{(l)} \in \mathcal{C}_k} y^{(l)}, \quad \forall k = 2, \ldots, K,$$

where $|\mathcal{X}|$ denotes the number of elements in the set $\mathcal{X}$. The K-means clustering algorithm aims to find out $K$ clusters, $\mathcal{C}_1, \ldots, \mathcal{C}_K$, which minimize the within-cluster sum of squares as follows:

$$\arg\min_{\mathcal{C}_1, \ldots, \mathcal{C}_K} \sum_{k=1}^{K} \sum_{y^{(l)} \in \mathcal{C}_k} \|y^{(l)} - \alpha_k\|^2. \quad (3.10)$$

To find the clusters satisfying (3.10), I use an iterative suboptimal algorithm presented in Algorithm 1.

**Algorithm 1 K-Means Clustering Algorithm for CSS**

1: $\alpha_1 \leftarrow \mu_{\mathbf{Y}|S=0}$
2: $\alpha_k$ is initialized, $\forall k = 2, \ldots, K$.
3: while $\mathcal{C}_k$ for some $k$ is changed in the previous iteration do
4: $\mathcal{C}_k \leftarrow \{y^{(l)}|\|y^{(l)} - \alpha_k\| \leq \|y^{(l)} - \alpha_i\|, \quad \forall i = 1, \ldots, K\}, \quad \forall k = 1, \ldots, K$.
5: $\alpha_k \leftarrow |\mathcal{C}_k|^{-1} \sum_{y^{(l)} \in \mathcal{C}_k} y^{(l)}, \quad \forall k = 2, \ldots, K$.
6: end while

In Algorithm 1, the centroid of cluster 1 is set to $\mu_{\mathbf{Y}|S=0}$ in Line 1. The centroids for clusters except for cluster 1 are initialized in Line 2. The iteration begins from Line 3. In Line 4, each training energy vector is assigned to the cluster the centroid of which is closest to the training energy vector. In Line 5, the centroids of clusters except for cluster 1 are updated by taking the mean of all training energy vectors in each cluster. The iterations are...
repeated until there is no change in the clusters. Finally, I have a suboptimal solution for (3.10) when the iteration is over. Let $\alpha^*_k$ denote the centroid for cluster $k$ obtained by the K-means clustering.

After the training is over, the classifier receives the test energy vector $y^*$ for classification. The classifier determines if the test energy vector belongs to cluster 1 or the other classes, based on the distance from the test energy vector to the centroids. The classifier classifies $y^*$ as the channel unavailable class (i.e., $\hat{a} = -1$) if the following condition is met:

$$\frac{\left\|y^* - \alpha^*_1\right\|}{\min_{k=1,...,K} \left\|y^* - \alpha^*_k\right\|} > \beta_{th}. \quad (3.11)$$

Otherwise, $y^*$ is classified as the channel available class (i.e., $\hat{a} = 1$). The parameter $\beta_{th}$ is the threshold to control the tradeoff between the misdetection and the false alarm probabilities. If $\beta$ becomes high, $y^*$ is more likely to be classified as the channel available class, which in turn increases the misdetection probability while decreasing the false alarm probability.

### 3.4.3 Gaussian Mixture Model

A GMM is a weighted sum of multivariate Gaussian probability densities given by

$$f(x|\theta) = \sum_{k=1}^{K} v_k \cdot \Phi(x|\mu_k, \Sigma_k), \quad (3.12)$$

where $\Phi(x|\mu_k, \Sigma_k)$ is the Gaussian density such that

$$\Phi(x|\mu_k, \Sigma_k) = \frac{1}{(2\pi)^{N/2} |\Sigma_k|^{1/2}} \exp \left\{-\frac{1}{2}(x - \mu_k)^T \Sigma_k^{-1}(x - \mu_k)\right\}, \quad (3.13)$$
and $\theta$ is the collection of all parameters for the GMM including $v_k$, $\mu_k$, and $\Sigma_k$ for all $k = 1, \ldots, K$. The GMM exactly matches our energy vector model where $Y$ conditioned on $S = s$ follows the multivariate Gaussian distribution with the mean vector $\mu_{Y|S=s}$ and the covariance matrix $\Sigma_{Y|S=s}$. Let the $k$th Gaussian density $\Phi(x|\mu_k, \Sigma_k)$ in the GMM approximate the density of the energy vectors belonging to cluster $k$. If cluster $k$ corresponds to the case that $S = s$, the parameters for the $k$th Gaussian density, $\mu_k$, $\Sigma_k$, and $v_k$, correspond to $\mu_{Y|S=s}$, $\Sigma_{Y|S=s}$, and $v(s)$ in the energy vector model, respectively. Since cluster 1 corresponds to the case that $S = 0$, I have $\mu_1 = \mu_{Y|S=0}$ and $\Sigma_1 = \Sigma_{Y|S=0}$, which are known to the CR network in advance. Moreover, I can restrict $\Sigma_k$ to a diagonal matrix for all $k$ since $\Sigma_{Y|S=s}$ is a diagonal matrix for all $s$. The rest of the parameters in $\theta$ are unknown and need to be estimated.

The parameters can be estimated by using the maximum-likelihood (ML) estimation given the set of the training energy vectors (i.e., $\mathbf{y} = \{y^{(1)}, \ldots, y^{(L)}\}$). The log-likelihood of the set of the training energy vectors can be written as

$$\omega(\mathbf{y}|\theta) = \sum_{l=1}^{L} \ln \left( \sum_{k=1}^{K} v_k \cdot \Phi(y^{(l)}|\mu_k, \Sigma_k) \right). \quad (3.14)$$

The ML estimator is the parameter that maximizes this log-likelihood function. Unfortunately, direct computation of the ML estimator is not possible due to latent information [84]. However, the parameters that maximize the log-likelihood can be obtained by using the expectation maximization (EM) algorithm [118].

The EM algorithm iteratively updates the parameter $\theta$ by maximizing the following
function:

\[
Q(\theta'|\theta) = E \left[ \sum_{l=1}^{L} \ln \left( v_{z(l)}' \cdot \Phi(y(l)|\mu_{z(l)}', \Sigma_{z(l)}') \right) \right]
\]

\[
= \sum_{l=1}^{L} \left\{ \sum_{k=1}^{K} u_k^{(l)} \ln v_k' + \sum_{k=1}^{K} u_k^{(l)} \ln \Phi(y(l)|\mu_{k}', \Sigma_{k}') \right\},
\]

where \( z(l) \) is a random variable which is the index of the cluster to which the \( l \)th training energy vector belongs to and \( u_k^{(l)} \) is defined as

\[
u_k^{(l)} = \Pr[z(l) = k|y, \theta] = \frac{v_k \cdot \Phi(y(l)|\mu_{k}, \Sigma_{k})}{\sum_{i=1}^{K} v_i \cdot \Phi(y(l)|\mu_{i}, \Sigma_{i})}.
\]

Let us define \( \theta(j) \) as the estimated parameter at the \( j \)th iteration of the EM algorithm. At the \( j \)th iteration, the EM algorithm finds \( \theta(j + 1) \) that satisfies

\[
\theta(j + 1) = \arg\max_{\theta} Q(\theta|\theta(j)).
\]

It is known that \( \theta(j) \) converges to a local optimal solution over iterations [118].

At each iteration, the EM algorithm first calculates \( u_k^{(l)} \) from (3.16) in the expectation step, and then derives the solution of (3.17) in the maximization step. The solution of (3.17) can be evaluated by a basic optimization technique. In Algorithm 2, I present the EM algorithm for solving the GMM. In Line 1 of Algorithm 2, the mean \( \mu_{1}(1) \) and the covariance \( \Sigma_{1}(1) \) for cluster 1 are set to \( \mu_{Y|S=0} \) and \( \Sigma_{Y|S=0} \), respectively. In Line 2, all other parameters are initialized. In Lines 4–8, the expectation and the maximization steps are repeated until \( \theta(j) \) is converged. Note that \( \mu_{1}(j) \) and \( \Sigma_{1}(j) \) are not updated in the maximization step since \( \mu_{1}(j) \) and \( \Sigma_{1}(j) \) are fixed to \( \mu_{Y|S=0} \) and \( \Sigma_{Y|S=0} \), respectively. Let \( \theta^* \) denote the parameter obtained after the EM algorithm is over.

After obtaining the optimal parameter \( \theta^* \), the classifier receives the test energy vec-

Algorithm 2 EM Algorithm for GMM

1: \( \mu_1(1) \leftarrow \mu_Y|S=0 \) and \( \Sigma_1(1) \leftarrow \Sigma_Y|S=0 \)
2: Initialize \( v_k(1) \) for \( k = 1, \ldots, K \) and \( \mu_k(1) \) and \( \Sigma_k(1) \) for \( k = 2, \ldots, K \).
3: \( j \leftarrow 1 \)
4: repeat
5:  Expectation Step
   \( u_k^{(l)}(j) \leftarrow \frac{v_k(j) \cdot \Phi(y^{(l)}|\mu_k(j), \Sigma_k(j))}{\sum_{i=1}^{K} v_i(j) \cdot \Phi(y^{(l)}|\mu_i(j), \Sigma_i(j))} \),
   for \( l = 1, \ldots, L \) and \( k = 1, \ldots, K \).
6:  Maximization Step
   \( v_k(j+1) \leftarrow \frac{\sum_{l=1}^{L} u_k^{(l)}}{L} \), for \( k = 1, \ldots, K \).
   \( \mu_k(j+1) \leftarrow \frac{\sum_{l=1}^{L} u_k^{(l)} y^{(l)}}{\sum_{l=1}^{L} u_k^{(l)}} \), for \( k = 2, \ldots, K \).
   \( \Sigma_k(j+1) \leftarrow \frac{\sum_{l=1}^{L} u_k^{(l)} \{\text{diag}(y^{(l)} - \mu_k(j+1))\}^2}{\sum_{l=1}^{L} u_k^{(l)}} \),
   for \( k = 2, \ldots, K \).
7: \( j \leftarrow j + 1 \)
8: until \( \theta(j) \) converges.
tor \( y^* \) for classification. The classifier determines whether the test energy vector \( y^* \) belongs to cluster 1 or other clusters. The log-likelihood that \( y^* \) belongs to cluster 1 is
\[
\ln(v_1^* \cdot \Phi(y^*|\mu_1^*, \Sigma_1^*))
\]
Similarly, the log-likelihood that \( y^* \) belongs to the clusters other than cluster 1 is
\[
\ln(\sum_{k=2}^{K} v_k^* \cdot \Phi(y^*|\mu_k^*, \Sigma_k^*))
\]
Therefore, \( y^* \) is classified as the channel unavailable class (i.e., \( \hat{a} = -1 \)) if and only if
\[
\ln\left(\sum_{k=2}^{K} v_k^* \cdot \Phi(y^*|\mu_k^*, \Sigma_k^*)\right) - \ln(v_1^* \cdot \Phi(y^*|\mu_1^*, \Sigma_1^*)) \geq \delta_{th}, \tag{3.18}
\]
for a given threshold \( \delta_{th} \). I can decrease the false alarm probability at the expense of misdetection probability by increasing \( \delta_{th} \) since \( y^* \) is more likely to be classified as the channel available class if the value of \( \delta_{th} \) is high.

### 3.5 Supervised Learning for Cooperative Spectrum Sensing

#### 3.5.1 Motivation for Supervised Learning

In this section, I propose the application of the supervised learning techniques, i.e., the support vector machine (SVM) and the weighted K-nearest-neighbor (KNN), to CSS in the CR networks. The main difference of the supervised learning from the unsupervised learning is that each training energy vector \( y^{(l)} \) is labeled with the corresponding channel availability \( a^{(l)} \). Therefore, to implement supervised learning for CSS in practice, the PU should occasionally inform the CR network of the channel availabilities for some training energy vectors for the purpose of training. Since supervised learning can work with the explicit help from the PU, it is more difficult to implement than the unsupervised learning. However, supervised learning tends to show better performance due to the extra information on the channel availability. I assume that the training energy vectors (i.e., \( \mathbf{y} = \{y^{(1)}, \ldots, y^{(L)}\} \)) and the channel availability corresponding to each training energy...
vector (i.e., \( \mathbf{a} = \{a^{(1)}, \ldots, a^{(L)}\} \)) are fed into the classifier for training.

### 3.5.2 Support Vector Machine

The SVM tries to find a linearly separable hyperplane, with the help of support vectors (i.e., energy vectors that lie closest to the decision surface), by maximizing the margin of the classifier while minimizing the sum of errors. However, the training energy vectors may not be linearly separable. Therefore, I try to map the training energy vectors into a higher dimensional feature space by a non-linear mapping function, denoted by \( \phi \), to make the training samples linearly separable [83, 119]. Hence, the classifier should satisfy the following condition for all \( l = 1, \ldots, L \):

\[
\mathbf{w} \cdot \phi(\mathbf{y}^{(l)}) + w_0 \geq 1 - \delta^{(l)}, \text{ if } a^{(l)} = 1, \\
\mathbf{w} \cdot \phi(\mathbf{y}^{(l)}) + w_0 \leq -1, \text{ if } a^{(l)} = -1,
\]

where \( \mathbf{w} \) is the weighting vector and \( w_0 \) is the bias. The bias is used for shifting the hyperplane away from the origin.

Although I map the training energy vectors into a higher dimensional feature space, practically I cannot achieve a perfect linearly separable hyperplane that satisfies the condition in (3.19) for each \( \mathbf{y}^{(l)} \). Hence, I modify condition (3.19) by introducing a slack variable \( \delta^{(l)} \) for possible classification errors as follows:

\[
a^{(l)}[\mathbf{w} \cdot \phi(\mathbf{y}^{(l)}) + w_0] \geq 1 - \delta^{(l)}, \quad (3.20)
\]

where \( \delta^{(l)} \geq 0 \) for \( l = 1, \ldots, L \). For marginal classification errors, the slack variable lies in \( 0 \leq \delta^{(l)} \leq 1 \), whereas \( \delta^{(l)} > 1 \) for misclassification. Hence, the optimization problem for maximizing the margin of classifier while minimizing the sum of errors can be written
as follows [83]:

\[
\begin{align*}
\text{minimize} & \quad \frac{1}{2} \|w\|^2 + \xi \sum_{l=1}^{L} I_{\{\delta(l) > 1\}} \\
\text{subject to} & \quad a^{(l)}[\mathbf{w} \cdot \phi(\mathbf{y}^{(l)}) + w_0] \geq 1 - \delta^{(l)}, \\
& \quad \text{for } l = 1, \ldots, L, \\
& \quad \delta^{(l)} \geq 0, \quad \text{for } l = 1, \ldots, L,
\end{align*}
\]

where \(\|w\|^2 = \mathbf{w} \cdot \mathbf{w}\), \(\xi\) is a soft margin constant [83], and \(I_X\) is the indicator function which is one if \(X\) is true; and is zero, otherwise.

The optimization problem defined in (3.21)–(3.24) is non-convex due to \(I_{\{\delta(l) > 1\}}\) in the objective function. Since \(\delta^{(l)} > 1\) for misclassification, \(\sum_{l=1}^{L} \delta^{(l)}\) gives a bound on the number of the misclassified training energy vectors. Therefore, \(\sum_{l=1}^{L} \delta^{(l)}\) can be used to measure the number of the training energy vectors which are misclassified by the decision surface \(\mathbf{w} \cdot \phi(\mathbf{y}^{(l)}) + w_0 = 0\) as well as the number of the training energy vectors that are correctly classified but they lie in the slab \(-1 < \mathbf{w} \cdot \phi(\mathbf{y}^{(l)}) + w_0 < 1\). Hence, I can rewrite the optimization problem as a convex optimization problem as follows:

\[
\begin{align*}
\text{minimize} & \quad \frac{1}{2} \|w\|^2 + \xi \sum_{l=1}^{L} \delta^{(l)} \\
\text{subject to} & \quad a^{(l)}[\mathbf{w} \cdot \phi(\mathbf{y}^{(l)}) + w_0] \geq 1 - \delta^{(l)}, \\
& \quad \text{for } l = 1, \ldots, L, \\
& \quad \delta^{(l)} \geq 0, \quad \text{for } l = 1, \ldots, L.
\end{align*}
\]
The Lagrangian of (3.25)–(3.28) can be written as

\[
\Lambda(w, w_0, \delta; \lambda, \gamma) = \frac{1}{2} ||w||^2 + \xi \sum_{l=1}^{L} \delta^{(l)} - \sum_{l=1}^{L} \lambda^{(l)} \left\{ a^{(l)} [w \cdot \phi(y^{(l)}) + w_0] - 1 + \delta^{(l)} \right\} \\
- \sum_{l=1}^{L} \gamma^{(l)} \delta^{(l)},
\]

(3.29)

where \(\lambda^{(l)}\) and \(\gamma^{(l)}\) are Lagrangian multipliers. By applying the Karush-Kuhn-Tucker (KKT) conditions, I can obtain

\[
w = \sum_{l=1}^{L} \lambda^{(l)} a^{(l)} \phi(y^{(l)}) \tag{3.30}
\]

\[
\sum_{l=1}^{L} \lambda^{(l)} a^{(l)} = 0 \tag{3.31}
\]

\[
\lambda^{(l)} = \xi - \gamma^{(l)}. \tag{3.32}
\]

It is noticeable that \(\gamma^{(l)} \geq 0\) and \(0 \leq \lambda^{(l)} \leq \xi\). The vector of \(\lambda^{(l)}\)'s is known as a support vector. Hence, I can obtain the dual problem in terms of the support vector as follows [83]:

\[
\text{maximize} \quad \sum_{l=1}^{L} \lambda^{(l)} - \frac{1}{2} \sum_{i=1}^{L} \sum_{j=1}^{L} \lambda^{(i)} \lambda^{(j)} a^{(i)} a^{(j)} \left\{ \phi(y^{(i)}) \cdot \phi(y^{(j)}) \right\} \tag{3.33}
\]

subject to

\[
\sum_{l=1}^{L} \lambda^{(l)} a^{(l)} = 0 \tag{3.34}
\]

\[
0 \leq \lambda^{(l)} \leq \xi, \quad \text{for} \ l = 1, \ldots, L. \tag{3.35}
\]

The KKT conditions uniquely characterize the solution of the primal problem as (3.30)–(3.32), and the dual problem as two active constraints \(\lambda^{(l)} \left\{ a^{(l)} [w \cdot \phi(y^{(l)}) + w_0] - 1 + \delta^{(l)} \right\} = 0\) and \(\gamma^{(l)} \delta^{(l)} = (\xi - \lambda^{(l)}) \delta^{(l)} = 0\). I can solve the optimization problem in (3.33)–(3.35) by using standard techniques to solve a quadratic program. Let \(\tilde{\lambda}^{(l)}\) denote the solution of
Finally, the nonlinear decision function can be obtained as

\[ d(x) = \text{sgn} \left( \sum_{l=1}^{L} \tilde{\lambda}^{(l)} a^{(l)} \kappa(x, y^{(l)}) + w_0 \right), \]  

(3.36)

where \( \text{sgn} \) is the sign function and \( \kappa(x, y) = \phi(x) \cdot \phi(y) \) is the kernel function. Some of the commonly used kernel functions are linear, polynomial, and Gaussian radial basis functions [83]. After the classifier obtains the decision function, the classifier can categorize the test energy vector \( y^* \) as

\[ \hat{a} = d(y^*). \]  

(3.37)

Note that the bias \( w_0 \) can be derived by solving the optimization problem (3.25)–(3.28) after finding the optimal \( w \).

Remark: If \( L \) denotes the number of training energy vectors and \( L_s \) denotes the total number of support vectors, then the expected error rate is bounded by \( \mathbb{E}[\text{error}] \leq \mathbb{E}[L_s]/L \) [84]. The expectation is taken over the training set generated from the distribution of energy vectors. Note that this bound is independent of the dimension of the feature space that is determined by \( \phi \). Furthermore, if I can map the original feature space to the higher dimensional feature space (i.e., the feature space of \( \phi \)) so that it separates the training energy vectors by using a small number of support vectors, the expected error becomes lower. Hence, it is important to select a kernel function which reduces the number of support vectors.
3.5.3 Weighted K-Nearest-Neighbor

The weighted K-nearest-neighbor (KNN) is a classification technique based on the majority voting of neighbors. For a given test energy vector $y^*$, the KNN classifier finds $K$ neighboring training energy vectors among $\overline{y} = \{y^{(1)}, \ldots, y^{(L)}\}$ based on a particular distance measure. I define $\Delta(x, y)$ as a distance between the energy vectors $x$ and $y$. To find the neighboring training energy vectors, the KNN classifier calculates $\Delta(y^*, y^{(l)})$ for all $y^{(l)}$'s and sorts the training energy vectors in the ascending order of $\Delta(y^*, y^{(l)})$. Then, the KNN classifier selects the first $K$ training energy vectors as neighbors. Let $\Phi(y^*, \overline{y})$ denote the set of neighbors of $y^*$ among $\overline{y}$. To determine the class of $y^*$, I count the number of neighbors that belong to the channel available class and the channel unavailable class, respectively. The number of the neighbors in the channel available class ($a = 1$) and the channel unavailable class ($a = -1$) is defined as

$$\nu(a; y^*, \overline{y}) = |\{l = 1, \ldots, L | a^{(l)} = a, y^{(l)} \in \Phi(y^*, \overline{y})\}|. \quad (3.38)$$

The KNN classifier categorizes $y^*$ as the channel unavailable class (i.e., $\hat{a} = -1$) if and only if

$$\frac{\nu(-1; y^*, \overline{y})}{\nu(1; y^*, \overline{y})} \geq \varphi, \quad (3.39)$$

where $\varphi$ is a constant that controls the tradeoff between the false alarm and the misdetection probabilities.

The distance $\Delta(x, y)$ can be calculated in various ways. In this dissertation, I adopt a weighted distance measure where each component of the energy vector is weighted by a certain weight factor. The weight factor for the $n$th component of the energy vector is denoted by $\omega_n$. To calculate $\omega_n$, I draw an ROC curve by using the $n$th components of
the training energy vectors (i.e., \( y^{(1)}_n, \ldots, y^{(L)}_n \)) and the corresponding channel availabilities (i.e., \( a^{(1)}_n, \ldots, a^{(L)}_n \)). Then, the weight factor \( \omega_n \) is equal to the area-under-the-ROC-curve (AUC) of the \( n \)th components of the training energy vectors. If I consider the squared Euclidean distance, the distance measure is given as

\[
\Delta(x, y) = \sum_{n=1}^{N} \left\{ \omega_n(x_n - y_n) \right\}^2.
\] (3.40)

On the other hand, if I adopt the city block distance, we have

\[
\Delta(x, y) = \sum_{n=1}^{N} |\omega_n(x_n - y_n)|.
\] (3.41)

Remark: If the number of neighbors (i.e., \( K \)) is fixed and the number of training energy vectors approaches infinity, then all the \( K \) neighbors converge to \( y^* \). Hence, the label of each of the \( K \)-nearest-neighbors is a random variable which takes the value of \( a \) with probability \( \Pr[A = a | Y = y^*] \) [84]. When the number of neighbors, \( K \), increases, the proportion of each label of the neighbors approaches the Bayesian a posteriori probability. Hence, the error probability of the KNN classifier becomes closer to that of the Bayesian classifier with increasing \( K \). In practice, I can have only a limited number of training energy vectors. On the other hand, I want to reduce errors by increasing the number of training energy vectors. This tradeoff forces us to select a reasonable value for \( K \).

### 3.6 Performance Evaluation and Discussion

#### 3.6.1 Simulation Parameters

In this study, unless otherwise specified, I consider that the SUs participating in cooperative spectrum sensing (CSS) are located in a 5-by-5 (25 SUs) grid topology in a 4000 m × 4000
m area as shown in Fig. 3.4. The values of important simulation parameters are as follows: the bandwidth $B$ is 5 MHz, the sensing duration $\tau$ is 100 $\mu$s, the noise spectral density $\eta$ is $-174$ dBm, and the path-loss exponent $\alpha$ is 4. I assume that the standard deviation of shadowing is 8 dB. The transmit power of each PU is 200 mW. I consider two PUs having fixed locations with coordinates (500 m, 500 m) and ($-1500$ m, 0 m). The probability that a PU is in the active state is 0.5 and the state of each PU is independent of that of the other PU. The proposed algorithms are implemented by using Matlab 7.10.0 (R2010a) in a 64-bit computer with a core i7 processor (clock speed of 2.8 GHz) and 4 GB RAM.

3.6.2 Training Duration for Different Classifiers

The average training durations for different classifiers according to the size of training energy vectors are shown in Table 3.1. The GMM shows relatively high training dura-

Table 3.1: Average training duration (in Seconds) for different classifiers (5 × 5 SUs)

<table>
<thead>
<tr>
<th>Classification Methods</th>
<th>100</th>
<th>200</th>
<th>300</th>
<th>400</th>
<th>500</th>
<th>1000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fisher</td>
<td>0.01001</td>
<td>0.01035</td>
<td>0.01067</td>
<td>0.01091</td>
<td>0.01144</td>
<td>0.01346</td>
</tr>
<tr>
<td>K-means</td>
<td>0.09202</td>
<td>0.09319</td>
<td>0.09363</td>
<td>0.09455</td>
<td>0.09536</td>
<td>0.11704</td>
</tr>
<tr>
<td>GMM</td>
<td>0.0309</td>
<td>0.06621</td>
<td>0.17373</td>
<td>0.24281</td>
<td>0.35527</td>
<td>1.12796</td>
</tr>
<tr>
<td>SVM-Linear</td>
<td>0.01114</td>
<td>0.01426</td>
<td>0.01792</td>
<td>0.02114</td>
<td>0.02680</td>
<td>0.06289</td>
</tr>
<tr>
<td>SVM-Poly.</td>
<td>0.04986</td>
<td>0.31983</td>
<td>0.46806</td>
<td>0.85701</td>
<td>1.03886</td>
<td>1.65817</td>
</tr>
</tbody>
</table>

Table 3.2: Average classification delay (in Seconds) for different classifiers (5 × 5 SUs)

<table>
<thead>
<tr>
<th>Classification Methods</th>
<th>100</th>
<th>200</th>
<th>300</th>
<th>400</th>
<th>500</th>
<th>1000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fisher</td>
<td>5.3 × 10⁻⁶</td>
<td>5.3 × 10⁻⁶</td>
<td>5.3 × 10⁻⁶</td>
<td>5.3 × 10⁻⁶</td>
<td>5.3 × 10⁻⁶</td>
<td>5.3 × 10⁻⁶</td>
</tr>
<tr>
<td>K-means</td>
<td>1.9 × 10⁻⁸</td>
<td>1.9 × 10⁻⁸</td>
<td>1.9 × 10⁻⁸</td>
<td>1.9 × 10⁻⁸</td>
<td>1.9 × 10⁻⁸</td>
<td>1.9 × 10⁻⁸</td>
</tr>
<tr>
<td>GMM</td>
<td>3.8 × 10⁻⁵</td>
<td>3.8 × 10⁻⁵</td>
<td>3.8 × 10⁻⁵</td>
<td>3.8 × 10⁻⁵</td>
<td>3.8 × 10⁻⁵</td>
<td>3.8 × 10⁻⁵</td>
</tr>
<tr>
<td>SVM-Linear</td>
<td>1.92 × 10⁻⁶</td>
<td>3.24 × 10⁻⁶</td>
<td>3.87 × 10⁻⁶</td>
<td>4.45 × 10⁻⁶</td>
<td>4.86 × 10⁻⁶</td>
<td>5.67 × 10⁻⁶</td>
</tr>
<tr>
<td>SVM-Polynomial</td>
<td>1.62 × 10⁻⁷</td>
<td>3.12 × 10⁻⁷</td>
<td>3.25 × 10⁻⁷</td>
<td>1.32 × 10⁻⁷</td>
<td>1.53 × 10⁻⁷</td>
<td>2.81 × 10⁻⁷</td>
</tr>
<tr>
<td>KNN-Euclidean</td>
<td>4.68 × 10⁻⁸</td>
<td>5.82 × 10⁻⁸</td>
<td>7.72 × 10⁻⁸</td>
<td>8.74 × 10⁻⁸</td>
<td>1.17 × 10⁻⁷</td>
<td>2.98 × 10⁻⁷</td>
</tr>
<tr>
<td>KNN-Cityblock</td>
<td>4.62 × 10⁻⁸</td>
<td>5.73 × 10⁻⁸</td>
<td>7.63 × 10⁻⁸</td>
<td>8.57 × 10⁻⁸</td>
<td>1.16 × 10⁻⁷</td>
<td>2.84 × 10⁻⁷</td>
</tr>
</tbody>
</table>

The classification delay of Fisher linear discriminant, K-means clustering, and GMM classifiers does not change with different batch of training energy vectors. More specifically, the number of decision parameters do not change with the number of training energy vectors even though the values of the decision parameters change slightly with the number of samples. The supervised SVM classifier with the polynomial kernel takes the highest training duration (1.12796 seconds for 1000 samples) among all classifiers. The average training time for the KNN classifier is measured as the uploading time of the training energy vectors to the classifier and it is approximately 50 µs for 1000 energy vectors. Hence, the KNN classification has the capability of changing the training energy vectors more promptly as compared to all other classifiers.

3.6.3 Average Classification Delay for Different Classifiers

Table 3.2 shows the time taken for deciding the channel availability for different classifiers. The classification delay of Fisher linear discriminant, K-means clustering, and GMM classifiers does not change with different batch of training energy vectors. More specifically, the number of decision parameters do not change with the number of training energy vectors even though the values of the decision parameters change slightly with the number of
training energy vectors. Table 3.2 clearly shows that the K-means classifier has the capability to detect channel availability more promptly in comparison to other unsupervised learning approach (i.e., GMM). For supervised learning, the Fisher linear discriminant shows the lowest classification delay. It is important to note that, for the KNN classifier, the classification delay is relatively high even though its training time is found to be the lowest.

3.6.4 Detection Probability for Different Classifiers

Fig. 3.5 compares the performance of different proposed CSS schemes in terms of receiver operating characteristic (ROC) curves for different sets of cooperating SUs when there is only a single PU at (500 m, 500 m). In particular, Figs. 3.5(a) and 3.5(b) show the ROC curves when $3 \times 3$ SUs (i.e., 9 SUs) and $5 \times 5$ SUs (i.e., 25 SUs) participate in CSS, respectively. These figures clearly reveal that the performances of the proposed classifiers improve with the increasing number of SUs. It is important to notice that all the proposed CSS schemes outperform the existing CSS techniques such as those based on the Fisher linear discriminant analysis, AND-rule, and OR-rule. Fig. 3.5 depicts that the SVM with the linear kernel outperforms the other CSS schemes. The SVM-Linear classifier achieves high detection probability by mapping a feature space to a higher dimension with the help of the linear kernel. Interestingly, Fig. 3.5 clearly shows that the unsupervised K-means classifier achieves the performance comparable to the SVM-Linear classifier. The simple weighted KNN scheme achieves comparatively higher detection probability than the existing CSS techniques due to the exploitation of localized information.

Fig. 3.6 shows the performance of different CSS schemes in terms of the ROC curve when there are two PUs at (500 m, 500 m) and ($-1500$ m, 0 m). This figure clearly depicts that the SVM classifier with the linear kernel outperforms the other supervised and unsupervised CSS schemes. The computational complexity of the SVM-Linear classifier
(a) ROC curve for 3-by-3 SU cooperation.

(b) ROC curve for 5-by-5 SU cooperation.

Figure 3.5: The ROC curves when a single PU is present. I use 500 training energy vectors to train each classifier.
Figure 3.6: The ROC curves when there are two PUs. I use 500 training energy vectors to train each classifier.

can be compensated by its high detection capability and comparatively low training and classification delay. Hence, the SVM classifier with the linear kernel is well-suited for CSS requiring high accuracy. Further, this figure reveals that the K-means clustering scheme outperforms the other unsupervised CSS schemes even in the multiple PU case.

In Fig. 3.7, the detection probabilities for the different CSS schemes are plotted against the transmission power of a PU. The results are obtained for a target false alarm probability of 0.1 when there is a single PU at (500 m, 500 m). This figure shows that all the proposed CSS schemes outperform the existing CSS schemes in all range of the transmission power of a PU. Especially, it is worth noting that the unsupervised learning schemes (i.e., K-means and GMM) achieve performance which is comparable to that of the supervised learning schemes even when the transmission power of a PU is very low.
Figure 3.7: The detection probability according to the transmission power of a PU when the false alarm probability is 0.1 and there are 25 (5×5) SUs.

3.6.5 Summary of Results

The main results of the analysis can be summarized as follows:

- The unsupervised K-means clustering is a promising approach for CSS due to its higher PU detection capability and lower training and classification delay. Moreover, its detection probability is very close to the best performing classifier, i.e., the SVM-Linear classifier.

- Compared to all other classifiers, the supervised SVM classifier with the linear kernel performs well in terms of the detection probability. The computational complexity of the SVM-Linear classifier is compensated by its higher detection capability and comparatively lower training and classification delay.

- In terms of updating the training energy vectors on-the-fly, the KNN performs extremely well (training duration for 1000 sample is approximately 50 µs). However, its classification delay is relatively higher than other classifiers.

Table 3.3: Comparison among different CSS classifiers

<table>
<thead>
<tr>
<th>Classification Methods</th>
<th>Training Duration</th>
<th>Classification Delay</th>
<th>ROC Performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fisher Linear Discriminant</td>
<td>Low</td>
<td>Normal</td>
<td>Low</td>
</tr>
<tr>
<td>K-Means</td>
<td>Normal</td>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td>GMM</td>
<td>High</td>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td>SVM-Linear</td>
<td>Low</td>
<td>Normal</td>
<td>High</td>
</tr>
<tr>
<td>SVM-Poly.</td>
<td>High</td>
<td>Low</td>
<td>Normal</td>
</tr>
<tr>
<td>KNN-Euclidean</td>
<td>Low</td>
<td>High</td>
<td>Normal</td>
</tr>
<tr>
<td>KNN-Cityblock</td>
<td>Low</td>
<td>High</td>
<td>Normal</td>
</tr>
</tbody>
</table>

A qualitative comparison among the different classifiers is shown in Table 3.3.

3.7 Conclusion

In this chapter, I have designed cooperative spectrum sensing (CSS) mechanisms for cognitive radio networks by utilizing pattern recognition techniques. Specially, I have implemented unsupervised (i.e. K-mean clustering and Gaussian mixture model) and supervised (i.e. support vector machine and K-nearest-neighbour) based learning for cooperative spectrum sensing. The proposed SVM classifier achieves the highest detection performance compared to the other CSS algorithms by mapping the feature space into the higher dimensional space with the help of kernel functions. Further, the unsupervised K-means clustering scheme achieves the performance very close to the supervised SVM-Linear classifier in terms of the ROC performance. In particular, the weighted KNN cognitive classifier requires very small amount of time for training the classifier. Hence, the weighted KNN classifier is well suited for CSS which requires to update training energy vectors on-the-fly.
Chapter 4

A Dynamic Common Control Channel-Based MAC Protocol for Cellular CRNs

In the previous chapter, I have only proposed a cooperative spectrum sensing scheme for cognitive radio networks. However, there should have a mechanism for sending sensing information to the cognitive base station and inform primary user idle channels to the cognitive users. Therefore, in this chapter I propose a novel dynamic common control channel-based medium access control (DCCC-MAC) protocol for cellular cognitive radio networks. Specifically, unlike the traditional dedicated control channel-based MAC protocols, the proposed MAC protocol eliminates the requirement of a dedicated channel for control information exchange. During a given transmission frame, the common control channel (CCC) is selected by a cooperating set of secondary users (SUs) by using support vector machine (SVM)-based learning technique. In the DCCC-MAC protocol, the frame duration is divided into four main phases as follows: spectrum sensing phase, CCC selection phase, data transmission phase, and beaconing phase. The SUs who participate in
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the common control channel selection process are allocated channels for data transmission during a frame interval using a scheduling process, while the other SUs have to contend for accessing the channels. I present an analytical approach to calculate the minimum required number of mini-slots in the transmission frame for a given number of SUs in the CCC selection process. The saturation throughput of the proposed MAC protocol is analyzed in closed-form. To this end, the numerical and simulation results are presented to quantify the performance of the proposed DCCC-MAC protocol. I also compare the performance of the DCCC-MAC protocol with that of two other state-of-the-art cognitive radio MAC protocols which use common control channels.

4.1 Introduction

Cognitive radio (CR) is a promising technology for designing wireless communications systems to mitigate the spectrum scarcity problem by improving the utilization of the spectrum. A CR device is an intelligent wireless communication device, which senses its operational electromagnetic environment and can dynamically and autonomously adjust its radio operating parameters. In this context, opportunistic spectrum access (OSA) is a key concept, which allows a CR device to opportunistically access the frequency band allocated to a primary user (PU) when the primary user transmission is detected to be absent [74, 120, 121]. Designing efficient medium access control (MAC) protocols for OSA while limiting the interference imposed on the primary network is a key to the deployment of practical CRNs.

4.1.1 Related Work

The existing MAC protocols for traditional wireless networks cannot be directly applied in CRNs. The authors in [122–124] discuss the main difference of existing multichannel
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MAC protocols and cognitive MAC protocols. Specifically, in traditional MAC protocols, the number of channels available for access is fixed whereas the number of channels available for secondary users in a CRN varies with time and space. The different aspects of multichannel cognitive MAC protocols, their functionalities and challenges in their implementations are reviewed in [48, 103, 125]. According to their principle of operation, the existing cognitive MAC protocols in the literature can be categorized dedicated and non-dedicated control channel based MAC protocols.

In [2], the authors propose an opportunistic spectrum access MAC protocol for CRNs assuming that a dedicated CCC is available (which is owned by the cognitive radio network operator) all the time. This approach exploits CCC for data transmission after the ATIM (Ad-Hoc Traffic Indicator Message) window. The authors in [3] propose a cognitive MAC protocol based on CSMA/CA technique by considering the mobility support. A CCC-driven dynamic open spectrum sharing MAC scheme for ad hoc wireless networks is studied in [126]. In [5], an energy-efficient multichannel distributed MAC protocol for multihop CRNs is proposed by dividing the time frame into control phase and data transmission phase. The authors in [127] propose a splitting-based MAC protocol to mitigate the hidden terminal problem in multichannel cognitive networks by using temporal synchronization. A single transceiver-based channel (frequency) hopping protocol is proposed in [127] and the performance of the proposed MAC protocol is evaluated analytically by using a Markov chain. The switching penalty in frequency hopping-based cognitive MAC protocols significantly impacts the performance of such networks.

4.1.2 Motivation and Contribution

In general, since the amount of control information required to broadcast in CRNs is comparatively larger than in conventional wireless networks, the efficiency of the medium ac-
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cess control method can be improved by using a CCC. Most of the studies in the literature assume that there exists a dedicated CCC owned by the cognitive operator. This assumption itself challenges the definition of cognitive radios. Further, the fixed and dedicated CCC-based MAC protocols are vulnerable to jamming. This motivates us to design a dynamic CCC-based MAC (DCCC-MAC) protocol for CRNs.

In this protocol, the frame duration is divided into four main phases as follows: spectrum sensing phase, CCC selection phase, data transmission phase, and beaconing phase. In the spectrum sensing phase, the secondary users, who want to transmit, perform spectrum sensing on a subset of all the available channels. In the CCC selection phase, the SUs select the best idle channel based on their own sensing results in the spectrum sensing phase. Then, these SUs send their sensing results through their sensed idle channels to the cognitive radio base station (CR-BS) to decide on the CCC for that frame. The CR-BS decides on the CCC based on the outcome of a support vector machine (SVM) [54, 83, 84], and the decision is broadcast over all the idle channels. In the data transmission phase, all the SUs, who participate in the CCC selection process, are allocated channels directly without any contention process while the other SUs have to follow a contention process for channel access. The beaconing phase is used for synchronizing the CRN.

To the best of my knowledge, the proposed DCCC-MAC protocol would be the first cognitive MAC protocol in the literature that utilizes a dynamically changing in-band CCC. The main contributions of the research can be summarized as follows.

- I propose a dynamic common control channel-based MAC (DCCC-MAC) protocol for CRNs. Specifically, for a set of cooperating SUs, the common control channel during a given frame is selected by employing an SVM-based learning technique. The sensing results of the cooperating SUs are fed into a SVM classifier to determine the activity of PUs on the channels. Then, the one-dimensional decision values of the
SVM are processed for selecting the control channel. As an incentive, the SUs who participate in the CCC selection process are prioritized during the data transmission phase. This prioritization is achieved by scheduling the SUs in the channels without a contention process while the other SUs (who do not participate in the CCC selection process) contend for channel access.

- The proposed DCCC-MAC protocol is capable of implicitly learning the surrounding environment cooperatively in an online fashion. Since the CCC is selected based on the learning decision, the proposed MAC protocol eliminates the requirement of dedicated channel for control information exchange. Also, due to the dynamic nature of the CCC, the proposed DCCC-MAC protocol is able to withstand against control channel jamming problem. Further, this protocol is much more adaptive than the traditional cognitive MAC protocols, which needs prior knowledge about the environment for optimization.

- The effect of multiple channel hidden terminal problem in the existing MAC protocols with single transceiver is mitigated in the proposed MAC protocol by prioritizing the channel access of scheduled SUs. This MAC protocol mitigates not only the multichannel hidden terminal problem but also the PU hidden terminal problem due to the cooperative PUs idle channels detection.

- An analytical approach is proposed to calculate the minimum required number of minislots for a given number of SUs participating in the control channel selection process. Further, the saturation throughput of the proposed MAC protocol is analyzed in closed-form.
4.2 System Model and Assumptions

I consider a CRN consisting of a CR-BS and \( N \) cognitive users. Henceforth, a cognitive user in the CRN is called as an SU and the SUs are indexed by \( n = 1, \ldots, N \). I assume that every SU is equipped with a single half-duplex transceiver and it is capable of switching channels as required. I assume that due to the hardware constraints, the SUs can sense only \( \bar{K} \) channels out of \( K \) channels. The set of channels considered and the set of channels sensed at a given frame are denoted by \( K \) and \( \bar{K} \), respectively. The control information is exchanged by using a CCC and the index of this channel varies from frame to frame. For selection of the CCC, at the beginning of every frame, each SU estimates the received energy level on a chosen set of channels (\( \bar{K} \)) and reports it to the CR-BS via the best predicted (based on individual sensing) idle channel. The processes of reporting the sensing results and selecting the CCC are discussed in Section 4.3.2.

In this thesis, I adopt a generalized PU activity model where multiple PUs alternate between active and inactive states. There are \( M \) PUs, each of which is indexed by \( m = 1, \ldots, M \). Let \( S_{m,k} \) indicate the state of \( m \)-th PU’s activity on \( k \)-th channel. I have \( S_{m,k} = 1 \) if the \( m \)-th PU is in the active state on \( k \)-th channel (i.e., PU \( m \) transmits a signal on the \( k \)-th channel); and \( S_{m,k} = 0 \) otherwise. Let \( S_k = (S_{1,k}, \ldots, S_{M,k})^T \) denote the vector of the states of all PUs on the \( k \)-th channel, where the superscript \( T \) denotes the transpose operation. If at least one PU is active on the \( k \)-th channel (i.e., \( S_k = 1 \)), then the \( k \)-th channel is considered to be unavailable for the SUs to access. The channel is available for cognitive transmission only when there is no PU in the active state (i.e., \( S_k = 0 \)). Hence, the availability of \( k \)-th channel can be denoted as follows:

\[
A_k = \begin{cases} 
1, & \text{if } S_{m,k} = 1 \text{ for some } m \\
-1, & \text{if } S_{m,k} = 0 \text{ for all } m. 
\end{cases}
\]
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Table 4.1: List of notations

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td>Total number of SUs in the cognitive network</td>
</tr>
<tr>
<td>$N$</td>
<td>Number of SUs expected to cooperate for spectrum sensing</td>
</tr>
<tr>
<td>$N_i$</td>
<td>Number of SUs transmitting their sensing results to CR-BS in the $i$-th mini-slot</td>
</tr>
<tr>
<td>$N_i$</td>
<td>Average number of SUs successfully transmitting their sensing results in the $i$ mini-slot</td>
</tr>
<tr>
<td>$N_b$</td>
<td>Minimum number of mini-slots required to send the sensing results from $N$ SUs to CR-BS</td>
</tr>
<tr>
<td>$N_{N_b}$</td>
<td>Number of SUs transmit their sensing results within $N_b$ mini-slots or number of SUs participate for cooperative spectrum sensing or number of SUs scheduled for data transmission</td>
</tr>
<tr>
<td>$M$</td>
<td>Total number of PUs</td>
</tr>
<tr>
<td>$K$</td>
<td>Number of channels sensed at a given frame</td>
</tr>
<tr>
<td>$K_0$</td>
<td>Total number of channels available for sensing</td>
</tr>
<tr>
<td>$K$</td>
<td>Set of channels sensed</td>
</tr>
<tr>
<td>$K$</td>
<td>Set of channels available for sensing</td>
</tr>
<tr>
<td>$\tau$</td>
<td>Sensing duration</td>
</tr>
<tr>
<td>$B$</td>
<td>Bandwidth of a channel</td>
</tr>
<tr>
<td>$P_s$</td>
<td>Transmission probability of an SU within a mini-slot in the CCC selection phase</td>
</tr>
<tr>
<td>$P_b$</td>
<td>Probability that a PU is active in a given channel</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>Average number of idle channels available for cognitive transmission</td>
</tr>
<tr>
<td>$\vec{y}$</td>
<td>Training energy vector for SVM</td>
</tr>
<tr>
<td>$\pi$</td>
<td>Channel availability (idle/busy) vector corresponding to a training an energy vector</td>
</tr>
<tr>
<td>$\phi$</td>
<td>Non-linear mapping function</td>
</tr>
<tr>
<td>$w$</td>
<td>Weighting vector of $\phi$</td>
</tr>
<tr>
<td>$w_0$</td>
<td>Bias value used in the SVM to determine the classification hyperplane</td>
</tr>
<tr>
<td>$\delta_l$</td>
<td>Slack variable, $l = 1, \ldots, L$</td>
</tr>
<tr>
<td>$\xi$</td>
<td>Soft margin constant</td>
</tr>
<tr>
<td>$L$</td>
<td>Number of training samples for SVM</td>
</tr>
<tr>
<td>$W$</td>
<td>Maximum size of contention window</td>
</tr>
<tr>
<td>$t$</td>
<td>Number of times the algorithm executes</td>
</tr>
<tr>
<td>$T_k$</td>
<td>Number of times the $k$-th channel is sensed</td>
</tr>
<tr>
<td>$T_i$</td>
<td>Number of SUs contending for channel access</td>
</tr>
<tr>
<td>$S_k$</td>
<td>Vector of the states of all PUs on $k$-th channel</td>
</tr>
<tr>
<td>$S_m,k$</td>
<td>State of $m$-th PU's activity on $k$-th channel</td>
</tr>
<tr>
<td>$P_{\Theta}$</td>
<td>Relative channel idle probability w.r.t. the CCC</td>
</tr>
<tr>
<td>$T_S$</td>
<td>Total time for spectrum sensing</td>
</tr>
<tr>
<td>$T_{SCCC}$</td>
<td>Time duration for the CCC selection phase</td>
</tr>
<tr>
<td>$T_D$</td>
<td>Time duration for the data transmission phase</td>
</tr>
<tr>
<td>$T_B$</td>
<td>Time duration for the beaconing phase</td>
</tr>
<tr>
<td>$t_{IB}$</td>
<td>Time to select the best idle channel based on individual sensing</td>
</tr>
<tr>
<td>$t_{SSR}$</td>
<td>Time duration to send sensing results to the CR-BS</td>
</tr>
<tr>
<td>$t_{SSR-ma}$</td>
<td>Mini-slot duration in the CCC selection phase</td>
</tr>
<tr>
<td>$t_{D-ma}$</td>
<td>Mini-slot duration in the data transmission phase</td>
</tr>
<tr>
<td>$t_{CCE}$</td>
<td>Time required to execute the CCC selection process based on SVM</td>
</tr>
<tr>
<td>$t_{TCE}$</td>
<td>Time required to inform the CCC to the SUs</td>
</tr>
<tr>
<td>$t_{D-TS}$</td>
<td>Time to transmit Transmission Setup message</td>
</tr>
</tbody>
</table>
4.3 Dynamic CCC-Based Medium Access Control Protocol

In this section, I propose a dynamic CCC-based MAC protocol for opportunistic spectrum access in CRNs and refer to this as the DCCC-MAC in the sequel.

In the DCCC-MAC protocol, I assume that all the SUs exchange their control information through the selected CCC and the CR-BS transmits a periodic beacon in all of the idle channels to synchronize the SUs. The beacon period (frame duration) is divided into four phases as shown in Fig. 4.1 and these phases are referred to as sensing phase, CCC selection phase, data transmission phase, and synchronization phase. The operational flow of each phase is illustrated in the block diagram in Fig. 4.2.

In the sensing phase, the SUs perform fast sensing in a given set of channels. The set of channels required to be sensed in the next frame is informed by the beacon at the end of the beacon period. Henceforth, the beacon period is referred to as the frame duration. At the beginning of the CCC selection phase, every SU informs its sensing result to the CR-BS through the best idle channel. Then, an SVM [54, 83, 84]-based algorithm is used to select the CCC for the current frame. The information about the CCC and the list of idle channels are broadcast to the SUs by using all the channels in which PUs are absent. The data transmission phase is utilized by the SUs for cognitive communications while the synchronization of secondary communication is achieved by broadcasting a beacon in the synchronization phase. The detailed descriptions of the phases in the DCCC-MAC protocol are presented below.

4.3.1 Spectrum Sensing Phase

I assume that out of $K$ channels only $\bar{K}$ channels are selected for sensing at a given frame duration. At the beginning of the spectrum sensing phase, I assume that every SU knows the list of channels that need to be sensed in the current frame. This information is broadcast
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Figure 4.1: Frame structure of the DCCC-MAC protocol.
by the CR-BS with the beacon at the end of previous frame during the synchronization phase. The details of the algorithm which updates the list of the channels to be sensed is shown in Algorithm 3 in Section 4.3.4. In case of a loss of the sensing list update message, a particular SU selects a random set of $\bar{K}$ channels and does spectrum sensing. Every listed channel is sensed in sequence by the SUs for a time duration of $\tau$ and the total time period for spectrum sensing can be expressed as

$$T_S = \tau \bar{K}. \quad (4.2)$$

The received normalized energy within $\tau$ duration at $n$-th SU on $k$-th channel is given by (3.4).

### 4.3.2 CCC Selection Phase

The CCC selection phase is the core of the proposed DCCC-MAC protocol. Four main functionalities are executed during the CCC selection phase the duration of which is $T_{SCCC}$. At the beginning of the CCC selection phase, every SU selects the best idle channel based on the individual sensing and then informs the sensing result to the CR-BS via the selected best channel. Then, the CR-BS selects the CCC channel for that frame duration based on an SVM-based approach to be described in Section 4.4.2. Finally, the CR-BS informs (broadcasts) the information about the selected CCC and the list of idle channels to the SUs.
Select the best idle channel based on individual sensing

Since the SUs do not have any dedicated channel for sending the sensing results to the CR-BS without interfering the PUs, each SU needs to find a channel. Every SU selects the channel, which has the minimum received normalized energy, as the candidate channel for sending the sensing results to the CR-BS. The candidate channel for the $n$-th SU can be selected as follows:

$$Ch_{n,\text{best}} = \arg \min \{Y_{n,k}\}, \ \forall k.$$  \hspace{1cm} (4.3)

Although $Ch_{n,\text{best}}$ is a candidate channel for transmitting the sensing results, I cannot guarantee that there is no PU activity on that channel. Therefore, I protect the PUs from the harmful interference only by transmitting sensing results if the received energy of the $Ch_{n,\text{best}}$ is less than a predefined value $\delta$ (i.e., $\min \{Y_{n,k}\} < \delta$). If $\min \{Y_{n,k}\} \geq \delta$, that particular SU does not transmit its sensing result to the CR-BS. Let us denote by $t_{IB}$ the time to select the best idle channel based on individual sensing.

Inform the sensing results to the CR-BS

Let $t_{SSR}$ denote the time duration to send the sensing results of the SUs to the CR-BS. Every SU sends the log value of its sensing result to the CR-BS using its best channel ($Ch_{n,\text{best}}$). The reliability of the selection of CCC and the selection of idle channel increases with the increasing number of cooperating SUs.

Let us assume that the number of SUs expected to participate in the decision making process is $\bar{N}$. That is, the CR-BS needs the sensing results at least from $\bar{N}$ SUs. I assume
that the transmission period for the sensing results is divided into mini-slots and the duration of each mini-slot is $t_{SSR-\text{ms}}$. The transmission probability of a particular SU in a given mini-slot during the CCC selection phase is $P_s$ if that SU has not successfully transmitted its sensing result in one of the previous mini-slots. During the CCC selection phase, the successfully transmitted SUs do not contend in the forthcoming mini-slots. At the beginning of each mini-slot during the CCC selection phase, the SUs transmit request-to-send (RTS) packets with probability $P_s$. If the CR-BS receives that RTS without collision, then the CR-BS sends a clear-to-send (CTS) packet on that channel. Upon reception of the CTS packet that particular SU sends its sensing results to the CR-BS and receives acknowledgement (ACK) within the mini-slot. The transmission of sensing result within a mini-slot is illustrated in Fig. 4.1. In case of RTS collision, the SUs wait for the next mini-slot to transmit the sensing results until $t_{SSR}$ duration is spent.

The time duration allocated for $t_{SSR}$ varies from frame to frame based on the number of mini-slots required to send the sensing results from $\bar{N}$ SUs to the CR-BS. The number of mini-slots varies based on the number of SUs and the number of idle channels in the network. The time duration to send results from $\bar{N}$ SUs to the CR-BS can be expressed as

$$t_{SSR} = N_b t_{SSR-\text{ms}}$$ (4.4)

where $N_b$ is the minimum number of mini-slots required to send the sensing results from $\bar{N}$ SUs to the CR-BS. The value of $N_b$ is broadcast to all of the SUs by the CR-BS with the beacon. The calculation of $N_b$ will be shown in Section 4.4.2.

Select CCC

Out of all the idle channels, the channel which is likely to be the most reliable idle channel is selected as the CCC. For this, the SVM-based classification [54, 83, 84] is used, which
is a learning tool with high predictive power. In this approach, not only the CCC is selected but also the idle channels (i.e., channels in which there is no PU activity) are also detected cooperatively. Therefore, the proposed approach mitigates the hidden terminal problem in spectrum sensing. The details of the proposed SVM-based method are given in Section 4.4.2. Let $t_{scc}$ denote the time required to execute CCC selection base on SVM.

Inform the CCC to the SUs

After the duration of $t_{SSR}$ for updating the sensing results during the CCC selection phase, the synchronized SUs keep listening to their best idle channels with the hope of receiving the $CCC_{Update}$ message. Meanwhile, the CR-BS executes the CCC selection process. After deciding on the CCC, the CR-BS broadcasts a $CCC_{Update}$ message to all the SUs in all the idle channels. The $CCC_{Update}$ message only contains the index of the channel which is selected as the CCC for the current frame. All the SUs which receive the $CCC_{Update}$ message tune to the CCC for exchanging control information to obtain channel reservation. Let $t_{iccc}$ denote the time required to inform the CCC to the SUs.

In this proposed DCCC-MAC protocol, the RTS message contains one bit additional field compared to the traditional RTS message. This additional bit field is used to indicate whether the SUs have information about the CCC or not. If a particular SU does not know about the CCC, it obviously does not know about the idle channels determined during the CCC selection phase, the relative channel idle probability, and the channel allocations for SUs. Let us denote this indicator bit field as $cccIndicator$. When a particular user knows about the CCC, $cccIndicator$ is set to 1. Otherwise, $cccIndicator$ is set to 0. This additional bit field is used to improve the scalability and robustness of the proposed MAC protocol as will be described in section 4.6.1.
4.3.3 Data Transmission Phase

Throughout the data transmission phase, the CCC is utilized only for exchanging control information and this period is divided into mini-slots with the size of $t_{D-ms}$. The mini-slot duration in the data transmission phase is good enough to send and receive the RTS and CTS messages, respectively. At the beginning of a data transmission phase, in the CCC, the CR-BS broadcasts a Transmission_Setup message containing the list of the scheduled SUs, channel reservation order for scheduled SUs, indices of the idle channels, and the relative channel idle probability with respect to the CCC ($P_\Theta$). The Transmission_Setup message is transmitted within $t_{D-TS}$ duration and I assume that the size of this message is an integer multiple of $t_{D-ms}$ for the convenience of implementation. Let $t_{D-TS} = \nu t_{D-ms}$, where $\nu$ denotes the number of mini-slots required to transmit the Transmission_Setup message. The SUs, which send their sensing results to the CR-BS for cooperative decision making, are treated as scheduled SUs. The relative channel idle probability, $P_\Theta$, can be calculated as illustrated in Algorithm 3. The channel reservation order for the scheduled SUs is a vendor specific function. In this thesis, I assume that the scheduled SUs are ordered in an ascending order based on SUs’ indices and the one which has a lower SU index gets the chance to reserve a channel first.

The SUs which receive the Transmission_Setup message know their channel reservation order and send the reservation requests in sequence. Every scheduled SU sends an RTS message with the index of its best available channel to the CR-BS and the CR-BS sends a CTS message confirming the reservation. I assume that each of the SUs in the CRN maintains a possible-channel-allocation list based on its channel quality metric and selects the best available channel from the possible-channel-allocation list for its reservation. I assume that the possible-channel-allocation list is updated based on the relative channel idle probability ($P_\Theta$) and the channel which has the highest relative probability is
treated as the best channel for SUs. With an allocation of a channel, every SU updates its possible-channel-allocation list by removing the index of the allocated channel from the list. This is possible since all the SUs can decode the RTS and CTS messages in the CRN. Therefore, the SUs know the list of channels currently available for possible allocation. This process continues until the end of scheduled channel reservation period ($\bar{N}_{Nb}t_{Dms}$) or all the idle channels have been allocated. Here, $\bar{N}_{Nb}$ is the number of SUs participating in the cooperative decision making process (or in other words, the number of SUs which have successfully transmitted their sensing results to the CR-BS within $N_b$ mini-slots).

At the end of the channel reservation period for scheduled SUs or when all the idle channels have been allocated, the CR-BS broadcasts a Start_Contestion message indicating the start of contention for the remaining SUs in the network. The Start_Contestion message is broadcast within a single mini-slot. Then, the SUs which receive information about the CCC but are not scheduled (i.e., the SUs which did not participate in the CCC selection process) start to contend for a channel. Note that, if all the idle channels are allocated among the schedule users, then all the SUs who receive information about the CCC but are not allocated channels for data transmission have to wait until the next beacon since no more allocation is possible.

At first, the remaining synchronized SUs choose a random backoff value from a closed window $[0, W-1]$, where $W$ is the maximum size of the contention window. The remaining data transmission period in a frame may consist of more than one contention windows since the value of $W$ is predefined. Specifically, a single mini-slot duration ($t_{Dms}$) is considered as a single backoff period and the SUs decrement their backoff timer values by one after every mini-slot duration. Until its backoff counter expires, an SU listens to the CCC with the intention of updating the list of channels it may possibly access. Once its backoff timer reaches zero, the SU starts the channel reservation process by transmitting an RTS packet.
with its best channel index. Right after receiving the CTS from the CR-BS, the SU starts its transmission on the reserved channel until the next beacon is received. If the RTS packet collides with another packet, that SU has to wait for the next backoff window or next data transmission phase for transmitting its data.

### 4.3.4 Beacon Phase

All the synchronized SUs (i.e., those SUs who do not get reservation in the current frame) know their remaining time for next beacon since the time stamp for next beacon is transmitted with the channel reservation CTS. Therefore, all the synchronized SUs get ready to receive beacon on their current reserved channel or the best idle channel. The CR-BS broadcasts its beacon in all the idle channels. In the beacon, the CR-BS transmits the list of channels to be sensed in the next frame and the minimum number of mini-slots \( N_b \) required for at least \( \bar{N} \) SUs participating in the cooperative decision making process (i.e., to select the CCC channel and detect the idle channels). The number of mini-slots required for \( \bar{N} \) SUs participating in the CCC selection process will be calculated in Section 4.4.1. The list of channels to be sensed in the next time slot is updated offline by using Algorithm 3, which is presented in Section 4.4.3.

### 4.4 Cooperative Spectrum Sensing and Selection of CCC

In this section, I calculate the minimum number of mini-slots required for at least \( \bar{N} \) SUs to cooperating in spectrum sensing. Then, I present an SVM-based method to determine the CCC as well as estimate the availability of the channels. To this end, I present an algorithm for selecting the channels to be sensed by the SUs.
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4.4.1 Calculation of the Minimum Number of Mini-Slots Required for at least $\tilde{N}$ SUs to cooperate in spectrum sensing, $N_b$

At the beginning of every frame the exact number of synchronized SUs in the network and the number of idle channels in the network are unknown. Therefore, $N_b$ is calculated based on the average number of idle channels and the number of SUs in the previous frame. Since the number of SUs in a network does not change drastically from one frame to another, it is reasonable to calculate $N_b$ based on the number of SUs in the previous frame.

Let $\bar{\kappa} \ (1 \leq \bar{\kappa} \leq K)$ be the average number of idle channels available for cognitive transmission and $P_p$ be the probability that a PU is active in a given channel. Hence, the average number of idle channels available for cognitive transmission in a given frame can be expressed as

$$\bar{\kappa} = \bar{\kappa} (1 - P_p)^M. \quad (4.5)$$

Assuming that each idle channel has equal probability ($\frac{1}{\bar{\kappa}}$) to be the best idle channel sensed by an individual SU, the probability that $r$ SUs select a given channel ($P_r$) can be written as

$$P_r = \binom{N}{r} \left( \frac{1}{\bar{\kappa}} \right)^r \left( 1 - \frac{1}{\bar{\kappa}} \right)^{(N-r)}. \quad (4.6)$$

The probability of successful transmission of a packet in a mini-slot, given that $r$ SUs contend for transmission, can be expressed as

$$P_{(S|r)} = r P_s (1 - P_s)^{(r-1)} \quad (4.7)$$

where $P_s$ is the average SU transmission probability in a given mini-slot during the CCC.
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selection phase. Hence, the average transmission probability in a given channel at first mini-slot \( P_{1,ccc} \) in the CCC selection phase can be expressed by using (4.6) and (4.7) as follows:

\[
P_{0,ccc}^0 = \sum_{r=1}^{N_1} P_r P_{S|r} = \sum_{r=1}^{N_1} \left( \frac{N_1}{r} \right) r P_s (1 - P_s)^{(r-1)} \left( \frac{1}{\bar{\kappa}} \right)^r \left( 1 - \frac{1}{\bar{\kappa}} \right)^{(N_1-r)} \]

(4.8)

where \( N_1 = N \). Notice that every SU selects its best idle channel for transmitting the sensing results to the CR-BS based on its individual sensing result and the selected idle channel may not be idle due to the hidden terminal problem. Hence, by taking into account the effect of errors in the selection of the best idle channel, I can rewrite the successful transmission probability in the first mini-slot as follows:

\[
P_{1,ccc} = \sum_{r=1}^{N_1} \left( \frac{N_1}{r} \right) r P_b P_s (1 - P_s)^{(r-1)} \left( \frac{1}{\bar{\kappa}} \right)^r \left( 1 - \frac{1}{\bar{\kappa}} \right)^{(N_1-r)} \]

(4.9)

where \( P_b \) is the probability that the selected channel is idle. Hence, the average number of SUs successfully transmitting in the first mini-slot can be expressed as

\[
\bar{N}_1 = \left\lfloor \bar{\kappa}P_{1,ccc} \right\rfloor .
\]

(4.10)

Hence, the average number of SUs left for transmitting their sensing results in the second mini-slot is \( N_2 = N - \lfloor \bar{\kappa}P_{1,ccc} \rfloor \). Then, the average number of SUs successfully transmitting within the first and second mini-slots can be written as follows:

\[
\bar{N}_2 = \left\lceil \bar{\kappa} \sum_{j=1}^{2} P_{j,ccc} \right\rceil
\]

(4.11)
where
\[ P_{2,ccc} = \sum_{r=1}^{N_2} \left( \begin{array}{c} N_2 \\ r \end{array} \right) \left( \begin{array}{c} r \\ 1 \end{array} \right) P_b P_s (1 - P_s)^{(r-1)} \left( \frac{1}{\bar{\kappa}} \right)^r \left( 1 - \frac{1}{\bar{\kappa}} \right)^{(N_2 - r)}. \]  \hspace{1cm} (4.12)

Similarly, the successful transmission probability in the \( i \)-th mini-slot and the number of SUs successfully transmitting within \( i \) mini-slots can be expressed in closed-form as in (4.13) and (4.14), respectively, as follows:
\[ P_{i,ccc} = \sum_{r=1}^{N_i} \left( \begin{array}{c} N_i \\ r \end{array} \right) r P_b P_s (1 - P_s)^{(r-1)} \left( \frac{1}{\bar{\kappa}} \right)^r \left( 1 - \frac{1}{\bar{\kappa}} \right)^{(N_i - r)}. \]  \hspace{1cm} (4.13)

\[ \bar{N}_i = \left\lfloor \bar{\kappa} \sum_{j=1}^{i} P_{j,ccc} \right\rfloor. \]  \hspace{1cm} (4.14)

Note that, in (4.13), \( N_i (= N - \left\lfloor \bar{\kappa} \sum_{j=1}^{i-1} P_{j,ccc} \right\rfloor) \) is the number of SUs transmitting their sensing results to the CR-BS in the \( i \)-th mini-slot. Therefore, the minimum number of mini-slots \( (N_b) \) required to successfully send at least \( \bar{N} \) samples (i.e., from \( N \) SUs) can be obtained as
\[ N_b = \sum_{i} I(\bar{N}_i \leq \bar{N}). \]  \hspace{1cm} (4.15)

where
\[ I(\bar{N}_i \leq \bar{N}) = \begin{cases} 1, & \text{if } \bar{N}_i \leq \bar{N} \\ 0, & \text{otherwise.} \end{cases} \]  \hspace{1cm} (4.16)

The number of SUs successfully sends their sensing results within \( N_b \) mini-slots is ex-
pressed as $\bar{N}_N$.

### 4.4.2 SVM-Based Method for Selection of the CCC

The CCC is selected based on the decision which is given by the optimization problem in (3.33). Hence, I can write the decision function as follows:

$$F(x_k) = \sum_{l=1}^{L} \tilde{\lambda}(l) a(l) \kappa(x_k, y^{(l)}) + w_0$$

(4.17)

where $x_k$ is the collected sensing results or energy vector for the $k$-th channel received from different SUs for selecting the CCC. $\kappa(x, y) = \phi(x) \cdot \phi(y)$ is the kernel function used to map the low dimensional energy vector to a higher dimensional space. Some of the commonly used kernel functions are linear, polynomial, and Gaussian radial basis functions [83]. Hence, I can select the common control channel as follows:

$$\text{Ch}_{CCC} = \arg \min_{k \in \bar{K}} \left\{ \sum_{l=1}^{L} \tilde{\lambda}(l) a(l) \kappa(x_k, y^{(l)}) + w_0 \right\}$$

(4.18)

At the same time, I can make an estimate for the availability of the $k$-th channel for cognitive transmission as follows:

$$\hat{a}_k = \text{sgn} \left\{ \sum_{l=1}^{L} \tilde{\lambda}(l) a(l) \kappa(x_k, y^{(l)}) + w_0 \right\}$$

(4.19)

where $\text{sgn}$ is the sign function. If $\hat{a}_k = 1$, then the PUs are active on the $k$-th channel. Otherwise, the PUs are idle on that channel and hence can be allocated to the SUs. Since the estimates $\hat{a}_k$ are based on cooperative spectrum sensing, they are more reliable than the individual sensing-based estimates.
4.4.3 Selection of Channels for Spectrum Sensing

The list of channels to be sensed in the next time frame is updated offline using Algorithm 3 below, where $t$ is the number of times the algorithm is executed and $T_k$ is the number of times the $k$-th channel sensed.

Algorithm 3 Algorithm to select the channels to be sensed

1: Input: $\{\lambda_l\}, \{a_l\}, \{x_k\}, \{y^{(l)}\}, \omega_0$
2: Estimate relative channel idle probability
   $\Theta_L \leftarrow \min_{k \in K} \left\{ \sum_{l=1}^{L} \tilde{\lambda}^{(l)} a^{(l)} \kappa(x_k, y^{(l)}) + w_0 \right\}$
   If $\Theta_L < 0$ then
      $\Theta \leftarrow \sum_{l=1}^{L} \tilde{\lambda}^{(l)} a^{(l)} \kappa(x_k, y^{(l)}) + w_0 + |\Theta_L|, \forall k, k \in K$
   Else
      $\Theta \leftarrow \sum_{l=1}^{L} \tilde{\lambda}^{(l)} a^{(l)} \kappa(x_k, y^{(l)}) + w_0, \forall k, k \in K$
   End If
   $\Theta^0_M \leftarrow \max \{\Theta\}$
   $\Theta \leftarrow \{\Theta^0_M - \Theta\}$
   $\Theta_M \leftarrow \max \{\Theta\}$
   $P_{\Theta} \leftarrow \Theta^0_M$
3: Select set of channels for sensing in the next time slot
   $\bar{K} \leftarrow \arg \max_{1 \leq k \leq \bar{K}} \left\{ P_{\Theta_k} + \sqrt{\frac{2\ln(t-1)}{T_k}} \right\}, \forall k, k \in K$

4.5 Saturation Throughput Analysis of the DCCC-MAC Protocol

In this section, the average system throughput for the proposed DCCC-MAC protocol is analyzed in closed-form under the assumption that the SUs always have data to transmit.

At a given time frame, I categorize the SUs into two different sets of SUs based on the way they are allocated channels for data transmission. One set of SUs has a reserved mini-slot to obtain channel allocation for data transmission while the other SUs have to contend to obtain channel allocation for their data transmissions. The SUs belonging to these two sets are not fixed and vary from frame to frame. Therefore, the total average throughput of the network is the combination of the average throughputs of these two different types of SUs.
In the proposed DCCC-MAC protocol, one channel is allocated to only a single SU within any given frame duration. Therefore, the maximum number of SUs that can be supported by the DCCC-MAC protocol is $\bar{\kappa} - 1$ since one idle channel is assigned as the CCC. Hence, the average number of SUs ($I$) transmit within a frame duration can be expressed as follows:

$$I = \begin{cases} \bar{\kappa} - 1, & \text{if } \alpha N \geq (\bar{\kappa} - 1) \\ \alpha N, & \text{otherwise} \end{cases}$$

(4.20)

where $\alpha$ is the percentage of the SUs synchronized in a given frame and can be defined as the average number of synchronized SUs divided by the total number of SUs in the network. Hence, the average number of SUs that can be satisfied through contention ($I_c$) can be expressed as

$$I_c = I - \bar{N}_{N_b}$$

(4.21)

where $\bar{N}_{N_b}$ is the number of scheduled SUs or the number of SUs which successfully send their sensing results to the CR-BS within $N_b$ mini-slots during the CCC selection phase and can be obtained as follows:

$$\bar{N}_{N_b} = \left\lfloor \bar{\kappa} \sum_{j=1}^{N_b} P_{j,ccc} \right\rfloor.$$

(4.22)

Hence, the total average time for the scheduled SUs to transmit their data ($T_{avgS}$) can be calculated as follows:

$$T_{avgS} = \bar{N}_{N_b}(T - T_S - T_{SCCC} - t_{D-TS}-T_B) - \frac{\bar{N}_{N_b}(\bar{N}_{N_b}+1)t_{D-ms}}{2}$$

(4.23)

where $T_{SCCC} = t_{IB} + t_{SSR} + t_{S_{ccc}} + t_{I_{ccc}}$ and the term $\frac{\bar{N}_{N_b}(\bar{N}_{N_b}+1)t_{D-ms}}{2}$ denotes the average delay in $\bar{N}_{N_b}$ channels due to channel reservation for $\bar{N}_{N_b}$ scheduled SUs. Hence, the total
The average time remaining (i.e., summation of average remaining time in each idle channels) for the contending SUs \( T_{avgRC} \) to transmit their data can be expressed as

\[
T_{avgRC} = T_c (T - T_S - T_{SCCC} - t_{D-TH} - T_B - (\bar{N}_b + 1) t_{D-ms})
\]  \hspace{1cm} (4.24)

where \( (\bar{N}_b + 1) t_{D-ms} \) indicates the silence duration of a remaining idle channel (i.e., not assigned to any SU but to be assigned through a contention process) due to the \( \bar{N}_b \) number of scheduled SUs’ channel reservation and the \textit{Start-Contention} message.

Let \( \Gamma = \alpha N - \bar{N}_b \) denote the number of SUs to be allocated at the beginning of the contention period. The maximum number of mini-slots in the remaining contention period is \( \beta \) which can be expressed as: \( \beta = \frac{T_{avgRC}}{t_{D-ms}} \). Hence, the average number of contention windows for the remaining data transmission duration can be calculated as

\[
\lambda = \left\lfloor \frac{\beta}{W} \right\rfloor.
\]  \hspace{1cm} (4.25)

The average number of successful transmissions \( (C_i) \) within \( i \)-th contention window can be expressed as in (4.26) below since the SUs transmit RTS to the CR-BS after a chosen random backoff value from a closed window \([0, W - 1]\):

\[
C_i = W \Gamma_i \left( \frac{1}{W} \right) \left( 1 - \frac{1}{W} \right)^{\Gamma_i - 1}
\]  \hspace{1cm} (4.26)

\[
= \Gamma_i \left( 1 - \frac{1}{W} \right)^{\Gamma_i - 1}
\]

where \( \Gamma_i \) denotes the number of SUs in the \( i \)-th contention window for contention and \( \Gamma_{i+1} = \Gamma_i - C_i \). Hence, the total average delay for data transmission due to contention can be expressed as

\[
T_{avgC} = \sum_{i=1}^{\lambda} Q(I_{c_i}, C_i, W)
\]  \hspace{1cm} (4.27)
where $Q(.,.,.)$ can be defined as follows:

$$Q(I_{ci}, C_i, W) = \begin{cases} (I_{ci} - C_i)W + \frac{C_i W}{2}, & \text{if } I_{ci} - C_i \geq 0 \\ \frac{C_i W}{2}, & \text{if } I_{ci} - C_i < 0 \text{ and } I_{ci-1} - C_{i-1} > 0 \\ 0, & \text{otherwise} \end{cases}$$ (4.28)

in which $I_{ci} = I_c$ and $I_{ci} = I_{ci-1} - C_i$

I assume that the SVM-based cooperative decision making mechanism makes an accurate channel idle decision. The accuracy of the decision in SVM improves with the increasing number of SUs participating in the cooperative decision making process. Considering the imperfectness in the decision making process by the SVM, the average system throughput ($T_{avg}$) can be calculated as follows:

$$T_{avg} = (T_{avgS} + T_{avgRC} - T_{avgC})(1 - p_{f,svm})$$ (4.29)

where $p_{f,svm}$ denotes the false-alarm probability of the SVM classifier when $\tilde{N}_{Nb}$ number of SUs cooperate to make decision.

### 4.6 Robustness and Scalability of DCCC-MAC protocol

In this section, I focus on the robustness and scalability of the proposed DCCC-MAC protocol. The scalability of the DCCC-MAC protocol is defined as the ability to handle an increasing number of SUs in the network whereas the robustness is defined as the ability to withstand against the SUs’ irregular operation (i.e., loss of synchronization and control information) and the capability to bring them back to the normal operation.
4.6.1 A new SU appears in the CRN or an SU is not synchronized with beacon

Since a newcomer and an SU unsynchronized with the beacon act in a similar way, I treat these two different types of SUs in a similar manner. The newcomer does not have any idea about the CCC as well as the current phase (i.e., sensing, CCC selection, or data transmission phase) of the frame. Therefore, every newcomer has to select a predefined number of channels ($K$) randomly to perform energy sensing. With the intention of identifying the CCC, the newcomer tries to decode the sensed signal. If the newcomer finds the CTS message, that particular channel is the CCC in the current transmission cycle. Hence, the newcomer transmits an RTS packet in the CCC after a random backoff if the CCC is sensed idle. Since the newcomer does not know about the idle channels in the network, the relative channel idle probability and the channel allocated to SUs so far (by now some of the channels might have been allocated to SUs and only the left over channels can be allocated to the remaining SUs), the newcomer sets the $cccIndicator$ field in the RTS packet to 0. Following a successful reception of the RTS packet, the CR-BS checks the $cccIndicator$ bit in the RTS packet. Since the $cccIndicator$ bit is set to 0, the CR-BS transmits the $Transmission_Setup$ message again containing the indices of the remaining idle channels, relative channel idle probabilities, and timing span for the next beacon. Hence, the newcomer selects the best channel for its data transmission from the list of currently available idle channels. Then, the newcomer sends an RTS packet by setting the $cccIndicator$ bit to 1 if there is enough time for transmitting at least a single data packet. Otherwise, it remains silent for the next beacon. This procedure continues until the newcomer tunes to a dynamic CCC.
4.6.2 Participate in the CCC selection process but does not receive the CCC information

As an incentive for participating in the CCC selection process, all the participating SUs receive channel reservation and this information is broadcast using the Transmission_Setup message (at the beginning of the data transmission phase) using the CCC. A particular SU may fail to spot the Transmission_Setup message since it did not tune to the CCC due to the fact that it failed to spot the CCC_Update message. However, this SU is scheduled by the CR-BS since it participated in the CCC selection process and reserved a mini-slot for the RTS/CTS handshake to obtain a channel allocation for its data transmission. Such an SU will not send any RTS on that mini-slot. However, by this time the SU knows that data transmission has already started and it failed to detect the CCC_Update message. Hence, this SU starts to listen to the idle channel (in which it sent its sensing results) with the hope of receiving CTS or the next beacon signal. Meanwhile, the CR-BS knows that it did not receive the RTS packet for a scheduled SU in the reserved mini-slot. Therefore, the CR-BS broadcasts the CCC_Update message again in the channel in which the scheduled SU sends its sensing results to the CR-BS if and only if that particular channel is idle and that channel is not allocated to any SU at the time it tries to send the CCC_Update message. Since this SU is listening to the best idle channel, it will receive the CCC information and tune its receiver to the CCC. It is important to note that another mini-slot is not scheduled for this SU even though the CR-BS sends the CCC_Update message to bring that SU to transmission mode. This SU has to contend for a channel upon reception of the Start_Contention message which is broadcast after the scheduled SUs’ reservation period is over.

Note that all the synchronized SUs know the exact time span for next beaconing or the duration for data transmission in the current frame. At the end of data transmission period,
the synchronized SUs tune their receivers to the CCC or their best idle channels for the next beacon. The SUs who receive the beacon obtain the list of channels for sensing in the next time frame and others select a random set of channels for sensing in the next time frame.

### 4.6.3 The selected CCC may be occupied by PUs

The CCC could be occupied by PUs (e.g., due to sensing error and subsequent error in the selection of CCC or sudden PU appearance in the CCC). However, since we adopt cooperative spectrum sensing for detection of PUs’ idle channels and select the most reliable channel out of all detected PUs’ idle channels as the CCC, the effect of PU misdetection on the CCC would be negligible in the proposed scheme when the number of PUs’ idle channels is comparatively large. We discuss the two scenarios below when the selected CCC might be occupied by PUs.

- **The selected CCC is actually occupied by PUs:** The CCC unavailability can be detected by SUs based on the individual sensing. To select another available channel as the CCC, the SUs should inform the CCC unavailability to Co-BS. For this, instead of transmitting RTS packets to the Co-BS at the beginning of data transmission phase, the scheduled SUs keep silent during their scheduled periods. If the Co-BS does not receive scheduling requests from more than the half of the scheduled SUs, then the Co-BS assumes that there is a problem with the selected CCC. However, to take this decision Co-BS has to wait until the end of time duration which is allocated for scheduling. At the end of the scheduled allocation period, instead of transmitting *Start Contention* message, the Co-BS broadcasts a special message called *Chirping* message to inform the new CCC. The next available best channel is selected as the CCC. Then, the SUs who want to get allocated channel start contention on the new CCC. Note that an SU, who has already started communication,
does not want CCC information because it can receive the next beacon in the current communication channel at the start of the beacon period. This is possible since the beacon is broadcast by the Co-BS in all the PUs’ idle channels. If there is no other candidate channel for CCC, then the Co-BS sets the CCC index field to 0 in the Chirping message. With the reception of 0 in the CCC index field in the Chirping message, the SUs start to freeze until the next beacon period starts. If the Co-BS does not transmit any Chirping message while a particular SU detects that the CCC is not available for SU transmission, then that particular SU needs to keep silent for the current frame and should wait for the next beacon in its best PUs’ idle channel.

- **Sudden PU appearance in the CCC**: The appearance of a PU in a channel is not visible to the SUs and the Co-BS after the spectrum sensing period since both the SUs and the Co-BS follow half-duplex communication. In this situation, there is no way to stop interference at the PU until the end of the current transmission frame. However, if we assume that the Co-BS has full-duplex communication capability, then the Co-BS can do simultaneous spectrum sensing and transmission. In such a scenario, the Co-BS will be able to detect the collision with PU and it can use the aforementioned procedure to shift the CCC.

### 4.6.4 Adaptation of the protocol for downlink transmission

Let us assume that the Co-BS wants to start downlink transmission to the SUs. Then, the indexes of the SUs, who will be receiving data from the Co-BS, are informed by Co-BS with the beacon. Note that this information is reachable to all the SUs since all the SUs registered in the CRN listen to the CCC and synchronize with the beacon irrespective of their transmission status. However, the SUs who want to do communication (i.e., uplink or downlink communication) with the Co-BS try to send their sensing information to the Co-
BS and try to obtain a channel allocation for transmission. Once a channel is allocated to an SU, that SU can use the allocated channel for either uplink or downlink communication.

4.7 Performance Evaluation Results and Discussions

4.7.1 Simulation Parameters

In this study, unless otherwise specified, I consider that the SUs are located randomly in a 500 m × 500 m area. The important simulation parameter values are as follows: the bandwidth of a channel $B$ is 5 MHz, the sensing duration $\tau$ is 100 $\mu$s, the noise spectral density $\eta$ is $-174$ dBm, and the path-loss exponent $\alpha$ is 4. I assume that the standard deviation of shadowing is 8 dB. The transmit power of each PU is 300 mW and the frame duration is 100 ms. I consider three PUs having fixed locations with coordinates (5000m, 1500m), (-1500m, -2000m), and (1000m, 2000m). The probability that a PU is in the active state is 0.3 and the state of each PU is independent of that of any other PU. The false alarm probability of SVM-based cooperative spectrum sensing ($p_{f,svm}$) is set to 0.1. The packet-specific simulation parameters for the MAC protocol are listed in Table 4.2 [5,6]. The total number of channels available for communication is $K = 64$, and $\bar{K} = 32$ channels are sensed at a given frame. Two bytes are used to represent the log value of energy level in a given channel at any SU, where the first and the second bytes represent the integer and decimal component of the log value of energy, respectively. Therefore, each user should allocate $16 \times \bar{K}$ bits for sensing payload. Further, the indices for the SUs and channels are represented by 8 bits.

I compare the performance of the proposed DCCC-MAC protocol with that of two other cognitive radio MAC protocols, namely, the OSA-MAC protocol and the CM-MAC protocol from the existing literature. Both of these protocols use common control channels for distributed channel access.
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<table>
<thead>
<tr>
<th>Table 4.2: Simulation parameters [5, 6]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Channel bit rate</td>
</tr>
<tr>
<td>MAC header</td>
</tr>
<tr>
<td>PHY header</td>
</tr>
<tr>
<td>ACK</td>
</tr>
<tr>
<td>RTS</td>
</tr>
<tr>
<td>CTS</td>
</tr>
<tr>
<td>SIFS</td>
</tr>
</tbody>
</table>

4.7.2 Results

Results for the CCC selection process

Fig. 4.3 depicts the minimum number of mini-slots ($N_b$) required when at least 4 or more SUs participate in the CCC selection process. It is evident that $N_b$ neither significantly increases with the number of channels sensed nor the number of SUs when $P_s = 0.4$.

Fig. 4.4 shows the number of SUs ($\bar{N}_{N_b}$) participating in the CCC selection process by sending their sensing results to the CR-BS using $N_b$ mini-slots. I can clearly observe that the number of SUs participate for CCC selection is most of the times greater than the expected number of SUs ($\bar{N}$) even the minimum number of mini-slots is utilized for cooperation. This fact is revealed by comparing the curves in Fig. 4.3 and Fig. 4.4. Note that, the number of SUs ($\bar{N}_{N_b}$) participate in the CCC selection is scheduled for data transmission at the start of data transmission phase as an incentive. Hence, the increasing number of schedule SUs increases the system throughput in two ways: i) the schedule SUs start their transmission at the most possible time instant in the data transmission phase. ii) due to the schedule allocation no waste in contention and at the same time it reduces the number of SUs left for contention. This phenomena reduces the possible collision at contention based allocation. In particular, most of the times the gap between the expected number of cooperating SUs ($\bar{N}$) and the number of SUs actually participating in cooperative spectrum sensing ($\bar{N}_{N_b}$) for CCC selection is significant when the number of channels sensed is in-
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Figure 4.3: Minimum number of mini-slots ($N_b$) required for at least 4 or more SUs participating in the cooperative decision making process when $P_s = 0.4$ and $W_{\text{max}} = 16$.

creased. In fact, this is due to the increase of number of idle channels in the CRN with the increasing number of channels sensed (see equation (4.22)).

Table 4.3 shows the effect of channel access probability ($P_s$), during the CCC selection phase, on the minimum number of mini-slots ($N_b$) required for at least four SUs cooperating in the decision making process. This table reveals that $N_b$ increases when both the number of SUs in the network and the channel access probability ($P_s$) increase. This is due to the increased number of collisions among the SUs and increased channel access probability. It is important to note that the minimum number of mini-slots required to send at least four SUs sensing results is not high (i.e., maximum $N_b = 4$).

Performance of SVM-based cooperative spectrum sensing

Fig. 4.5 shows the performance of the proposed SVM-based cooperative decision making scheme in terms of receiver operating characteristic (ROC). This figure clearly depicts that the correctness of the decision (channel idle or busy) improves with the increasing number of SUs participating in the decision making process. However, the relative improvement of
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Figure 4.4: Number of SUs participating ($\bar{N}_{N_b}$) in the cooperative decision making process within $N_b$ mini-slots when $P_s = 0.4$ and $W_{\text{max}} = 16$.

Table 4.3: Effect of $P_s$ on minimum number of mini-slots ($N_b$) required for at least 4 or more SUs participating in cooperative decision making process when $W_{\text{max}} = 16$ and $\bar{K} = 32$

<table>
<thead>
<tr>
<th>$P_s$</th>
<th>Minimum number of mini-slots ($N_b$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N=4</td>
</tr>
<tr>
<td>0.1</td>
<td>4</td>
</tr>
<tr>
<td>0.2</td>
<td>4</td>
</tr>
<tr>
<td>0.3</td>
<td>3</td>
</tr>
<tr>
<td>0.4</td>
<td>2</td>
</tr>
<tr>
<td>0.5</td>
<td>2</td>
</tr>
<tr>
<td>0.6</td>
<td>2</td>
</tr>
<tr>
<td>0.7</td>
<td>2</td>
</tr>
<tr>
<td>0.8</td>
<td>2</td>
</tr>
<tr>
<td>0.9</td>
<td>2</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>
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Figure 4.5: The ROC performance for different combination of SUs’ cooperation when there are three PUs and the SVM classifier with linear kernel is used.

the correctness of the decision with additional SU reduces when the number of cooperating SUs is relatively high. I observe that even with two cooperating SUs, the probability of detection of PU activity is quite high. That is, the CCC selection and idle channel selection scheme based SVM perform well even with a small number of cooperating SUs.

Fig. 4.6 compares the effect of sensing duration on the performance of cooperative decision making process in terms of receiver operating characteristic. This figure clearly depicts that the increasing duration of sensing time increases the system performance in terms of idle channel detection. However, the level of system performance improvement decreases with respect to the increasing sensing duration. Note that, the proposed SVM-based decision making scheme performs well even with a lower sensing duration.

Throughput performance of DCCC-MAC protocol

The performance of the proposed dynamic common control channel-based MAC protocol is presented in Fig. 4.7. Specially, the system throughput is plotted against the number of SUs in the network. As expected, the system throughput increases with the increasing
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Figure 4.6: Effect of sensing duration ($\tau$) on the performance of cooperative decision making process when there are three PUs, four SUs and a linear kernel is used in SVM classifier.

The SU who wins the contention in CCC utilizes all the idle channels for its data transmission. At this point, all other SUs keep silent until the next beacon.

1The SU who wins the contention in CCC utilizes all the idle channels for its data transmission. At this point, all other SUs keep silent until the next beacon.
Figure 4.7: System throughput variation with respect to the number of SUs when $P_s = 0.4$ and $W_{max} = 16$. The overhead of the OSA-MAC protocol is assumed to be 25% [2] and average time for mobility support in CM-MAC protocol is assumed to be 3 ms [3].

validating our analysis.

Fig. 4.8 shows the impact of contention window on the performance of system throughput when the number of channels sensed is $\bar{K} = 32$. With small contention windows (i.e., $W_{max} = 8, 16, 24$), the throughput is high when the number of SUs is relatively low (i.e., 10-30 SUs). At the same time, with small contention widows, as the number of SUs increases, the throughput performance degrades drastically due to the increase in collision possibilities. On the other hand, the performance does not degrade significantly with the increasing number of SUs when the contention window is relatively large (i.e., $W_{max} = 64$ and $W_{max} = 128$). This is due to the reduced possibilities of collision. However, larger contention windows degrade the system performance when there is a small number of SUs in the network. The throughput curves in Fig. 4.8 show peaks (avalanches) due to the sudden increment (decrement) of the number of SUs involved in cooperative decision making within $N_b$ mini-slots (see Fig. 4.4). The cooperating SUs obtain the channel allocations without going through the contention process which leads to peaks at those points.
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Figure 4.8: System throughput variation with respect to contention window ($W_{\text{max}}$) when $P_s = 0.4$ and $\bar{K} = 32$.

Fig. 4.9 shows the effect of sensing duration on system throughput. The system performance degrades with the increasing sensing duration although the probability of idle channel detection increases with the sensing time. This means that the performance loss due to the increased sensing duration is significant compared to the performance gain due to improved idle channel detection probability. However, the sensing time cannot be chosen to be very small due to the requirement of protecting the PUs from possible interference due to misdetection. Further, I can observe peaks (e.g., at $N = 55$) and avalanches (e.g., at $N = 75$) in throughput curves due to the sudden increment and decrement of schedule SUs in data transmission phase, respectively. This fact is revealed by the curve corresponding to $\bar{K} = 32$ in Fig. 4.4.

A qualitative comparison among the existing distributed cognitive MAC protocols is presented in Table 4.4.
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Figure 4.9: Effect of sensing duration ($\tau$) on the performance of system throughput when $W_{\text{max}} = 16$, $\bar{K} = 32$ and the frame duration is 50 ms).

Table 4.4: Quantitative comparison among distributed cognitive MAC protocols

<table>
<thead>
<tr>
<th>MAC protocol</th>
<th>No. of transceivers</th>
<th>Hidden node problem</th>
<th>CCC</th>
<th>Synchronization</th>
<th>Signaling</th>
<th>Access method</th>
</tr>
</thead>
<tbody>
<tr>
<td>DCCC-MAC (proposed)</td>
<td>Single</td>
<td>Yes</td>
<td>Dynamic CCC</td>
<td>Yes</td>
<td>In band</td>
<td>Hybrid</td>
</tr>
<tr>
<td>OSA-MAC [128]</td>
<td>Single</td>
<td>No</td>
<td>Dedicated CCC</td>
<td>Yes</td>
<td>In band</td>
<td>Contention-based</td>
</tr>
<tr>
<td>DOSS-MAC [126]</td>
<td>Three</td>
<td>No</td>
<td>Dedicated CCC</td>
<td>No</td>
<td>Out of band</td>
<td>Contention-based</td>
</tr>
<tr>
<td>C-MAC [129]</td>
<td>Single</td>
<td>Yes</td>
<td>Dedicated CCC</td>
<td>Yes</td>
<td>Out of band</td>
<td>Coordination-based</td>
</tr>
<tr>
<td>ECR-MAC [130]</td>
<td>Single</td>
<td>Yes</td>
<td>Dedicated CCC</td>
<td>Yes</td>
<td>Out of Band</td>
<td>Contention-Based</td>
</tr>
<tr>
<td>HC-MAC [131]</td>
<td>Single</td>
<td>Yes</td>
<td>Dedicated CCC</td>
<td>No</td>
<td>Out of band</td>
<td>Contention-based</td>
</tr>
<tr>
<td>OS-MAC [132]</td>
<td>Single</td>
<td>No</td>
<td>Dedicated CCC</td>
<td>Yes</td>
<td>Out of band</td>
<td>Coordination-based</td>
</tr>
<tr>
<td>SCA-MAC [133]</td>
<td>Single</td>
<td>No</td>
<td>Dedicated CCC</td>
<td>No</td>
<td>Out of band</td>
<td>Contention-based</td>
</tr>
</tbody>
</table>
4.8 Conclusion

I have presented a solution to the common control channel selection problem in cellular cognitive radio networks. The common control channel for a given frame is selected using a support vector machine-based approach. Specially, the common control channel selection scheme gives a set of idle channels in the network as a by product of the cooperative spectrum sensing process. In the proposed dynamic common control channel MAC protocol, the secondary users who participate in the control channel selection process are scheduled for data transmission while the other SUs contend for channel access. The proposed dynamic common control channel-based MAC protocol achieves a higher performance compared to the OSA-MAC [2] and MC-MAC [3] protocols over a wide range of values of secondary users in a cell. The system throughput has been analyzed in closed-form and simulation results have validated the correctness of our analysis.
Chapter 5

Generalized Spectral Footprint Minimization for OFDMA-Based CRNs

In CRNs, due to the scarcity of radio resources (e.g., channel and power), efficient utilization of these resources is critical. In this chapter, I consider the problem of joint subchannel and power allocation for an orthogonal frequency division multiple access (OFDMA)-based cellular CRNs. Note that the medium access control method proposed in the previous chapter did not consider any specific radio transmission technology, while this chapter specifically considers the OFDMA technology which is used in the current 4G cellular networks. I formulate the downlink resource allocation problem as a generalized spectral-footprint (bandwidth-power product) minimization problem under the interference threshold at the primary users, as well as total power and quality of service constraints. A cognitive base station solves this non-convex mixed-integer programming problem iteratively by dividing it into a subchannel allocation master problem and a power allocation subproblem. The subchannel assignment problem for secondary users is solved by applying a modified Hungarian algorithm while the power allocation subproblem is solved by using Lagrangian technique. Specifically, I propose a low-complexity modified Hungarian algorithm for subchannel allocation which exploits the local information in the cost matrix. To apply the modified Hungarian algorithm, it is require to know the exact number
of subchannel requirement of each user in every iteration. Hence, I develop an algorithm to update the number of subchannels required by each user in each iteration based on the spectral footprint difference of each user. An asymptotic analysis is carried out for the single secondary user case and a closed-form expression is derived for the optimal number of subchannels which minimizes the spectral footprint. The performance of our generalized spectral-footprint minimization technique is compared with the power minimization and a scheme based on brute-force search. Also, several applications of the proposed algorithms are outlined.

5.1 Introduction

Cognitive radio based on dynamic spectrum access has emerged as a promising technology to improve the utilization of the radio spectrum and thereby mitigate the spectrum scarcity problem to some extent. With respect to the radio environment, the distinctive feature of cognitive radio networks is the availability of spectral resources in the time, frequency, and spatial domains. In this context, opportunistic spectrum access is a key concept, which allows a SUs to opportunistically access the frequency band allocated to a PU when the PU transmission is detected to be absent in a given geographical area (spectrum overlay paradigm). Further, in cognitive radio systems, SUs can use the licensed spectrum if and only if they guarantee no harmful interference to primary user networks (spectrum underlay paradigm). In this context, inefficient utilization of the available spectrum and power in cognitive networks degrades the performance of both the cognitive and the primary networks. Studying the efficient allocation of scarce bandwidth and power (spectral footprint) for CRNs is of significant interest.
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5.1.1 Related Work

Extensive researches have been carried out on subchannel and power allocation in conventional wireless networks [134, 135] and a survey of different adaptive power and bandwidth allocation algorithms for the downlink multiuser OFDMA networks is presented in [93]. However, those algorithms cannot be directly used for resource allocation in CRNs due to the added limitations such as mutual interference between primary user and secondary users [136] and imperfect spectrum sensing [56]. The authors in [90] propose an efficient algorithm based on iterative water-filling to overcome such limitations. In [137], a power allocation scheme for OFDM-based CRNs is investigated by taking the effect of imperfect spectrum sensing. In [2], the authors propose a joint power/rate allocation scheme for CRNs with proportional and max-min fairness criteria. The queue length-aware channel and power allocation schemes for CRNs are studied in [91]. The authors in [138] propose a technique for subchannel and power allocation in multi-cell CRNs. In [139], the heterogeneity of spectral footprint of wireless networks is shown as a key to maximizing coverage in a particular area. The authors in [140] use spectral footprint as the optimization function to regulate spectrum sharing in CRNs.

5.1.2 Motivation and Contribution

The traditional resource allocation techniques in CRNs try to utilize as much bandwidth as possible to minimize the transmit power and interference caused to the PU receivers [90]. However, it is reasonable to allow the cognitive radio transmitters to keep transmitting until the interference caused by them reaches a predefined interference threshold. Thus, instead of utilizing all the available bands for transmitting the cognitive users can save some spectrum bands for other cognitive applications. This is a trade off between the allocation of power and spectrum band. The spectral footprint (SF) minimization facilitates reducing
the number of channels used to satisfy the required quality-of-service (QoS) at the expense of higher transmission power while maintaining the given interference threshold at the PU receivers. Moreover, for CRNs, a generalized spectral footprint based allocation paves the way to optimally and opportunistically utilize the available radio resources (spectrum and power) depending on the network operators’ objectives. On the other hand, the authors in [141] extend the work in [140] by utilizing the bandwidth-power product, by giving equal weight for bandwidth and power, as a minimization objective for allocating power and subcarriers in CRNs. The authors in [141–143] propose an iterative algorithm based on the Hungarian algorithm for subchannel allocation in CRNs where at each iteration the algorithm is applied without exploiting the available local information. As a result, the complexity of each iteration remains the same until the convergence is reached. However, the complexity of the subchannel allocation can be reduced from the second iteration onwards by utilizing the local information in the subchannels assignment cost matrix. The affirmation facts motivate me for this study.

In the above context, I investigate the problem of designing lower-complexity joint subchannel and power allocation for multiuser OFDMA-based cognitive radio networks for generalized spectral footprint minimization. The main contributions of this study can be listed as follows:

- I formulate the resource allocation problem for multiuser OFDMA-based CRNs as a generalized spectral footprint minimization problem under the required rate, total power and interference constraints. The objective function of the resource allocation optimization problem is formulated by weighting the bandwidth-footprint and power-footprint. The weighting parameters provide more flexibility to adjust the radio resources as required and can also reflect the scarcity of the resources. The formulated optimization problem is a non-convex mixed-integer programming problem.
Therefore, I solve this optimization problem by dividing the original problem into a subchannel allocation master problem and a power allocation subproblem.

- I propose a lower-complexity Hungarian-based subchannel assignment algorithm by exploiting the local information in the available subchannel assignment cost-table, which is used for subchannel assignment. Moreover, to apply the Hungarian-based modified algorithm, I need to know the exact number of subchannels required for each user. Therefore, I propose an algorithm for updating the number of subchannels allocated to each user in each iteration.

- Through an asymptotic analysis of the resource allocation scheme in a single user case, I derive a closed-form expression for the number of subchannels required to satisfy a given QoS requirement.

### 5.2 System Model and Problem Formulation

#### 5.2.1 System Model

I consider downlink transmission in an OFDMA-based system multiuser CRN as illustrated in Fig 5.1. The number of SUs in the CRN is denoted by $N$. The considered CRN coexists with a primary network which is denoted by $\mathcal{P}$. I assume that the downlink transmissions by the cognitive radio base station (CR-BS) in the CRN are synchronized with the uplink transmissions in the primary network [141, 144, 145]. Further, this assumption does not limit the analysis but it reduces the complexity of resource allocation due to the reduction of interference possibilities. The PUs transmit in the uplink and the primary base stations are the primary receivers.

The total available band in the CRN is divided into $K$ equal independent subchannels each with bandwidth $B$. I assume that the channel realization from any transmitter (PU transmitter/CR-BS) to any receiver (PU-BS/SUs) is quasi-static for one frame duration,
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and independent and identically distributed (i.i.d.) over different frames. The channel gains between the CR-BS and the cognitive users are characterized by long-term path-loss, shadowing, and short-term fading whereas the channel gain between the PUs and cognitive users are characterized by long term fading and shadowing. The location information of the BSs and PUs in the primary network can be obtained from the radio environment map (REM) [141, 144, 145]. Further, the waveform of the PU signal is unknown at the cognitive user on a given subchannel. Hence, the interference at cognitive user is calculated by assuming power spectral density of that subchannel as given in [141, II.B]. I assume that at the beginning of every frame, the CR-BS obtains information such as the channel state information (CSI) and aggregate interference at the SUs caused by the PUs.

5.2.2 Problem Formulation for Joint Subchannel and Power Allocation

In this section, I formulate the joint subchannel and power allocation problem as a generalized spectral-footprint minimization problem for OFDMA-based CRNs with the rate,
total power, and interference constraints. The symbols and notations used for the problem formulation are shown in Table 5.1.

The spectral footprint is defined as a product of the bandwidth-footprint ($F_B = \sum_{n=1}^{N} \sum_{k=1}^{K} B X_{n,k} (1 - \omega_k)$) and the power-footprint ($F_P = \sum_{n=1}^{N} \sum_{k=1}^{K} P_{n,k}$) [94, 141]. Here $\omega_k$ is incorporated in the objective function to capture the spectrum activity of PU [62] in the optimization process. Further, a given subchannel is allocated to a cognitive user if and only if its activity factor is less than the threshold activity ($w_{th}$). Intuitively, I try to allocate the subchannels with lower PU activity to SUs while avoiding the subchannels with higher PU activity in the allocation process so that the spectral footprint (SF) is minimized. I set $X_{n,k} = 1$ if the $k$-th subchannel is allocated to the $n$-th user, otherwise $X_{n,k} = 0$. Note that $P_{n,k}$ denotes the transmit power of the CR-BS on the $k$-th subchannel assigned to the $n$-th user.

The optimization problem for minimizing the generalized spectral footprint for the cognitive radio network can be stated as follows:
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\[
\min \left[ \sum_{n=1}^{N} \sum_{k=1}^{K} \frac{BX_{n,k}}{(1 - \omega_k)} \right]^\alpha \left[ \sum_{n=1}^{N} \sum_{k=1}^{K} P_{n,k} \right]^\beta
\]

s.t. \[
\sum_{k=1}^{K} X_{n,k} B \log \left( 1 + \frac{P_{n,k} h_{n,k}}{\eta + \sum_{p \in \mathcal{P}} I_{p,n,k}} \right) \geq \phi_n, \forall n
\] (5.1)

\[
\sum_{n=1}^{N} X_{n,k} \leq 1
\] (1.1)

\[
g_{p,k} P_{n,k} \leq I_{p,th,k}^p, \forall \omega_k \leq \omega_{th}, p \in \mathcal{P}, \forall k
\] (1.3)

\[
\sum_{n=1}^{N} \sum_{k=1}^{K} P_{n,k} \leq P_{max}
\] (1.4)

\[
P_{n,k} h_{n,k} \geq \Gamma_n, \forall n, \forall k
\] (1.5)

\[
X_{n,k} \in \{0, 1\}, P_{n,k} \geq 0, \forall n, k
\] (1.6)

where \(X_{n,k}\) and \(P_{n,k}\) are the decision variables to be optimized. The weighting parameters for the bandwidth-footprint and the power-footprint are \(\alpha (\geq 0)\) and \(\beta (\geq 0)\), respectively. The footprint weighting parameters provide flexibility to adjust the radio resources as required and can also reflect the scarcity of resources. Note that the case with \(\alpha = 0\) and \(\beta = 1\) case is the known power minimization problem. The constraint in (1.1) is the rate constraint which ensures that the \(n\)-th SU achieves its minimum rate requirement of \(\phi_n\) where \(\eta\) denotes the noise power, \(I_{p,n,k}\) denotes the interference caused by the primary user \(p \in \mathcal{P}\) at the \(n\)-th SU on the \(k\)-th subchannel, and \(h_{n,k}\) is the channel power gain from CR-BS to the \(n\)-th user on subchannel \(k\). The constraint in (1.2) ensures that the \(k\)-th subchannel is not allocated to more than one user in the cognitive network. The third constraint guarantees that the interference caused at the \(p\)-th primary receiver on the \(k\)-th subchannel is always below the interference threshold \(I_{p,th,k}^p\) and \(g_{p,k}\) is the channel power gain from the CR-BS to the PU-BS. The constraint in (1.4) enforces the limit on the total transmit power budget of the CR-BS and the constraint in (1.5) ensures that the received signal on the \(k\)-th subchannel is greater than the sensitivity threshold \((\Gamma_n)\) of the SUs.
I notice that the generalized spectral footprint minimization problem in (5.1) is a collection of two separable subproblems where one depends on the subchannel allocation and the other depends on the power allocation only. Hence, by applying the decomposition technique [146] I can convert (5.1) into subchannel and power allocation subproblems. These subproblems can be coupled through an appropriate coupling constraint. In fact, the coupling constraint is the rate constraint defined in (1.1). In this study, I decompose our original optimization problem in (5.1) into a subchannel allocation master problem and a power allocation subproblem and solve them iteratively as will be discussed in Section 5.3.1 and Section 5.3.2, respectively. The block diagram of the proposed resource allocation algorithm, which is executed at the CR-BS, is shown in Fig. 5.2.

### 5.3 Solutions of the Subchannel and Power Allocation Problems

#### 5.3.1 Subchannel Allocation Problem

First I fix the transmission power to a feasible value $P^*_{n,k}$, and solve for a feasible subchannel allocation pattern. For a given feasible $P^*_{n,k}$, the subchannel allocation problem is bounded by the rate constraint and PUs’ activity. Hence, the subchannel allocation problem can be written as:
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\[
\min \left[ \sum_{n=1}^{N} \sum_{k=1}^{K} B X_{n,k} \left( \frac{1}{1 - \omega_k} \right)^{\alpha} \right] \\
s.t. \sum_{k=1}^{K} X_{n,k} B \log \left( 1 + \frac{P_{n,k}^{*} h_{n,k}}{\eta + \sum_{p \in \mathcal{P}} I_{p,n,k}} \right) \geq \phi_n, \forall n \\
\sum_{n=1}^{N} X_{n,k} \leq 1 \\
X_{n,k} \in \{0, 1\}, \forall n, k.
\]

The binary integer programing problem in (5.2) can be solved by using the traditional Hungarian algorithm [141–143, 147–149]. However, the Hungarian based subchannel assignment algorithms do not exploit the local cost information to reduce the complexity in each iteration. For this reason, I propose a novel low-complexity modified Hungarian-based subchannel assignment algorithm which exploits the available local cost information to reduce the complexity after the first iteration. The step-by-step implementation procedure of the proposed subchannel assignment algorithm is given in Algorithm 4 so that the interested readers can implement the algorithm easily.

The total number of subchannels ($K^*$) required to obtain a feasible solution is calculated in line 2 of Algorithm 4. The flag $F_0$ indicates whether the algorithm requires to exploit the subchannel assignment information in the previous iteration or not. Specially, from the second iteration onward, $F_0$ is set to False for exploiting the assignment information from the previous iteration. In this algorithm, subchannels are assigned to SUs based on the cost. The cost associated with PU’s activity and channel to interference and noise ratio (CINR) is calculated as: $c_{n,k} = \frac{\eta + \sum_{p \in \mathcal{P}} I_{p,n,k}}{(1 - \omega_k) Bh_{n,k}}$, where $c_{n,k}$ is the cost for assigning the $k$-th subchannel to the $n$-th SU. Hence, the CR-BS constructs an $N \times K$ cost matrix ($C$) for all possible subchannel allocations and $c_{n,k}$ is the element of cost matrix $C$.

For each user in the CR-BS, I select the best $K^* \leq K$ subchannels from the cost matrix.
Algorithm 4 Subchannel Assignment Algorithm

1: Input: \{K_0, \{K_n\}, \{I_{p,n,k}\}, \{\omega_k\}, \eta, K, N, F_0 \leftarrow True
2: \textbf{K}^* = \sum_{n=1}^{N} K_n
3: if \textbf{N} > \textbf{K}^* then
4: return \{X_{n,k}\} \leftarrow \{0\}
5: else
6: if \textbf{F}_0 = True then
7: \textbf{C}[n,k] := \frac{\eta + \sum_{p,n,k} I_{p,n,k}}{1 - \sum_{n,k} \frac{1}{K_n}} \ \forall n,k
8: \{\textbf{C}_{sort}, \textbf{D}\} \leftarrow \text{sort (C, \textbf{K}^*, ‘Ascend’)}
9: \{X_{n,k}, K_n, \textbf{D}\} \leftarrow \text{DirChAssign (D, N, \{K_n\})}
10: if \sum_{n=1}^{N} K_n \neq 0 then
11: \textbf{T} \leftarrow \text{C}[\forall n,k \in \textbf{D}]
12: Duplicate each user’s row in \textbf{T} by \textbf{K}_n times
13: d \leftarrow \text{no. of subchannels in \textbf{D}}
14: Add dummy rows with a Big-M value in row entries to balance no. of rows and no. of columns in \textbf{T}
15: Assign index of dummy rows to set \textbf{A}
16: \{X_{n,k}, \textbf{T}, \textbf{U}, \textbf{V}\} \leftarrow \text{Hungarian Method (T)}
17: end if
18: \textbf{D}_0 \leftarrow \textbf{D}, \{\textbf{K}_{0,n}\} \leftarrow \{\textbf{K}_n\}, \textbf{F}_0 \leftarrow False
19: else
20: \{\textbf{C}_{sort}, \textbf{D}\} \leftarrow \text{sort (C, \textbf{K}^*, ‘Ascend’)}
21: \{X_{n,k}, K_n, \textbf{D}\} \leftarrow \text{DirChAssign (D, N, \{K_n\})}
22: for \textbf{n} = 1 to \textbf{N} do
23: \{t_{K_n}\} \leftarrow \{\textbf{K}_{0,n} - \textbf{K}_n\}
24: if \textbf{t}_{K_n} > 0 then
25: \textbf{I}_{rem} \leftarrow \{n, t_{K_n}\}
26: for r = 1 to \textbf{t}_{K_n} do
27: \textbf{a}_r \leftarrow \text{arg max} \left\{\textbf{C}[r \text{ rows of } n\text{-th user, X}_{n,k}^*]\right\}
28: Change the row cost at \textbf{a}_r to a Big-M in \textbf{T}
29: Assign \textbf{a}_r to the set \textbf{A}
30: \textbf{U} (\textbf{a}_r) \leftarrow \text{min}_j \{\textbf{T}(\textbf{a}_r, j) - \textbf{V}(j)\}
31: end for
32: else
33: \textbf{I}_{add} \leftarrow \{n, -\textbf{t}_{K_n}\}
34: end if
35: end for
36: for \forall i \in \textbf{I}_{add}\{1, d\} do
37: if |\textbf{A}| \neq 0 then
38: Replace row \textbf{a}_i \in \textbf{A} of \textbf{T} by candidate row
39: Remove the edge (\textbf{a}_t, \textbf{mate} (\textbf{a}_t)) from \textbf{X}_{n,k}^* if \textbf{X}_{n,k}^* (\textbf{a}_t, \textbf{mate} (\textbf{a}_t)) is matched
40: \textbf{U} (\textbf{a}_t) \leftarrow \text{min}_j \{\textbf{T}(\textbf{a}_t, j) - \textbf{V}(j)\}
41: end if
42: end for
43: Duplicate row of \textbf{I}_{add}(i, 1) at the end of \textbf{T}
44: end if
45: end for
46: \textbf{t}_c \leftarrow \{\text{no. of subchannels in \textbf{D}}\} - \{\text{no. of subchannels in \textbf{D}_0}\}
47: if \textbf{t}_c > 0 then
48: r \leftarrow \{\text{no. of subchannels in \textbf{D}_0}\}
49: \textbf{T} \leftarrow \text{Add new cost columns of new candidate subchannels in \textbf{D} to the end of \textbf{T}}
50: d \leftarrow \{\text{no. of columns in \textbf{T}}, \textbf{p} \leftarrow \{\text{no. of rows in \textbf{T}}\}
51: if \textbf{d} \neq \textbf{p} then
52: \text{Add (d - p) no. of dummy rows at the end of \textbf{T}}
53: Assign indices of dummy rows to the set \textbf{A}
54: end if
55: Calculate \textbf{V}(q) and \textbf{U}(q) one-by-one starting from q = r + 1, q = r + 1, r + 2, \ldots, d
56: \textbf{V}(q) = \text{min}_j \{\text{min}_k \{\text{min}_{i=0}^{d} \{\text{D}(i, q) - \textbf{U}(i)\}, \textbf{T}(q, q)\}}
57: \textbf{U}(q) = \text{min}_i \{\text{min}_{j=0}^{d} \{\text{D}(i, j) - \textbf{V}(i)\}}
58: t \leftarrow \max\{\sum_{\text{I}_{rem}(\cdot, 2)} + \textbf{t}_c, \sum_{\text{I}_{add}(\cdot, 2)}, \sum_{\text{I}_{add}(\cdot, 2)}\}
59: \{\textbf{X}_{n,k}^*, \textbf{T}, \textbf{U}, \textbf{V}\} \leftarrow \text{Perform } t \text{ iteration of stages of the basic Hungarian algorithm}
60: \textbf{D}_0 \leftarrow \textbf{D}, \{\textbf{K}_{0,n}\} \leftarrow \{\textbf{K}_n\}
61: end if
even though the required number of subchannels for the $n$-th user is $K_n$. I need to obtain the best $K^*$ subchannels for each user to be able to completely resolve the overlapping problem. Hence, the costs of sorted best $K^*$ subchannels of each user and the corresponding indices of subchannels are stored in the sorted matrix $C_{srt}$ and the index matrix $D$, respectively. With the intention of reducing the complexity of the Hungarian algorithm, the non-overlapping subchannels are directly allocated to the corresponding users (in line 9 of Algorithm 4) using the direct subchannel assignment algorithm in Algorithm 5. If there is any remaining subchannels ($K_n \neq 0$), I construct the assignment-cost-table $T$ by duplicating the cost of $n$-th user $K_n$ times. If the numbers of rows and columns in $T$ are not equal, I balance number of rows and columns in $T$ by adding dummy rows at the end with a Big-M (Big-M > max($T$)) value in the row entries (illustrated in lines 13-15 of Algorithm 4). The indices of the dummy rows are stored in the set $A$ for future usage. It is important to note that the number of rows in $T$ should not be greater than the number of columns since the total number of required subchannels cannot be greater than the total number of candidate subchannels in a feasible situation. At the end, the optimal matching $X_{n,k}^*$ in the first iteration is obtained along with its dual variables ($U$, $V$) and the labels of assignment-cost-table ($T$) by using Hungarian algorithm [147, 148, 150, 151]. The corresponding dual variables of the rows and columns in the assignment-cost-table are the elements of vectors $U$ and $V$, respectively.

From the second iteration onward, the subchannel assignment steps are illustrated in the lines 19-60 of Algorithm 4. Since I use the Hungarian algorithm based approach for subchannel allocation, I need to know the exact number of subchannels required by each user in every iteration. Hence, I update the number of subchannel requirement of each user based on the spectral footprint difference which minimizes the total spectral footprint in the CRN. The algorithm to update the number of subchannel requirement is presented by a flow.
chart in Fig. 5.3 which will be described later in this section. In each iteration, new candidate subchannels will be added to or removed from the previous assignment-cost-table $T_0$ until the resource allocation algorithm converges. Then, I traverse user by user by checking whether any subchannel/subchannels should be added to or removed from that user’s assignment. If a particular subchannel, which is assigned in the previous assignment, should be removed from a particular user then I remove the matching $(a_t, \text{mate}(a_t))$ from $X_{n,k}^*$ and assign a Big-M value to the corresponding entire row $a_t$ in $T$. Due to this assignment, the dual variable corresponding to that row is changed. Therefore, I update the corresponding dual variable as follows:

$$U(a_t) = \min_j \{T(a_t, j) - V(j)\}.$$  \hspace{1cm} (5.3)

**Algorithm 5** DirChAssign Algorithm

1: **Input:** $D, N, \{K_n\}$
2: **for** $\forall n \in N$ **do**
3: $R \leftarrow D[\text{all users except } n, \forall k]$
4: **for** $k = 1$ **to** $K_n$ **do**
5: $k_{ind} \leftarrow D[n, k]$
6: **if** $k_{ind} \notin R$ **then**
7: $X_{n,k} \leftarrow 1, K_n \leftarrow K_n - 1$
8: Remove $k_{ind}$ from $D$
9: **end if**
10: **end for**
11: **end for**

The removed row index, $a_t$, is stored in the set $A$ for future usage. The row removal process due to the decrement of demand for number of subchannels is illustrated in lines 24-32.

After removing the mismatches from the assignment due to the reduction in the number of subchannels of users, I duplicate each user’s cost row in $T$ by the number of increment of subchannels compared to the previous iteration. If the set $A$ is not empty then select a row from $A$ and replace the corresponding user’s cost for all subchannels. The binding dual
variable for this scenario can be updated using equation (5.3). This is continued until the set $A$ becomes empty or all the duplication of cost row corresponding to the increased demand is completed. The process of duplicating rows for the increased subchannel demand of each user is illustrated in lines 36–45.

In the case that the number of subchannels in $D$ is greater than the number of subchannels in $D_0$, I should add new candidate subchannels with their corresponding cost columns at the end of $T$. Where $D_0$ is the index matrix which stores the indices of subchannels used in the previous iteration (described in lines 18 and 59). Note that to apply the proposed algorithm, the number of rows and columns in $T$ should be equal. When the number of rows and columns are unequal I add dummy rows with a Big-M value at the end of $T$. In general, if new subchannels appear in $D$ for possible assignment then I have to calculate new dual variables for the corresponding columns as well as the corresponding rows which have the same row indices. Hence, the dual variables for the new indices of columns and rows in $T$ can be calculated as follows:

$$V(q) = \min \{ \min_{1 \leq i \leq (q-1)} \{ T(i, q) - U(i) \}, T(q, q) \} \quad (5.4)$$

$$U(q) = \min_{1 \leq i \leq q} \{ T(q, i) - V(i) \} \quad (5.5)$$

where $q = r + 1, r + 2, \cdots, d$ is the number of columns in the matrix $T$. After calculating and updating all the dual variables $(U, V)$ and $T$, I perform $t$ (see line 58) iterations of a single stage of the basic Hungarian to obtain the optimal matching $X^*_{n,k}$ [147, 148, 150, 152]. The complexity of these iterations is therefore $O(tK^2)$, where $t$ is the maximum number of changes as depicted in line 57 in the proposed subchannel assignment algorithm (i.e., Algorithm 4). The proof of optimality and the analysis of complexity of Algorithm (i.e. $O(tK^2)$) 4 for a given number of subchannel requirement are provided in Appendix A and Appendix B, respectively.

125
Chapter 5. Generalized Spectral Footprint Minimization for OFDMA-Based CRNs

Figure 5.3: Algorithm steps to update the number of subchannels.
Table 5.2: Notations used in the flow chart in Fig. 5.3

<table>
<thead>
<tr>
<th>Notation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_{Init}$</td>
<td>Availability of initial feasible upper bound</td>
</tr>
<tr>
<td>$F_{Diff}$</td>
<td>Start of the SF difference based update</td>
</tr>
<tr>
<td>$F_{opt}$</td>
<td>Availability of optimal solution</td>
</tr>
<tr>
<td>$SFB_{found}$</td>
<td>Availability of new bound due to the increment of unsatisfied users’ subchannel requirements</td>
</tr>
<tr>
<td>$FC_{sat}$</td>
<td>Each user is satisfied with its required rate or not</td>
</tr>
<tr>
<td>$BC_{req}$</td>
<td>Current best number of subchannel requirement of users</td>
</tr>
<tr>
<td>$Ch_{req}$</td>
<td>Number of subchannels allocated to each user</td>
</tr>
<tr>
<td>$SF_{best}$</td>
<td>Current best spectral footprint</td>
</tr>
<tr>
<td>$SF_{n}$</td>
<td>Current value of spectral footprint</td>
</tr>
<tr>
<td>$SF_{n_{best}}$</td>
<td>Collection of the current best SFs of individual users</td>
</tr>
<tr>
<td>$SF_{n_{prev_best}}$</td>
<td>Collection of the best SFs before finding current $SF_{n_{best}}$</td>
</tr>
</tbody>
</table>

Fig. 5.3 shows the flowchart to update the number of subchannels required by each user based on the difference in spectral footprint of each user in consecutive iterations. To maintain the readability, all the notations used in the flowchart are shown in Table 5.2. The difference in spectral footprint of each user is calculated by deducting the previous iteration’s spectral footprint from the spectral footprint in the present iteration unless mentioned otherwise (see the true case for $(SF_{best} = SF)$ in Fig. 5.3). A negative value of the SF difference indicates that the increment of subchannel of a particular user increases the spectral footprint whereas a positive value of the difference in spectral footprint indicates that there is a possibility to further reduce the spectral footprint by allocating more subchannels to that user. In this algorithm, the initial feasible subchannel requirement is obtained by increasing the subchannel requirement of unsatisfied users ($Ch_{req}$) one by one until all users are satisfied with their rate requirements. Obviously, this is the upper bound of the solution for the SF minimization problem. With this initial solution I cannot predict possible channel increment of users to reduce the total spectral footprint. Letting the initial solution as the present best available solution, the channel requirement of each user...
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(CH_{req}) is increased by one to calculate the difference in SF for the new subchannel assignment and power allocation. After this forceful increment of number of subchannels the flag FDif is set to True since the process of updating the number of subchannel is based on the difference in SF starts.

Note that every iteration for channel update is followed by a rate satisfaction check. Hence, based on the rate satisfaction of users and the SF difference, I seek to obtain a better bound until there is no change in the bound as shown in Fig. 5.3.

5.3.2 Power Allocation

After obtaining the optimal subchannel assignment, X^*_{n,k}, by solving the master problem in Section 5.3.1, I find P_{n,k} that minimizes the spectral footprint as follows:

\[
\begin{align*}
\min & \quad \left[ F_B^{*} \right]^\alpha \left[ \sum_{n=1}^{N} \sum_{k=1}^{K} P_{n,k} \right]^\beta \\
\text{s.t.} & \quad \sum_{k=1}^{K} X^*_{n,k} B \log \left( 1 + \frac{P_{n,k} h_{n,k}}{\eta + \sum_{p \in P} I_{p,n,k}} \right) \geq \phi_n, \forall n \\
& \quad g_{p,k} P_{n,k} \leq I_{th,k}^p, \forall \omega_k \leq \omega_{th}, p \in P, \forall k \\
& \quad \sum_{n=1}^{N} \sum_{k=1}^{K} P_{n,k} \leq P_{max} \\
& \quad P_{n,k} h_{n,k} \geq \Gamma_n, \forall n, \forall k \\
& \quad P_{n,k} \geq 0, \forall n, k.
\end{align*}
\]

This power allocation subproblem can be solved by formulating the Lagrangian as follows:
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\[ L(P, \lambda, \mu, \gamma, \nu) = \left[ F^* \right]^{\alpha} \left[ \sum_{n=1}^{N} \sum_{k=1}^{K} P_{n,k} \right]^{\beta} + \sum_{p \in \mathcal{P}} \sum_{k=1}^{K} \mu_{p,k} \left( g_{p,k} P_{n,k} - I_{th,k}^p \right) \]

\[ + \sum_{n=1}^{N} \lambda_n \left( \phi_n - \sum_{k=1}^{K} X_{n,k}^* B \log \left( 1 + \frac{P_{n,k} h_{n,k}}{\eta + \sum_{p \in \mathcal{P}} I_{p,n,k}} \right) \right) \]

\[ + \gamma \left( \sum_{n=1}^{N} \sum_{k=1}^{K} P_{n,k} - P_{max} \right) + \sum_{n=1}^{N} \sum_{k=1}^{K} \nu_{n,k} \left( \Gamma_n - P_{n,k} h_{n,k} \right) \] (5.7)

where \( \lambda_n, \mu_{p,k}, \gamma, \) and \( \nu_{n,k} \) are Lagrangian multipliers [146]. Hence, the optimal power allocation at \((t+1)\)-th iteration \((P_{n,k}(t+1))\) for a given subchannel assignment can be obtained by yielding \( \frac{\partial L(P, \lambda, \mu, \gamma, \nu)}{\partial P_{n,k}} = 0 \) as in (5.8) [146].

\[ P_{n,k}(t+1) = \left[ B \lambda_{n} X_{n,k}^* \left[ \sum_{n=1}^{N} \sum_{k=1}^{K} P_{n,k}(t) \right]^{\beta} \right]^{+} + \frac{\beta [F^* \alpha]}{\eta + \sum_{p \in \mathcal{P}} I_{p,n,k}} + \frac{\gamma}{h_{n,k}} \] (5.8)

The Lagrangian multipliers can be updated in each iteration as follows [146]:

\[ \lambda_n(t+1) = \left[ \lambda_n(t) + \delta(t) \left( \phi_n - \sum_{k=1}^{K} X_{n,k}^* B \log \left( 1 + \frac{P_{n,k}(t) h_{n,k}}{\eta + \sum_{p \in \mathcal{P}} I_{p,n,k}} \right) \right) \right]^{+} \] (5.9)

\[ \mu_{p,k}(t+1) = \left[ \mu_{p,k}(t) + \delta(t) \left( g_{p,k} P_{n,k} - I_{th,k}^p \right) \right]^{+} \] (5.10)

\[ \nu_{n,k}(t+1) = \left[ \nu_{n,k}(t) + \delta(t) \left( \Gamma_n - P_{n,k} h_{n,k} \right) \right]^{+} \] (5.11)

\[ \gamma(t+1) = \left[ \gamma(t) + \delta(t) \left( \sum_{n=1}^{N} \sum_{k=1}^{K} P_{n,k} - P_{max} \right) \right]^{+} \] (5.12)

where \( \delta(t) \) is the step size in the \( t \)-th iteration and can be updated as described in [146]. Hence, the power allocation algorithm can be presented as in Algorithm 6.

**Remark**: Obtaining good initial feasible transmit power is important since I adopt Lagrangian technique to allocate transmit power and it affects to the convergence of the algorithm. Note that at first we do not know the exact number of subchannels required to achieve the given rate requirement of users. Hence, I calculate the minimum transmit power required to decode a signal on each subchannel for a given user by considering the equality...
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Algorithm 6 Power Allocation Algorithm

1: Input: \( \{K_n\}, \{h_{n,k}\}, \{I_{p,n,k}\}, \{\omega_k\}, \{I_{th,k}\}, \{I_p\}, N, \gamma, \Delta_{th}, P_{max} \)
2: Initialization: \( t \leftarrow 0, \lambda_n(0) \leftarrow \phi_n, \mu_{p,k}(0) \leftarrow 10^6, \gamma(0) \leftarrow 10^6, \nu_{n,k}(0) \leftarrow 0 \)
3: while \( \Delta \geq \Delta_{th} \) do
4: for \( \forall n \in N \) do
5: for \( k = 1 \) to \( K_n \) do
6: \( P_{n,k,old} \leftarrow P_{n,k} \)
7: Calculate \( P_{n,k} \) by using equation (5.8)
8: \( \Delta_{n,k} = P_{n,k,old} - P_{n,k} \)
9: Update \( \mu_{p,k} \) as in (5.10)
10: Update \( \nu_{n,k} \) as in (5.11)
11: end for
12: Update \( \lambda_n \) as in (5.9)
13: end for
14: Update \( \gamma \) as in (5.12)
15: Update \( \Delta = |\sum_{n=1}^{N} \sum_{k=1}^{K_n} \Delta_{n,k}| \)
16: \( t \leftarrow (t + 1) \)
17: \( \delta(t + 1) \leftarrow \delta(t)/t^2 \)
18: end while
19: Output: \( \{P_{n,k}\} \)

of the sensitivity constraint in (1.5). Then, I check the violation of interference constraint in (1.3) for the calculated power. If the interference is not violated for a particular power I assume that power as a feasible power though I do not consider the rate constraint. This is acceptable and a good starting point since I do not know the exact number of subchannels that should be allocated to achieve a given rate requirement of users. Further, if the minimum transmit power, that I obtained by equating the sensitivity constraint in (1.5), violates interference constraint in (1.3) then I do not allocate power on that subchannel.

5.3.3 Complete Resource Allocation Algorithm

So far I have separately developed the algorithms for subchannels assignment, updating the number of subchannels required for each user, and power allocation. One iteration of the resource allocation algorithm is completed after executing the power allocation algorithm followed by the subchannel assignment algorithm. Then, new spectral footprint (i.e.,
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The new subchannel requirement of each user ($K_n$) for the next iteration is calculated by using the algorithm for updating the number of subchannels which is presented in Fig. 5.3. This iterative allocation continues until the difference in spectral footprint ($\Delta SF$) drops below a given threshold. The complete resource allocation algorithm for minimizing SF is presented in Algorithm 7.

Note that Algorithm 1 is optimal for a given number of subchannel requirement. However, since I use the Lagrangian formulation, the power allocation algorithm converges to a local optima. Further, the algorithm to update the number of subchannels required by each user (in Fig. 3) is optimal if and only if the maximum increment of channel requirement for a user in a particular iteration is one. Otherwise, the subchannel update algorithm is not optimal. Therefore, the overall algorithm converges to a local optima although the maximum increment of subchannel requirement for a user in a particular iteration is one.

### 5.4 Spectral Footprint Analysis for a Single User Scenario

In this section, I obtain a closed-form expression for the optimal number of subchannels to minimize the spectral footprint under certain assumptions. Specially, I assume that there exists a single user in CRN and the subchannel gains between the user and the CR-BS are sufficiently good. The activities of PUs over the subchannels are assumed to be similar. Under these conditions the subchannels can be allocated to the user in a greedy manner. First, the cost for assigning the $k$-th subchannel to the user is calculated as: $c_k = \frac{\eta + \sum_{p \in P} I_{p,k}}{(1 - \omega_k) Bh_k}$. The calculated cost values are sorted in an ascending order and the first $\kappa$, $\kappa \leq K$, subchannels are assigned to the user. Hence, the power minimization problem for the given $\kappa$ can be
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Algorithm 7 Complete Algorithm for SF Minimization

1: **Input:** \( \psi = \left\{ \{K_n\}, \{h_{n,k}\}, \{I_{p,n,k}\}, \{\omega_k\}, \eta, N \right\}, \xi = \left\{ \{\phi_n\}, \{I_{th,k}\}, \{\Gamma_n\}, P^{max} \right\}, \Delta_{th}, \Delta_{SF}, \Delta_{SF_{th}} \)

2: Initialization: \( \{P_{n,k,old}\} \leftarrow \{0\} \), \( \{SF_{n,\text{best}}\} \leftarrow \{0\} \), \( \{SF_{n,\text{prev, best}}\} \leftarrow \{0\} \), \( \{SF_{\text{best}}\} \leftarrow \{10^{10}\} \), \( SF_{\text{prev}} \leftarrow 0 \), \( \{K_n\} \leftarrow 1 \) and \( \{P_{n,k}\} \leftarrow 1 \)

3: \textbf{while} \( \Delta_{SF} \geq \Delta_{SF_{th}} \) \textbf{do}

4: \( \{X_{n,k}^*\} \leftarrow \text{Subchannel Assignment}(\psi, F_0) \) \hspace{1cm} // Using Algorithm 4

5: \( \{P_{n,k}^*\} \leftarrow \text{Power Allocation}(\psi, \xi, \alpha, \beta, \Delta_{th}) \) \hspace{1cm} // Using Algorithm 6

6: \( SF = \left[ \sum_{n=1}^{N} \sum_{k=1}^{K} \frac{BX_{n,k}^*}{(1-\omega_k)} \right]^\alpha \left[ \sum_{n=1}^{N} \sum_{k=1}^{K} P_{n,k}^* \right]^\beta \)

7: \( \{SF_{n}\} = \left[ \sum_{k=1}^{K} \frac{BX_{n,k}^*}{(1-\omega_k)} \right]^\alpha \left[ \sum_{k=1}^{K} P_{n,k}^* \right]^\beta \), \( \forall n \)

8: \( \{\text{rate}_n\} = \sum_{k=1}^{K} X_{n,k}^* B \log \left( 1 + \frac{P_{n,k}^* h_{n,k}}{\eta + \sum_{p \in P} I_{p,n,k}} \right), \forall n \)

9: \textbf{if} \( \{\text{rate}_n\} > \{\phi_n\} \) \textbf{then}

10: \hspace{1cm} \textbf{if} \( SF_{\text{best}} > SF \) \textbf{then}

11: \hspace{2cm} \{SF_{n,\text{prev, best}}\} \leftarrow \{SF_{n,\text{best}}\}

12: \hspace{2cm} \{SF_{n,\text{best}}\} \leftarrow \{SF_{n}\}

13: \hspace{2cm} SF_{\text{best}} \leftarrow SF

14: \hspace{2cm} BCH_{\text{req}}(n) \leftarrow \{K_n\}

15: \hspace{1cm} \textbf{end if}

16: \hspace{1cm} \textbf{end if}

17: \{K_n\} \leftarrow \text{Update Number Of Subchannels}(\Lambda) \hspace{1cm} // Using flowchart in Fig. 5.3

18: \( \Delta_{SF} \leftarrow |SF - SF_{\text{prev}}| \)

19: \( SF_{\text{prev}} \leftarrow SF \)

20: \textbf{end while}

21: \textbf{Output:} \( X_{n,k}^*, \{P_{n,k}^*\} \)
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written as follows:

\[
\min \left[ \sum_{k=1}^{\kappa} \frac{B}{(1 - \omega_k)} \right]^\alpha \left[ \sum_{k=1}^{\kappa} P_k \right]^\beta \tag{5.13}
\]

s.t. \( \sum_{k=1}^{\kappa} B \log \left( 1 + \frac{P_k h_k}{\eta + \sum_{p \in \mathcal{P}} I_{p,k}} \right) \geq \phi \)

\( g_{p,k} P_k \leq I^p_{th,k}, \forall \omega_k \leq \omega_{th}, p \in \mathcal{P}, \forall k \)

\( P_{n,k} \geq 0, \forall n, k. \)

The optimal power for the problem in (5.13) can be obtained by formulating the Lagrangian and solving its dual problem. Hence, the optimal power on the \( k \)-th subchannel can be expressed as

\[
P_k = \begin{cases} 
\left[ \frac{2 \phi^\alpha}{\prod_{k=1}^{\kappa}(H_k)^{\frac{1}{\kappa}}} - \frac{1}{H_k} \right]^+, & P_k \leq \min_{p \in \mathcal{P}} \left( \frac{I^p_{th,k}}{g_{p,k}} \right) \\
\min_{p \in \mathcal{P}} \left( \frac{I^p_{th,k}}{g_{p,k}} \right), & \text{otherwise}
\end{cases} \tag{5.14}
\]

where \( H_k \) is the CINR and can be expressed as: \( H_k = \frac{h_k}{\eta + \sum_{p \in \mathcal{P}} I_{p,k}} \). Hence, for the special case of \( P_k \leq \min_{p \in \mathcal{P}} \left( \frac{I^p_{th,k}}{g_{p,k}} \right) \), the problem of finding \( \kappa \) that minimizes the spectral footprint can be written as follows:

\[
\min_{\kappa} \left\{ \left[ \sum_{k=1}^{\kappa} \frac{B}{(1 - \omega_k)} \right]^\alpha \left[ \sum_{k=1}^{\kappa} \left( \frac{2 \phi^\alpha}{\prod_{k=1}^{\kappa}(H_k)^{\frac{1}{\kappa}}} - \frac{1}{H_k} \right) \right]^\beta \right\}. \tag{5.16}
\]

Assuming perfect channel state information at the user, the CINR on the \( k \)-th subchannel can be written with the help of average CINR \( \bar{H} \) as: \( H_k = \bar{H} + \Delta H_k \). Hence, the expression in (5.16) can be modified as follows:

\[
\min_{\kappa} \left\{ \left[ \sum_{k=1}^{\kappa} \frac{1}{(1 - \omega_k)} \right]^\alpha \left[ \sum_{k=1}^{\kappa} \left( \frac{2 \phi^\alpha}{\prod_{k=1}^{\kappa}(1 + \Delta H_k)^{\frac{1}{\kappa}}} - \frac{1}{(1 + \Delta H_k)} \right) \right]^\beta \right\}. \tag{5.17}
\]

Assuming that the variation of CINR over all subchannels is small (i.e., \( \frac{\Delta H_k}{H} \approx 0 \)) and
the PU activity factor is approximately same (i.e., $\omega_k \approx \omega$), the above expression can be written as

$$\min_{\kappa} \left\{ \frac{B^\alpha \Omega}{H^\beta (1 - \omega)^\alpha} \right\}$$

(5.18)

where $\Omega = \kappa^{(\alpha+\beta)}(2^{\frac{\phi}{\kappa}} - 1)^\beta$. Since $\Omega$ in equation (5.18) depends on the optimal number of subchannels ($\kappa$), the expression in (5.18) implies minimization over $\kappa$. Hence, I can interpret $\Omega$ as the optimization metric which minimizes the spectral footprint in an asymptotic scenario. The value of $\kappa$ that minimizes the spectral footprint in (5.18) can be obtained by yielding the derivative with respect to $\kappa$ and finding its roots by equating it to zero. Hence, the roots can be obtained from

$$\kappa^{(\alpha+\beta-1)}(2^{\frac{\phi}{\kappa}} - 1)^{\beta-1}[(\alpha + \beta)(2^{\frac{\phi}{\kappa}} - 1) - \beta 2^{\frac{\phi}{\kappa}} \log(2^{\frac{\phi}{\kappa}})] = 0.$$

It is required to allocate at least one subchannel to the user for satisfying its rate requirement. Hence, the number of subchannels ($\kappa$) obtained by yielding $\kappa^{(\alpha+\beta-1)} = 0$ and $(2^{\frac{\phi}{\kappa}} - 1) = 0$ are no longer a feasible solution for (5.18). However, the $[(\alpha + \beta) - \beta (2^{\frac{\phi}{\kappa}} - 1)^{\beta-2} 2^{\frac{\phi}{\kappa}} \log(2^{\frac{\phi}{\kappa}})] = 0$ yields a closed-form solution for $\kappa$. Hence, the $\kappa$ that minimizes SF can be derived in closed-form as in (5.19), where $\text{Lambertw}(.)$ is the Lambert W function defined in [153].

$$\kappa = \frac{\phi}{B \left( \log_2 \left[ -\frac{\alpha+\beta}{\beta} \right] - \log_2 \left[ \text{Lambertw} \left( -\frac{\alpha+\beta}{\beta} \exp \left( -\frac{\alpha+\beta}{\beta} \right) \right) \right] \right)}, \beta > 0. \quad (5.19)$$

The minimum SF for the asymptotic analysis in the single user case can thus be obtained by substituting the value of $\kappa$ in (5.18). For this special case, the optimal number of subchannels required to satisfy the user’s demand does not directly depend on the CINR and this effect can be clearly observed in (5.19). In general, the optimal number of sub-
channels required to satisfy users’ demands indirectly depends on the collective view of CINR in terms of the summation and the product as shown in (5.17). Interestingly, there is no difference in $\kappa$ when the footprint weighting parameters are equal, i.e., $\alpha = \beta$.

### 5.5 Simulation Results and Discussions

#### 5.5.1 Simulation Parameters

I present simulation results and compare the performance of our proposed resource allocation algorithm with the traditional power minimization (waterfilling) algorithm. The important simulation parameters are as follows: total number of subchannels is $K = 30$, bandwidth of each subchannel (B) is 10 kHz, spectral density of noise $N_0$ is $-174$ dBm/Hz, the path-loss exponent is 3, and the standard deviation of shadowing is 8 dB. The minimum required received power at the SU receivers is $-100$ dBm and the maximum allowable interference at the PUs is calculated such that they can maintain a minimum SINR of 15dB. The cognitive users are placed randomly in a $500 \text{ m} \times 500 \text{ m}$ grid.
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5.5.2 Results

Fig. 5.4 shows the behaviour of the $\Omega$ (see (5.18)) for the single SU case. The $\Omega$ value is plotted for several combination of bandwidth and power weighting parameters ($\alpha$ and $\beta$, respectively) when the minimum rate requirement of the SU ($\phi_n$) is 100kbps. Further, the optimal number of subchannel requirement ($\kappa$), which is obtained through the asymptotic analysis is also plotted by vertical dash lines to compare our asymptotic results. Fig. 5.4 clearly reveals that the dash lines match exactly with the minimum of $\Omega$ curves validating our analysis.

Fig. 5.5 shows the average number of subchannels required per user to satisfy its rate requirement when there are 4 SUs in the network. The channel requirement is plotted for several weighting values of $\alpha$ and $\beta$. This figure reveals that the number of subchannel requirement varies with the weighting factors. Further, the case with $\alpha = 0$ and $\beta = 1$ presents the power minimization scenario which is plotted by using the power minimization. As expected, the power minimization consumes as many subchannels as possible.
to reduce the power utilization. I can clearly observe that the increase of the bandwidth weighting factor ($\alpha$) reduces the number of subchannels utilized to satisfy users’ rate requirements. This fact is revealed by the curves corresponding to ($\alpha = 1$ and $\beta = 1$) and ($\alpha = 2$ and $\beta = 1$). Further, I can clearly see that the spectral footprint minimization technique uses a fewer number of subchannels at the expense of a slight increase in transmit power (as shown in Fig. 5.6).

Fig. 5.6 depicts the effect of weighting factor in the power allocation. The $\alpha = 0$ and $\beta = 1$ case (power minimization) is plotted as the benchmark to compare the performance of the generalized spectral footprint minimization approach. I observe that the increase of the bandwidth weighting factor ($\alpha$) slightly increases the transmit power of SUs while reducing the number of subchannels utilized to satisfy users’ rate requirements (compare Fig. 5.5 and 5.6). This fact is revealed by the curves corresponding to ($\alpha = 1$ and $\beta = 1$) and ($\alpha = 2$ and $\beta = 1$).

In Fig. 5.7, the spectral footprint is plotted for several combinations of the weighting factors. With the power minimization, the spectral footprint is always higher in low rate requirement region when compared to that with the spectral footprint minimization approach. This is due to the fact that the power minimization algorithm uses as many subchannels as possible to reduce the transmit power. Further, these curves reveal that the generalized SF minimization approach has more flexibility to adapt to the environment when the rate requirement of SUs lies in the low to medium region. This is possible since the SUs do not reach the maximum allowable interference threshold in most of the times. Therefore, the SUs have the opportunity to increase their transmit powers until the interference threshold is reached. Moreover, it is important to notice that, at the high rate requirement scenarios, since all the available subchannels are utilized, the performance metrics of both power minimization and spectral footprint minimization algorithms converge to the same value.
Figure 5.6: Average transmit power of users when there are 4 SUs in the network.

Figure 5.7: Spectral footprint when there are 4 SUs in the network.
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Figure 5.8: Convergence of the proposed resource allocation algorithm.

The convergence behavior of the proposed resource allocation algorithm is shown in Fig. 5.8(a) and Fig. 5.8(b) for different combinations of users with equal minimum rate requirements. I can clearly observe that the proposed algorithm converges within 10 iterations when there are 16 users. By comparing Fig. 5.8(a) and Fig. 5.8(b) I observe that the percentage increase of iteration per user is \( \approx \frac{6-5}{16-4} = 8.33\% \). That is, the number of users does not impact for the convergence of resource allocation algorithm significantly.

Fig. 5.9 shows the performance of the proposed resource allocation algorithm with respect to the optimal resource allocation algorithm when there is two users \( (N = 2) \) and five subchannels \( (K = 5) \). The optimal curves are plotted by using a brute-force search. Specially, Fig. 5.9(a), Fig. 5.9(b), and Fig. 5.9(c) clearly reveal that the performance gap between the optimal and proposed approach is not significant.

5.6 Conclusion

In this chapter, I have proposed a downlink resource allocation algorithm for cognitive radio networks based on the generalized spectral footprint minimization. Specifically, I have minimized the spectral footprint in terms of weighted bandwidth and power product.
Figure 5.9: Comparison of the proposed resource allocation algorithm with the optimal resource allocation algorithm based on simulations when $N = 2$, $K = 5$, $\omega_k = [0.2, 0.3, 0.4, 0.5, 0.6]$, $\alpha = 1$ and $\beta = 1.140$
which allows me to improve the spectrum utilization by optimally selecting the weighting factors. I have compared the performance of our spectral footprint minimization approach with the power minimization and an approach based on brute-force search. The simulation results have shown that, when compared to the traditional power minimization approach, the spectral footprint minimization technique uses a fewer number of subchannels to satisfy a given rate requirement at the expense of a slight increase in the transmit power. Specially, a low-complexity subchannel assignment algorithm based on the modified Hungarian algorithm has been proposed. When the total number of available subchannels is $K$, the computational complexity of the proposed subchannel assignment algorithm is $O(tK^2)$ for $t$ number of new subchannel assignments. I have obtained a closed-form expression for the optimal number of subchannels when there is a single user in the network. Specially, I have shown that the optimal number of subchannels required by users does not depend on the value of weighting factors ($\alpha$ and $\beta$) when $\alpha = \beta$. 


Chapter 6

Conclusion and Future Directions

6.1 Conclusion

In this dissertation, I have studied three different aspects of centralized cognitive radio networks, namely, learning-based cooperative spectrum sensing, generalized spectral footprint-based resource allocation, and dynamic common control-based medium access control protocol.

In Chapter 3, I have designed cooperative spectrum sensing (CSS) mechanisms for centralized cognitive radio networks (CRNs) based on unsupervised and supervised learning techniques. I have proposed to use unsupervised classifiers such as K-means clustering and Gaussian mixture model (GMM) for CSS, whereas the support vector machine (SVM) and weighted K-nearest-neighbor classifiers have been proposed for CSS under supervised learning. The proposed SVM classifier achieves the highest detection performance compared to the other CSS algorithms by mapping the feature space into the higher dimensional space with the help of kernel functions, namely, linear kernel and polynomial kernel functions. The unsupervised K-means clustering scheme which achieves the performance very close to the supervised SVM-Linear classifier is a promising candidate for CSS in CRNs due to its flexibility in practical implementation (i.e. due to the unsupervised learning), and lower training and classification delay. Further, the testing energy vectors which are used
for CSS in K-mean clustering can be used as a training energy vector in K-mean clustering. Therefore, K-mean clustering based CSS is highly adaptive to the dynamically changing environment and provide a cost effective solution to the CSS in CRNs. In particular, the weighted KNN cognitive classifier requires very small amount of time for training the classifier. Hence, the weighted KNN classifier is well suited for CSS which requires updating training energy vectors on-the-fly.

More importantly, the unsupervised K-means clustering and the supervised SVM with the linear kernel are promising approaches for CSS in CRNs. In practical implementation, it is important to obtain accurate training energy vectors since inaccurate training of the classifier results in inaccurate decision. The proposed CSS approaches can be further improved to gradually train the classifiers by using the energy vectors obtained one-by-one on the fly. This facilitates the classifiers to adapt to the varying environment without training all over again.

In chapter 4, I have proposed a solution to a long standing problem in designing cognitive medium access control (MAC) protocols. Specially, all the previous studies in the literature assumed that there exists a dedicated common control channel (CCC) owned by the cognitive operators. This assumption itself challenges the definition of the cognitive radios. Hence, in this chapter, I have proposed a novel dynamic CCC-MAC (DCCC-MAC) protocol for CRNs by replacing the assumption of having a dedicated CCC for cognitive MAC protocols. In particular, the proposed DCCC-MAC protocol is capable to withstand against control channel jamming problem in wireless networks due to the dynamic nature of the CCC. In the this protocol, the CCC for a given frame is selected using a support vector machine-based approach and the set of primary users idle channels for the given frame duration in the network is given as a by-product of CCC selection process. Hence this improves the detection probability while mitigating the hidden terminal problem in CRNs.
Moreover, this protocol mitigates not only the hidden terminal problem in CRNs but also it mitigates the multichannel hidden terminal problem in the existing multichannel MAC protocols by prioritizing the channel access of scheduled secondary users. Specially, the system throughput has been analyzed in closed-form and simulation results have validated the correctness of our analysis.

In Chapter 5, I have proposed a novel downlink resource allocation scheme for OFDMA-based cognitive radio networks based on the generalized spectral footprint minimization. Since the generalized spectral footprint is defined as the product of weighted bandwidth and power, it allows us to improve the spectrum utilization by optimally selecting the weighting factors. In particular, the simulation results have shown that, when compared to the traditional power minimization approach, the spectral footprint minimization technique uses fewer number of subchannels to satisfy a given rate requirement at the expense of a slight increase in the transmit power. Moreover, for CRNs, a generalized spectral footprint based allocation paves the way to utilize the available radio resources (spectrum and power) optimally and opportunistically due to the flexibility in weighting bandwidth and power footprint depending on the network operators objectives.

The modified Hungarian based low complex subchannel allocation algorithm can be applied not only for the OFDMA based subchannel allocation but also for any iterative assignment problem. When the total number of available subchannels is $K$, the computational complexity of the proposed subchannel assignment algorithm is $O(tK^2)$ for $t$ number of new subchannel assignments. To observe the insight of the system performance, I have obtained a closed-form expression for the optimal number of subchannels requirement to satisfy a given rate requirement when there is a single user in the network. Specially, I have shown that the optimal number of subchannels required by users does not depend on the value of weighting factors ($\alpha$ and $\beta$) when $\alpha = \beta$. 
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6.2 Future Directions

As future work, some interesting ideas can be explored as discussed below.

6.2.1 Improved Cooperative Spectrum Sensing

The cognitive radios sense and opportunistically access the spectrum when the primary users are not utilizing the spectrum. This cognitive transmission may leads to collision with primary transmission since CRs do not have any idea about the PUs’ behaviour in the network. However, the effect of this collision due to harmful interference can be mitigated if CRs can identify the MAC protocols (i.e. TDMA, CSMA/CA, pure ALOHA, Slotted ALOHA and etc.) which are utilized by the PUs. To identify the primary MAC protocols, the CRs can exploit the techniques used in the learning based cooperative spectrum sensing. However, identifying suitable feature space which can be used to clearly differentiate these protocols is a daunting task. Specially, the average received power, variation of received power, channel busy duration and channel idle duration will be good candidates to treat as features in the process of identifying primary MAC protocol by using proposed techniques. As an example, if a TDMA-based MAC protocol is used in primary network, then the PUs transmit packets in the scheduled time slots. Therefore, we cannot expect collision between primary transmission, and therefore, the received power at a CR is expected to be low. However, if primary network uses ALOHA based approach, then collision occurs while generating comparatively high energy level (received power) at CRs. Specially, the receiving energy variation is also significant in these two protocols. Hence, we can use received energy and its variation for identifying TDMA and ALOHA-based protocols used in the primary network. On the otherhand, busy time duration also can be utilized to differentiate TDMA and pure ALOHA protocols. The channel busy duration in TDMA-based approach is integer multiple of time slot duration whereas the channel busy duration is not
necessarily an integer multiple of time slot duration since PUs transmission duration can be overlapped causing collisions.

In the proposed cooperative spectrum sensing schemes and dynamic common control channel-based MAC protocol, the PUs’ idle channels and control channel are selected only considering the sensing information. Since we only consider the sensing information in the idle channel selection process, there is no guarantee for the CRs that the detected channel is idle for the whole duration of cognitive transmission. Therefore, it is important to jointly consider the PUs’ activity and cooperative spectrum sensing decision in the process of PU idle channel selection and allocation. Specially, I have completely ignored the availability of radio environmental maps in cooperative spectrum sensing. However, the accuracy of the proposed cooperative spectrum sensing schemes can be further improved if we can exploit the REMs contents.

The wireless channel is time-varying. Therefore, the received energy at the CRs from the PUs varies with time. Hence, the initial training sets fed to the classifiers may not give accurate sensing decision at a different time. Also, it is reasonable to assume that the primary networks broadcast some information time-to-time which helps the CRNs to update the training set. Another limitation of the proposed CSS schemes is: if the training set is updated by a single sample, we have to train the classifiers from the very beginning. This is time consuming and the CRs have to hold their transmission within the training duration, which causes underutilization of the radio spectrum. This drawback can be eliminated by introducing incremental learning techniques to the proposed cooperative spectrum sensing scheme.

6.2.2 Extension of the Generalized Spectral Footprint Minimization Model

The proposed generalized spectral footprint based resource allocation technique can be extended to multicell scenario where each cognitive cell consists of a single CR-BS and
several SUs. However, the concept of activity factor needs to be modified to capture inter-cell interference. One way is to define a generalized activity factor to capture the effect of aggregate interference on each subcarrier from both the primary network and the neighboring CBSs. An alternative approach is to determine separate activity factors for interfering secondary cells as well as an activity factor related to the primary network. In this way, the proposed spectral footprint minimization approach for resource allocation can be applied to a new cognitive system model with the modified activity factors and additional cochannel interference constraint.

In an OFDMA-based cellular network in which user equipments (UEs) are allowed to use D2D (also called direct mode) of communication, the D2D links may reuse some of the resource blocks. Generally, the mode of communication is determined through a mode selection algorithm (cellular mode or D2D mode). Assuming that the D2D mode with resource reuse is selected for communication between users, performing the interference-aware resource allocation with QoS constraints can be addressed using our proposed scheme. To this end, we can consider the D2D network as a CRN, while the cellular network acts as the primary network. The resource allocation (i.e., power and spectrum) for D2D should be done by the base station. Intuitively, there exists a relationship between the activity factor defined for a subcarrier and the mode of communication selected for the D2D communication. Actually, D2D communication-enabled networks should have a different notion of definition for the activity factor since PUs activity in different channel is available for both cellular and D2D users.

Let us assume a relay-based network and there are multiple relays to assist its communications. Each relay station (RS) and its corresponding users form a cluster. In this scenario, transmission occurs in two consecutive time slots. In first time slot, the base station transmits it message to the relay stations. Then, in the second time slot, the relay
stations transmit the received messages to the corresponding users. Resource allocation during the second phase of transmission is a special case that can be captured by the proposed scheme. Since all the subchannels are available to all the clusters, the problem of inter-cluster interference will arise and can be readily addressed by modifying the activity factor term in bandwidth footprint in such a way that captures the inter-cluster interference. In this context, relay-based wireless networks can utilize the generalized spectral footprint minimization-based approach for efficient resource allocation. Specially, this scheme facilitates relays to save subchannels from low demand clusters while allowing to exploit them in high demand clusters.

6.2.3 Extension of the DCCC-MAC Protocol

In the proposed DCCC-MAC protocol, the common control channel and the PUs’ idle channels are selected by only considering the sensing information. The channel which has the highest possibility to be idle within the considered time slot is selected as the CCC for the current time frame. However, there is no guarantee for the CRs that the available channels are idle for the whole duration of cognitive transmission. Therefore, it is important to jointly consider the PUs’ activity and cooperative spectrum sensing decision in the process of selection of CCC and allocation of PU idle channels. The integration of PUs’ activity is important since this gives a long-term picture about the appearance of PUs on the considered channel. Further, implementing a mechanism to exploit both the REMs and sensing information while dynamically selecting a control channel is of significant important since this improves the cognitive network performance while avoiding harmful interference at the PUs.

The proposed DCCC MAC protocol has been developed for centralized CRNs. This cannot be applied in a distributed network. Developing a dynamic common control-based distributed MAC protocol would be an interesting and challenging problem.
6.2.4 Full-Duplex Cognitive Radio Networks

Until recently, the concept of simultaneous transmission and reception (i.e., full-duplexing [FD]) in the same time and frequency bands did not seem to be promising due to the overwhelming nature of the so called self-interference generated by a transmitter to its collocated receiver. Fortunately, with the recent advancement in antenna and digital baseband technologies and RF interference cancellation techniques, the self-interference can be reduced close to the level of noise floor in low-power networks [154, 155]. Interestingly, the theoretical gain of FD transmission is equal to twice the spectral efficiency of half-duplex transmission assuming perfect self interference cancellation. Due to this attractive feature, there has been significant interest in FD-enabled wireless applications, especially, the ones with low transmission power and distance requirements such as short-range cognitive radios and device-to-device communications.

All the concepts and algorithms which have been developed in this dissertation assume half-duplex communication scenarios. However, in practical situations, the PU behaviour is random and the PUs may become active on a channel which is currently being used by a CR. This change in PU activity cannot be immediately detected by the CRs due to the inherent limitation of half-duplex communication. This may cause unexpected interference and delay to PU communications. This unexpected interference and delay caused to the PUs by cognitive transmissions can be eliminated by simultaneous transmission-and-sensing on the same channel. At the same time, the CRs can implement simultaneous transmission-and-reception that improves the spectral efficiency. However, the simultaneous transmission-and-sensing and transmission-and-reception-based cognitive communication offers a trade-off between the spectrum awareness and spectrum efficiency. Hence, the FD-enabled CRNs should optimize their performance by adaptively switching between these two operational modes. In the context of FD-enabled CRNs, implementing dynamic
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common control channel-based MAC protocol, which adaptively switches between two different operational modes, is challenging. Further, the generalized spectral footprint minimization-based resource allocation becomes a daunting task since the resource allocation algorithm has to consider both the uplink and downlink channel jointly. Further, if the cognitive base station also uses full-duplex communication with two different users (i.e., start receiving from one CR while transmitting to other CR) then this generalized spectrum allocation problem becomes much more challenging.
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Appendix A

A.1 Proof of Optimality of Algorithm 4 for a given number of sub-channel requirement

In Algorithm 4, I apply Hungarian algorithm in the first iteration to obtain the best sub-channel assignment for users. Hence, the subchannel assignment in the first iteration as given by the Hungarian algorithm is optimal [148, 151]. From the second iteration onward, I exploit localized information (the dual variables corresponding to the rows and the columns of $T$) in the previous iteration to obtain new subchannel assignment. To prove the optimality of the new subchannel assignment for the given number of subchannel requirement of users, I have to prove that the calculated dual variables corresponding to the updated rows and columns in $T$ lead to an optimal assignment. Hence, I have to prove the optimality for the following cases:

- **Case I:** If the number of subchannel requirement of a particular user in the current iteration is less than the previous iteration, we should remove excess number of subchannels from that user by replacing Big-M values in the excess row entries.

- **Case II:** If the number of subchannel requirement of a particular user in the current iteration is greater than the previous iteration, I should include additional rows equal to the increased number of subchannels for that particular user at the dummy row locations if there are dummy rows in the assignment matrix $T$. 
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- **Case III:** If new candidate subchannels which were not previously indexed appear in the index matrix $D$ for the current iteration, I should include new cost entries to assignment-cost-table $T$.

Let's denote the index of rows and columns in the assignment-cost-table $T$ by two disjoint sets of $X$ and $Y$, respectively. In Algorithm 4, I always balance the number of rows and columns in $T$ by adding dummy rows if it is unbalanced before starting the subchannel assignment process. Hence, I can construct an equal size bipartite graph ($G$) \[148, 149, 151\] using set $X$ and $Y$, and the elements of assignment-cost-table $T$ are the corresponding costs of edges. The element of $i$-th row and $j$-th column or the cost of edge between $i$-th vertex in set $X$ and $j$-th vertex in set $Y$ is denoted by $t_{ij}$. Accordingly, the set of dual variables corresponding to the sets $X$ and $Y$ are $U$ and $V$, respectively. The condition for satisfying the feasibility of the dual variable can be written as follows \[148, 149, 151\]:

$$U(i) + V(j) \leq t_{ij}. \quad (A.1)$$

If the equality of the constraint in (A.1) is fulfilled, then it is a potential matching for the whole subchannel assignment problem. Generally, if the $j$-th subchannel is assigned to the $i$-th user then no more assignment is possible for that subchannel. Thus, $i$-th user is matched to $j$-th subchannel.

**A.1.1 Proof for Case I:**

Suppose a particular user's number of subchannel requirement is reduced by one compared to the previous iteration. Then, the corresponding matching or assignment in the previous iteration should be removed from that user and let the vertices that (to be removed) edge is incident are $x$ and $y$, where $x \in X$ and $y \in Y$. Hence, the $x$-th row in $T$ is no longer assigned for that particular user and the $x$-th row entries are replaced by a Big-M value. As a result, the existing dual variable corresponding to $x$-th row no longer satisfies the
feasibility condition in (A.1). However, no cost change for the vertices corresponding to each subchannel and all the dual variables in set $V$ still satisfy the feasibility constraint. Although I have removed the $x$-th row by replacing a Big-M value I need to find updated dual variable for this new row entries to maintain the consistency of the algorithm. Hence, the new dual variable for the $x$-th row ($U(x)$) can be calculated as

$$U(x) = \min_j \{T(x, j) - V(j)\}. \quad (A.2)$$

Since I adjust $U(x)$ to the minimum value that satisfies the equality constraint of (A.1), it guarantees at least one matching for the $x$-th row [150]. Note that, if $U(x) + V(y) = T(x, y)$, then the best matching for the new row is $X_{n,k}^*(x, y) = 1$. Otherwise, the vertices corresponding to $U(x)$ and $V(y)$ are the only unmatched vertices in the equality subgraph$^1$. Since this unmatched vertex pair is in two separate vertex sets, it is possible to find an augmenting path$^2$ if there is one. Let us assume that there exists an augmenting path which starts from the vertex $x \in X$ and ends at vertex $y \in Y$. Then, I can obtain a perfect matching for the bipartite graph $G$ by interchanging unmatching and matching edges in the augmenting path [148–151]. Further, it is shown that the subgraph with perfect matching is the minimum weighted matching of any bipartite graph [156]. Hence, the perfect matching that we obtain by interchanging unmatching and matching in the augmenting path is the optimal solution for the bipartite graph $G$.

Let's assume that I am unable to find an augmenting path which starts from $x$ and ends at $y$ in $G$. To obtain an augmenting path using the present matching and unmatched vertex pair $x$ and $y$, first we grow a Hungarian tree$^3$ rooted at the unmatched vertex $x$ [148–151].

$^1$The edges whose cost are equal to the sum of the dual variables of their end vertices and their incident vertices form the equality subgraph [148, 149, 151].

$^2$A path which starts and ends with unmatched edges and alternates with matched and unmatched edges is known as an augmenting path [148–151].

$^3$All the alternating paths originated from the given unmatched vertex form a Hungarian tree [148–151]. An alternating path is a path that starts from an unmatched edge and alternates between unmatching and matching edges along the path but ends with a matched edge [148–151]. A Hungarian tree can be obtained
In the process of growing the Hungarian tree, all the vertices encountered corresponding to the set $X$ and $Y$ are included in set $S$ and $W$, respectively. Hence, the smallest possible change in a dual variable can be expressed as:

$$l = \min_{i \in S, j \in Y - W} \{U(i) + V(j) - t_{i,j}\}.$$  \hfill (A.3)

Therefore, the modified dual variable for the encountered vertex $\nu$ can be written as follows:

$$U(\nu) = \begin{cases} U(\nu) + l, & \text{if } \nu \in S \\ U(\nu), & \text{otherwise.} \end{cases} \hfill (A.4)$$

$$V(\nu) = \begin{cases} V(\nu) - l, & \text{if } \nu \in W \\ V(\nu), & \text{otherwise.} \end{cases} \hfill (A.5)$$

Due to the modification of the dual variables, the alternating paths of the Hungarian tree is extended at least by one edge [150, 156]. Accordingly, I can find a path which starts from the unmatched vertex $x \in X$ and ends with the unmatched vertex $y \in Y$. Obviously, this path is an augmenting path. Hence, I can obtain a perfect matching for the bipartite graph $G$ by interchanging unmatching and matching edges in the augmenting path and this perfect matching is the optimal minimum solution for the bipartite graph $G$. Thus, by completing one iteration of the above described steps I can obtain the optimal solution for the subchannel assignment problem if a particular user’s number of subchannel requirement is reduced by one compared to that in the previous iteration.

### A.1.2 Proof for Case II:

The rows of the costs corresponding to the users whose required number of subchannels is increased in the present iteration are replaced at the location of dummy rows in the cost-easily by following the ticking approach in [150].
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assignment-table $T$. This scenario is exactly same as Case I except for the values in the newly replaced rows. Hence, the proof for Case I applies to Case II as well.

A.1.3 Proof for Case III:

Let us assume that one additional subchannel appears in the index matrix $D$ compared to the previous iteration. Therefore, I add a new row ($x \in X$) and a column ($y \in Y$) corresponding to the new candidate user and subchannel at the end of $T$, respectively. The dual variables for the new candidate vertices in the extended bipartite graph are calculated with the help of existing dual variables of the perfect matching in the previous iteration. Hence, the feasible dual variable for the new candidate vertices can be calculated as

$$V(q) = \min \left\{ \min_{1 \leq i \leq (q-1)} \{T(i, q) - U(i)\}, T(q, q) \right\} \quad (A.6)$$

$$U(q) = \min_{1 \leq j \leq q} \{T(q, j) - V(j)\} \quad (A.7)$$

where $q$ is the length of the first row/column of $T$. Note that, as we explained in Case I, with this dual calculation there is no change for the existing dual variables. If $U(q) + V(q) = T(q, q)$, then the best matching for the new candidates is the edge between the vertices of the dual variable $U(q)$ and $V(q)$. Hence, I set $X^*_{n,k}(q, q) = 1$. Otherwise, the vertices corresponding to the dual variable $U(q)$ and $V(q)$ are the only unmatched vertices in the equality subgraph. The best matching for the unmatched pair can be obtained by following the procedure described under Case I and the solution obtained by following the steps in Case I is the optimal subchannel assignment.
Appendix A

A.2 Complexity of Algorithm 4 for a given number of subchannel requirement

As I have described in Appendix A.1, one change in the bipartite graph results in at most one change in the corresponding dual variable. If there are \( t \) changes in the assignment-cost-table, I can find at most \( t \) unmatched pairs. To obtain perfect matching for one unmatched pair I have to perform at most one stage of the Hungarian as described in A.1. To obtain the best matching for the \( t \) unmatched pairs I should run at most \( t \) stages of the Hungarian. Since the complexity of one stage of the Hungarian algorithm is \( O(K^2) \), the complexity of the subchannel assignment problem from the second iteration onward is \( O(tK^2) \). It is important to note that \( t \) is always less than or equal to the number of users in the network since the number of subchannels requirement of a user is increased or decreased by one. The equality to the number of users holds if and only if all the users’ channel requirements are increased by one. Further, the algorithm becomes a one-shot subchannel assignment problem when the number of users is equal to, or greater than the available number of subchannels and no iteration is required.