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Abstract

Motivated by potential applications in wireless sensor networks, this thesis considers the

problem of communicating a large number of correlated analog sources over a Gaussian

multiple-access channel using non-orthogonal code-division multiple-access (CDMA). A

joint source-channel decoder is presented which can exploit the inter-source correlation for

interference reduction in the CDMA channel. This decoder uses a linear minimum mean

square error (MMSE) multi-user detector (MUD) in tandem with a MMSE joint source

decoder (JSD) for multiple sources to achieve a computational complexity that scales with

the number of sources. The MUD and the JSD, then iteratively exchange extrinsic infor-

mation to improve the interference cancellation. Experimental results show that, compared

to a non-iterative decoder, the proposed iterative decoder is more robust against potential

performance degradation due to correlated channel interference and offers better near far

resistance.
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Chapter 1

Introduction

In recent years, the research on wireless sensor networks (WSN) has been extensive and

revolutionizing, promising a significant impact on the society through a vast range of pos-

sible applications. The MIT Technology Review ranked large-scale, low-power, economical

WSNs [1, 2] as the number one emerging technology. WSNs are usually mission oriented

and application specific, for example, monitoring physical or environmental conditions,

such as temperature, sound, pressure, etc. Thus, the sensors in a WSN usually have to

operate under a set of unique constraints, presenting new and difficult challenges to the

researchers. In this thesis, as may be the case in many practical scenarios, we consider a

WSN with large number of sensors observing correlated sources, connected to a central

location (e.g., base station) through a shared communication channel. The block diagram

of a WSN model with K sensors is illustrated in Figure 1.1.

1.1 Background and Motivation

Consider the system shown in Figure 1.1, At the transmitter-end, the sensor observationXk

of sensor k is first quantized, and the quantizer output Ik is binary encoded to generate a bit

stream bk (source-data). This process is called source encoding. In an effective communi-

cation system the encoded bit stream is expected to be transmitted to the receiver-end with
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Figure 1.1: Block diagram of a WSN over a multi-access channel.

minimum distortion, preserving as much information as possible. The channel coding is

used to protect source-data against the channel imperfections, by introducing redundancy

to the transmitted bit stream. In the Figure 1.1, even though the channel coding block is in-

dicated as a separate block from the source encoding, source and channel coding have to be

jointly implemented to achieve an optimal performance in a multiuser communication sys-

tem [3] with correlated sources. As such in this thesis, we consider a joint source-channel

(JSC) coding scheme, in which the redundancy across users due to the inter-source correla-

tion is exploited to mitigate the imperfection in the multiple access channel (MAC). Such a

coding system in which both source coding and channel coding is achieved by a single code

is referred to as JSC code. The encoded signal is then transmitted to the central location

via the MAC. In the central location, a joint decoder will reconstruct the sensor observa-

tions. Our understanding of WSN reveals that, in many practical scenarios, there exist a

large amount of correlation among observations produced by closely-placed sensors. Such

correlation can be exploited in a joint decoder, in which the decoding of one user is carried

out by considering signals transmitted by all users.

In medium to large WSNs, sharing of the communication medium becomes a critical

issue. A multiuser communication channel may consist of many independent or dependent

parallel channels, with one channel for each user. Two classical channel sharing techniques

2



were developed based on frequency devision multiplexing and time devision multiplexing,

known as frequency devision multiple access (FDMA) and time devision multiple access

(TDMA). With large enough frequency or time guard intervals FDMA and TDMA chan-

nels can be assumed to be independent, that is there will be no interference among parallel

channels [4]. In a WSN, in which the number of users may vary with time, static chan-

nel sharing schemes such as TDMA and FDMA can be ineffective, as far as the channel

allocation is concerned (see [5, Ch. 1]. Therefore, one of the more practical channel

sharing scheme in this case is code division multiple access (CDMA), in which the chan-

nels are allocated dynamically, by assigning a unique signature waveform for each user

(see [5, Ch. 2]. The cross-correlation among CDMA signatures assigned to two users will

determine if the two channels are independent or dependent, i.e., if there is mutual interfer-

ence among the two users. In many previous studies, JSC decoding of correlated sources

over a interference free channels (i.e.,orthogonal channels) have been considered [6–9]. In

CDMA, the most commonly employed signature waveform structure is known as direct-

sequence spread spectrum. In direct-sequence CDMA (DS-CDMA), if the number of users

are greater than the number of chips per symbol, the orthogonality among parallel channels

is not practical [10]. This is the case in large-scale WSN. One might easily conceive the

idea that mutual interference (non-orthogonality in the parallel channels) among the users

always degrades the performance of a multiuser communication system. This is in fact not

true. While an orthogonal MAC is optimal for transmitting independent sources, orthog-

onal CDMA, in general, is not optimal for transmitting correlated sources in a multiuser

communication system [11]. In this thesis, our focus is twofold. First to investigate the

complexity issue associated with the joint decoding of a large WSN and propose a good

low-complex JSC decoding solution. The second issue we focus on is the effect of a par-

ticular set of CDMA signatures on the performance of a multi-user communication system

used in a WSN.
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1.2 The issue of computational complexity in decoding

In this thesis, the mean square error (MSE) is used as the performance measuring criterion.

In a similar communication model as illustrated in Figure 1.1, the minimum MSE (MMSE)

joint source-channel decoding over non-orthogonal CDMA channel has been previously

considered in [12]. However, the MMSE decoder considered in [12] has a computational

complexity that is exponential in the number of sources O(2K), which is prohibitive for

WSNs with medium to large number of users. Low complexity joint decoders for large

scale WSNs with orthogonal CDMA channels have been previously proposed in [8, 9].

Such decoders can be used on non-orthogonal channel as well, if in tandem a multi-user

detector (MUD) is used. A MUD will account for multiuser interference due to the non-

orthogonality in the MAC and will present orthogonal channels to the joint decoders [5].

However, such an approach can be viewed as a case of separate source-channel decoding.

Hence, It is impractical to use inter-source correlation to mitigate multi-user interference

in a MUD and therefore we lose the redundant information that can be used for error-

protection. In contrast to previous work, in this thesis we present and investigate a low

complexity iterative JSC decoder for correlated sources and a CDMA channel, which ex-

ploits inter-source correlation for improved interference cancellation. More specifically, we

extend the joint vector quantization (VQ) decoder presented in [9], to obtain a low com-

plexity JSC decoder wherein the key idea is to perform iterative decoding, by using the joint

VQ decoder in tandem with a soft-input soft-output MUD. With soft outputs obtained from

a MUD, the joint VQ decoder utilizes all of the received information. As a result the joint

VQ decoder has an infinite output alphabet. Such soft VQ decoding was studied for the

additive white Gaussian noise channel in [13, 14]. The overall computational complexity

of the iterative decoder proposed in this thesis is O(K2) for K >> 1, making the decoding

computationally tractable for large-scale WSNs.
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1.3 The effect of non-orthogonal MAC for correlated

sources

In this thesis, the impact of CDMA signatures used with correlated sources is also investi-

gated. As mentioned earlier an orthogonal MAC is not necessarily optimum for correlated

sources. Even though we do not derive an analytical method to determine the optimum or a

near optimum set of signatures, a heuristic approach based on intuitive knowledge is taken

to investigate the effect of CDMA signatures using computer simulations. These simula-

tion results clearly show the significance of choosing the right set of CDMA signatures for

correlated sources. In order to demonstrate that the channel interference in a MAC does not

always degrade the performance of decoding of correlated sources, consider the following

example.

+

+

+

+

a

a

  ܾ1 

  ܾ2 

   1ݍ

   2ݍ

y1 

y2 

෠ܾ
1 

෠ܾ
2 

MAC
Threshold 
detector

Figure 1.2: Block diagram of a non-orthogonal MAC for two users.

In Figure 1.2, b1 and b2 are two binary sources (bi ∈ {+1,−1}, i.e., the baseband

equivalent of binary phase shift keying (BPSK)), and the constant a (|a| < 1) is a known

parameter, which determines the level of interference between two parallel channels. In

Figure 1.2 q1 and q2 represent additive noise in the parallel channels. In this model, if

a = 0, clearly the parallel channels become interference free, i.e. orthogonal channels.

5



However, if a is non-zero, two parallel channels are not independent anymore. As we are

considering correlated sources, most of the time, we are likely to have b1 = b2. In such

cases, the outputs yi, i = 1, 2 of the two parallel channels are given by

y1 = (1 + a)b+ q1 + aq2, (1.1)

y2 = (1 + a)b+ q2 + aq1, (1.2)

where b1 = b2 = b. As one can see, if a tends to −1, yi is dominated by noise component

at the channel output, and therefore estimates b̂i obtained using a detection unit is not an

accurate approximation of bi. However, if a tends to +1, yi is dominated by the channel

input signal, and hence the estimate is much more reliable. Also notice that, compared to

the case when a = 0 (i.e. independent channels), when a → 1 , the input signal is much

more dominant in the channel outputs. The above example shows that the interference in a

MAC can improve the fidelity of decoding for correlated sources. When channel interfer-

ence among set of correlated users lead to an increase in the strength of the decoder input

signals of the users, we refer to it as constructive interference. On the other hand, destruc-

tive interference occur when the signal strength at the decoder input degrades as a result of

channel interference among correlated users. Since in a large WSN, the sensor locations

may not be fixed or known, the iterative decoder proposed in this thesis is designed to be

robust against constructive or destructive interference in the channel. This robustness is

achieved by using bit-level interleavers, and hence making the channel inputs of different

users statistically independent. However, compared to a non-iterative (non-interleaved) de-

coder, which can be optimized if CDMA are chosen to match the sources, it is difficult to

optimize the proposed decoder by matching the CDMA signatures to the sources. There-

fore we also discuss the possibility of selecting a set of CDMA signatures optimal for a

non-iterative decoding of correlated sources.
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1.4 Summary of Contributions

In this thesis, we present an iterative approach to JSC decoding of correlated sources over

a DS-CDMA channel. The methodologies adopted to address the complexity issue in a

decoding of a large WSN is extensively discussed. We demonstrate that the proposed JSC

decoder is robust against the (possible) destructive interference produced by the multi-user

channel. A numerical analysis on the optimization of CDMA signatures for correlated

sources, based on a heuristic approach, is also presented in this thesis, while leaving theo-

retical analysis on that problem as a future work.

1.5 The outline of the thesis

The rest of the thesis is organized as follows. In Chapter 2 we begin with briefly explaining

fundamental concepts and background studies that are relevant to the development of this

thesis. Chapter 3 presents the derivation of the proposed iterative JSC decoder, focusing on

reducing the computational complexity of joint decoding of a large number of correlated

sources. The numerical results and a discussion of the implications of the results are pre-

sented in Chapter 4. Chapter 5 concludes the thesis with a discussion of possible future

work.

7



Chapter 2

Background

2.1 Source coding

Shannon in his 1948 paper [15] wrote “the fundamental problem of communication is that

of reproducing at one point either exactly or approximately a message selected at another

point”. This problem has been separated into few sub problems for effective analysis. In

communication, source coding is the conversion of a signal into an efficient digital rep-

resentation, while channel coding is a technique used to correct errors of a digital trans-

mission over a noisy channel. In Shannon’s development of information theory, he has

shown that a nearly optimal communication system is possible by designing an optimal

source code for the source and an optimal channel code for channel separately. With that

knowledge it is worthy to look at the source coding as a separate issue in a communica-

tion system. However the positive coding theorems [3] in information theory shows such

optimal separability is only possible with codewords of infinite length [15], which causes

an infinite delay. On the other hand, there are channels for which the separation theorem is

not valid. Multiuser channels are one such class of channels. Furthermore as it was implied

earlier, when the delay is a limiting factor, the source-channel separability is not possible

without losing the overall optimality. In these cases, the optimal solution is joint source-

channel coding. In the following section , source coding is discussed in order to relate its

8



importance to this thesis. In Sec. 2.2, multi-user communication is discussed.

2.1.1 Sampling

The natural sources of signals (information) such as temperature, pressure, or any other

environmental measurement are analog and continuous in time. The starting step of con-

verting such natural waveforms in to a digital form is sampling. The well known sampling

theorem [16] shows that an analog waveform with finite bandwidth can be represented by

countable set of points in time without losing any information. This indeed is a conse-

quence of the fact that signal is band-limited. The intuitive explanation is that, if the signal

is band-limited, then the signal will not fluctuate too quickly and hence the true signal val-

ues between two sampling points should follow a smooth curve. To recover the complete

waveform, a process of interpolation or smoothing can be used. In smoothing, a smooth

curve is constructed which passes through all sample values of the signal. However the

solution to be unique, the sampling rate must be at least twice the bandwidth of the signal

(Nyquist-Shannon sampling theorem [16]).

2.1.2 Quantization

Quantization is one of the most important steps in source coding. A quantizer observes a

random variable and finds an approximate value according to a pre-defined rule. An input to

a quantizer is usually a sample from an analog waveform and the output is digital (specified

by a finite set). The input to the quantizer can either be a scalar (scalar quantization) or a

vector (vector quantization).

Scalar quantization

A quantizer can be viewed as two successive operations of mapping. Two operations are

identified as encoding (digital representation of the input signal) and decoding (estimation

of the original signal). In scalar quantization, input to the encoder is a real number (i.e. a

9



scalar). The encoder maps the input into an integer. The decoder maps the integer into a

real number from a finite set. Figure 2.1 illustrates an N -point scalar quantizer (N number

of output levels) with its defining points. The values xi, i = 1, . . . , N are often called the

boundary points or decision points. The encoder is defined by set of regions Ri formed

by intervals between successive end points. Each region Ri (or a cell) can be labeled by

an integer. An input which falls in to a particular cell is mapped to the assigned integer.

The decoder maps the encoder output in to corresponding output level yi. Importance of

separating quantization in to two processes is that, in a communication system encoding

takes place at the transmitter while decoding is done at the receiver.

y1 y2 yN-1 yN

x1 x2 xN-2 xN-1

Figure 2.1: Decision points and output levels of an N-point scalar quantizer.

Implementation of a scalar quantizer

The objective of quantization is to provide a finite-precision description to its input value.

However in the design process, the input is an unknown quantity. In this case one can

model the input as a random variable, given its statistical description (probability density

function). As a result, the error introduced during the quantization process can be modeled

as a random variable. Having modeled the quantization error, the overall (average) quality

degradation due to the approximation can be computed as a statistical average of the error.

In almost all practical cases, the mean square error (MSE) is used as the average distortion

measure. With the MSE as the distortion measure for a given input signal,X , and quantizer

Q = {yi, Ri; i = 1, 2, . . . , N}, distortion D is given by

D = E[(X −Q(X))2] =
N∑
i=1

∫
Ri

(x− yi)2fX(x) dx, (2.1)

10



where fX(x) is the probability density function (pdf) of the random variable.

Uniform quantizer

The most common implementation of a quantizer is the uniform quantizer. Uniform quan-

tization has been mostly used for general-purpose analog-to-digital conversion. A uniform

quantizer is a regular quantizer [17], which follows the following properties: (i) the deci-

sion points are equally spaced, and (ii) the output level of the bounded regions are the mid

points, of the quantization regions. With the uniform quantization, provided that the N is

large enough (high resolution quantization), the overall distortion D is given by

D =
∆2

12
(2.2)

where ∆ is the quantization interval.

In the case of high resolution quantization, the performance of a uniform quantizer

only depends on quantization interval ∆ and is independent of the input pdf. The quantizer

which is optimized for the input, for a fixed number of output levels is discussed in the next

section.

Optimal quantizer

The primary objective of a quantizer design is to achieve minimum distortion by determin-

ing the optimal reproduction levels and the partition regions. The design problem in more

explicit terms is that for a given distortion measure (e.g., MSE), to find reproduction points

yi and partition cells {Ri} that minimize D given by (2.2).

In general, it is difficult to find a closed-form solution to the aforementioned problem.

In [17], the design process is simplified by considering two separate problems based on the

necessary conditions for the optimal design. The two problems are,

1. The optimal encoder for a given decoder:

In more explicit terms, this is a task of finding the best partition (which minimizes

11



the distortion) for a given set of reproduction values (codebook). The condition for

the optimality as proved in [17] is the nearest neighbor condition which requires

that, a quantization region should consist of all input values closer to its reproduction

value than to any other reproduction value. This requirement is easily achieved by

choosing decision points to be the midpoint between two adjacent output levels, i.e.

xi−1 =
(yi−1 + yi)

2
. (2.3)

The nearest neighbor rule fully defines the partition of the quantizer.

2. The optimal decoder for a given encoder:

The problem at hand is finding the optimal codebook for a fixed partition. This in

fact is a one necessary condition for an optimal quantizer (i.e. the codebook must

be optimal for the given partition). The centroid condition is both the sufficient and

necessary condition for optimality, provided the MSE used as the distortion measure

[17]. Given a partition, the optimal codebook for a given random variable (i.e. the

pdf of the input signal) is given by

yi =

∫
Ri

xfX|Ri
(x) dx =

∫
Ri
xfX(x) dx∫

Ri
fX(x) dx

. (2.4)

In [18], (2.3) and (2.4) are used iteratively, until the average distortion converges to

a stationary point. Figure 2.2 illustrates the basic design algorithm presented in [18].

Vector quantization

Vector quantization (VQ) is the generalization of scalar quantization to the quantization of

vectors. Many of the design techniques used for scalar quantization can be generalized to

deal with the vectors. A vector quantizer Q of dimension k and size N is a mapping from a

vector in k-dimensional Euclidean space into a finite set containing N reproduction points.

In [17], it has been shown that VQ is the optimal solution to the quantization problem as

k →∞. The two potential advantageous of VQ over scalar quantization are:
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Figure 2.2: Flow chart of the Lloyd algorithm for quantizer design.

1. The ability to exploit statistical dependency between the vector elements

2. The additional freedom of forming differently shaped quantizer cells in a high di-

mensional space

When a sequence of random variables (a sampled waveform) is quantized, improved

performance can be obtained, compared to scalar quantization, by partitioning data in to

vectors and applying VQ to each vector. And also if the number of reconstruction points

per each data sample is fixed, the performance of quantization process can be improved by

increasing the dimensionality of the VQ. In other words, long term statistical dependency

among the signal samples can be exploited (also the additional freedom to form different

quantizer cell shapes in the higher dimensional vector space). The increase of dimension of

dimension k in VQ brings an additional complexity to the quantization process (note that

the nearest neighbor search of codewords is an exhaustive process). In [17], it is shown that
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the complexity of VQ grows exponentially with the dimension k. In a situation where the

encoder is constrained by its limited computational power, implementation of VQ may be

impractical. Therefore, in such situations, scalar quantization is more practical than VQ. A

detailed discussion on the design of VQ can be found in [17].

Figure 2.3: Two-dimensional quantization with hexagonal partition.

2.1.3 Soft VQ decoding

A conventional VQ decoder is defined by a lookup table of finite size N . This is also

referred to as hard decoding. However, when the decoder has access to continues-valued

channel outputs, the decoder can perform optimal estimation of the quantizer input. This

approach is known as soft decoding. The first approach to soft decoding for VQ over a

noisy channel was proposed in [13]. In contrast to hard decoding, a soft VQ decoder does

not implement prior thresholding, instead it uses all soft (un-quantized) channel outputs.

Numerical simulations confirm that soft decoding outperforms hard decoding [12].

Optimum soft decoder

A simple point-to-point communication system is illustrated in Figure 2.4. From estima-

tion theory, the optimum decoder for the squared-error distortion measure, computes the

conditional expectation of the source vector based on the channel output y [13]. Therefore

14
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Figure 2.4: A communication system.

the optimal decoder output is given by

X̂ = E{X|y}. (2.5)

By conditioning on the event that i is transmitted and using the fact that X is independent

of R given I , X̂ can be expressed as ,

X̂ =
N∑
i=1

E{X|i}P (I = i|y), (2.6)

where E{X|i} is the centroid of the i th quantization cell, and P (i|y) is the probability of

i is transmitted, given the channel output y. The decoder utilizes all of the received soft

information y , in effect, has an infinite output alphabet.

2.2 Multi-user communication

As communication systems have grown from classical point-to-point communication to

all-connected networks, the studies and analysis of multi-user communication have be-

come important. In multi-access communication, the goal is to ensure the reliable data

transmission while using the transmission medium efficiently by multiple users. In the

communication model to be discussed in this thesis multiple users are connected to a re-

ceiver through a shared channel, a WSN is an example for such a system. In multi-user

communication, the receiver obtains a superimposition of signals transmitted by different

users. With the additive noise in the channel, the received signal is a noisy version of the

superimposed signal. The separation of superimposed data polluted by channel noise is the

fundamental problem of the multi-user communication.

The channel shown in Figure 2.5 is referred to as a multiple access channel (MAC).
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Figure 2.5: Basic structure of the multi-access communication with four users.

Two classical MACs, frequency-division multiple access (FDMA) and time-division mul-

tiple access (TDMA) were invented a few decades ago. The introduction of frequency

modulation enabled several signals to coexist in the space at the same time without mu-

tual interference (if the each signal is band-limited and the carrier frequency gaps are large

enough) by using different carrier frequencies. In FDMA each user is assigned a different

carrier frequency. At the receiver-end, each user signal is demodulated and filtered out.

In TDMA, underlying technology is time-division multiplexing. In TDMA the time-line

is divided into separate slots, and each slot will be assigned to a different user in a round

robin manner. Unlike in FDMA, the user signals need to be digitized prior to multiplexing.

On the other hand, for a reliable transmission, digital data streams need to be synchronized

in time. With geographically separated users the synchronization can be difficult (e.g., in

a WSN, sensors can be randomly located in space, and hence sharing a common clock

may be impractical). In comparison, it can be noted that FDMA allows users to access the

channel asynchronously in time, whereas in TDMA all the users must be synchronized to

a single clock. However in FDMA each user is assigned a fixed bandwidth for its trans-

mission. In such a static system, the addition or a departure of a user will have to be dealt

with additional complexity to maintain the effectiveness and reliability of the system. It

is important to note that WSNs are dynamic, and many sensors may join or depart from

the network during its operation. The static channel sharing can be problematic in such

situations. Therefore allocating resources dynamically still remains a problem in FDMA
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as well.

2.2.1 Random Multi-access

Random multi-access communication is a diversion from the static channel sharing dis-

cussed earlier. A user is allowed to access the transmission medium whenever it requires.

In this approach, a user transmits as if it were the only user of the channel. Since the users

are not coordinated, the possibility of inter-user interference is inevitable. If the transmit-

ted signal cannot be demodulated at the receiver, as a result of a simultaneous transmission

of multiple users, the users will have to be notified and the collided messages have to be

re-transmitted (re-transmission techniques are discussed in [5]). It is realized that in a com-

munication network where a number of users transmit continuously, a random multi-access

scheme is not the most appropriate for a MAC. The techniques discussed so far do not facil-

itate more than one transmitter to occupy a given time-frequency slot. For a large dynamic

network such as a WSN, a reliable MAC with dynamic channel allocation is required.

2.2.2 CDMA

X1

X2

VQ
Encoder

VQ
Encoder

Discrete
Encoder

Discrete
Encoder

Spreader
s1

Spreader
s2

+ +

n(t)

r(t)

Sampler

Sampler

Figure 2.6: A simple CDMA model with two users.

Figure 2.6 illustrates how code division multiple-access (CDMA) resolves the multiuser

communication problem. X1 and X2 are two sources (i.e. two analog waveforms) and as

explained in the previous section, VQ encoders preceded by samplers produce two equiva-

lent discrete sources of X1 and X2 respectively. The binary encoder generates a sequence
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of bits for each discrete-valued (index) it receives. In CDMA, channel allocation or sharing

is implemented by assigning a unique waveform, called a signature waveform, to each user.

T

s1(t)

T

s2(t)

Figure 2.7: Orthogonal signature waveforms assigned to each user.

An example of orthogonal waveforms is shown in Figure 2.7. Both signals overlap in

the time and frequency domains. However the inner product of the two signals is zero (i.e.

the two signals are orthogonal). The inner product between two time domain signals is

defined as the cross correlation between the two signals at zero time lag, given by

< s1, s2 >=

∫
T

s1(t)s2(t) dx. (2.7)

In this two-user CDMA communication system, user1 and user2 are antipodally mod-

ulated using the signals s1 and s2, respectively. Assuming that transmission rates of both

the users are equal and that the bit epochs are perfectly aligned, the demodulation of the

bit streams can be easily done, despite the fact that the two waveforms overlap in both fre-

quency and time. The receiver will observe a noisy version of superimposed signals. Given

that the additive noise is white and Gaussian, correlation detector illustrated in Figure 2.8

is optimal (i.e., minimizes the bit-error-rate [5]) for demodulation.

With the assumption of a synchronous system and orthogonal signature waveforms

s1 and s2, the detected bit stream of user1/user2 is not affected by the transmission of

user2/user1, although the transmitted waveforms overlap in both time and frequency. The

performance of this system (bit error rate wise) is similar to that of a system in which two

bit streams are transmitted through separate channels with same noise power. In [19], it
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Figure 2.8: Demodulation of transmitted bit streams using correlation detectors. r(t) is the channel output
signal.

has been shown that a K-user orthogonal CDMA system employing antipodal modulation

at the rate of R bits per second requires a bandwidth B approximately equal to

B ≈ RK

2
(2.8)

Hence for a given data rate and bandwidth availability, the number of orthogonal signature

waveforms will be given by,

K ≈ 2B

R
. (2.9)

The number of orthogonal signature waveforms is restricted by the available bandwidth and

the data rate. However the orthogonality of the signature waveforms is not a mandatory in

CDMA. For instance, one can compromise the performance of the system by allowing

nonorthogonal interfering users. However the loss of performance can be kept to a tolera-

ble level by carefully selecting the non-orthogonal signature waveforms [20]. The selection

of non-orthogonal signatures overcomes the issue of constrained number of simultaneous

users. One major benefit of non-orthogonal CDMA is that its reliability depends on the

number of simultaneous users, rather than on the potential users. Therefore the perfor-

mance of the system can be compromised to increase the capacity. This property can ben-

efit WSNs considered in this thesis. Therefore, the number of users viable in a CDMA

system is determined by the bandwidth of the channel and the data rate. The other factors

that affect a CDMA system are

1. received signal-to-noise ratio,
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2. signature waveform correlation, and

3. redundancy in user data.

In this thesis, dependency of the performance of the proposed decoding scheme on the

above factors will be examined.

2.3 Multi-user detection

Multi-user detection can be defined as the separation of user data at the receiver. In this

thesis, the transmission channel is modeled by a Gaussian MAC (GMAC). The CDMA

channel is assumed to be synchronous (i.e. the data from all users arrives at the receiver

at the same instant of time). We start by briefly discussing the conventional correlation

detector [5].

 

  

 

  

 

  

 

Figure 2.9: Conventional correlation multi-user detector.

The simplest way to separate a user bit stream is to send the received signal r(t) through

a set of correlators (or equivalently a set of matched filters) as shown in Figure 2.9. The

demodulation of each user (the bit estimation) is carried out independently from the other

users. Hence the correlators are known to be single-user correlators. Here, the receiver re-

quires the knowledge of signature waveforms sk(t) and the timing of each user. The major
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issue with this detection method is that it does not take multiple access interference (MAI)

into account. To build a detector with improved performance (lower bit error probability),

MAI needs to be modeled accurately. The above conventional detector does not use the

knowledge other than the signature waveforms and timing of the users. However, with the

additional knowledge of the statistical properties of noise, the detector performance can

be further improved. The MUD which yields the minimum achievable probability of error

was proposed by Sergio Verdú in early 1980s [5].

2.3.1 The optimal multi-user detector

Before Verdú’s landmark work, it was believed that the matched filter detector will ap-

proach optimality with the large number of users (central limit theorem shows that MAI

term can be approximated by a Gaussian random variable for large number of users). Even

if the MAI term was Gaussian, it does not make the matched filter detector the optimum

since the demodulation of each user is carried out independently. More explicitly, for

jth user, yj is not a sufficient statistic for bj , but [y1, . . . , yK ]T is a sufficient statistic for

[b1, . . . , bK ]T . In [5], the optimum MUD is obtained under the assumptions that the re-

ceiver not only knows the signature waveform and timing of every active user, but it also

knows the received amplitudes of all the users and their noise levels.

Individually optimum MUD

Considering the simple 2-user case

r(t) = A1b1s1(t) + A2b2s2(t) + n(t), 0 ≤ t < Tb. (2.10)

The optimum estimate of b1 will minimize the probability of error and is obtained by choos-

ing b̂1 ∈ {−1,+1} such that a posteriori probability P (b1 = b̂1|r(t), 0 ≤ t < Tb) is

maximized. Similarly, the bit estimation for user2 is carried out.
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Jointly optimum MUD

The individually optimum MUD is not truly optimum since b1 and b2 are not independent

conditioned on the received signal r(t) [5]. Here, the joint a posteriori probability P (b1 =

b̂1, b2 = b̂1|r(t), 0 ≤ t < Tb) needs to be maximized. However, both types of decisions

will agree with a high probability unless the signal-to-noise ratio is very low. This 2-

user decision making can be extended to K-user general case [5]. In [5], it is shown

that maximization problem for the K-user system can be done on a tree structure that

takes O(2K) operations. Hence the computational complexity grows exponentially with

the number of users. Therefore, for a multi-user system with a large number of users a sub-

optimal system with tractable computational complexity may have to be adopted. However,

keeping the loss of performance due to sub-optimality is a key issue.
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Chapter 3

Iterative Joint Source Channel Decoder

A K sensor (user) WSN over a synchronous CDMA channel is considered. As mentioned

in Chapter 2, the computational complexity of the optimal joint-source-channel (JSC) de-

coder is exponential in terms of number of users K [21], which is indeed prohibitive for

WSNs with medium to large number of users. This turns our heads to consider efficient

sub-optimal techniques. In this thesis, a new low-complexity JSC decoder is proposed

which uses multi-user detection and VQ decoding in tandem [22]. A similar sub-optimal

approach was previously proposed in [23]. However, in [23] VQ decoding is performed us-

ing individual decoders for each user, hence the inter-source correlation at the VQ decoding

level has not been considered. In contrast to [23], the proposed iterative JSC decoder uses

a joint VQ decoder, which takes inter-source correlation in to account. However, such joint

VQ decoding can be computationally more complex than separate-individual VQ decod-

ing in [23] (since a joint VQ decoder consider a joint pdf whereas separate-individual VQ

decoders consider only a marginal pdf). As will be seen in section 3.3, in the proposed

JSC decoder, the computational complexity of the joint VQ decoder is controlled by adopt-

ing certain assumptions. The rest of this chapter is dedicated to describing the proposed

iterative decoder.
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3.1 Problem description
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Figure 3.1: The WSN model considered in this thesis.

Consider a WSN with K sensors as shown in Figure 3.1. The sensors are assumed

to observe a correlated random field (X1, X2, . . . , XK) where Xk ∈ R. Then the sensor

k encodes a vector Xk of dimension d (formed by d consecutive samples of the random

variable Xk) [17] in to a quantization index Ik ∈ {0, 1, . . . , N − 1} (where N = 2L for

some integer L). Hence, the rate of the VQ encoder is r = L/d (bits per sample). The

k-th encoder is described by a partition {R(k)
i }Ni=0 of the Euclidean source space Rd such

that Xk ∈ R
(k)
i ⇒ Ik = i. For transmission, the index Ik is converted into a block

represented by the vector dk = [d
(0)
k , . . . , d

(L−1)
k )]T of L bits in binary phase-shift keying

(BPSK) format (i.e. b(n)
k ∈ {±1}) using the natural binary representation of the integer Ik

with logical “zero” corresponding to d(n)
k = 1. The L bits of the user index are tranmitted

over a symbol synchronous CDMA channel. Thus, the channel output at the receiver end

(outputs from bank of cross-correlators, described in Sec. 2.2.2), Y(n) = [Y
(n)

1 , . . . , Y
(n)
K ],

at time n can be expressed as [5, Sec. 2.9.1]

Y(n) = RWd(n) + Q(n), (3.1)

where R is aK×K matrix consisting of cross correlation between the spreading waveforms
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of the individual sensors, and W = diag(W1,W2, . . . ,WK) is a diagonal matrix of the

received sensor amplitude Wk. The channel noise term Q(n) is zero mean Gaussian with

covariance matrix σ2R [5, Sec. 2.9.1]. Let X̂k ∈ Rd be the reconstructed vector of Xk

using some decoder. Then, the average distortion Dsys of the system is measured using the

MSE,

Dsys =
K∑
k=1

E{||Xk − X̂k||2}. (3.2)

Based on the channel outputs {Y(n)T}L−1
n=0 , the decoder needs to estimate the transmitted

source vectors {Xk}Kk=1. The system considered in this thesis does not use any explicit

channel coding. Instead, the receiver performs joint source-channel decoding to mitigate

the channel noise and multiuser interference by exploiting inter-source correlation. De-

pending on the method for processing of {Y(n)T}L−1
n=0 different decoders can be obtained.

3.2 The MMSE decoder

The MMSE decoder minimizes the distortion Dk = E{||Xk − X̂k||2} for each user k.

Hence, from estimation theory [24], the optimal estimate X̂ of the source vector X is the

conditional average given by

X̂k = E{Xk|Y = y}, k = 1, . . . K.

It is straight forward to show that, using the Bayes’ rule, and the fact that given I, Xk is

independent of Y,

E{Xk|Y = y} =
∑
i

E{Xk|I = i}P (I = i|Y = y). (3.3)

As a simplification, we make the reasonable assumption that

E{Xk|I = i} ≈ E{Xk|Ik = i}

= ci,k, (3.4)
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where ci,k = E{Xk|Ik = i} is the ith centroid of VQ encoder of user k, and y =

[y(0)T , . . . ,y(0)T ]T .Then by substituting (3.4) in (3.3) we have

X̂k ≈
2L−1∑
i=0

ci,kP (Ik = i|Y = y). (3.5)

Note that the estimate in (3.5) is a continuous function of y. However, if the CDMA chan-

nel is noiseless, the centroids ci,k are the reconstruction vectors of the MMSE decoder. For

a noiseless channel (or when the channel SNR is very high), the noise vector Q(n) = 0,

hence the channel input bits can be exactly decided at the receiver-end, regardless of the

correlation matrix R. However, the correlation matrix R becomes relevant to the perfor-

mance of the decoder in the presence of channel noise [5].

The evaluation of P (Ik = i|Y = y) in (3.5) has a computational complexity which

grows exponentially with K [21]. If the signature waveforms are orthogonal, the R matrix

becomes the identity matrix. This property itself does not reduce the computational com-

plexity of the decoder. However, if the quantized outputs of the VQ encoders can be mod-

eled as a Markov-random field (MRF), then the P (Ik = i|Y = y) can be evaluated with

a computational complexity that grows only linearly with the number of sensors K [9]. In

the following, an extension to the joint VQ decoder in [9] to accomplish a low-complexity

iterative JSC deocder for a non-orthogonal CDMA channel is proposed.

3.3 The proposed Iterative JSC decoder

As mentioned earlier, in order to obtain a low-complexity approximation to the optimum

MMSE decoder, the approach of performing multi-user detection and VQ decoding in tan-

dem is adopted. The MUD performs the separation of user data based on the CDMA

channel outputs, which are effected by multi-user interference due to the non-orthogonal

CDMA signatures and the additive channel noise. As it will be demonstrated in Chapter

4, depending on the CDMA signatures used, the multi-user interference among correlated

users can be either constructive or destructive. Constructive interference will increase the
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Figure 3.2: Block diagram of the proposed iterative JSC decoder for correlated sources.

available information for the decoding at the channel output, whereas destructive interfer-

ence will diminish the available information at the channel output. A further discussion on

separability of correlated data in MACs appears in [11, 25]. While the choosing of an op-

timal set of CDMA signatures for correlated sources is not addressed here, the importance

of such optimization will be demonstrated in Chapter 4. One key objective of this design,

is to achieve robustness against the effects of the CDMA cross-correlation matrix. This

is achieved by using bit-level interleaving for each user, which makes the CDMA channel

outputs independent among different users. Because of the interleaving, the MUD can not

directly account for inter-source correlation. However, as it will be seen in the next section,

the interference cancellation in the MUD is improved by using the extrinsic information

computed in the JVQ decoder which exploits the inter-source correlation. The extrinsic

information in soft-bit estimates computed by the MUD are extracted and delivered to the

JVQ decoder. The MUD and the JVQ decoder interchange extrinsic information about the

transmitted bits within iterations and as the improvement through iterations diminishes, the

estimates of {Xk}Kk=1 are computed at the JVQ decoder. The block diagram of the pro-

posed decoder is shown in Figure 3.2. The work related to iterative multi-user detection

in channel coded CDMA systems with independent sources can be found in [26–28]. In

contrast to communication model used in this thesis, in such coded CDMA systems, the

redundancies contained in the channel code words are exploited. Also iterative approaches

to JSC decoding in coded independent channels appears in [29, 30], in which the redun-
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dancies in the channel code words and in the VQ encoder indexes (due to the dependency

among subsequent samples) are exploited alternatively at source and channel decoders. In

the following sections, the iterative JSC decoder proposed in this thesis is discussed in

detail.

3.3.1 A soft MUD with interference cancellation

The optimal MUD discussed in Chapter 2 has a computational complexity that grows expo-

nentially with number of sensors K. Therefore, the soft-input soft-output (SISO) MMSE

MUD proposed in [26], whose computational complexity is only O(K2) is adopted. Sup-

pose that interleaver depth isML bits, for some integer M, which should be large enough to

eliminate the inter-bit correlation among the channel input bits from different users. Hence

a sequence of ML bits (d
(0)
k , . . . , d

(ML−1)
k ) obtained by quantizing M consecutive input

vectors in the sensor k are interleaved to generate a sequence of CDMA channel input bits

(b
(0)
k , . . . , b

(ML−1)
k ).

In [26], multi-user detection is done in two stages. In the first stage, the soft interference

cancellation is performed on the channel output y(n) = [y
(n)
1 , . . . , y

(n)
K ] for each sensor k

at time n, based on the extrinsic information delivered by the JVQ decoder. As will be

seen in the next section, the extrinsic information is the a prori information about b(n)
k

obtained from the soft bit estimation of the other bits, {b(m)
k }m6=n , based on the factor

graph constructed at the JVQ decoder. In [26], the soft interference cancellation uses the

soft estimates of channel input bits, which is defined as

b̃
(n)
k

4
=

∑
bk∈{+1,−1}

bkP [b
(n)
k = bk]. (3.6)

The soft bit estimates in a given iteration are computed using the extrinsic prior information

computed by the JVQ decoder in the previous iteration. The extrinsic information is the

a priori log-likelihood ratio (LLR) given by

λpqe[b
(n)
k ] = ln

(
P [b

(n)
k = +1]

P [b
(n)
k = −1

)
. (3.7)
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The superscript p indicates the quantity computed in the previous iteration. After some

mathematical manipulations, the prior probability P [b
(n)
k = bk], for bk ∈ {+1,−1}, can be

written as

P [b
(n)
k = bk] =

exp
(
bkλ

p
qe[b

(n)
k ]
)

1 + exp
(
bkλ

p
qe[b

(n)
k ]
)

=
exp

(
1
2
bkλ

p
qe[b

(n)
k ]
)

exp
(
−1

2
bkλ

p
qe[b

(n)
k ]
)

+ exp
(

1
2
bkλ

p
qe[b

(n)
k ]
) (3.8)

Using Euler’s formula and hyperbolic function definitions, (3.8) can be written as

P [b
(n)
k = bk] =

cosh
(

1
2
bkλ

p
qe[b

(n)
k ]
) [

1 + bktanh
(

1
2
bkλ

p
qe[b

(n)
k ]
)]

2 cosh
(

1
2
bkλ

p
qe[b

(n)
k ]
)

=
1

2

[
1 + bktanh

(
1

2
bkλ

p
qe[b

(n)
k ]

)]
. (3.9)

By substituting (3.9) into (3.6), we have

b̃
(n)
k = tanh

(
1

2
λpqe[b

(n)
k ]

)
, k = 1, . . . , K. (3.10)

Note that for the first iteration, soft interference canceler assumes all the channel input bits

to be equally likely, and hence the λpqe[b
(n)
k ] = 0, for 1 ≤ k ≤ K and 0 ≤ n ≤ ML − 1.

Then these soft bit estimates are used to cancel the interference in the user k, by performing

interference cancellation on the CDMA channel output y(n) at time n. The interference

canceled vector ỹ
(n)
k for the sensor k is obtained

ỹ
(n)
k = y(n) −RWb̃

(n)

k , (3.11)

where b̃
(n)
k = [b̃

(n)
1 , . . . , b̃

(n)
k−1, 0, b̃

(n)
k+1, . . . , b̃

(n)
K ]. In [26], a linear MMSE filter is applied to

ỹ
(n)
k , in order to further suppress the residual interference in ỹ

(n)
k . The linear MMSE filter

a
(n)
k in [26] minimizes the mean square error between the CDMA channel input b(n)

k and

the filter output u(n)
k

u
(n)
k = a

(n)T
k ỹ

(n)
k , (3.12)
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where a
(n)
k ∈ RK is the filter coefficient vector, derived using the correlation matrix R, the

diagonal matrix W with received sensor amplitudes, and the soft estimates of the other bits

at time n, {b̃(n)
j }j 6=k. From [26], it follows that for the sensor k at time n,

a
(n)
k = [RV

(n)
k R]−1RWek (3.13)

where V (n)
k is defined as

V
(n)
k

4
= Wcov{b(n) − b̃

(n)
k }W, (3.14)

and, cov{b(n) − b̃
(n)
k } is the covariance matrix of vector b(n) = [b

(n)
1 , . . . , b

(n)
K ]. It can be

shown that V (n)
k is given by [26]

V
(n)
k =

∑
j 6=k

W 2
j [1− b̃(n)2

j ]eje
T
j +W 2

k eke
T
k (3.15)

where ek denotes a K-vector of all zeros, except for the k-th element, which is 1. It is

clear that from (3.11) and (3.13), the a priori information is vital for both interference

cancellation and MMSE filtering.

Gaussian approximation of soft MMSE filter output
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Figure 3.3: The equivalent AWGN channel.

It is shown in [31] that the distribution of the residual interference-plus-noise at the

output of a linear MMSE-MUD is well approximated by a Gaussian distribution. As shown

in Figure 3.3, the MMSE MUD output u(n)
k can be assumed to represent the output of an
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equivalent AWGN channel having b
(n)
k as the input symbol. This equivalent channel is

modeled by

u
(n)
k = µ

(n)
k b

(n)
k + η

(n)
k , (3.16)

where the parameter µ(n)
k is the equivalent amplitude of the kth sensor’s signal, and η(n)

k ∼

N (0, (ν
(n)
k )2) is a Gaussian noise sample. The expression for parameters µ(n)

k and (ν
(n)
k )2

are shown to be [26]

µ
(n)
k = W 2

k

[
[V

(n)
k + σ2R]−1

]
kk

(3.17)

and

(ν
(n)
k )2 = µ

(n)
k − (µ

(n)
k )2. (3.18)

The a posteriori LLR of b(n)
k at the output of the MMSE MUD is given by

ΛMUD[b
(n)
k ]

4
= ln

(
P [b

(n)
k = +1|u(n)

k ]

P [b
(n)
k = −1|u(n)

k ]

)
. (3.19)

Using the Bayes’ rule, (3.19) can be written as

ΛMUD[b
(n)
k ] = ln

(
P [u

(n)
k |b

(n)
k = +1]

P [u
(n)
k |b

(n)
k = −1]

)
︸ ︷︷ ︸

λme[b
(n)
k ]

+ ln

(
P [b

(n)
k = +1]

P [b
(n)
k = −1]

)
︸ ︷︷ ︸

λpqe[b
(n)
k ]

, (3.20)

where the second term in (3.20), represents the a priori LLR of the channel input bit b(n)
k ,

which is computed by the JVQ decoder in the previous iteration, interleaved and then fed

back to the MMSE-MUD. The first term in (3.20) denoted by λme[b
(n)
k ] represents the ex-

trinsic information delivered by the MMSE-MUD. From (3.16) the extrinsic information
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delivered by the MMSE-MUD is simplified as

λme[b
(n)
k ]

4
= ln

(
P [u

(n)
k |b

(n)
k = +1]

P [u
(n)
k |b

(n)
k = −1]

)

= − [u
(n)
k − µ

(n)
k ]2

2(ν
(n)
k )2

+
[u

(n)
k − µ

(n)
k ]2

2(ν
(n)
k )2

=
2µ

(n)
k u

(n)
k

(ν
(n)
k )2

=
2u

(n)
k

1− µ(n)
k

. (3.21)

The extrinsic information λme[b
(n)
k ] which is not influenced by the a priori information

λpqe[b
(n)
k ] delivered by JVQ decoder, is then de-interleaved and fed in to JVQ decoder, as the

a priori information in the next iteration.

3.3.2 Optimal JVQ decoder

The sequence of linear MMSE filter outputs u(0)
k , . . . , u

(L−1)
k from the AWGN channel in

(3.16), for each sensor k = 1, . . . , K is de-interleaved to form the input to the JVQ decoder.

Therefore, for the VQ index Ik transmitted by the sensor k, the JVQ decoder receives the

vector Y′k = [Y ′k
(0), . . . , Y ′k

(L−1)]T ∈ RL. The MMSE optimal outputs {X̂k}Kk=1, can thus

be computed by (3.5), but with Y replaced by the vector Y′ = [Y′1
T , . . . ,Y′1

T ]T . Now

consider

P (Ik = ik|Y′ = y′) =

∑
I:Ik=ik

p(I,y′)∑
I p(I,y

′)
, (3.22)

where I = [I1, . . . , IK ], and using the fact that {Y′k}Kk=1 are conditionally independent

given I, p(I = i,Y′ = y′) can be written as

p(I = i,Y′ = y′) =
K∏
k=1

p(y′k|I = i)P (I = i). (3.23)

The pmf P (I) in (3.23) can be written as

p(I) =
K∏
k=1

P (Ik|I1, . . . , Ik−1). (3.24)
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Notice that the Ik is the VQ encoder output of k-th sensor observation. In most practical

situations, the correlation between two sensor observations decays exponentially with the

distance, which restricts the conditional dependency in (3.24) into a smaller subset (see [9]).

For simplicity, assume that the sensors are in a linear array. Then it is reasonable to assume

that

P (Ik|I1, . . . , Ik−1) ≈ P (Ik|Ik−1). (3.25)

In this case, I is a first-order MRF. Now the joint pmf p(I) can be written as

p(I) =
K∏
k=1

P (Ik|Ik−1). (3.26)

Substituting (3.26) into (3.23), we have

p(I = i,Y′ = y′) =
K∏
k=1

p(y′k|I = i)P (Ik = ik|Ik−1 = ik−1). (3.27)
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Figure 3.4: The factor-graph representation of joint pdf in (3.27) .

The evaluation of (3.22) may be done more efficiently by factorizing the p(I = i,Y′ =

y′), and applying a suitable algorithm which exploits the way the “global” function is fac-

torized into a product of less complex “local” functions. Such a factorization can be visu-

alized using a factor graph, a bipartite graph that expresses which variables are arguments

of which local functions. The sum-product algorithm (SPA) [8,9,32] is a widely used algo-

rithm to evaluate marginal functions which operates in a factor graph to evaluate marginal

functions associated with the global function. The factor-graph representation of joint pdf
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p(I = i,Y′ = y′) is shown in Figure 3.4, which can be used to evaluate the marginal

probabilities given by (3.22) using the SPA . The computational complexity of the SPA is

determined by the number of edges incident upon a variable node in the factor-graph. The

computational complexity for the factor-graph shown in Figure 3.4 grows exponentially

with the number of variable nodes K (I1, . . . , IK), as every factor node p(y′k|I) connects

to all variable nodes. In order to make that the complexity of the JVQ decoder linear with

the number of users, assume that MMSE-MUD presents orthogonal channels to the VQ de-

coder, as considered in [8,9,33]. This is also a reasonable assumption, as iterative message

passing between the MMSE-MUD and joint VQ decoder will minimize the performance

degradation due to mutual interference. With this assumption (3.27) can be expressed as

p(I = i,Y′ = y′) =
K∏
k=1

p(y′k|Ik = ik)P (Ik = ik|Ik−1 = ik−1). (3.28)

In (3.28), the conditional pdf p(y′k|I) of the AWGN channel output can be written as (using

the memoryless property in AWGN channels)

p(y′k|Ik = ik) =
L−1∏
n=0

p(y′k
(n)|b′n(ik)) (3.29)

where b′n(ik) ∈ {−1,+1} is the BPSK modulated value of the nth binary bit of integer ik.

Now using the AWGN channel parameters,

p(y′k|Ik = ik) =
L−1∏
n=0

g
(n)
k exp

(
µ

(n)
k y′

(n)
k b′n(ik)

(ν
(n)
k )2

)
(3.30)

where g(n)
k = (1/

√
2πν

(n)
k )exp[−(y′

(n)
k

2
+ µ

(n)
k

2
)/(2(ν

(n)
k )2)]. The LLR of the equivalent

AWGN channel output y′(n)
k is given by

λ(p)
me[b

′
n(ik)] = ln

(
p[y′

(n)
k |b′n(ik) = +1

p[y′
(n)
k |b′n(ik) = −1

)

=
2y′

(n)
k

(ν
(n)
k )2

. (3.31)
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By substituting (3.31) in (3.30) we get

p(y′k|Ik = ik) =
L−1∏
n=0

g
(n)
k exp

(
1

2
b′n(ik)λ

(p)
me[b

′
n(ik)]

)
. (3.32)

Now using the fact that exp(uθ) = coshθ(1 + utanh(θ)) for u ∈ {−1,+1}, (3.32) can be

written as

p(y′k|Ik = ik) =
L−1∏
n=0

g
(n)
k cosh

(
1

2
λ(p)
me[b

′
n(ik)]

)
[1 + b′n(ik)tanh(

1

2
λ(p)
me[b

′
n(ik)])]. (3.33)

Denote

φn(ik) = [1 + b′n(ik)tanh(
1

2
λ(p)
me[b

′
n(ik)])]. (3.34)

Using the fact that g(n)
k cosh

(
1
2
λ

(p)
me[b′n(ik)]

)
is a constant with respect to I and by substitut-

ing (3.32) and (3.27) into (3.22) we get

P (Ik = ik|Y′ = y′) =

∑
I:Ik=ik

∏K
k=1

(∏L−1
n=0 φn(ik)

)
P (Ik = ik|Ik−1 = ik−1)∑

I

∏K
k=1

(∏L−1
n=0 φn(ik)

)
P (Ik = ik|Ik−1 = ik−1)

. (3.35)

Now, the function
∏K

k=1

(∏L−1
n=0 φn(ik)

)
P (Ik = ik|Ik−1 = ik−1) is represented in the

form of a factor graph (see Figure 3.5). Then the posterior probabilities P (Ik = ik|Y′ = y′)

for k = 1, . . . , K can be computed using the SPA. Notice that each factor node
∏L−1

n=0 φn(ik)

only connects to a single variable node (Ik) and hence an additional user will add a constant

complexity to the computation of any marginal function P (Ik = ik|Y′ = y′) (see [32]).

Therefore the computational complexity of JVQ decoder grows linearly with number of

users K (i.e. O(K)). Note that the overall complexity of the JSC decoder is the addition of

computational complexities of the MMSE-MUD and the JVQ decoder. Therefore the total

computational complexity of the iterative decoder is O(K2 + K), and for large number of

users (i.e. K >> 1) it can be approximated to O(K2). Also the numerical results suggest

that number of iterations required for convergence is a constant, regardless of the number

of users K, and therefore the iterative process scales the computational complexity by a

constant that depends on K. The a posteriori LLR of the bit b′n(ik) at the JVQ decoder
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Figure 3.5: The factor-graph representation of
∏K

k=1

(∏L−1
n=0 φn(ik)

)
P (Ik = ik|Ik−1 = ik−1).

output is given by

ΛJV Q[b′n(ik)] = ln
(
p[b′n(ik) = +1|y′]
p[b′n(ik) = −1|y′]

)
(3.36)

where the bit a posteriori probabilities p(b′n(ik)|y′) can be computed by marginalizing

the index probabilities in (3.22). Using the Bayes’ rule and the assumption of orthogonal

AWGN channels at the JVQ decoder input, (3.36) can be written as

ΛJV Q[b′n(ik)] = ln

(
p[y′

(n)
k |b′n(ik) = +1

p[y′
(n)
k |b′n(ik) = −1

)
︸ ︷︷ ︸

λpme[b′n(ik)]

+ ln

(
P [b′n(ik) = +1|ȳ′(k,n)]

P [b′n(ik) = −1|ȳ′(k,n)]

)
︸ ︷︷ ︸

λqe[b′n(ik)]

(3.37)

where

ȳ′(k,n) = [y′
T
1 , . . . ,y

′T
k−1, ỹ

T
(k),y

′T
k+1, . . . ,y

′T
K ]T and

ỹ′(k) = [y′
(0)
k , . . . , y′

(n−1)
k , y′

(n+1)
k , . . . , y′

(L−1)
k ]T .

Thus, the extrinsic LLR of the bit b′n(ik) (which is obtained from other AWGN outputs

{y′(m)
k }m6=n corresponding to index vector I, by exploiting the constructed factor graph in

Figure 3.5) can be computed from JVQ decoder output as

λqe[b
′
n(ik)] = ΛJV Q[b′n(ik)]− λpme[b′n(ik)] (3.38)

which is interleaved and fed back to the MUD for interference cancellation in bits, other
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than b′n(ik), see Figure 3.2. Initially there is very little correlation between extrinsic in-

formation λpme[b
′
n(ik)] and λqe[b′n(ik)]. Since both MMSE-MUD and JVQ decoder use the

same information λpme[b
′
n(ik)] and λqe[b′n(ik)] become more and more correlated. The iter-

ations will continue until there is no reduction in MSE.
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Chapter 4

Simulation Results and Discussion

In this chapter, the simulation results are presented in order to illustrate the performance

of the proposed iterative JSC decoder. All the results presented here have been obtained

with Lloyd-Max scalar quantization [17] of mean-zero, unit-variance correlated Gaussian

sources. First, a four-sensor system as shown in Figure 4.1 is considered, for which case it

is feasible to compute the performance of the MMSE decoder given by (3.5). Note that in

this case the joint source (VQ) MMSE decoder (JSD) can be implemented without the MRF

source-model assumption discussed in Chapter 3. The linear array of sensors are assumed

to observe a first-order MRF,Xk for k = 1, . . . , 4, with the correlation between two nearest

observations is 0.9. Then the source covariance matrix in the four-sensor system under

consideration is given by [C]k,l = 0.9|k−l| for k, l = 1, . . . , , 4. In all simulations, a test

data (source samples) set of 105 has been used.

 
1  

2 3 4 

Figure 4.1: The linear array of sensors under consideration.
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4.1 Performance comparison between iterative and non-

iterative JSC decoding

First, a CDMA channel with the following cross-correlation matrix is considered.

R1 =


1 −0.7 0.7 −0.7

−0.7 1 −0.7 0.7

0.7 −0.7 1 −0.7

−0.7 0.7 −0.7 1


Optimum scalar quantizers with the resolution 2 bits/sample are used in all simulations.

Notice that the quantizer SNR for a Gaussian source with unit variance is 9.2996 dB. The

Figure 4.2 presents the average reconstruction signal-to-noise ratio (RSNR) at the output

of different decoders , which is defined by

RSNR 4
=

1

K

K∑
k=1

E{||Xk||2}
E{||Xk − X̂k||2}

.

The RSNR for each decoder is evaluated at different values of the channel signal-to-

noise ratio (CSNR) W 2/σ2, assuming that amplitudes of the all sensor signals are equal

(i.e.,Wk = W = 1). All iterative JSC decoders in Figure 4.2 use interleaving (interleaving

depth is 1000 bits) and the decoders without interleaving are explicitly indicated. The plots

labeled “initial” refers to the JSC decoders which do not use any iterations. The optimal

MUD refers to the maximum-likelihood MUD (see [26, (23)]) which gives an upper-bound

to the performance of the linear MMSE-MUD described in Sec. 3.3.1. MMSE-JSD refers

to the JVQ decoder described in Sec. 3.3.2. Also note that the MMSE decoder is imple-

mented in this case without the MRF source-model assumption. Note that even though the

MMSE decoder is computationally tractable with four users, with large number of users

the computational complexity is prohibitive. As can be seen in Figure 4.2, in the low to

medium CSNR region the performance of the all non-iterative JSC decoders which do not
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Table 4.1: The RSNR improvement of MMSE MUD + JVQ decoder through iterations. The CDMA cross-
correlation matrix is R1.

RSNR (dB) with number of iterations
CSNR (dB) initial 1 2 3 4 5

0 3.5235 3.7645 3.7801 3.7816 3.7818 3.7818
2 4.5682 4.9483 4.9864 4.9900 4.9905 4.9906
4 5.8236 6.3028 6.3573 6.3639 6.3647 6.3650
6 7.1444 7.6259 7.6656 7.6688 7.6680 7.6676
8 8.2312 8.5556 8.5720 8.5709 8.5695 8.5696

10 8.9013 9.0358 9.0261 9.0238 9.0234 9.0233

Table 4.2: The RSNR improvement of optimum MUD + JVQ decoder through iterations. The CDMA cross-
correlation matrix is R1.

RSNR (dB) with number of iterations
CSNR (dB) initial 1 2 3 4 5

0 3.5384 3.8244 3.8497 3.8505 3.8506 3.8505
2 4.6645 5.1239 5.1710 5.1775 5.1780 5.1782
4 6.0325 6.6131 6.6639 6.6709 6.6723 6.6721
6 7.4792 8.0500 8.1060 8.1094 8.1111 8.1112
8 8.5511 8.8465 8.8647 8.8653 8.8655 8.8655

10 9.0729 9.1805 9.1820 9.1823 9.1823 9.1823

Table 4.3: The RSNR improvement of MMSE MUD + JVQ decoder through iterations. The CDMA cross-
correlation matrix is R2.

RSNR (dB) with number of iterations
CSNR (dB) initial 1 2 3 4 5

0 3.4432 3.6953 3.7158 3.7175 3.7176 3.7176
2 4.5009 4.8805 4.9179 4.9211 4.9213 4.9214
4 5.7974 6.2899 6.3434 6.3479 6.3487 6.3488
6 7.0947 7.5698 7.6202 7.6235 7.6250 7.6253
8 8.1643 8.4775 8.4965 8.4979 8.4975 8.4971

10 8.8671 8.9861 8.9820 8.9793 8.9794 8.9791

40



0 1 2 3 4 5 6 7 8 9 10
2

3

4

5

6

7

8

9

10

CSNR (dB)

R
S

N
R

 (
dB

)

 

 

MMSE decoder (non−iterative)

Optimum MUD+MMSE JSD (non−iterative)
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Figure 4.2: Performance comparison between iterative and non-iterative JSC decoding of 4 correlated Gaus-
sian sources over a CDMA channel with destructive interference.

use interleaving interleaving is considerably poor compared to iterative decoders which

use interleaving. This is due to destructive interference between highly correlated sources,

in this particular CDMA channel. Note that, since the sources are positively correlated,

the sensor-pairs which use CDMA signatures with a negative cross-correlation can inter-

fere destructively. On the other hand sensor-pairs with positively correlated signatures can

interfere constructively. As can be seen, the iteration between the JVQ decoder and the
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Table 4.4: The RSNR improvement of optimum MUD + JVQ decoder through iterations. The CDMA cross-
correlation matrix is R2.

RSNR (dB) with number of iterations
CSNR (dB) initial 1 2 3 4 5

0 3.5497 3.8296 3.8485 3.8508 3.8508 3.8507
2 4.6909 5.1397 5.1916 5.1971 5.1966 5.1967
4 6.0981 6.6993 6.7734 6.7823 6.7835 6.7838
6 7.5102 8.0758 8.1224 8.1253 8.1255 8.1254
8 8.5414 8.8504 8.8612 8.8623 8.8623 8.8623

10 9.0931 9.1911 9.1939 9.1939 9.1939 9.1939

MUD improves interference cancellation among interleaved channel inputs, and hence the

RSNR of the sources (see Table 4.1 and 4.2). For example at a CSNR of 4 dB, for both the

optimum MUD and the MMSE-MUD the iterative gain is about 0.5 dB in RSNR.

Next a CDMA channel with following cross correlation matrix is considered.

R2 =


1 0.7 0.7 0.7

0.7 1 0.7 0.7

0.7 0.7 1 0.7

0.7 0.7 0.7 1


For positively correlated sources in this example, this choice of CDMA signatures can

expect to give rise to constructive interference. This is confirmed by the simulation results

shown in Figure 4.3. In this case, the transmission without interleaving actually outper-

forms the interleaving-based iterative decoding. The choice of signature waveforms, and

hence the cross-correlation matrix is better matched to the inter-source correlation. The

superior performance of direct transmission is a manifestation of the fact that, the optimal

channel inputs required for transmitting correlated sources over a MAC must also be cor-

related, see [11]. While the problem of optimizing the channel inputs to achieve minimum

MMSE source reconstruction is not addressed in this thesis, this example shows that the

optimization of CDMA signatures for correlated sources in conjunction with JSC decoding

may offer significant performance gains in MACs. However, notice that the performance
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Figure 4.3: Performance comparison between iterative and non-iterative JSC decoding of 4 correlated Gaus-
sian sources over a CDMA channel with constructive interference.

of iterative decoding shown in Figures 4.2 and 4.3 are actually very close despite the dif-

ferences in the CDMA cross-correlations. This shows that, by rendering the channel inputs

independent and then by using the inter-source correlation for interference mitigation in

the receiver, the obtained iterative JSC decoders are robust against the effects, destruc-

tive or constructive, of particular CDMA signature set in use, compared to non-interleaved

transmission.
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4.2 Near-far resistance of the proposed JSC decoder

The near-far situation arises in a CDMA system, as the strength of signal received for

each user can differ at the receiver. Therefore, depending on the decoding method, the

performance of the users may vary with their relative strength. The near-far problem is

closely associated with CDMA communication. This is due to the use of non-orthogonal

CDMA signatures at the transmitters [5]. In a WSN, there can be many sensors (users) with

different transmitter powers and with different proximities to the central receiver, which

may lead to a near-far situation. Therefore, the investigation of the performance of the

proposed decoder in a near-far situation is also of high interest. A detailed analysis on

near-far resistance of MUDs can be found in [34]. However, the analytical results in [34]

may not be directly applicable to the JSC decoding considered in this thesis. Therefore the

simulation results are obtained to investigate the near-far resistance of the proposed JSC

decoder.

In Figure 4.4 and 4.5, the decoder performance in a near-far situation is illustrated.

The main focus is on the performance degradation due to the multiple access interference.

Therefore the performance is measured in the high CSNR region. In this simulation, User-1

has a constant CSNR of 10 dB, and the interfering users have equal CSNRs and it is varied

to obtain the near-far performance of User-1. Two Figures, Figure 4.4 and 4.5 correspond to

CDMA cross-correlation matrices R1 and R2 respectively. In both figures, the performance

of all investigated JSC decoders remain nearly the same when the interfering users increase

their power (i.e. in the ∆CSNR region (0,10 ) dB, where ∆CSNR = CSNRk − CSNR1).

With CDMA cross-correlation matrix R1, in Figure 4.4 all the JSC decoders exhibits rel-

atively low performance (i.e. low near-far resistance) when the interfering users decrease

their powers (observe the ∆CSNR region (-10,0 ) dB). However, it can be observed that

iteration of the proposed decoder alleviate the performance drop in the (-10,0) dB region.

This is due to the fact that the extrinsic information about the weak users, delivered by the

JVQ decoder are improved by the strong user (User-1), hence the extrinsic information of
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Figure 4.4: Near-far performance (User-1 is illustrated) of the proposed JSC decoder in a four-user system
with the CDMA cross-correlation matrix R1. All users employ scalar quantizers. The power of user one is a
constant given by CSNR1 = 10 dB. The interfering users have equal powers given by CSNRk −CSNR1

(dB), k = 2, 3, 4.

User-1 computed at the MMSE MUD is improved. A similar observation can be observed

in Figure 4.5. In both the CDMA channels R1 and R2, the proposed iterative JSC decoder

exhibits near-far resistance.
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Figure 4.5: Near-far performance of the proposed JSC decoder in a four-user system with the CDMA cross-
correlation matrix R2.

4.3 Performance comparison of low-complexity JSC de-

coders

Figure 4.6 and 4.7 compares the performance of the proposed decoder with other low-

complexity JSC decoders. The computational complexity of the JSC decoder proposed in

[23] (MMSE MUD + Separate VQ decoders) isO(K2), which is equal to the computational
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Figure 4.6: A comparison between low-complexity JSC decoders in a four-user system with the CDMA
cross-correlation matrix R1. All users employ scalar quantizers.

complexity (for K >> 1) of the proposed decoder in this thesis. And the optimum linear

decoder (derived in [35]) has a computational complexity of O(K), which is linear in the

number of users in the system.

In Figure 4.7, it can be observed that with the CDMA cross-correlation matrix R2 (i.e

constructive channel interferences among the correlated users), the proposed JSC decoder

(with iterations) outperforms the JSC decoder in [23] for CSNR > 1.5 dB. This is mainly
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Figure 4.7: A comparison between low-complexity JSC decoders in a four-user system with the CDMA
cross-correlation matrix R2.

due to the inability of JSC decoder in [23] to exploit the inter-source correlation at the VQ

decoder level. As mentioned earlier in this chapter, the JSC decoder in [23] uses sepa-

rate individual VQ decoder for each user in tandem with the MMSE-MUD (Note that the

the decoder in [23] can be effectively applied in decoding independent sources). The op-

timum linear decoder exhibits superior performance in the low to medium CSNR region

(0-5) dB. In this region, the linear decoder outperforms both the proposed iterative decoder
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and the decoder proposed in [23]. Note that with constructive interference among cor-

related sources, the linear decoder can exploit the redundancy among users, while in the

iterative decoder, MMSE-MUD does not directly account for inter-source correlation, but

only through the iterative process. However, it can be observed that, the iterative decoder

proposed in this thesis outperforms the optimum-linear decoder in the medium to high

CSNR region (0-10) dB. In Figure 4.6, the decoder performance with the CDMA channel

R1 (i.e. destructive channel interferences among correlated users) is illustrated. In Figure

4.6, it can be observed that the decoder proposed in this thesis exhibits superior perfor-

mance compared to the other low-complexity JSC decoders. The gain is about 2-3 dB in

the whole CSNR region, compared to the aforementioned two low-complexity decoders.

The far inferior performance of the other two JSC decoders is due to the fact that the de-

structive channel interferences among the correlated users have reduced the information

available for decoding. As mentioned in Chapter 3, the proposed iterative decoder avoids

this situation by using bit level interleavers.

4.4 Performance of the proposed decoder on different

CDMA channels

As it was noted in the previous sections, when the data (bits) are directly transmitted (with-

out interleaving) over the CDMA channel, the performance of the decoders highly depend

on the CDMA cross-correlation matrix R. To further investigate the relationship between

the inter-source correlation and the multi-user interference in the channel, again a four-

sensor system in a linear-array as shown in Figure 4.1 is considered. The observations

are modeled by a mean zero, unit-variance Gaussian random field in which the correla-

tion between any pair of observations Xk and Xl is given by the power exponential model

( [36])

E{XkXl} = σ2
xe
−(∆dk,l)

2

, (4.1)
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Figure 4.8: Performance of the proposed decoder in three different CDMA channels. The corresponding
cross-correlation matrices are given by R1,R2 and R3.

where dk,l is the distance between the k-th and l-th sensors and ∆ is a constant. In this

simulation distance between two adjacent sensors assumed to be 1.0, and ∆ = 0.3246 so

that the correlation between two closest sensor observations is 0.9. In this section three

CDMA cross-correlation matrices are considered. In addition to the previous two cross-

correlation matrices R1 and R2, a new R3 matrix is also considered.

In Figure 4.8, the performance of both non-iterative (no-interleaving) and iterative (use

50



interleaving) decoding of the proposed decoder (MMSE-MUD+MMSE-JSD) is illustrated.

The illustrated results with R1 indicates that the use of interleaving and iterative decoding

outperforms the non-iterative system with no-interleaving. This is again due to the fact

that R1 produces destructive interference between positively correlated users. As can be

observed, the results with R2 show that non-iterative decoding outperforms the iterative

decoding with interleaving. This is again a confirmation that R2 produces constructive

multi-user interference between positively correlated users for the source model given in

(4.1). Note that in R2, normalized cross-correlation among all channel signatures are equal

(i.e. [R2]k,l = 0.7, k 6= l). However, by intuition it is apparent that with no-interleavers,

the inter-user interference should follow the level of correlation between the channel inputs,

for the better performance. In order to demonstrate this, R3 is chosen such that the cross-

correlation between the CDMA signature waveforms used by any two sensors decays with

the distance between the sensors and thus matches the source correlation

R3 = e−(∆cdk,l)
2

, k 6= l for k, l = 1, . . . , 4, (4.2)

where ∆c = 0.3, so that the cross-correlation between CDMA signatures of the nearest

users close to 0.7, which allows us to compare the structure of the R3 with the other two

matrices, R1 and R2. The results in Figure 4.8 shows that, when the CDMA channel

correspond to R3, decoding with no-interleaving outperforms iterative decoding with in-

terleaving. Both R2 and R3 are able to exploit the inter-source correlation in MAC. Also,

it can be observed that the cross-correlation matrix R3 is better matched to the inter-source

correlation compared to the cross-correlation matrix R2, for example, with no-interleaving

at a CSNR of 4 dB the gain is about 1 dB and also with interleaving there is a noticeable

gain. These results show that the performance of JSC decoding of correlated sources over

no-interleaving is highly dependent on the CDMA cross correlation matrix. While better

matched cross-correlation improves the performance of the JSC decoding, a mismatched

cross-correlation matrix leads to a performance degradation. On the other hand the pro-

posed iterative decoder with interleaving is more robust against the effects of the CDMA
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Figure 4.9: Performance of the proposed decoder in an eight user system with different CDMA channels.

cross-correlation matrix. However, determining the optimum set of signatures for corre-

lated sources is not well established in the literature. A theoretical analysis on choosing

an optimal set of signature for independent sources appears in [37]. In [20], the effect of

choosing a random sequence of CDMA signatures for independent users has been studied.

Figure 4.9 illustrates the performance of the proposed JSC decoder (MMSE-MUD+MMSE-

JSD) corresponding to three different CDMA cross-correlation matrices, in an eight-user

system. The cross-correlation matrices considered have the same structures as previously
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used R1, R2 and R3 (extended to the eight-user case). The correlated sensor observa-

tions are again modeled by the power exponential described earlier. The results in Figure

4.8 and Figure 4.9 shows that the performance curves of the proposed decoder when the

CDMA channel corresponds to R3, in both four-user and eight-user systems are very close

to each other. However, when the cross-correlation matrix is R2, the performance of the

non-interleaved JSC decoding in the eight-user system is considerably low compared to the

performance in the four-user system. Notice that in R3 the cross-correlation between the

CDMA signatures used by any two users decays exponentially with the distance between

two users, which prevents possible destructive interference between uncorrelated sources.

However, the cross-correlation between the CDMA signatures in R2 is same between any

two users, which can produce destructive interference between uncorrelated users. In Fig-

ure 4.9, with non-interleaved decoding is employed, there is considerable performance gain

when the corresponding cross-correlation matrix is R3 compared to the cross-correlation

matrix R2. For example, at a CSNR of 4 dB the gain is about 3 dB in RSNR. However, in

the four-user system, the difference between non-interleaved decoding with R2 and R3 is

about 1 dB. It is clear that as the number of correlated sources increases, careful optimiza-

tion of CDMA signatures is even more critical to prevent performance degradation. In the

eight-user system also, the robustness of the proposed iterative JSC decoder, against the

effects of the CDMA cross-correlation matrix prevails.
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Chapter 5

Conclusions and Future Work

Motivated by potential applications in WSNs, in this thesis, we have presented an iterative

approach to JSC decoding of multiple correlated sources over a DS-CDMA channel. The

prohibitive computational complexity of the MMSE optimal decoding has been addressed

by employing a MMSE-MUD and a JVQ decoder in tandem, which iteratively exchange

extrinsic information to exploit the correlation among sources. The computational com-

plexity of the JVQ decoder has been controlled by modeling the VQ encoder outputs as

a MRF. The proposed iterative decoder has a computational complexity of O(K2) (K is

the number of sources) while the computational complexity of the MMSE optimal decoder

is exponential in the number of sources (i.e. O(2K)). Therefore the decoder proposed in

this thesis is computationally tractable for WSNs with medium to large number of sensors.

The performance loss due to the tandem approach adopted here is minimized by extrin-

sic information passing between the MUD and the JVQ decoder. The iterative decoding is

complemented by employing bit-level interleaving, which makes the channel inputs among

the users independent. The iterative decoding is useful here due to the large amount of re-

dundancy in the VQ encoder output. The non-iterative (with no-interleavers) version of the

aforementioned tandem JSC decoding was also implemented for comparison.

Through simulations, it was found that the iterative gain is considerable regardless of

the structure of the CDMA cross-correlation matrix. However, the performance of non-
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iterative decoding is highly dependent on the CDMA cross-correlation matrix. In a system

with non-iterative decoding, the multi-user interference among correlated sources could

be either constructive or destructive, as no interleavers are employed. Therefore, when

the CDMA channel leads to constructive interference among correlated sources the non-

iterative decoding exhibits superior performance over the iterative decoding. However, the

simulation results confirmed that when the non-iterative decoding is employed, the perfor-

mance degradation due to destructive interference is significant, and even MMSE optimal

decoding can show far inferior performance compared to the proposed iterative decoding

scheme depending on the assigned CDMA signature set. The simulation results show that

iterative decoding is more robust against the effects of the CDMA cross-correlation matrix.

The aforementioned robustness of the proposed iterative decoder can be useful in a WSN

where the physical location of sensors are unknown. In such WSNs, a given set of CDMA

signatures could possibly produce destructive interference among correlated sources. The

proposed iterative decoder could minimize possible performance degradations due to de-

structive channel interference. If in a WSN, the sensor locations are fixed and known,

better performance can be achieved by optimizing the CMDA cross-correlation matrix and

applying the non-iterative JSC decoding. In this thesis, we have considered such an ex-

ample where a better matched set of CDMA signatures, for the given source model, been

chosen in a heuristic manner. The response of the simulation results in this case indicates

the importance of determining the optimal CDMA signature set for correlated sources, a

theoretical analysis of this is yet to be done. Through simulations the proposed iterative

JSC decoder was also demonstrated to be near-far resistant.

The proposed iterative decoding introduces an additional delay due to the interleavers

and the de-interleavers in the system, compared to the non-iterative decoding which does

not use interleavers. Therefore, for real time communication, the proposed JSC decoding

scheme may not be ideal. The simulation results shows that the convergence of the itera-

tions happens within 4-5 iterations, and therefore the iterative delay is not significant. The

robustness against the effect of CDMA cross-correlation matrix has been achieved at the
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expense of an increased communication delay.

Possible future work

Indications of our simulation results encourage a comprehensive theoretical analysis on the

effect of CDMA signature set for correlated sources. And such investigation can be further

extended to establish a theoretical method to obtain a near optimal set of signatures for

given correlated sources. On the other hand, in a practical set up, for a set of sensors with

pre-assigned CDMA signatures, one can conduct research to determine the optimal sensor

locations to achieve near optimum decoder performance. The numerical analysis of the

near-far resistance problem unveil the potential of the iterative system to provide improved

near-far resistance to a stronger user. This in fact gives us some indications that extrinsic

information passing between constituent systems can alleviate the dramatic performance

drop in a near-far situation. Therefore, an extended analysis on extrinsic information pass-

ing in a near-far situation can be interesting.

56



Bibliography

[1] I. Akyildiz, W. Su, Y. Sankarasubramaniam, and E. Cayirci, “A survey on sensor networks,”
IEEE Communications Magazine, vol. 40, no. 8, pp. 102 – 114, Aug. 2002.

[2] J. Khan, R. Katz, and K. Psiter, “Mobile networking for smart dust,” in ACM/IEEE interna-
tional conference on Mobile computing and networking, Aug. 1999, pp. 271–278.

[3] T. Cover and J. Thomas, Elements of Information Theory, 2nd ed. John Wiley, 2006.

[4] J. Proakis, Digital Communications, 3rd ed. New York: Macgraw Hill, 1995.
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