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ABSTRACT

LUTONET ig a system for +the specification and sinulation
of naural networks, It deals with the netwerk as a directed

gravh, *%the nodes of which are automata which accept a tres

ey

of inputs and produce a singls cutput, and the liness ¢

which are queues of arbitrarvy length via which the celluls

=
(]

automata cornmunicats,

The simulation systen includes the WARP network
censtructicen langquage. The impertant £features of WARP ars
its abilitvy to manipulate not only single cells, but also

arbitrary groups of cells, as distinct units. Proijeciicn of

th

one cell greocup upon another is facilitated by this featurse,

n

and also by the abilityvy +o vpermutse the interconnection
betwsen cells, This vpermits convergent and divergant
proiections in manvy dimensions t0 be handlsd with esase,

The experiments conducted with AUTONET have be2sn largsly
with sinmple and noderately complex netwerks, Some
apparently trivial netwerks are shewn to actuallyv vossess a
wide varietv of possible rhythnic ocutputs, These ontput
patterns are characterized as to their stability, and tc the
connactivity patterns whichk make the variocus patterns nmore
or less likely +o be generated 3in a nstwork snbiect to

randomn effects,



pode

Considerable simulaticn c¢f the gasiric and vpyloric
subsvystens of the lcbster sicmatogasiric ganglion was also
done, It is shown that all of +hs rhythns gensrated by the
ganglion mav bs explained by decorposing the networks inte
groups of two or three cells, which smallser networks have
already btesen wsll-characterized,

Evidence is alsc presented for the hvpethesis that the
endogenous bursting cells of the pyleric subsysterm are not
the generators of the pyleric rhythm, Rather, their purrose

seems to te as synchronizsrs ¢f the cycles



ACKNOWLEDGEHNENTS

I wish t¢ greatly acknowledge +the assistance I recsived
from mv friend and adviscr, Dcuglas Youndge.

Thanks also are due to Jon Muzio for beoth syntactic and
semantic observaticons, and %o Patty Churckland for the manvy
stimulating «conversaticns which led t¢ my interest in
lobster stcomachs,.

This thesis was mads possible in part by a scholarship
from the Fatural Scisnces and Enginsering Rasearch Ccouncil

of Canada,



Chapter I

INTBODUCTICHN

Among the many lessereresearched areseas in artificial
intelligence is the subiject of simulating neuronal networks.
Just as man has surpassed his body?s abilities in cther
ways, the general feeling goss, o hz might be able to dc sco
in the processing of infcermation, 2 crane does not opserate
axactly as the arm dees, yet lifts greater weights and works
for davs on ends perhars by discovering the fundamental
principlss cof thinkirg {as he discover=d the principles of
the six simple machinesy man might vet construct a device
that is truly intelligernt,

Viewed in this 1light, neural simulaticn sSeEems  a
curiosityv. It seeks tc know how things are, instesad of how

ressarch paradicgm 1is ceartainly of

i

they ougkt to bs. Thi
concern t¢ biologists, and perhaps even o psychiatrists,
but since the modern conputer is guite unlike the brain, in
ei+ther structure or operating princlples {such as the

brain®s are known), there seemns tc bhe little direct relation

]Ja

hat determining *the

0]

o

8}

jude

The redoinder to thiz argument S

A

operatiocn of a netwerk of elements irndividually as complex

xtraordinarily difficult procsdnrs. Tt is

1]

an

n

as neurcns i



a problem in the analveis of

computer =scientist is uriguely

compiicated that pure aralysis is

of h cf £i

ot

0]

paucity accaptad

simalations with conmputers {espac

reqularly vielded ccnsistent,

neural networks are highly paral

since most formal theory of

sequential pachines, any

netvworks would constitute a co

explered buot increzasirgly acti

theoretical computer scignce.

8

31so, +the main work to date

1

ainin

[}

interested primarily in =xp

selectad networks ({althcugh +h

grander understanding, they

immadiatsly forthcoming

they can gather the most data ab

jdu

catalogue of the ©possible activ

commonly=investigated cells,

once again, +t+he encrmcus conmpl

nets.

The AUTONET simulaticn systen

basic research more arprcachable,

it is n tn  examins the

(17}

cessary

doss on d

[¢})

nenrcns: only than 2 uUn
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infecrmation flow,

gualifisd

principles

gy of
recogniza

and hence

r

which *+he

Tt 1is

n
o]

to studvy,

®

largely impossible bscaus

rs+ principles, and only

ially large computers) have

ting results, ind
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computation deals with
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ntribution +to a little-

field of research in
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have alrsady besn sexrvendsd on neural simulation +the world
OYEL, A+ ona time or ancther, all of <thiz introductory
material has besen incorporated into somson=2ts  sinulator,

This zest for all-explanatory pousr can produce such a

plethora of conditions, ard such a wsalth of data, that wmany

;.a.

sinple patterns were fcr some tims effactively obscured,.

e
®

This neurological data iz not presented solely to farther an

undarstanding of +he AUTONET systen {although the

e

terminoleogy is usefuly: it is presented more so¢ that the
reader can tetter grasp xhy the high level of analysis
represented by the AUTCONET approachk has been adopted, i.=2.
so that one can see just how much data thare is to obfuscats
the research,

After +he neurologyvy will ceme a chapter on LBUTCNET
itself, The primary prcblem in analysing networks {and thus
primary expenditure of energy in desiogning AUTONET) has teen
+hat there is no ccecnvenien widely=acceptad language in
which to exrress the netwerk, The WARP network construction

some 0f ths

p.
11’
O
e
]

language *thus constitutes an

tt’)

xam £
naeds 0f higk-level sirulaticon languagss, and suggests some
ways of achieving these nesds, There are perpetual tensions
amongst the competing ideals of ccemplstensss, concissaness,
clarity, convenisnce, and computational sefficiency. How

thes are resolved invelves technigues drawn from the

o

disciplines of fermal languages, compiler desigrn,

informaticn theorv, and man-machine enginesering: thars is no




common language shared by all of these, so some tarminclogy

is also presentad,
The svystem described, ons then mwmoves te a chapter which
discusses netuorks L€ St This is a brief study of how

networks and their compcnent cells pight be desiagnsd, and of

¥

the Ainteractions pressnt  in zven apparsntly +rivial

networks, Follovwing this is a thorough simunlation of the

This network has b2en much stndied slsewhers, . but sven it
vields a f=w unexpected results,

Chapter IV alsc disrlavs the wvalus of sxperimental

W

eyidance, gathered via extensive computer simulation, in th
analysis of biological svstens, In particular, it is
possible in a simnlation to rapidlv medify the network
parameters, leading +he investigator to a better
comprehensicn of the netwerk?s operation,

In such simulations, it is traditional to implement sonmse

B
=0

sort of adaptivity in the network szlemsnts, This issue is
carefully ccnsidered, and the conclusion drawn is that given
the enormous complaxity of apparently simple svstems, a
better understanding o¢f thes coperational principles at work
is a vprereguisite +*c rroper adaptive algorithnms, The
emphasis is +thus mere on the coparation of +ths rchust

peripheral nsrvous system than the intricats, adaptive

central svystem.



The thesis concludss with some closing remarks on netuork

desiagn, and whet might bz sxpected from future simunlaticns,.



Chapter IT

IBTRODUCTORY NEURCLOGY

The n=2urcn is a sukarvetic cell, found in many organisms,

il

that 1is characterized chiefly by he fact +hat its

ot
@B

o]

t+ransmembrane potential can change by g of millivelts in
millisseconds due +o the presence of pores in the cellular
membrane, which permit +the passive flow of +the ions

responsible for the transmnembrane potential in the first

1)

place, The potential change can be facilitated bv another

neuron releasing chemricals dinto a synaps2; by a clese
abutment of neurons ¢lecirotcnically inducing a potentizl
changaes; or by tha neurons breaching their cell walls to form
virtually continuocus membrans,. 3 recepter cell, which
transduces {and usually amplifies} sanerqgy such as light or
sound, can also have selective effschs, No c¢ther natural
selective effects are kncwn, although there is considerable
research into non-selective effects such as hormones and
drugs,

To speak of the neurcn is somewhat misleading, for thers

are at least several dczen tyvpes found in primatzs alone,

fe

The number c¢f types in mors specific, lsss plastic nerveus
svystems, ©.49, the invertebrates, is truly staggering., Thus,

when discussing neurcns, unless ctherwise specified it nmav



be assumed that one 1sg dealing with +the primate central
nervous svystem {CN¥SY rpyramidal cell, which is ths primary

constitusnt ¢f the cerebral cortex.

Neurons! vary in the size of their somata from 2 to 10C0
microns, pyramidals from 15 tec 40 microns, Thev are notable
for having processes, sxtending frcm the scma, which are at
least sszaveral times the sorpatic diametsr {the cell

innervating the adult ‘tuman big tce has & process over one

The nucleus o¢f a neurcn, like that of most secretery
cells,2 is much larger than 4is typical in mul+icellular
organisms, often consgunring half the somatic volume { 79% of
a lirear dimension}. As is usual in eukarvyotes, ths nucleus

is enveleped in endcrplasnic reticulunm, and most of the

genomse 1s ccntained in the nucleoclus, Howevar, DSUTCRS ATE
unigue in that it 1is exceedingly rare, in higher species,

for an adult c¢ell *tc¢ reprcduce; concomitant with this
absence of ritosis is a thin and wispy chromatin, as opposed

to the robustlv-staining varistv ncormally a&ncountered.

D T A e s S s, A s KOD i i o Wl i o 3590 e S m.

i This and cther general neuroclcay mav bhe fourd in  the
excellent introduction by [Shepherd, 19747, Fore detailed
informaticn dis availablsa in THE NEUROSCIENCES Study
Program sSeries by Fockefeller Universityv Press,

2 Most neurcens excrate transmitter substances, in additicn
0 having +trans-membrang icn flcw, These two activities
reguire an especially active cellular support systenm,

- 7 -
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iAlso resent in the soma are the standard eukaryetic

v

organellaes: the rough zndoplasmic reticulum, spackled wuith

(3

s; *the Gelgi

{
s

Jde
b
n

ribosomes that emplovy m=RNA in prots ynthes

apparatus, which aprears to be active in the ¥"packaging? of
substances inte saccules, e,g. transmitisr substances into
vesicles ard enzymes intc lysosomes which lyse cellular
wastes: +the microtubules and nmnicrofibrile which, asids fronm

constituting the structural grcund substance, &lso act

[

vely
transport meterial within the cell: a cantriole, known o
play some part in crganising +the nmicrotubule netwerk
{especially during mitosis); and mitochondria, ubiguitous in
2ukarvotas as the seat of cellunlar respiration, ard
particularly plentiful in neurons, vwhich consume a 1ot of
energy in signalling.

The cellular membrane, 7.5 tc 8,0 nanomstres thick, is in
most parits a phosphelipid bilayer largely impervious 4o both
pelar and nen-polar wmolecules, In addition to the noermal
transmembrane transpert asscociated with staving alive, 2.4
glucose in, carbon dicxide out, there are chapnels of .4 %o

8 nm I.D. that allow small 3iconic species such as hydrated

Na+ and K+ to pass thrcungh the membrane whern the normally-

clecsed channels open up., The channel density iz, per squars
micron of membrane surface, 100-200 on  the soma and its

proximal precssses, and up to 800 on parts of the axon. The
maximal flow rate of the Na+/K+ channels secems to bhe 200-220

Na+/secC, , 120-130 K+/ssc, psr channel,



ionic species with

%h

The cel1l attenmpts to segreqgats var

(&

respact to the cellular membrans. BRacause o¢f the incic

(i3]

3y

cnarges

},Ja

and relative densities, +*his producses a »notential

[}

H

n

difference between +the intra-cellular fluid ({ICF) and the

inter-stitial Ffluid (IS surrcunding the cell. BY

0

eyamining the potentials and Tespective concentration
experimentally, and comparirg this with the Nernst aguaticns

for generic transmembrane potentials

E = RT/zF * 1n{0/I)

=
jo
m
+
o

potential difference between outside and insids
Rankine gas constant

absclute temperature of sysien

valences of ionic species in question
Faraday constant

outside concentration of "n01c species in
inside concentration cf ionic snmries i

O e N b
08 8¢ ¥6 YD Bo 4 b0

then one finds that for *he mammalian skel=tal muscle cell:3
which has an ICF resting potential of =-9C mV, that the
potential if cnly X+ ions where pressnt and so segregatsd is
=97 mv {(both values taken at 370 C,}. It iz *thus considered

sufficient tc exanmine cnly K+ flux for most casesg, 4

3 Which is guite similar to neurcns, but much larger ang
hence sasisr to study.

4 One can readily calcunlate from the above, assuming perfect
membrane capacitance, that hyperpclarization +to +40 mV
caus=2s a lcss of 1 4in 107 icns if, as in large axons, each
cm2 of membrane enclcses 105 moles of K+, The loss goes
up *o 1 in 3000 for small neurons,

- 9 -
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TABLE 1

Jocnic Concentraticns in micromslies/nl

i i s VTR e i s s ek S

|
i
|
i

SPECIES iCF ISF
|
K+ 155 4 §
Na+ 12 145 1
Cl- 4 120 1
assorted anions 158 34 !
assorted cations 1 5 H
i
]

As previcusly mentioned, nsurcns have processes extending
from the scma, ¥hen stained, the dendrites exhibit so
striking a resemblance to a heavily=-branched tres that it is
common in the literaturs tc refer to trunks, branches, and
arborization patterns. The axon, by comparison, appears to
proceed axially from thes scma for guits some distance before
arvorizing {hence the nams).

The morrhology of +the process membrans is virtually
identical with that of the sonma,. The exception is that +hs
axon, if it proceeds more than a wmillimetre or two from tha
soma, is myslinated {dendrites rarely, 1f =sver, are). This
mvelin sheath is composed of +the processes of satellite
cells {Schwann c¢ells ir the PNS, oligodendreocviss in the
CNS)., There are few, if any, ionic channels under the
myelin: thev are at the maximum observed density (800/sq.

micron)y at the nodes, This myelination makes possible a



fast, sure conductance which will bs described functiornally

below, It is unfortunate, especially for physiologists,
that only large axons are myelinated, for distinguishing

fine unmvelinated axons from fine dendrites in a virtually
transparent thres=-dimensiocnal agglcmaration has proven nsar
impossible, and accounts in part for the paucity of data
vhich may bz emploved ir simulaticrs,

The only other morphclogical peculiarity of note is +that
as the axon proceads from *the vperikarvon (or from a largs
dendrite) there is coften found a cons-shapsd region called

the axon hillock; +the cone seems to bz a funnelling of

]

microtubules and neurcfilaments 4into the energy-consuming
axon, and may indeed play a largely metabolic support role,

Between the hillock and myelin start is the initial segment,

characterized by & dense undsercoating of +the plaspa

There is some controversy surrcunding this initial

Segment. Net only is it defiritely not physically present

B

{

{in =an observable fcrn) in the Purkinie cells of the

fde
0

e

cerebellar cortex, but it dis far from clszar +that it
present in the small, unmpyalinated pvramidal cells which
abound in the cerebral ccrtex {although it is found in many

large pyramidals)}. It zsems to be becoming more fashionable

to speak of the gpike initiating zons (SIZ) o©f +he axorn,
This is in many ways tc be preferred, especially when
dealing with the motcrneurons of some invertsebrates, which

neurons may have ssveral SI%9s,5

- 11 =
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he most ccmmon Junction Lstween nsurons, or bstwssn a2

neuron and a transducer c=211, is +the champical svrapse.

These are inherently refractcry, i.s. if cell 1 synapses
upon cell B, +then electrical activity in c2l1l1 A can affasct

activity in cell B, but never the converse ({via that sare

synapsel, The six classical tvypes, roughly in order of
their popularity in the literature, are: axo-dendritic,

axo-gomatic, axo—axonal, dendro-dendritic, somato-somatic,
and desndreo-axonal:; the latter are quite rare, Taking the
axo=dendritic synapse as an example for which +he morpholeay
is vparticularly well established, one finds enormous
deviation within the class,. S+till, one can look at perhaps
the most common pyramidal cass,.

The axon of the affector nsuron comas inte close physical
proximity ¢ the dendritzs of the effector. Supposing that
the proximal sections are three~-spacs skew, one most often
nearly a rviaght angle, with its flattened Ycap" abutting the
Heap® of a similarly-shaped sri
dendrite, In the terminal, often lined up against the
optically-denss pre-syraptic membkrane, are +he syrartic
vesiclaes: small =saccules, 20-40 np diameter, which hold the
iransmitter substance. The abutment areaz may vary several
orders of magnitude, but the typical pyraridal-pair synapse

is between (.71 and 10 nmicrons in diameter, The sypartic

o S st e £

TR bt i N Tt R AP S SV D A 50 Y A4 PO S e o, e

_’r paeculiar
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n
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3
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1

5 *Multinle initial segmnents?
nemenclatorse,



cleft which eaxhibits scomevhat less variation from instance

poste=syraptic membransg has Iecerior sites which rsact
chenically with the transmitter, prcducing 2lectric
potential changes acress the surrounding membrane. Because

of the shape, size, and lcwer-level morpholecgy of the spine,

it is usnallyv found that no current flows from the dendrite

&7

to the spins, but current gan flow from the spine +to th

dendrite: the spine is refractorve

[

For some time it was commcnly belisved that a c2ll1 uses
only one transmitter substance, and that consequently all of
its svynapses were of the same vpolarity ({excitatory or

inhibitorvy, Althouagh one can still find +he cccasiopal

B

reference to this dogtrine, the current belief seems ¢ b

1]

{

t+hat +the polarity of & svnapse is governasd by  th
compinaticn ¢f +ransmitter substance and rscepter binding
agent {of which there may be several possible on ths cell
membranel. For examrple, +*the notornsurons innervating the

triceps muscle and those from *the vaqus nerve that affect

O

the h=2art are both cholinergic in naturs, ver the former ars

dafinitely excitatorvy while +ths latter are defirnitely
inhibitorv, Furthermors, in the mollusc Aplysia, +*here is
an internsuron which is excitatory t¢ one affector, and

inhibitory *c another,® Tt thas lcng since besen concluded

+hat anv lcgical combkiration of polarities is vpossiblse in

& Sez [ Tauc & Gerschenfeld,18617,

= 13 =



nenral netvcrks.

The other sigpnificant djuncture is the alectrotonic, cor
gap, duncticn. These, toc, rangse from 0,1=10 microns dia.,
but have a gap of ony 2=4 nm, There may be considerable
membrane thickening, increase in channsl density, and evan a
sharing of microtubules present, I% is tvpical for these
areas to have a low resistance, to bhe non-refractory, and
for a potential change in gne nsuron  to inducs a
proportional potentiazl «change in the other.,? Speaking very

generally, *these alectrotonic -Hjunctions are faster but less

gfficacicus per uni%t area than the typical chemical 3ynapse,

One can see, then, that the morpholecgy of a n=2urcn is
not all that differsnt from other vhyvlogenetically-advanced

+ possesses an

i,) o

sukarvotes, Like «cther secretery cells,
s#nlargsed nucleus and Gelgi apparatus, and ¥packages® the
emitted chenicals in saccules {much as the liver cell does),
Dug to +he large amcunt of enrergy thus and otherwise
consumed, it has proportionately wmore mitochondria {though
nct as many as muscleg):; It also maintains a resting

poteantial o¢f abcocut =90 mnV by means of +the well=known

’ml-

K+/Na+/ATPase DUmp, Whers it Aiffers significantly is in

ot

its abilityv t0 integrate potential changes in its menmbrane,

as opposad to other cells? dampsning of such variationsg, and

gt

*0 as a consagna2nce variably produce potential changes in

T No—.

7 Countzr=instances +¢ 21l three ¢f these cases can readily
be found in the lcbster stomatogastric ganglion, Ses
[Selverstcn et al, 18767,

-l -



othar c21ls {nsurons, nuscles, 2tC,)s It is this functicnal

in

aspect of the cell which must now be examnined,

For the purpose of simplicity it iz +traditional *to
consider the neuron gua information processor to axhibit a
iarge degres cf TI/C =egregaticn, the dendrites/soma

parforming a non=-linsar, slecirotonic summation of rtost-

synaptic ©potentials (BESP?s), which may b= excitatory
{EP3P?s) or inhibitcry (IPSP*s) in nature. If this sunm
excesds a thresheld membrane potential, _ then actien

potentials, or gspikes are producsad by the $I7, whence they

travel with 1ittle o©r no attenuation along the axon, The

i.}

spike frequency is a ncn-decreasing function of the total

4

PSP {if over threshold).

It is instructive t¢ consider an idealized exampls of,
3av, onse pEUTon, whcse entire mewmbrane is at resting
potential, which undergoss a few PSP!'s along vparts of iis
dendritic arberization:; further surposse that this first cell
synapses axo-dendritically upcn a second, similar cell, The
dandrite, being roughly c¢yvlindrical and having a
capacitative exterior, will act as & cable or wavaguide, and
indesd appsars to cbey the laws of such,® In particular, it
a#xhibits exrconential decav: a*t any point x, the potential
differ=nce is given by

D A T I SNRS A 0 S A Tl o 7O e S s P st

8 {Noble et al, 19747



V = V0 gxv{~-x/1L)

where V0 is the poitential difference at x=0, and L is the
characteristic lendth. Since Vv, a%t a distance L, will be
VG /e the characteristic length gives & measurs of the

electrotonic efficiency amongst differsnt nsuronal procsssss
{just as decay half=1life characterizes radicischops
samples). This analysis is complicatad by several physical
constraints: the dendrite is of finite length, as oppossad
t0o the infinite length in simple cable +thsory; it has a
diameter that veries significantlvyv: and it branchss.

Thz length entails that one must solve +the differential
cablsa equations emrloving bocundary conditions, said
conditions to¢ be determined vphysiologically. Following
TRall, 19597, one can observe that +the two most significant
conditions are an opan-circuit terminus (as in the
conflusnce o¢f several dendritic branches) in which the
terminal potential nmust be 0 == rapid decay:; and a clossd-
circuit terrinus {as in the dendro-somatic boundary) in
which case the termiral votential will be higher than for a

aqnant o©f uanbounded cable == slocw d&cav. For an

0n

L}

intermediate segment of a process vwhich is much longer than

.

it is wide, th

[

nfinite~cable analysis appears %0 bs

(0

gquantitatively adeguate.
The sacond conplicatiocon is neural process diamster, The
z2lsctrical remistance of the preocess interior will decreass

with the sgquare of +the increased diameter {in accordancs



with Kirchocffis lawy, whil the congtant-thickness

[

mambrane?s resistance decreases onlyv lirearly, Flectrotonic

bde

spread, which menticned above is mediated by ionic gradient

and flux, is thus more efficiert in the largsr processes,

where current flow in concentrated in  +he interior. In

.

fact, because the characteristic length is dirsctly

preporticnal to resistance, the characteristic length varies
with the square roct of the diameter, To establish %the

characteristic lenqgth quantitatively, it 1is necessary +o

measurs the nmenbrane resistance and internal resistancs

independently; while nen-trivial, it has prover +o at least
be possitle,

Branching is the last complicaticn to be dealt with here,
The general procedure is +¢ form an n=-ary brachiaticn,
determine the eguivalent varyirg-diameter cylindsr, and thus
find the characteristic=length curve, If this curve is net

continuous, then the pcitential gradient will he attenuated

as it <crosses the tranch, and there will be gradient
reflections back along the Processe s {antidromic
signalling), It can be shown® that, for main branch

diametar S, auxiliary brarnch diameters T(i), that if

S%%3/2 = SUM{i=1 tc n) T(iy**3,2
then the characteristic length functiorn is continucus,
This turns ocut to be a reascnable first approximaticn +o

many dendritic trees in mamralian brains,

9 {Rall, 195¢



As the potertial difference itravels from the dendrite to

)

+he soma, i+t continuss to atienuate in the above MADRETS,
The somatic organelles do netr significantly alter the
signal, so +the soma mav be dealt with as a short, fat
dendrite, Thus the next interesting evernt is at the axon
hilleck, wherse the soma narrows conically to becomse an axon,
Because of its small size and hence grezater resistance, the
slectrotonus does not easily pass down the axon and weuld

soen decay to the level of the background noise.

If +he SIZ is not derleted of certain iomns, has ncormal

jobe

pathology, and has bger sufficiently depolarized (to =60 nV
in pyramidals), thern the regior begins acting in a manner

ize

4

guite unlike any other ip the cell: it rapidly depola

¢

from threshcld, commenly going from =60 mV to #4080 mV in ,25
nSs The cause of this is a positive fssdback between the
membrane derclarizaticn and the nmenmbrane conductance of Na¢
ions, This positive feedback is ultimatelvy limited by the
glectrochemical eguilibriunm potential of Na+, usually +40 nVv
{depending cn the concentration of cther icnsys
Deactivation of the charnnels, plus a dramatic increase in K+
flux, returns the menmbrane pctential to =70 mY within 1 ms.
This sharp peak is termed the action potential; +he 2-3 ms,

afterwards, +he afterperential. This latter periocd is

absolutely refractory, in the sense that the ionic balance

has so chanaged that nctlking of nocte can happen electrically

@

mb

4

un+il K+ and Nea+ are actively pumped across the n BNE,



When the balance has bsen zTestcred, thers may be ancther

i

prepotential, and if the SIZ potential is still sufficiently
depolarized another action potential can cCCur. The
potential ({vocltage} is thus converisd intoc action potential
freguencyv: the informaticn ccding domain has been changed,

These action potentials +ravel down unmyslinated axons by

lar

2

inducing the membrane -Fust ahead of them intec a sin
axrlosive depolarizaticn. Since unmyelirated axons are
typically small, this entails both slow transwmission {as low
as 1 m/s in 0.2 micrcen dia, axens), and a relatively low

-

spike freguency, e.g. after only 5 spikes in 150 ms it nmay
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take .5-1 ssc, for the axen to recover, Th
is dus to the high surface-to-vclume 7rTatioc for a spall
cylinder =- +there is less space +to hold the ATP molecules
that drive ths pump, which restores the ionic gradients, 190
Myelinated axcns conduct spikes in gaquite a Adifferent
RANDET, Recalling that there are no channels bensath the

my&lin, the spike must somshow "Hump® from node %o node in

o The mechanism for such a flow is

et
Ia
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I
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this saltater

that at a ncde, the ncrmal Na+ cccurs as usual, depelarizing

H

ths interiocr, This icnic current then flows sxclusively
alceng the dinterior, driven by both its gradient and th=s

difference dus t¢ *he i1ons? presence,

ot
]
et

interior?s potent

If the current remains above threshold wher it rsaches the

10 Such 1limitations <c¢e&n by nc means bz disnissed as
egoteric, for short urmyelinated axens are taken +o
comprise a large perticn of the cerebral cortex,




next node, another spike is generated, providing a fresh
supply of Na+ *to cecntinue the procass, This internal
current flow varies with the size of the axon, the larger
and less resistive cnes having +he greatzr conduction rat
{up to 10C mys in the giant squid axon), The nat effect of
myelination, then, is to provide a fast, high fraguency,
unattenuating spike cenductor,

Tha spike train eventually reaches a synapse. If it is a
chemical one, then a rather complex ssquence of events is
irnitiated, The acticrn potential causes Ca++ channels to
open on ©r near the presynaptic membrane, it This
intracellular Ca++, which is usually pump=d out, ev all
causes the vesicles +¢ burst, spewing theair contents into
the cleft, The transmitter chemical thus courses through

the membrane, across the 300 A, cleft almost immediately,

[0

jo7)

and binds tc receptor sites on the postsynaptic membrane,

The sxothermic binding releases enerqgy, vwhich causes one of

[0

saveral tvpes of possitle channel +o0 open, and will +hus
hypervolarize the membrane for an IPSP or dapolarize it for
an EPSP, 12 Due to the slowness of the Ca++ efflux pump, sone
Ca++ may remain in the terminal wher the next spike hits,

causing more vesicles toc burst than vpreviously (frequency

facilitation)., Until the system limits are reached, the log

gh ceoncentration of sxtracellular Ca++,

ii Ther:
or % hain of events will not be initiated,

L
0 b

iz itter=binder pair induces cne or the other,
avidence, at the time of writing, that a
er change from inkibitory to excitatory,

- 20 =



An elsctrical synapse condnucts the spike +train, albeit

attenuatzd in amplitnde and/or fraguency, +o the
postsynaptic mambrans, Unlike the «5 ms timelavpse
associated with chemical synapses, the electrical coupling
vields immediate transmission, The spike %rain may bes

carrizsd by the dendrite {which differs 1littlse from an

nnmyelinated axony, cr it may be integrated inte a ESP,
which «consequently will thave very different rise/fall
characteristics {as well as little wee spikes on top).

2.3 THE IEADFEQUACY CF THE ABOVE DESCRIPTICH. .

The above 3is a grcss coversimplification of neurcnal
function, and would never suffice for a ssericus mnodel of
this levsl of opsration, A mere smattering of deviaticons
from this ideal might irclude

1.  lack of I/0 segrszgation, In many invertebrates, 2.9

the sriny lobster, the soma preie a sgingle trese in

which tth

(“‘)

s presynaptic and pestsynaptic functions toth

+e an sffect on electroteonic

'..l.

¥

ocrcur, This can have gu

¥

and spike ccduction, az well as affecting +the Cat++
binding by chanaing the local potentials and pumping

activitye.

i

h

]

2., Multipls spike initiating zones, Also found in

7
i

lobster, a gradsd PSP fravelling along the procsas

0]



3,

4,

5.

may suddsnly induce srikes,. 0f course, both the

e

PsP's and spikes +travel antidromically as well as

pde

orthedromically, The conseguent splikes can esither
replace the araded response that initiated them, or

-

be supsrimposed linesarly or non-linearly, depending
uron the icns causing the potentials.

Dther chemical synapses, An axo-somatic synapse has
a more powerful, more immediate effect on the PSP
than doss 1its axo~dendritic ccousin. An axo-axcnal
synapse changes membrane activity sneormously, and can
cause failure of spikes to *ravel past +hs synaptic
area, or @ven allow them +¢ pass, but becausas of the
modifisd base potential the spikes may fail to
stimulate vesicle release, The converse, irn which
vesicle relsase is enhanced, is also possible.
Recirrocal synapsing. I+t is not uncommon for iwo
dendrites to svynapse reciprocally, so0 that activity
in one induces activity 4in the other, in a tight
fsedtack 1loop {usually negativs, but vpossibly
positive), These can alsc be serial, s o A=D>R,
B=>C, B=>A, C=>A, The dendrites may b2 responding to
gradsed potentials, stikes, cor both,

Synaptic adaptaticn, After a pericd of firing, ons
freguently finds facilitaticn, 2.9, tha same number
of axenal spikes may produce a larger PSP at the end

of the period than at the beginning {after accounting
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for fatigus)., The converse, defacilitation

=

OCCUur, The timpecocurse for +his adaptation can be

4]

anywhere from milliseconds +to hours, as may be the

a0

re+tention period, What causss adaptation is not well
known, and +thers is yet debate as to its lccatiocn
{presynaptic, rpostsynaptic, or both)., This effect is
thought by manv tc be responsible for nmemory, but
little definitive is to be found,

6. Endocenous bursting, 1In some cells, 2.9, the pyleric
dilater of the lcbster stomatogastiric ganglion or
certain motor neurcns in the leech heart, the resting
potential is nct constant but is cyclic,!3 and at
times exceeds the thresheld (with all +hat that
entails), It +thus gensrates burst of spikes with
guiet pericds in This natural cycling is +hought by
many researchers, 2.9, [ Mayrard & Selverston,19767] or

{Thompson & Stent,19767, +c be rasponsible for sone

[£)]

of the rhythms generated by neural networks,

7. "Spikeless" chemical synaptic activity., Axonal spike
trains are not strictly necessary feor +he releacge of
vesicles; & graded potential will alsc suffice,ls
This has a considerable effect on the neuron as an
information processcr, for the grads=d potential

T o W ks AL e o0 T R e L R ko i S bt T A

13 Yhile the underlying mechanisms are still
unclear, some excellent work has been don
Rapp,15797.

14 [ Graukard & Calvin,19797



decays as it precssds aleng +the axon or dendrite,
The synapses %ill thus no longer receive a uniforn

signal from the sona,

2.4 HMODELS.

Aside frem the high=level, rather vagus models {(cT more
appropriately metachors) proposed by Sone
neuropsycholegists, s there are twuc common levels at which

odz211led, and one at which medium-sized

I
[
in

the npeurcen r=2r S&
nets of thenm are necdelled, The 1less prevalent neurcnal
level mayv be termed the charge level, for the characteristic
of such wmcdels is +that thev examine the actual ions flow
through the membrane, A pcpular method for doing such
studies is ccmpartment medelling,!® in which +the nsurcnal
membrane is ccnsidered to consist of a set of *topologically
cennected ccompartments, The activity of a givern cowmpartment
in the next tinm interval is determined by the current
activitvy o¢f it and its ad-djacent compartmants,. A given
potential differsnce in c¢ns compartment will thus dscay, arnd
also induce ionic flcws in some or all of its neighbcurs,

Thus, using heterogenzous compartments, any membrars

pbe

activity whatsoever including saltatory conduction n
myslinated fibres, mav be mocdelled, It is also possible, of

course, t¢ rarameterize fatigue and facilitation,

iS5 F,3d. Karl Pribrawm and his holcgraphic metaphor of memory
in {Prikram,1971 3.

16 TRall,19€47



The mest prevalent modelling level, though, may bs ternmed

the sigpnal l=vel, The ob-tject ¢f such mwmodelling is  +o
represaent the neuron as a graph, and sxamine the potential
change at various nodes of the graph, This most

aprroximates clossly +the above level of functicnal
descripticn, Without guestion the greatest advantages to be
derived from modelling at this level are that one has ready
access to physiolcogical measurements ({easily interpreted in
the model?’s terms), and the fact that small networks {which
are, after all, the oply kind about which anv ds+tails are
kncwn) can be readily and accurately simulated
THartline,19797.

Tha other level mentiored is not so much one of neurons,
but of networks of little automata of onz sort or ancther:

efforts ar=s

rt

this may be termed the lcgical level, The firs
likely the well-known results of McCulloch and Pitts,17
These have been follcwed ir more recent years by Uttlsy?s
informon,*® the  perceptrop pepularized by  Minsky and

Papert,1° and more recantly by Aleksander?s RAM nets,?20

which are actually mcre cf an artifice tharn a rodel,

N s A9 o e oD Y S ' R 208 PO i S v, S

17 TMcCulloch & Pitts, 19437
18 [Uttley, 19761
19 {Minsky & Papert,1%6%]

20 [Alsksander, 19757




The advantage of this level is that medium-sized nets (10
to 1000 cells) could be readily simulated, and reconfigured,
The disadvantage of this level is +that one is farther

removed from the neurecn, and thus the physiclogists? data

e
s

become harder to interpret in the model's +terms, which

O

turn leads tc a lack cf confidence in the model, €.G. whil
a given simulation nav produce output similar *0o
physiolegical readings, +thers is ro longer suretv that the
similarity is not due %*c¢ the programmer -9uggling parameters,
as opposed to an actual correspondence batvween the model and
the event,

A shortceming that 4is shared by most logical-lavel
systens is homogeneity of logic elements. In all but the
vervy simplest bioclogical instances, the elemsnts are not all
of the same type, but varv significantly. This me=ans that
nice, theoretical resnlts are much harder to come by: cne
nust =2ither simulate +0 exhaustion or hope to notice a
provable reqularitv. The problem thus becomes two=-fold =--
first, the teccls {a fast, flexible, convenient simulator)
must ba built, and then comses the task of learning how to
use the tool,

AUTONET is a first approach +to¢ the preblem of building
the tocl, and a descrirtion c¢f i+ and +he brief exveriencs

th its use are descriked below,

=
jde
e



Chapter IXY

THE AUTCNET SIHULATION SYSTEHM

Although i%* has long baen known +hat Turing Machine

)]

with a one~way infinite tape can perform the calculationg of
one with a finite but unbounded number of two=way infinite

tapes,?! such a machine is not necessarily convenisnt for

the purposes at hand, When dealing with & logical=level
neural simulatiocn, it is wmuch more convenient +o have a
three-tape machine: one head for inpnt orly, ons head for

output only, and the third for merory and assortsd internal

Se

calculations. A simple neural simulater, then, migh* have N

b

tape symbcls for N  synaptic inputs, and +hs binary
informaticn of each input is coded as the pressnce  or
absence of the raspective tape svymbol,

A mors elaborate model would be to consider a tree of
inputs to the automatcn {(hereafter, the cell),. If the cell
can determine the lccaticn in the tree of a given input,
then +the +tree can mors easily represent +the dendri+ic
arborization of a neurcn, ¥hile the axcnal arborization

could also ke a tree, this is a bit more elaborate than is

strictly needed.22 Thus a set of outputs, zach being a

TS A . e s i s . N M O R, A o R A S s

21 Se= [ Hopcrof:r £ Ullwman,1969]

22 1t is assumed that lcw=level &ffscts such as conducticen
blocking are not reguired in the model,

- 27 =



af of the

34

unidirectional gueus,23 connected toc a distinct: 1

input tree of a cell, is logically complete, sufficient, arnd

=3

reasonably cocnvenient. In AUTONET, a significant assumption

ication: a

fte
+h
[N

has bszen made, solely fcr the purrpeses of simpli

e

cell produces a sincle output value, whkich is passed down
zach output line, This assumpticn makes it difficult {but
not impossible) to implement pre-synaptic adaptation; but on
the other hand *c¢ require an crdersd list of output values
adds tremendcusly to simulaticn cost {which is a significant
factor at scme instituticns). Since time, distance, and
charge arse continruous variables at the neurophysiologiceal
lavel, it will be necessary *c¢ guantize them for +he
auvtomaton rilisu, One <can censider distance +t0  ba
irrelevant, and examine only the time it takes for +the
signal to be preopagated from cne pcint to another, This has
been done, for it alsc rrovides a normalizetion for varving
process diamgters and cther factors which affact +the
conduction velocity ¢f a signal, The simulation mavy also be
cenducted in arbitrary time units, so a line may be measured
ultimately by the time it takes for a valuz +o pass from ore
and to the cther,

As was noted above, ngurcons map from thsz veoltags
{spatial) domain t¢  the freauency domain via tha spike
initiating zone, and kack to the spatial domain via the

chemical {anrd to some extent, salectrical) svynapss, Thage

23 Antidremic signalling can be accomplished in tidier ways
at this simulation level,
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sezm to occur In the 1life system for pragmatic rather than
logical reascns, so from a leogical point of view cna cf +the
domains is eliminabkle.,2% Rathser +than working with +he
complete, but somewhat restrictive, binary encoding sc¢ often
used, the informa*icn domain is enceded irn small integers
{in AUTONET, from =128 *c 127,

ular communication paths vary in

}q-)

Since intercel
2ffectiveness, some accenodaticn must be made in  4hke
simalator, Considering there tc be woeights?2S associated
with the inrputs %o provide differentiation of affectiveness,
it will be necessary for the cell %o have access +o this or
som2 other weighting mechanisn, in order to more easgily
model synaptic adaptation, This, in AUTONET, is a function
entirely of the cell {(hence the +third tape head), How *the
cell weights and sums the inputs is idiosyncratic, and no
concern of any higher=level pregranmming.

Th2 last introductory detail +o be dealt with is an
obsarvation that electrical synapses allew positive and
negative values (depolarization and hyperpolarization) to be
communicatsd, whereas chemical synapses rs=act only to
pesitive values, L= a cecnsequence, thers is a provision in
the nstwork specificaticn language for pipes, which vass

along any value, as cpvesed to lines, which pass along conly

2% Yhich domein is used dis entirely up to +the modeller’s
imaginaticn, since +ths simulator just provides him with a
bunch of numbers t¢ play with.

25 ¥ot unlike these for threshold elements, as in
{ Dertouzcs,1965 7,
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positive valuss, Thus if a cell produces a negative cutput,

o]

a pipes: lines pass a zaro value,

=0

this value passes cnly v
One would most likelyv zrezpressnt a non-rafractory slactrical
synapse, then, by a rair ¢f reciprccal vipess,

The principle of AUICNET is thus that a cell has a tree
of inputs, and & set cf finite- (but possibly differing-)
length output gueues, which are in %turn connected +o the

imput trees of other cslls, The respective weighting and

(a0}

summing of the inputs are the properties of the cells alone,
There 1is a strong separation betwsen +the +topology and
gecomatry of the network, and the functions of the netwerk

alaments,

Once the appropriate data elements are determined, the
simulation is guite straightferward, The requirements for
the above-mentioned itenms are:

CELL =
automaton algerithm
input tree
cutput line list

distinct memory area for sach call

INPUT TREE ¥NODE =
brother pointer

son trointer

QUTPUT LINE :



[

indicator of linz/pipe status

)

£,

pointer to ob-ect lea

id of cell that cwns obiect leaf
length of gusue

guene values

Given thesse, the fecllowing algorithm will parfernm +}

reguired sipulation:

At step i,
For each gusue,
POP the gusue
244 the value & leaf peointer to
the input 1ist for the obisct cell
For each cell,
Detarmire the output V from its input list
using its alagcrithnm
Push V ontoc each ocutput pipe of the cell
PUSH MAX{C,V) contc =sach ouiput line of +the cell.

This can ke sped up sigrificantly if ore examines only
those lines which thave at least one non-zero valus queued,

and by passing tc sach c¢ell calculation only +he non=zaro

4

input valugs, The auxiliary nmemnory for ths cell

4k

calculaticns can alsc be managed in ap efficient manner,

The simplicity o¢of *he above algeorithm is somewhat

deceptive, A simulatcr is of 1ittle use unless it has
input, and it 3is desirable t¢ bhave +he input languags



e¥pPress the common constructs of the ussr as clsarl yet
-4

briefly, as rossible, What is dssired hers is a2 language
for manipulating groups of neurons, expressing the relations
and connectivities bketusen then, The facility for this

2xpressiveness is the WARP network construction language,.

3.2 THE HARP LANGUAGE,
In constructing a netwerk of medium or largs size, the
greatest desire on the part of the investigetor is likely to

ba to avoid duplicaticn ¢f srpecifications for similar, or

n

identical, slements. This reguires a facility for declaring

=
)]

that a group of itenms to be thandled as a single unit,

«. the same operaticn is to be parformsed upon all +the

jbe
&)

-4

'..Ja

tems {in parallel).,

3.2, 1 Creation of Cell Groups.

There are several facilities in WARP for creating +the
groups of cells which are to be operated upen latsr, A net

may be specified as an array of cells.26 A FQRMAT gives the

o S Do ST s ke

number of dimensions, their ranges, and the cell type of an

arrav, but unlike a net does nct cause the pertinent data

6]

ar#as for the cells tc be created, Thus, cne might declare
the FORMAT name FLIPFIOP to be a vector pair of ¥AND cells,
and later declars Fr1 arnd FF2 to be FLIPFLOPI's by coding:

FLIPFLCP? = <2> CELL:NAND;

26 Thare is a restricticn to 8 dimensions in +the current
implementation
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Both FF1 and FF2 would row be nets of one dimension, size 2,
composed entirely of NAND cells:s but there would be 4 such
cells, twc fcr each net.

A powerful feature of WAEP is the LAMINATE command. In

+his, +two nats are concatenated aleng a given dimensiorn,

{

This is similar to caienpatiocn ?,? in APL, except that there
i no DOMAIN ERROR: if the extents of a2 dimension dc¢ not
match, *then the smaller of the arrays is filled out ir that
dimension by adding hyperplanss of null cells until a match
oCCcuUrs, The concatenation is then performed, and a neyw net
w net is an array of the appropriate

is creatsd, T7his n

[¢V]
]

dimensions and size, arnd consists of the identifiers of its
cells {as usual), Finally, if the dimensionality of the two
operands does not match, the smaller is paddzd, at the high
end, with dimensiorn extents of 1 (net ©€) until they do
match, {This dimension cocercion obviously has no effect on
+he number of cells in +he array, unlike the sxtent coercion
described previously).,

E.G, Supposs that on2 has declared twe nets A and P as

Az

#

<2,3> CELIL:NAND;

R 2= <2> CELL

(2]

EXOR;

+hen 2 will be an array like



Py
Ul o
3y

and B will be
7

8

so laminating them along the second dimension

fosd

C 2= &2 B3

creates C as

A b
TN
O s
S

since 1t specifies that the ccncatenation be along dimension
23 thus dimsnsion 2 o©f the result is +the sun of +*he
dimension 1 extents of the opesrands. Alsc, B was considered
to be an array of size <2,1> rather than merely <2>. Hence,

the size of the result %ill be <2,4>, as it should ba,

suprosing that cne had codséd

the result D would he

X0 ~Jd & s
[ 20 B0 I G
(4o B Je ) IR ST



Hers, B was cosrced into a <2,1> and then into a <2,3>,
Only then cculd lamipaticn takse place.

One conld alsco codse an sxpressicn2? such as

F := A §2 B 51 A:

which weuld create E as

@ 3

G

£ s
U no Ut po
O (a3 Y W

for the reasons statsd above,

In general, the dimension of a single lamination will be
the SUM of that of +he cperands in the lamination dimension,
and the MAX o¢f that of the operands in any other dimension
{after ccercicn).

The last group of operations which deal with cellular

arravs is REDEFINITICN, This consists in giving a new name

t0 a subkset of an existing net. If +he net OLD alrsady

R

2xists, then

3
o

will merelyv create & syncnym for CLD, Alternatively, o

could code

NE®W = <2,3> 01LD;

D T 4000, A Sl T M T e LT e S i S e O

27 Evaluatsd from laft to right,
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which would create NFW as a 2 by 3 array of null cells, and
then copy asg manv cells from the uppar l2ft corner of 0ID ag
would fit.

FoGs i1f CLD is a 3 ky 2 array such as

[S1 IRV RN
Oy & 0

o
ol
w
]
=
td
]
!

= <2,3> 0LD: would set NEW +o

As is usual in AUTCNET, non=2xistent dimensions are
treatad as having extant 1, This operation may +hus be
viewed as truncation in +those dinmensions where +the NEW

extent is less than the OLD extent, and as pull padding in

those sxtents for which the NEW extent exceeds +he OLD,

A close relative cf this simple redefinition is RESHAPE,
This is like +he RESHATE operation in APL, and causes the
row major corder vector of NEW to be assigned +he row magor
order vectcer of OLD, If the total number of elemsnts in NEW
is less +than that «¢f CLD, +there will be truncation; if
greater, then there will be null padding,

EoGs with CID as defined above,

NEW® = <Z,3> RESEAPE CLD; sets NEV to
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as oppesed to the rrevicus resuli.

I3

The final arrav subset opsration is one in which

(]

4

permutation of the elemsnts +takes place, As before, ‘the
numbers in the angled brackets Astsrmine the size of the NEW

arrav., Immediately after, however, is a list of RERNUTATION

function names, enclcsed in bars and ssparated by commass
last comes the net nans.

A permutation definition 4is a fairly ordinary left-tc-

right, parenthesized arithmetic =xvression employing the
infix operators +, - ¥, and /e The only opsrands
permitted, however, are integer constants and t¥o

wyariables” which may be called ISUB and ISIZE.

The elements of NEW in a permutation rsdefinition are
£i1lled in, cne by one, and for esach elemsnt the psrmutation
functions are evalunated, The results give the index of the
O0LD element which is to bs assigned to the NEW elemant, At
esach step, the TISUR vectcr contains the indices of the
current element of NEW; the ISIZE vector contains *the vector
extents of NEW {and thus is constant during the
radefinition). Tf anv calculatsed index is less than 1, or
sxceeds the corresponding dimension extent of OLD, then the

ull c=211 is assigned tc the WNEW element, TIf no parmutaticn

jw]

function is specified, +han the identityv permutation is used
for that index, i.e. the Ntk index of WEW is used as the Nth

index of OLLD,



EsG, ths permutation functions TRANST, TRANS2, SHIF

FLIPT may be definsd by:s

TRANST =2: SUB:2: uses only the ISUR variable

TRANS2 3: SUB:1: wuses only the ISUR variable

SHIFTLY 23 SUR:1=1:; subtracts 1 from the ISUB
variable 1

FLIP1 2z SIZE:1 = SUBz1 + 1:

and if OLD was a 3 by 2 of

U1 W ws
o £ N

+hen NEW <2,2> |TRANS1,TRANS2{ OLD:

would give NEW the transposed upper square of OLD

B b
=W

bacauss the indices would be calculat=d as

3,7103393?,1
312@%6992,1
251@0@03‘?:2

T
Ag-’.aeeeazgz

and hence the ¢transrposition.
NEW = <2,2> {SHIFTL1,1 0OLD:

would vield a NEW of

L1,

2
1



[ ]
N O

because it shifted CID along the first indey

Y]
»x
-
)
g
o
et
®

NEW = <3,2> {FLIPi,} OLD;

flips OLD along its first dimensicn, giving

b U
N O

and NBE¥W = <3,2> §,1 GLD;
is equivalent to NEW = <3,2> OLD;

g NEW dust becomes

U L) b
N

Finallv,
NE¥ = <3> |TRANSZ,TEANSZ] OLD;
cre2at2s NEW as
140
since it extracts the major diagcocnal of OLD,

It 1is apparent +that this notation is guite flexible,
allowing many simple permutations to be expressed with ease.
In fact, the rotaticr is comrlste, in that any permutaticn
whaésoever ray be expressed, TIf a function F{X) 2Xpresses a

permutatiocn means that evaluvating F at x vyields the nayw



pogition cof the x?th otdect, +hen for a fini+te domain ons
can always find a polvnomial in x which evaluatss, at the
integers, tc all of +the required values, This follows
trivially from the —rTesnlts of constructing a lLagrangian
polynomial through all of the reguired points, ard is
adequate because evaluation takes rlace only at *he integers
in the specified domain,2® Completensss, of course, is not
to be conflated with utilitv, since in the general case the
polynomial passing thrcugh ¥ points is N*th order, and will
no doubt be lcng and scmewhat opague to ready understanding.

None the lses, it seems that this notation is better than

p.

som2 possible alternatives, especially the tabular notation
{which requires a change svery time N changes, whareas an
expression may remain the same, e.q., SHIFTL1), Th2 propcsed
notation «certainly suffices for the simple, COmmOn
permutaticns used above, and dces not have the inherent

nonextensibility of a handful of predefinsd permutaticons

{such as are supplied irn APLY .,

3.2, 2 Connecting Hets Together.

Once a structure has been defined wusing +the atove
techniquss, it 1is necessary ¢ have a nmechanism for
interconnecting cells within their respective structures.
In AUTONET, this precess is callad projeciion of one net

onto another, A prciection is straightforward if +the sizes

e oo

28 There is no ssib3
concomitant dlff’cult



cf the *wc nets are the =ame, for thare is a ons=-=tc-=one
correspondence betwsen the respective cells, The algerithm
is more conplicated i1f convergence {many cnto fa2w) or

diverg=snce (few ontc marny) is indicated.

Any such algorithm must meet several critsrias

1. The nunmber of Adimensions sheuld be irrelevant.

2, It should be invariant with respect to dimesnsicns,
i.e, proijection in the i?th dimension must not be in
any way d=2pend=nt upon thes extznts of other
dimensions, This is so that convenient Pslices? or

subsets of the +two nets will thave +he sans

[l

proijsction, regardless of which dimsnsion the slice
is taken in.
3. It should be invertible, i.e, for twc extent valuss i
and 1, thte algcerithm perfermed upon 1 & § A{i,)
should, if graphed, be the wmirror image of A{(j,i}),
This ensures +that convergence and divergsnce are
duals of sach cther.
4, A1l <c¢ells of bhoth nets must participate in the
marpinge
5. The mapping must be non=trivial, is 8o nerely
predjecting evervy cell o¢f cne nst onto  every ¢@11 of
the other is inadequate, it
6, The mavping shculd be Yzven', By thig is meant that
if one «c=all prociects upon N others, no other czll

should pro-dect urcn many more, or fewar, than N,



T It sheuld be ¥Yorder-preserving®, so that the greatsast

cell in  the range of cell i of the mapping be less
than the least elzment of ths rangs of cell 4, if
i<d,

Now, suppose that the projection involves two

unidimensicnal vectors of length m and n respectively, with

m >= n, Cne may then partition +*the first vector into n
distinct sets, the i'th one being P{i). Consider now the

numbers L=FLOCE {m/n) and U=CEILING(m/T)., If R = m {mod n),
then m = L% {n=R) + U%R, +that is, with only +tvwo sizes of
partitions 1 and U it is vpossible to break the first vector
up into n pieces, One can thus declare that P{i) is of size
L if i<R, and U othervise, By associating partition P{i)
with the i'th slement V{i) of the second vecior, =all of the
criteria but the first have clearly been satisfied,

Howaver, it was nowhere stated +that +he partitien
2lements had to be cells: they could as well be sets of
cells, One can then conduct the partitioning along one
dimension, and then when projecting sach element P{i) anto
v{i}, one 1is pro-decting nets of one lower dimension than
before; this may be continusd until one of the sets has cnly
one element, in which case that cell is projected onto all
the cells cof the other set, Since this vprocedure is

independent of the dimension, i.e. for two dimensions i ard

»

i the results of partitioning i then 4 and of partition i

[
3
2

)

then i are the same, the first criterion is also satisfiead,



E,G. 6 glements A-F cnte zlements 1-16,

(99 ]

CEILING{T6/86)

FLOOR{16/6) = 2
16 {mod 6) =

F: 11,12,13
Fs 14,15,16

Ea Ga A=H Cnto '3‘" 59

) kel b e Yt b
U6 40 WU o 88 b6 B8 g4
[S2 IR ) I -t~ 5N SN TS I \Ny J §
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FaGs the 2 by 8 arrav A-P onto
The first dimensiocrn ig a
the sz2cend an 8 onto 5.

the 5 by 5 array 1=25.
2 cnte 5,

First arrav:

C
K

=
2oy
O @
Ut

A B T
IdJ L

Second arrav:

12 3 4 5
6 7.8 9 10
11 12 13 14 45
16 17 18 19 2¢
21 22 23 24 25

=]
L]
n
~
}-ul
s
LX)

A: 1,6

B: 2,7

C: 3,8

D: 3,8

E: 4,9

P 4,9

Gz 5,1C

H2 E5,1¢C

I: 11,116,217
J: 12,117,222
K: 13,18,23
L: 13,18,23
M: 14,119,284
N: 14,1%,24
0z 15,20,25
P: 15,220,258

In crder to provide a concise, powerful notation for some
commeon operations, i+t is possible +o specifyv a permutation

to be perfcrmed along with the yprodecticn, BRathar +han



projecting the original antecedent net, the antscedsnt cells

are considered after permutation {just as in net
redzfinition) ard the prodection is  from the resultant
parmutaed net onto the obiject net, This =2liminates

fo 1)
fubo
n
w

redefinition of a net where all +that is really desirs
little "iyist® to the cecnnsction pattisrn,
EsGe. the prcaram segment

SHIPTR :: SUB:s1 + 13

VECT 2= <6> CELL:0E:

VEC2 2

<6> CELL:AND;

VECT => {SHIFTR] VEC2;

will vield the assignment

12 &
23 S
3: 1€
43 11
5: 12

Note that the last cell of VECT {6y and the first cell of
VEC2 {7) do not participats in the proijection, In general,

when a null c¢ell is either an antecedent or obiject 1o

5]

cennection whatsoever is established with its counterpar+t,
If it is desired *c¢ have a connection of 1length other

than 1 estatlished, all that need be done is +o precede *the

i«>? symbel with the intesger length of the line, A pipe, as

oppesed to a line, is spscified by the ?%->! zymbol,




3:2:3 Innut Trees.

4131 that ncw remains cf the network spacification problenm

T

]

ct cells,

weady

e

is £o identify the inrut tree nedes of the ob

[

&

This is acconmplished by labkelling the free in a left-to=-
right, brother-son manner, i.e, =sach trez nods points to its
rightmost brother {same levely and its immediate son {next
level), sither of which pcinters may of course be null. Ths
notation 'NET.i.j.k? thus refers to the entity N¥NET, and feor
zach of its ¢s2lls, beginning at the first level, ona counts
+0 the i%+h node; procseding from its son, one counts to the

47+h node (the d=1'th brother):; preoceeding freom its son, ong

+hzs node specified,

n
bete

counts over to the kith node: this i
If a node specified does not exist then the WARP compiler
will create the smallest tree structure nesded for that nods

ngla cell in

fde

to exist, For sxample, if the tree for the s

4

NET was

a
a
a == b ===-=-= o

| 1

i 1
c == d f == g == nh

then prodecting onto node NET,3,.5.1 would leave the tres as



[
¢
]

() v e 5

-- 4 f == g == h == i ==

pe R

with k' being the specified node. A nods is either a LEAF,
a FORK, or EMPTY; all nodes created while cresating a path to
a lsaf are initially EMBTY, Thev become LEAFs by being
projected uron, and FORKs by having a non-null son pointer,
2s a matter of convenience, it is possible for the level
count of a ncde to be 0, This specifies that ons does not
care which nodes at the specified 1level is to be chosen,
Thus if +ths level count is for cther than the 1lezaf (last)

level, the first FORK will be *aken; If there is nc FOREK, it

ke

will make one out of the first EMPTY nodes otherwise, t
will add a PCRK to the eand of the level chain. Similarlyv,
if the level cournt is for +the leaf 1lsvel, +then i+ will
attempt tc render an ENMPTY node into a LEAF; if thers are no
EMPTY ncdes, it will add a LEAF +o +h2 end of +the chain,.
Using +the immediatelyv preceding tree for NET, then,
proijecting cntec NET.C wcould create a LEAF to the right of
e?s NET.0.0 would create a leaf balow 7a?: and NET.2.0
would ?i* intc a LEAF ({assuming that f?', 'g?, and h? usre

all LEAFs bv previcius crperations).



3:2.4 Input, Output, and Erasure of Nets.

Although the abcve dsscribes +he basics of network
constructicn in WARP, it is desirable for a nstwork to have
inputs and outputs,

An input tc a net is a positive inﬁaq@r, which will bs
gueued and eventually bz presented at a node of +he input
tres, Thus one may inrut the value 2, via a line of length
3, to a net NET bv cecding

2 3=> NET:

or ona could de=fine a symbol +tc¢ be an intaqger, and then
project the symbolic valus upon the net, as in

INITTIAL VALUE 2 = 23

INITIAL _VAIUE 2 5=> NET:

Wben the simulation begins, these will be placed in lines
in the ordinary fashicn, One may also specify a data file
which is to be read, +the values of which are passed in row
major order to the cells of +the net {ones value per celly,
Permutation of iritial values is not supported,

Output may be accomplished by prodecting an unpermuted

nat onto a character string. Yhen a cell with such a
proijecticn rroduces a pogitive non-zero cutput, +the

character string is written to the standard output device,
In this way, *the user mayv viaw the operation of the network
without having to +trace its entire operation ({although the

latter course of acticn is also availabls).
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which

+o strong

removal of

cf obidscts within
make no allowance
+able, except for

None the

vary free-fornm
typing that

a nat from

the network, Consider, in particular, net which is the
laminate of two others hoth of which ars redefinitiong of
geme sort of yet other nets, There is no semantic
relationship borne between the original and +the redsfined
nets, and still less hetwyeen them and their laminates. So
for the sequence

A 3= <nge> CELL: TYPE‘;:

B 2= <,450> CELL:TYPEZ:

A1 <seo> RESHAPE A:

BY1 = <52,> losnonasi B;

C 2= A1 Bowo Bis

C => D:

E => (3

»



vhere C and D are slsevhere defined, i

C

+hoerae
uh%'zz_\;

1.

2,

3.

[}
(]
s
o]
jan]
I
foN)
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joeT]
4
o]
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n
B

are several cpticns ocren:

becausse +the oreraticns vparformed with C arse szill
2xtant, and thers seffects will s%ill be pressent in
the network.

Remcve the name, and the cells cgontained in C. This
entails that any crerations done with the names A, B,
21, and B1 becora invalid: vet these names preceads
the definiticn o¢f €, and in at lesast soms sense have
priority over C,

Remove the name C, and all of the proidecticns to and
from C. This is at lzast less objacticnable than the
previous two alternpatives, but is impessible in an
environment where a natwork may be stored externally,
retrieved, and then operated upocn, This would
reguire that all networks be recompiled anew each
time, which 3is not only very costlv but is in
conflict with the relaxed interactive environment
desired in network construction, Also, there iz 1o
lcgical reascn t¢ stor with C's connections, sincs

the cells it connects to are connscted to others: thes

o)

ramifications of a single e2lapent are usually

throughcut %the entire

6]
o)

18T e

For thess reascens, then, there is no facility for srasure cof

ob-dgcts provided in WARTE,

= 5 =



3:2.5 Cemrlete HARP Syntax.
The above subsecticne have describsd the semantics of +ths
language, It has also included an introductiocn ¢ the

language svntaX, Presented hers is a mors conciss

description cf both, the syntax being expressed in BNF, 29

PROGRAM 2 SYNTAX -~ <PROGRAM> z2:2= <PERMDEF> Hs® {PROGERMD>
<SYMDEF> He# JPROGERAMD>
<NEWNET> M. <PROGELMD>

<BROJECTICE> "% JPROGRAM>
NENDN "; 99

i e s |

SEMANTICS - & seguence of statements which are sxecuted
in the order cf enirv, sach having been dslimited by

a samicolon,

SYINTAX = <KPERHEDEF> z2:= <NAME> "zzn JEXP>
where

PERMDEYT

d

= <TERM>
§ <EXP> H4+® JTERM>
i <EYP> #-8 JTERMD>

<EXE> ]

= LFACTOR>
} <TERM> "k¥ JFACTOR>
t <TERMD> #/® JFACTORD

<INTEGEPR>

<FACICE> =

{ "S5SUB:" <INTEGER>
i

i

éu
'S

HEIZE:" {INTEGERD>
nyn KRYP> wyw

29 Backus Necrmal Form. See {Backus,1959]

- 5 =



antar: the symbol +tabkle as a

mn
i
4]
u
fd
oo
ot

SEMANTICS = The nanme 1

permutaticn function definition, Fvaluation of +the
function at x, within +he context of an array

operation, will yield the new {permuted) positicn of
Ko The ISUBR and ISIZE valuss allow referances +o
the complete centext of +he x'th element during

avaluation,

<NAME> W=9 JINTEGEER>
<NAME> M=0 JFILE>
KNAMED> 9=9 <JQUOTE>
<NAME> "=9 JNET>

SYMDEF : SYNTAY = <SYMDEF> 33

SEMANTICS = The name is entered in the symbol table as an
integer, file, c¢r quote string with the appropriate

value for the first +three alternatives, For the

D

{

last, it is a net of the status and valuss of the
net specified, i.2, it will bs REAL iff +the

specified net is real,

= <NAME> Mz=#" JNET>

NEWNET : SYNTAYX - <NEWNET> =2:
i <NAPE> ":=" JLAMINATE>

Pete

SEMANTICS = The2 name is entared in +the svmbcl

table as a REBAL net.



PRPOJECTION 2 SYNTAY =

<EEOJFCTICHN> =2:2= <INTEGFER> <ONTO> <ORJECT>
i <FILE> <ONTO> KOBJECT>
§ <NAME> <ONTC> LKFI1®>
{ <NAME> <ONTO> <CRBRJECT>
where
<CNTO>3 3= W=Dn 1 RESP L
| <INT> t=>n | <INT> Wx->n
{ =58 <PERMUTE> | k=21 IPERMUTED>
] <INTD> U=29 JPERMUTE> | <KINT> #H%=>1" JIRERWUTE>
LCBJECT> 3= <QUOCTE> | <NAME> | <NAME> ¥,% JTREFR
<TREE> 2= LINTEGER> | <INTEGER> %#,% <TREE>

SEMANTICS = This creates

primitive

{idertifier preceding <ONTOD>)

the conszquent {that

211 nets referred

INTEGERg, FILEs,

elements

or

a connection

o

betysen +the

of the antaecedent

and those ¢f

which follows <ONTOCDY.,

must be REAL, If

QUOTEs are proiected,

explicitly or via a defined symbol, they may

not  alsce

absent) s, The

length of

intercellular prodection,

in <CNTO>

negative as  well
quseueds
which all

0

\Woa

o

node of the cellular

the gueus

creates a

ag

be permutad

INTEGER

grploying #=>% crestes

negative valuas are

that constitutes

positive values

{<PERNMUTE> must b=

<ONTOC> is +the

in
sach
LRSS

Emploving

PIPE, which allows

*Cc b=
a LINF, in

converted to

he TREE ¢f an OBJECT specifies the leaf

input trees onto which



NET

+he gususe proijects {vhere ¢the POPped gusus
vailue ige placed), the nodes heing numbered
in a left=-right, brother-son manner, If a
perputaticn {see Dbeloy in <KNET» is
specified by emnpleying a <PERMOTE>, +he
antecedent cells are considersd as if they

have been pernmuted by the standard rules.

2 SYNTAX =
<NET> :232= <NAME>
{ <CELL>
i "u<?® LARRAY> ">" <JCELL>
§ MW CARRAYD> WHP JNAHED
§ "< LARRAYD> UDV¥ WRESHAPEM LNANMED>
f "<K® KARRAY> ¥>" (PERMUTE> <NAMED>
where

<ARBRAY> ::= <INTEGEE> | <INTEGER> %" ,¥ <ARRRY>

SEMANTICS - The first casse specifies a praviously

CRMAT

o
s

created name, which must bhe zither

or a REAL net, in its entiretvy, The sscond

()]

igs egquivalent to ! HLI>w KCELLY> 7, Th

4

n

third is a format for an array, which is o
size and shape <ARRAY>, composzd of cglls
all cf type <CELL>, The fourth specifiss
that a slice of the REAL net <NAMED>, of sgize

and share <ARRAY>, is to be takan {in index

)

lexicographical cordery, The fifth specifies

+hat a new net is o be creatsd of size and



zhape <ARRAY>, and that its row nmador crder

-4

8 t¢ cerrespond  to the row major order of
the REAL nst <HAME>, The sixth case
specifies that the REAL net <UVAME> is to be
shaped dintc a new net of size and shaps
<ARRARY>, and that the indices of each new
zlement are +to be calculated using the
<PERMUTED> permutation furctions, these
calculated indices now determining which

<NAME> elemnent is to be selected,

{LAWINATE> : SYNTAX -~ <LAMINATED> 2:= <NAME>

<LAMINATE> 2= <NAME>
] <LAMINATE> Yg" <NAME>
§ <LAMINATE> "g¥ KINTEGER> <NAME>
i <NAKE> mhgw Y KLANMINATED> my©
§ <NAMED> "gY JINTEGERD> "(¥" JLAMINATE> W#

SEMANTICS - The given nets are concatenated along
dimensicn <INTEGER>, or alcong 1 if <INTEGER>
is omitted, Evaluation is from left +to
right, with parentheses altering the order

in +he standard manner,



<PERMUTE> 2z ESYNTAY = <PERNUTED> 2= #i# JKDPERMLIST> #¢#
where
<PERHLIST> z23:= KPEREM> | <PDELIF> <TERM>
<EERMD> z2:= <NAME>
| <NAME> <PDELINM>
] <NAME> <PDELI®> <PERM>

<PDELIN> z22= ®,% | ¥ % DDELIHM

SEHANTICS = The <NAMED refers to a pravicusly
defined permutation function which is %o be
used in calcnlating a new index in a net,
The cenmas separating the parmutation
functiocns determine which indsx ig operated
upon, a function permuting the i'th index if
it is preceded by a total of i-1 commas, An
index fecr which 1po function is specified
{either by double comma, or list end) will
be permuted by the identity function F{x)=%,
211 vpermutation calculaticons are dons in

integer arithmetic,

There are, din additicn to the above, the follcwing

primitive elements of the language:

<NAME> = a siring of 1 to 16 alvphameric
characters, beginning with an alphabetic
character,

<INIEGER> : a string of numeric characters.
KCELL> s:z:= UCELL:® <NAKED> | "(C:" JNAME>

<FILE> 2= ¥FILEz2Y HAWME> | ¥F:z¥ NAMED>




<QUOTE>

s & character string {possibly including
blanks) which is =snclesed in single guctes,

The guotes do no* become part of the string,

The implementation of +his grammar is guize
straightforward, fcr since i+ is LL{N a
conventional, top=4down parss, 22 G racursive
descent, is adeguats, The AUTONET implementation

rlaces a few restrictions upon the languages

1s

2o

3,

4,

5,

The value of an integer mav not axceed 231-1,
A <CELL> or <FILE> name may not exceed 8
characters,

2 net way have only 5 dimernsions. It may not
have mere than 16384 elements, including null

czlls, No dimension extent may excesd 1024,

fode

No identifier may span the 72 character input
line,

The remainder of an input line following a
double hyphen "==% ig +treated as comment {as

in ADAY., iside from this, blanks may be

gmploved or not, as the user wishes,



3.3 THE SIHULATION EMVIRCNMENT.

The WARP compiler is not stand-alone, i.e, it produces no

jos}
n

a

10}

obdect fila which may *then bs sxecuted, Father, it run
a2 subroutine ¢f the WEFT mcnitor,

The basic element manipulatsed ip WEPT is the workspacs, a

section of main memory in which all work is dons. There is
only one active workspace at anv cne time; all others ars

externally storsd. The workspace contains the symbol table,
all data arcas for the network, and is vwhere any cellular
context30 is saved and maintained, Upon start of exscutiorn,
WEFT allocates a small workspace and initializes the +op
pointers to the data areas, It also snsures that the files
required for systen {as opposed to network) operation have
been supplisd.

AUTONET was intended primarily for interactive use, arnd
hence doss not normally echo the user?s input, Cne can
compile a prcgram either by entering the statements directly
{(fecllowing the WEFT command DO), or by directing WARP #+c¢ an
external file (WEFT ccmmand COMPILE filenams). If +he
results of cperation are at any time unsatisfactory, +he
CLEAR command will re-initialize the workspacs, Whenever
YEPT is prcceassing commands, it is vpossible to have the

active wcerkspace written ocut to an external fils with +he

SAVE filepname commanrd, or t0 replace the current active

30 Information ne=ded byv the calculating routines which must
be maintained betwsen dinvocations, €»9. the weights
applied %*o differernt input nodes,



wecrkspace by retrieving a saved one via +the FETCH filecnams

A R I B e

command,

An excesdingly impcrtart rpeint is that the symbol table
is globally attached o the workspace, and is not internal
within the conmpiler. The AUTONET system vprovides but a

single workspace at once, and there is no "linkage editorm
0of sgparately corpiled networkse. A network is & rTather
fres-format obiject, tc which +the traditional programming
language noticns of arquments, parameiers, scoping, or even
variables are virtnally inapplicable. When there is nothing
to bind, binding obvicusly cannot be dons,

The most pepular way of extricating oneself from +his
dilemma seems t0 be a single, massive compilation: by
associating a symbecl takle {in the workspace) with the data,
AUTONET more afficiently effects this process. 3! By allcwing
treaks in tle compilaticn process, however, +the user can
inspect various parts of +the network {ard =ven conduct
partial simulation), and then simply continue compiling
where he leaft off,

Following a compilation, +hen, one might want to0 know
just what ons has managed to construct, The SHOW command of
WEFT allecws the user +fo inspect +the symbol table, the

network cenfiguration {including inputs and outputs), cr

31 Staging c¢f programs can be dons, but i+t dis still
impossible to take twe previcusly=compil=ad networks and
combing thenm, What must be dcne is to FETCH one, and
compile the other one into the active workspace,
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both, The scorted symbel table dump entry gives *the symbol
idantifier, its associated +type and status, and for RELL
nets the array bounds and numerical identifiers of the cells
contained therein (0 for the null cell, as usual), Tha

arrav contents are dumped in row mador order. Cn the cther

fods

hand, the network dump is in +tweo parts, +he first being a
list of the cells in rnumerical order, and for =ach cell is

listed its symbolic calculaticn function {cell name) and ths

fouad
o

list of nodes or aquoted strings onto which +he ce

+2d as

n

proijscts, €.9. a LINE cnto cell 2, node 1.1 is 1i
{2Y. 1.1, while a PIPF cnto cell 3, node 8,2,5 ig listed as
#{3)sl4:2.5 » The gecond part of a dump is a list of initial
values {not the symbols defined as initial values), and +he
nodes onto which these initial values prodect,

Having gcne to the trouble of c¢reating a net, one cught
to be able to simulate i+, This entails scme mechanism for
being able to determine when to cease the simulation. Thare

are two wayse in AUTCYET fer a nermal cessation of a

simuylation, wvhich mavy te +termed netuwerk guiescence and
timing out vrespectively, In the first case, simulation

stops when there are no lconger any queues which contain nor-
zero values, +the assumption being +that information flow
between c¢slls is largely coded by the non~-zere values, 32 The
MESTE

sacond mechanism invelves a simulatio s Fach

-3
i
Ira

*

workspace ccntains a TIIFE value, which is the number of *ims

S D 0 DR S D S Rl i W el A e e A

32 It cesrtainly will be, if the user wants to simulate +he
network with AUTONET,



units that have beer simulated withinr that workspace, 33 If

0]
n
e}
3
M
)
«
4
-ued
e

the TIMESTEP valuszs is zsro, *the simulation ceas

netyork guiescence: ctharvise, i+t proceeds until =ither

o A e T A T

Simulaticn of a network is initiated by the RUNW command,
A network dis busy 4if it is not quisescent, i.e, if ths
preceding simulatiorn was stopped because of a non-zero
TIMXESTEP, All worksraces are initiallv not-busy., ¥When such

.

a not-busy network is simulated, the first step is

-

establishment of +the dinitial valus conditions, This
consists in creating gueues of the appropriate length,
placing the initial dinput values in than, and finding and
opening the input files3¢ reguired by the network. Once
these steps are taken, WEFT ensures that the calculatien
functions are available, These wmust be supplied by the
user, conform to the IBM PL/71 linkags conventions, and bhe

n a library accessible via filenpams CELLS., Should a

ot

place=d
required function be unavailable, no sipula*ion will be

perfermed,

33 Irrespective of the number or ordsar of compilations also
done,

34 Tn AUTCONET, there may bz only 16 input files opsn at
onca, This is due tc an inpability of the PL/1 Optimizing

Compiler to hanpdle an indeterminate number of files.
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3 simulation may be monitored by the user in saveral
HaVS, The network may simply be simulated, in which cass
the only output will be any guot=2d strings print2d as a

@2sult of cells firing ncn-z=ro valuas, The time mav be

%

traced, in which case the sinmulation TINE value is printed
before each simulaticn step,. The lines may be traced, in
which case the POPped value of each line is printad before
any cell functions are evaluated. And lastly the cells may

be traced, in which case the cutput value of sach cell, Aif

fote

non=z2ro, is vprinted as it is evaluated,35 2ny or all of
thasz traces mayv be applied independently,

The remaining feature available through WEFT is *hat the

o}

user mayv rasei the vorkspace status, A simple resst closes

[ Sad

all dinput files, removes all active 1lines, remove 211
cellular calculation functions, =and set the network to not-
busy, i.%. guiesce the nsatwork: a full reset will, in
addition tc performing a simple resst, also remove any
contextual information from the workspace,36 and sets +he
TINE value to O,

In brief, then, +the ccmmands available undar *he AUTONET
monitor WEFT ara:

CLEAR : clears the workspace.

P R L YD St g S Sogin W S I A\ o . G W s

35 since the «cellular functions are presumably running in
parallel, these and the gucted string outputs will appear
in no special order within a sirulation step,

38 Thus establishing a stats equivalent +tc having just done
all previcus compilations, and rothing else, into a clear

woerkspace,



SAVE filename : saves & copy of the active workspace in the

FETCH filsname : replacsgs the current active workspace with

the workspace in the file filernanme.
ECHO ON 3 Causaes WEFT and WARP to echc all inputs from the
user onto the standard output device,

ECHO OFF =z the default, in which n¢ echoing of input occurs,

COMPILE filspname : causes WARP to compile the progran
gtatemsnts in file filenans irto tha activa

DO

e

causes WARP to begin compiling ths statemsnts the user
gnters via the standard input device,

sgow : dumps both the symbol table and network configuration

via the standard cutput device.

SHOW SYM : dumps only the svymbol table,

SHOW T 2 domps only the network configuration
TIME iptsgser : sets the TIMESTEP valuz to intsasr, and

disrlays the previous TIMESTEP valus,
RUN : simulates the network in the active weorkspace,
RESET : performs a simple reset of the active workspace.,
RESET ALL : performs a full reset of the active workspace,
TRACE TIME : enables the simulation time trace feature.

TRACE LINES enables tte simulaticn line +trace fesature,

LX)

+3
[=¢]
ira
@]
=3

CELLS : enables thes simulatiocn cell trace featurs

D

@

TRACE ALL enables all simulaticn tracs featurses,

L X}

TRACE QOFF disables 21l simulaticn *race features,

48
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Chapter IV

SOHE AUTONET RESULTS

Experisnce with AUTONET falls roughly inte +he +wo
categorias of design criteria for cells and the exparimental
results of simulating various nets, Following a description
of this experience are a few conclusions regarding +he

possible future of lcgic-level simulations.

B3 CELLULAR DESIGHN

jon

If one is going tc¢ examine properties of networks, the
one is gecing o have t¢ consider +he design of the cells
that comprise the network, AUTONET was intended especially
to handle lcgic=level neurcnal models, so a few cemments con
the dasign ¢f such slements would now be in order. The rain
features to s examinsd are those applicable to cells in
general: specification ¢f input polarity and weights: how
the input sum and output values could be calculated: and how

adaptivity in cells might be approached.

It is necsssarv, in most simulations, +o assiqn a
differant intervretaticn tc different inputs, 2.9, a digital

lecgic latch mavy have a "data® input and a Ycontrol"” input.



In gensral, it is not a qood idea to distinguish batwsen +wo
inputs "georetrically®, i.e&s by giving a fully specified
node address: one is much tetter off distinguishing then
"topologically", i,e, by relying mors upcn the node layel
than the ncde address, and specifyving +thae leaf level by

G R W ST

¢reation: in the case

onto 1, WARP will

samg leaf {an error)

spacified,
if given

will +thus requirese 1le

pProgrammer, and for

preferred,

o

>

It can alsoc be

+h

lisving that, in

-
b

[t

b:
distinquishing one

}.J-

spatial

factor in ccmmunicative

numbar of intercellular

other and %c
svnapses ars

may be relsvant,

37 Thers are casss

to advantaqge, For
control inpu%t, but
mixture of the twe
the cress-chacking

whersas it

the leeway %

arqued that

den

isctropism applies,

the spike

near e=ach

where this carsful checking

b
Tres

because of the WARP algorithm for

cf a convergent proijecticon, such as 2
tenpt tec prodect tvo gususs onto the
if the 1leaf nodes address is fully

#ill happily construct the sxtra nods

¢ do sc,37 A +topological distincticn

ss work on +the part of the netucrk

1 b

is 1ik: to o

4]

technical reasons v

there ig no firm reason for

general, a neuron 1s capable of

&

drite from ancther: the princinle of

By far the most important

gfficacy bhetween +two neurons is the

synapses and their proximity to each

initiating zone: <+ha fact that two

cther on the same dendritic branch

ie not,

may be usead
axanple, cne may wish o have only ona
will allew many data inputs, Thus, a
specificatior styvles will permit both
and flexibility, respsctivaly,

e
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ituation would be to lsave at
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least the lzaf level cof the neode address flexible by
specifying it as ¢,

Things becoms slightly more complex when more +han ore
factor is irveclved, For the neuren, it will be necessary +o
have inputs differ in beth +their relative weights and
polarity {sign of +the weights), It is possible that in a
complex nevron the preximity of synapsss alsoc bacomes a
factor, s¢ many simrlistic approaches are out of +the
guestion,

Assuming that one is wusing scme sort of monotonically
decreasing furnction cf distance for wegighting, £sa
@xponential decay (characteristic lesngth), +he problen

bacomes one of systematically recognizing the vpolarity of

2]
n

synapses which are at th ame Ydistance” from the soma and
are on the same dendritic branch, Once again, this may be
done either gecmetrically or topologically.

The former course is +¢ have, at a given level,

distinguished branches of the tree on which may be LEAFs

onlves For example, at sach level, any ncde bslow the first
FORK is excitatorv; any belcow the second FORK is inhibitory;
and the next level below the <third and following nodes must

be PORKS cnlv, The tree would then look, at each Pdistance



!

!
(1) mmmmmmmeen (2) mmmcocnon ={3)===e0as
} ! |
! ! !
EXCITATORY  INHIBITORY  NEXT-LEVEL
LEAFS LEAFS FORKS

The second course might be t¢ considar a

to be at the

n
I

ame distance from the sora,

pair of lesvels

with savy

lesser level excitatcry and the grsater inhibitory,

would apply cnly to same-=level 1lsafs, and the

the tres would be merged logically +o be

effective distance.3® Thus, a tree of the phyvsical fornm

LEVEL w=e==wses= LERAFS wemww==e=s PORKS
2n=1
i
i
LEVEL ======== LEAFS w==w<=e=s FORKS
2n

would be logically intervreted by the cell as

ekt ST ——

38 Tha order in which the merging occurs

irrelsevant by an isctrecpic, topological inte

the tr=se,

= AR =

at the
is rends
rpretation

the

This

remainder of

samea

f’)

<y
Fh



|

i
DISTANCE p ===== FYICIT, ===w== INHIB, =====«= FORKS
NODES 1EAFS LEAFS from
both
levels

As was mentioned abcove, this +*opolegical approach has

(R

tv, especially whkan convargent

H.

+echnical superior

projections are empleyed,
4,1.2 Simple Cellular Algorithms.

Once the input protocol to a cell has been sstablished,
th2 next ccnsideraticn is the funcition algorithm, At the
signal 1level, the traditicnal +technigues nmentiored in
Chapter II are used +to determine the waveform at a given
place and time, with this waveform d=caving appropriately as
it spreads, At the lcgic level, one can either do a
painstaking medellirng ¢r use a dJrosssr, comrbinational-
circuit model to rapridly form the sum: which model is used
will depend uron such factors as +the *time available for the
sipulation, and +the detail or precissnsss required, One
would take the lattser ccurse if, as is the case here, the
primary ccncern is fcr the general cperation ¢of the network
{as opposed to an exact and detailed simulation which is,
after all, where sigral-=level sinmulations excel and thus are

at the preferred lesvel).



Such a first apprcximaticn to nsuronal function might be
to linearly sum the inputs, after weighting +them for
distance and polarity, Bacausse £va2IV neuron has an upper
limit on spike freguency, cne weould have to set some maximum
for the cellular output valus, This apprecach constitutes a
theory of information coding in neural transmission, nanely
that neurons respond linsgarly over a wide range of states,
As long as the upper {and lower) 1limits are avoidsd, +he
assumption cof 1linearity is actually not a bad model of a
ne2uron with undepleted ignic steres, The greatest
difficulty is in determining what output a linear sum of

ke fragusncy is 1limited by

ja2e

&

inputs should producs, The sp

the minimum time duraticn of the refractory afterpotential,

and will be 0O for subthrashold activity, Contrarily,

(=

subthresheld activity is critical for the correct opsration
of electrical synapses, To accormodat2a both systems, the
c2ll output should vary monotonically from the lower limit
{maximum hyperpolarizaticn) %c¢ the upper limit (maximum

spiks freguency), with some significant discontinuity +o

rapresant initiation of superthreshold activity,39 Some sort

T‘“i
;Mg .

fy these ta

’D

ria, For

Ui

of branch function weuld sati

o]

lows

[0}

exanple, if the output upper limit is U, +h r limit 1,

the thresheld T, the resting potential R, and the weighted

39 Expérience with RUTICNET has shown that =ven with very
flexible parameters this functicn mavy vary significantly
and not affact netwecrk copsration: but this shows not =o
much the irrslevance of the calculation function as the
resistance of the netwerk +o "faults” and the vagaries of
its constituent cells.
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sum of the inputs is X, ther the calculaticrn function

EIN{U,X+R}Y if ¥X>7T
F{O) = MAX{L,X+R) if <o
0 cthervise

yould suffice,40

Given the assumpticns of reasonable linearity, +hreshold
effects and dacaying inputs, this calculation cives results
which seem to match well with available data, providing that
one is looking not at isolated cells (in which case one
shouldn®t be modelling at the logic level anvway) but rather

at networks of such cells,.

£4,7.3 Adaptivity and the Cell Function,

The above discussicn aprliss only to the non-adaptive
case, and does not account for +¢he previous state of ths
cell, In fact, the membrane rotential from time t-1 may not
have decayed to 0, sc it will indeed have scme affect on the

call?s operation at time t, This potential, as is always

- e oy

40 A more exacting funciion weuld be

UxY /{X+R) if w7
F{X} = L*YX/{X+R}) if ¥<¢
G otherwise
where R will control the noen-linearity of F. This has

the advantags of asvmpto ically approac%zrq 7 and L, but
in the domain of small integers it is not really werth
the +froutle because o©f +the sparseness of the coding
SPACS,
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the case for membranes, underqoes exponantial decay, =0 a
decav facter D may he associated with the previous summed
inputs ¥, This wecnld entail the cell?s outputting not
F{X), but F{X+X'/D), It is possible to dacay as many of tha
garlier states as one wishes, but not only do thsy bzcone
very small very scon, it is difficult to sven conceive c¢f a
neuronal mechanism that ig associated with other +han +he
previous state of the cell,%! One should note tha+ decaving
of previous states is clesely related to the varyving of the
cell?s thresheld potential,

This type of adaptaticn is, however, only one of its two
commen meanings, The other type may be represented as a
medification of +the weight of cne or more of the cellis
inputs, While the above adaptation has firm experimental
and theoretical bases, the basis for synap+tic adaptaticn is
far from clear, It is kncwn that when a pathway hetween two
cells is ipactive for some time, it can actually die off:
this is very commor in the newborn prinmate, as is the
converse qgrewth of dendritic arborizatier and especially
spines {which presumably entails svnaptic proliferatic Yo
It is also known that a synapse can change its efficacy with

use independent of faticue,%2 but the main factors and even

simple morphclogy have yat to gain widespread acceptance.

preamey

T

4% Until thers is firr vphysiclegical evidancs o
ER Y
TaTE

mechanism, it seems that accounting for previous
is rather ssoteric.

n rh
n W

'

ts relatively short +timecourse and

'»I «

42 Distinguished by i
pradictatble patholcgy
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It can also be argusd that irplementation af adaptive

inputs is somevwhat opremature, The state of the neural

o

network synthesis art c¢an rperhaps best bz  described as
nasceant, There are few mneodels of nsuronal information
processing which are <capable of adequately employing the
slight differential synaptic efficacy that seems tc best
describs actual sural adaptation, The role of changirng
synaptic weights ir a complex network of cells is etill
pocrly understeod, Cne is likely much bstter off exploring
the netwerk and behavioral censequences of externally

nput weights rather than attempting to dscide

febe

changing the
which of many «competing dynamic weighting algorithms ig in

any sense the Yhesti,

4,1. % Consistency ¢f Cellular Function.

The last factor which is applicabls to cells in general

is the variabilityv of the cellular calculation function, Tt

e

fite
1

fioe
it

is veryv rare for a cell under study, either ¥yiyo or
vitre, to displayv sxactly the same behaviour over a one~hour
period, even when tempsrature, nutrient availability, and
similar factors are very caraefully controlled, AUTONET

provides a random variable sheould <he user desire to

incorporate this inte a cell; it is a nermal variate with

[H
ot

and its glechal use prevants the

[
(9]
n

w

axcellant characteristi
interlocking +that somstimes occurs when several similar

pseudo=randcr generators are used.,




The most ccommon use ¢f randomness is to modify sither +he

resting rotzntial or the +hreshold of the cell, The fcrmer
has ©been intensively investigated ({described below), by

having the variate account fcr frem 0 to 20 percent of tha
cell's resting potential (this being physiologically +he
most justifiable, since it is readily interpreted as randen
channel cpenings and other related phenomena).

The opticn of rarderly affecting input weights or the
inputs themselves has in essence the same drawbacks as
procedurally modifving themn, but is even worse due to thes

unpredictability of the result,

4,2 SIMULATION RESULTS

The results of simulaticns using AUTONET fall intc the
twe categories of examining simple artificial networks and
of simulating a life-system network that thas bzen
particularly well mapped, In all of tha2se, the predominant
cell is named MOTOR, Like many invertsbrate motorneurcrns,
it fires tcnically at a 1low rate until inhibited (restirg
potential egxceeds thresheld), Folliowirng +the argumsnts

presented above, the algorithm is to +topclogically weight

the linearly-summed inputs by an exponential strateqy, and

cutput a truncated +thresheold sum. Tt alsoc decays the
previons state by .5 {D=2), and a normal wvariate is
optionally employed in detsrmining the resting valuse of the

cell,



8,261 Simprle ¥etworks.

It might be thought that only twe or thres cells, simply

interconnected, would be sc trivial a cass as *o bs unwerthy

of simulaticn, Thkis wvisw will be shown +0 be quite
incorreact, In fact, <simple networks of two or threse cells
can produce an impressive pancply of activitv. Therse are

also many different conditicns under which *he networks may
be operating; the netwerk activity is invariant to some, and
highly =sensitive to cthers, It will be sesn, in the
subsection following, +that an understanding of +hese simple
networks is of use din undsrstanding +the activity of nore
complex onss,

The first of these simple networks tc be considered
consists of 2 cells, both MOTOR, These have no randonm
variatas in their calculaticn functions. They synapse
inhibitorily upon one another: +he only necessary condition
is that any superthrashcld response by one cell is
sufficient tc completely inhibit the other c=211, Given tha

appropriate cell definitions, the WARP progran

A 2= C:VMOTOER;:
B 2= C:MOTOR;
A oD

will construct such a network.




p is *taken to aveid or ignore guiascence,

D

,
#hen scme st

ido
m

there are a number of patterns that can be gansratsd by %h
unassuming little netwecrk, 3 sipulaticn of it as specified

)

will vield the infinite pvattern

ndicates +that c¢ell B fired during a given

fdv

yhere 177
simulation timestep, 'EB? indicates that «cell B fired, and
! ? indicates that neither fired during that timestap,

The other pattsrns can be elicited by gsynchrorizing the
network, i.e, gquarantesing that an initial, stable pattsrn

is enterad, Letting the name SYNC have a sufficiently larage

integer value, the additicn of exactly one of the statenents

SYNC => A.1,(:
SYNC => Bol1.0:
will cause ths named cell to not firs +he first tinme, This

yill produce the ssgquence

3dding the statements

SYNC => Ae1»
S5YNC 2=> R,1

OO

w6 wb

] 2



to the original prcgram will preoducs the ssgusnce

e
s
v
®
®

Thigs results because the dacayed =state value 1is
sufficient tc keep a cell inactive for threz timesteps,

211 of the above patterns are maintained Fforever, oncs
they are achieved, by vdeterministic" or #®reliable" cells,

Addix of a normal variate *to +he calculation of +he

o

!@4.
::1

resting value will cause an unsynchronized network *o enter

ong of these gstables states. Thke perhaps surprising resalt

is that it can, after a {usually brief) interval of
fluctuaticn, enter a different stable stats, In fact, this

flitting frcm one pattern to +the next

=]

ust occur whensvaer a

tn

random effect is mathematically capable of altering +he

cell?'s output functicn, 1o matter how minor this randomness

HAY ADR2AT. If the random effect 4is small, +hen the mean
length of a stable pattern will be large, and conversely a
large effect will ©produce ever shortsr m=an patierns of
stability {until the neurcn is =sssentially a stochastic
process)., But if i* is at all possible for a changse to
occur, then a non=zerc probability may be assigned to the
event,

Note2 that this is in apparent conflict with some welle-
kncwn rasecearchers, &,d, Allen Selvsrston in

Py

{Selverston, 19807, He seams to claim that such reciprecal



inhibition opmust rrocduce alternating cutputs, parhaps
comparable to the secend and third examples of this
subsection, Although this is certainly one of ths possible
output ssgusnces and irptuitively is the simplest, it is
hardly the only ons, Interestingly erough, any of +he abovs
cutput patterns may ke made more probable by slightly
changing sonme of +he raramsters, For examnple, *he third
pattern is immensely stabler than the previous two if egither
one c2ll's threshold is slightly lcwer than the other’s, or
if ona «cell inhibits the other noticeably more,*3 The
ultimate effect of either case is +o have one csll nmore
likely to fire when it ought +*c¢, while the other is less
likely to fire when it shouldn?t: +thus, an alternation is
strongly favcured,

As Selverston guite properly notes,4% this altarnaticn

{,,.l .

‘.J

cannot occur if cnly cre of +the cells is firing, and the

cell is not subjsct +o fatique:s it would simply fire
forever, and the other cz11 weculd never fire, Some sort of
decaving of <cellular efficacy is thus necessary, 8,0,

gradually decreasing the maximum output value until the cell

no longsr resrends, gcause the cellfs previcus state is
available, such a fatiguing is easy *o implemant, The
result, of course, is an increase in the stabilitv of

B el et T ———

43 Either of these would explain the experimental results,
since it is rather unlikely that two cells would always
have 2xactly the same operating characteristics,

24 [Selversicn, 19807



alternate firing sseguences,

As alsc noted Dby Selvarston, the stability of +these

e n

patterns is senhanced by the introduction irto +the cellnlar

function ¢f post=inhibitory rehound. This <can ba

4

implemsnted, in a logic=level sinulation, simply bv lowering
the threshold of a cell if its previous state was negative
{successful dinhibiticny, Such rebounding will greatly
increase the likelihced of a recently inhibited cell firing,
which is just what is desired in the case of alternately-
firing netwcerk, While this effect is mos* drapatic in a
complex netuerk, it can be sesn in aven this simple ones
where it may be typical for the patiern %c change avery 15
to 20 timesteps, the patterns can be stabilized to lengths
of 50 or more.4%5

Such is the level cf complexity of the cutput pattern of
two c2lls +tightly coupled, The complexity incre=ases for
c2lls more distantly ccnnected, €.g9, if the 1linres are of
l2ngth 2 instead of length 1, the sesven most common and

stable patterns are:

o 7o s e

45 Exact statistics are pending further analysis of +he
rasults,
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In terms of informaticn theorv, what has occurred is +hes
addition of memorv +*c¢ the system: assuming that sach cell

b

ot
ot

oT not

jbo

had no memory, each line value could either inh
inhibit the cell, sc there was 1 bit of information storsd
in sach linszs, By dcubling the line length, the information
store in the system was alse doubled, For a fixed
calculaticor function, +the wmaximum conceivable number of
system states is 2%%pn, for n bits of inforrmation, Thus,
doubling the 1line length increased this maximum from 4 to

16,

3

*he actual

V]

Such an analysis is scmewhat simplistic,

o

maximum numrber of achisvablse states will be considerably

less than 2%¥n, because for a given nstwerk configuration
some states ars unstable, With +the «c¢ell definiticns
simulated, cne such state4® is one of the cells firing



constantly: +hie is thighly unstable

~sn
23]
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0
o
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n
o

parturbation will result in the sselection of another state.

Introduction of cellular memoery, LV means of previous-state

Hy

decay, adds mecre bits cf informaticn to the systen, ard thus
more conceivable states,

Refractory <chemical ccnnections re not  the only ocnes
feund 1in the 1life svstems: electrotonic «coupling also

abounds, The additicn ¢f such a coupling *o an inhibitory

pair, &.,9. with the WARP statements

A *=> B,0:
E *") Aa{.‘:

results in B being excited when B fires, A being inhibited

when B is inhibited {because of the nature of +

oo 2
D
(o]
2
o
)
A
5
fol]
>}
7]

by symmetry B will be likewisse affected by 2.

Simulaticn of this shcws that if the pipe is of a similar
lenath and efficacy tco the line, then when, say, A fires the
result upcen B is to te excited by A, rather +than lteing

inhibited.%? This terdency becomes even more proncunced when

o

he pipes are of lesser length thar the lines but of similar

afficacv,

B e T D T e I———

46 There is a dunality present because of +he rnetwork
symmnetry,

47 This is also bhecauss

he cells fire +*onically, rather
than tesing normally cuie

2
-
T

ey
w
.
128%s

- 81 =



(]

The sffect of the vipas is +o induce the cells +o0 act

¢

togethar by rapidly propagating the summed signals from one

et

distinct cells, thers is

u
o]

th
ot

P}

o]

call o the cther, Instea

one more "diffuse" cell pessessing +two SIZis ks the

©

coupling constant apprcaches 1, the ce2lls may be considared
t0 bes a single unit, If they are mutually inhibitory, then

this single cell is in effect inhibiting itsalf.

tde

This entails that the +wo cells strongly tend %o fire
togather, and then be simultaneocusly inhibized, The
2lectrotonic inhibition, with its faster timscourse, becones

synchronizsd with the arrival of the slowsr chemical effact,

28 a result, the activity pattern

becomss the c¢nly one with any significant probability of

f +the c¢21ls? functions or dinhibitory

*‘J-

occurrence, evan
affects vary slightly, It is possible, by the introduction
of elsctrotonic cocupling, tc causse the pattern of

simultansous firinq to be preferred just as other changes
7
b

£
Q
jove
D
fat

{mentioned akove) cause alternate firing to bs th
is strongly preferrsed.

is +he network of

]

Another exarple frcm the literatur

= MOTOR cells, ccnnected in a cyclic irnhibitery manner,

0

thre:

{

This mav be coded in ¥ART as

= B2 =



A 3= C:MOTCOR:
E 2= C:MO0TOR:
£ 3= C:MOTCE:
E‘s“) BonO:
B => Cape’:;
C => A@Qac:
END:
4s might by now be expected, this produces a wealtth

cutput patterns. The siy most common are:

3 W

e

Note

A A
B B 2 & 8
C
A A A
- B = = B = B = = » a2 e
C C C C
A

the difference retween these results and Sslyerston:

The recurraent cvclic inhibition model L. can
produce as many different rphases as there ars
nsureons in the ring.+s

of



The proliferation cf output sequsnces dua to  the
increassd memory capacity of the network is rapid: for cells
with 1 bit ¢f memory, irnterconnected by length 1 lines,
there are 2%%6 svysten sStates, and allowing different

calculation functions +there are 2%%2%%f or over I10%%19

conceivable patterns generable, O0f course, this numbar is
reduced considerably by +the <connactivity, simple cell
operation, and dependence of the memory on +the cell’s

previous state; but there are likely hundreds of patterns
this network configuraticn could vield, with only minor

changes to the cellular functions, ¢9

4,3 SIHULATION OF A 1IFE~SYSTEY HEETHORK

Simulaticns of actual neural networks are difficult to
achieve Dbecause of +the problem of gathering sufficient,
accurate data. Neurcns are small, pack togethsr closely,
and interconnect in three dimensions via twisting, branching
processes that are often several c¢rders of magnituds lcnger
than the sormatic diameter, Even if most of the synapses ars

found, there 1is =©nec guarantee that one has accurately

e
e

b

2stablished their rclarity, afficacy, and iming
characteristics, 2nd if +the network in question varies fron

animal to animal, the expariment ig plainly unreproducible.

B T T e p——,

48 {Selverstcn, 198017

49 And pernitting different c¢slls to have slightly different

functio

=
n ke



It is fortunate for investigators that many

invertekbkratss, esrecially lower-ordsr ongs, have
identifiable onesurons: cells which vary 1ittle in size,
location, connectivity and function frow individuazl +to

individual within a spescies {and scmetimes are constant even
across speécies), This means that the researchers can gather
an snpormeous amount of data by exanmining many individuals,
gleaning a little information from each study urntil a
complete picture has been built,

Allen Selverston and his colleagues have done this with
several hundred experiments on the comnmon spiny lobster,

Panulirus Interruptus. They used the excellent approach of

@stablishing connectivity functionally by stimulatinrg each

TR RS e I WA e e R 5T

neuron in turn, and sxamining the effects on +he cthers,
Given these furnctional relationships, +they wers in most
cases able tc physioclcgically cenfirm them by detecting
synaptic sites.

The main object o¢f their studies was +he stomatogastric
ganglion, It is a little bundle of narvecus tissus in +he
lobster's atdomen, <containing about 30 cells and proijecting
many nerves ontc puscles, Mogst of +these cells are
motorneurcns, but +there are alsoc ssveral interneurons
present, The ganglicn’s function is to generate the rhythns

that result in the stcmach Ychewing” the food rippad apart

by the mandibles,



The stcmatogastric ganglicn is a particularly important

preparation bscanuse it has verv few afferents, It is also

[t

almost unigue ir that +he Ggeneratad rthythms no% only

continue when it is dzafferented: the outputs remain
virtually unchanged. This means that +hke ip vivo and in

vitro resulte may be ccmpared, and that any conclusions
reached in the laboratory are quite likely to be directly
applicable t0 the intact lobster,

The stomach is very muchk an extension of +he lobster?s
gxtericr, It 1is lined with several ossiclas or "taeth?®,
which are sharp, hard pisces of chitin to which muscle is
attached, Fecod from the cesophaqus sits in thzs cardiac sac.
Constriction of this sac passes the food to the gastric

o w2

mill, which possesses three teeth.50 The outside pair are

down and fecrward, or tack and up, The gastric mill crunches

up the focd ty repeating the sequence:

Lateral teeth in,

Medial tcothdown {ths pcwer sircks).
Lateral teeth out,.

Medial tcecth up,.

S IR D s T ot e 83 S A oo L WS A WO AP o Y e s

50 Concertually there ares only two, since two of the tzsth
constitute an oppesing pair,.
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These operations overlar verv slightly, which may well
induce soma turbulence that also mixes +hes food with the
gastric duices,

The food <then proceseds to +the pylorus. The hacgic
oparations here are alternate constriction and dilation of a
roughly %ubular sscticn of tract,. This action punps food
into ths gut, where fipal digestion and absorption are
conductad,

The identifiable neurons of +the ganglien have bsen
assigned mnemcnice whichk are by now in almost universal use.
Bacausaz of the large amount of muscle o be moved, sone
which have virtually didentical connectivity and muscular
innervaticn may be conceived of as a single logical unit,
The one exception tc this rule is that PD and AB, which are
extremaly clecsely coupled elsctreotcnically, show virtually
the same onpembrane characteristics and +hns tend +o be
treated as a single cell., The names, munemonics, and known
functions in the table are drawn from {Selverston et
al, 1974 1%

As menticned in Charpter 1I, the stomatogastric cells do
not axhibit any significant degree of I/0 seqragation, The
ganglion's rphysical <ccnstructieon is with all of the cell

scomata on the ocutside, each cell sending its single process

o4
jts
o

L}

is +¢he ent

]

n T

{

jos

o the gangliar interior, This interic

1

o

Joud

neuropil, whers all svnaptic connections are madse. The ¢

i

axens then rrocsed out of the ganglion, and innervate the

various muscles via sheathed, nyelinated nervas, Recause
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g
i i
i NAME i KNOYWY FUNCTIOHN §
¢ e e -]
3 Lateral Gastric {1LG)Y { clcsag lateral teeth ]
] Median Gastric {MG) ] opens lateral testh i
4 Lat., Post, Gastric (1LPG) { cpens lateral teeth !
] Gastric mill {GM) i pulls medial toeth down i
i Dorsal Gastric {DG) i pulls medial tooth up §
i Anterior Median {AM | ceonstricts cardiac sac I
{ i |
{ Pyloric Dilator {PDY { dilatses pvleorus 1
H Anterior Burster {1B) i ?? i
{ Lateral Pvloric {1LP) ! constricts pylorus i
{ Pvloric {FY) { cons*tricts pyvlorus {
i Ventricular Dilatecr (VD) i ?? {
§ Inferior Cardiac {ICy 2?7 |
| { |
i Interneuror 1 {INTTY | H
i Internsuron 2 {INT2Y 1 {
i i
3

multiple srike

1]

the e@exact sites and relationships of +h
initiating zones are not well kncwn, i+ shall be assumed for
the purposes of sipulation that +he resultant of +he
multiple SIZ's is that all synarses are about the sanme
distance frcm the nearest STI7Z, This has nearly the same

sffect as ncrmal I/0 seqregation.

4,3, 1 The Pyloric Subsystenm.

The pyloric subsvstswm, being a much simpler nenral net
than the gastric, shculd be examined first, The network
consists of 14 physical, or 5 logical, c¢ells {(ses diaqgran
IVatyo The PY {8 physical) and 1P are reciprocally
inhibitory, in the same manner as was described abova in the

first simrle network, The IC and VD nsurons also form an

inhibitorvy pair,.



Diagram IV, 1 The pyleoric subsystem. Closed +triangles
indicate inhibitery synapses; "lightning” bars indicate
electrotonic coupling, Modified from [Selverston, 1976 1.

Diagram IV,?2 The gastric subsystem. Symbols as atove,
with open circles indicating excitatory synapses and +he
dicde indicating refractcry electrctonic coupling. Modified
frcm [ Selverston,197€ 17,



At the hsart of this lit*tle network is +the PD_AB group (2

physical PD, 1 AB)s I% inhibits all four other neurons, and

is eglectrotcnically courled with VD, It is also inhibhited
by LP, as is VD, PD_AB differs from all others 3in +he

stomatogastric ganglicn by being an sndcgencus burster. Tts

bursting phase is clessly cocrdinated with the cyclic firing

44

of the netwerk, and is generally held to be the genarator o©
the pvloric rhythn.
The WARP pregran, ignering the relative synaptic

strengths and line lengths, is:
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LP => PY.0,0;

IC => VD, L. 03
VD -3 ICB Oa G;

PDMAB -2 PYeOa
PD_AB => LP.0,
PD_AB => IC,0,

PD_AB => VD.0.0s

PD_AB *=> YD, 0:

vD %=> PD_AB, 03

LP => PD_AB.0.0:

1p -> VD.0,0:
END:

This is guite simple, as real neural natworks go.



According to a summary of =xperimental results in

e
fods

{Szlversten,18763, the relative seqguencing and duraticn of

g given by:

!.-h

nsuronal firing in the subsysten

£l 4
i |
i PD_AB 3 sk¥kkukk i
1 LP & IC ke o sk ok ek |
i vD s o ke s e ke ok i
1 IC s 3 ke sk ok i
t ——— e
i cycla | i {
{ phase ¢ 1 I
i 1
4 g |

When the c¢ycle phase reaches 1, the pattern will <tepeat
{starting at phase €, which in +this case entails 1 quiet
period, fcllowed by the initiation of PD_AB firing, etca.).

There has besn sxtensive AUTONET simulatioé of this network,
Many scores of trials were conducted: variables included the
line and pipe 1lengths, the relative strength of synapses
(within a factor of 2), and the degres of randomness with which
the rasting values was established, The universal constraints
for the trials were that the PY=-LP pair and IC=VD pair all have
the same line 1length for reciprocal inhibition, ard that the
2lectrotonic coupling between PD_AB and VD never exceed their
chemical courling.

The general pattern of outrut was easy toc achieve: +he exact
pattern was more difficult, This difficulty is attributsad to a

combination of the abstract level of sinulation (there is no



surzty that the mpotornevurcn is correctly parameterizad) and ths
simplifying assumpticns nmade == some of them could be invalid,
3 typical goed match, at a seversly guantized level, woculd be

+he firing sequence:

PD PD
Ly L? s 8 @
PY PY

Eventually, a general tendency in the network was observed,
Frem an essentially random startup, the netyork coften
stabilized in the sequence:

e The EBY-LP pair and IC=VD pair would independently cycle,

2o 1P inhibition of VD would cause LP and IC to phase=lock

together, as did PY and VD,

3. The coupling of VD and PD_AB kept the latter -just under

thresheld.

4, ¥hen PD_AB fired, nothing else would fire,

Seeing this pattern lsd to the <question of just what PD_AR was

doing in the network, since everything else proceeded §ust fine

when it was removed, In order +to bhetter distingquish the
network's effact €n PD_AB from the endoganous hursting

tendency, the statement

FD_AB := (:BURSTER;:

Wwas replaced with



ED_AB 2= C:MOTOR;

and another series of trials were Tun.

Despite +this npodification, the net¥work operaticr uag
basically unchanged. The vpatterns and phase-locking still

occurred, but a curicus effect was ncticed as the randcomnass of
the resting potential was increased: the network would ¥-ump?
out of phase, and then take 8 or 10 timesteps %o realign itself
{2 to 3 full cycle periods)., This effect wywas never obsgerved
when PD_AB endogenousgly burst,

Althoucgh the possibility of a programming artifac* cannect be

discounted completely, there is a rather plausible axplanation

4'9'

of all these events, The PD_AB npsurons did not seen %o

generate the rhvthm sc muck as thevy svnchronized i+, The

s

network has lots of feedback and is reasorably stable, but i+
is obviously desirable from a lobster?s point of view %that the

pyloric syvstem not inject fooed back 3into the mill or otherwiss

get itself in a knot, Whenever PD_AB fires, it has a lasting
inhibitory effect, and rrovides an excellsnt synchroenization
period, Anr endogencus burster keeps VD frem immediately

rebounding, because of the significant resting value drop that

is electrotcenically %ransmitted,

3

[

his view of PD_AE as a synchronizer == as opposed +o0 a

anerator == differs somevhat fror +he corventional view,51 T+

is clear that further research is needed, Whil=s it might be
5% Although it has apparantly nct vyet cccurred to anyone %0
not use an endogencusly~bursting PD_AB group.



physiclogically vpossible *o stabilizs +he PD_AB group by a

i

cyclic counter-current, it wculd be easier by far *o conduct a
vary careful signal-level sipulaticn of the pyloric subsvten
replacing the bursting PC_AB with a tonically-firing group, A
firm conclusicn on the matter is impossible pending independant

corroboraticn,

B,3,2 The Gastric Subsystenm.

In comparison to the pyloric subsystem, the gastric
subsvstenm is conmplex, Its 12 physical cells are grouped in
8 logical units with many interconnections, as mayv be seen

n diagram IV.2, There are 4 physical GM cells and 2 LPG

)...lo

cells, The firing relaticnships, once again from

{Selversten, 19767, are:

T 1
! !
4 LG & HEG » ook sk ok 3 3 o ok sk ok e |
i LPG & INT1T = e ke 2 o sic ool v e ke 1
| GHM 2 skoskook ok sk skok sl sk ok i
{ DG H 3k 3 e o ol e skeok 1
i AM M sk ok e sk sk sk ok i
— - a
i cycle i 1 i
i phass G 1 !
‘ !
1 i

i
{
|

Note that when the cycle phase reaches 1, DG and AM are s+ill

firing, sc 16 and MG will slightly overlap with then,



At the logic level, this cvcle is verv near o being an

[}

alternation ¢f LG, MG, & GM against LPG,INT1, DG, & LM, Thea
last two cells do nct have the sanme firing duration as LPG §
INT1: such an event ig intervreted, at a high level, as firing
for thes same duratiorn but with a lower valus,

Once again, a large number of simulations bear out the fact
that while not =exact, the results are consistent with the
neurological findings 2ven when many things are variad, After
failing +*o0 find endogenous bursting in any of the qgastric
cells, most researchers astutely concluded that ths pattsern was
a natwork rropertve. Legic=lzvel simulaticon points +o an
eyxplanation of this %emergsent property¥,

From the original <chaos of startup, the net slowly (20
timesteps) falls 4intoc a pattern, Ong o©f the common event
orders was:

1. LG and MG besgin *c fire together.

2. GM begins to fire with them,

3. INTY and DG begin to alternate with LG=-HG-GM,

i, LPG alternates with LG-HG=GH¥,

5. AM firss with DG,

Examining the® connectivitiss reveals why these complex
avents occur, Note that in addition to reciprccal inhibkitiocn,
LG and MG are electrctonically coupled, As was described
above, this is like cne cell <tihat inhibits its=slf, causing a
cyclic firing pattern that is VEerv stabls, GH is

s2lectrotonically <courled *¢ both LG and ™G {though not as
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strongly as  the twe ar

Q
0

adopt the same cyclic variation 4n total potsntial <+ha+t thay
have, The LG-MG inhibiticn of GM snhances this affert,

Now, DG synapses reciprocally with LG:; LPG, with MG: and

INT1, with both LG and KG, Given any slight variations in

2 in

4

i

operation they will, as mentioned abovs, begin to fi

n
o
o]
n

}».l 0

alternation, iM s very tightly coupled with DG  (almo

Ae

re togathar, Extra

]

closely as FD is to AB) so thevy +oo will fi

3

stabilizaticr is provided by INT1 exciting DG,52 and A¥ and DG
inhibit 6M so that it has synchronizing feedback from this
Procaess, Finally, G¥ has a refractory electrotonic effeact on
LPG: the function of this connection, however, still remains
obscura,

The «cells 1labelled *E? are not vphysically part o©f +the

stomatogastric ganglicns they actually reside in a commisural

ganglion, These tonically excitatorv cells are, however, a
functional rart of the network, Note that thev are inhibited

{strongly, as it turrs cut) by INT1, This means +hat +hey will

di

;

provide phasic excitation +o¢ the network, It is interesting

that the twe E cells prciect only upon those motorneurcns which

receive hesavy inhibition: it  may be presumed +that +4he
excitation is needed fcr the cells +o overceomse deesp, dspleting
hyperpolarization, Regardlessg, thaey provide vet anothe

correcting factor shculd perturbation of the network occur.

T L TR Y R G A i i . A e e 0 A i D S

52 Which, along with 2N, is a normally-guist motorneuron
{and thus is urusual).
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The only c¢ell not vet discussed ig INT2, This enigmatic
interneuron is coften lef+t out of both simula+ticns and

gxplanations, ©both because it is normally guist and becauss it

ot

h

e

n

(2]

receivas no intragangliar afferents, It was includsad

h

Ha
&

AUTONET simulations ¢f the gastric subsystem, but due *o
paucity of corroborating data, 3its function must still be
considered tc be speculative,

If the gastric subsystem is inactive, as when there is

f\yls

nothing te ke <chewed, =cme mechanise for nitiating the mill
must be present, INT2 is the cell receiving most sxtragangliar
afferents, and it 1s excitatory +o INT1 and inhibitorvy to GHM
and LPG. A substantial amount of firing by INT2 would initiate
INT1 activity, whichk would in turn stop +the LG-¥G-GM complex
while starting up DG-AH, The ccmbinad muscular effect is fo
open up the mill teeth and squirt in some food,

If INT2 now stops firing, 1G, MG, and GM are rromptly
subject to rild but effectual pest-inhibitory rebound, The
2lectrotonic interconnections will nearly ensurse a synchronous
startap. Ona this triad has fired, it will beqgin inhibiting
1PG, DG, BM, and INTY, The mill is activs,

It is thus hyvpothesized that the purposs of INT2 is somewhat

t ensures

=]

dual: it nct only irnitiates gastric mill activitv, b
an ipitial synchronizaticn of the rhythnm, INT2 will act only

on the orders frem higher=-order centres {although it mav also

~3
o
o]
ot
by
O
n
e
0

be capable ¢f ¥resstiting® network cparation)., This h

is subisct to verificatiocn by either a lowser=level sipulation,

Y]

0]

or stimulaticn of a preparad ganglion,
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4,3,3 The Combined Network.

¥either the gastric mill nor *he pylorus fulfills its
qustatery function without the other, Thare ars, as a

consequence, some direct interconnections betwesn the +wo
subsystems, as is shown in diagram IVl 3s 211 of +*hese

connections have been shown experimentally %o be not vEery

strong, This is confirred by a considerable independence of
the respective cycles, Of the five conmections, only tha

@2lectrotonic coupling between LPG and VD has been physically

verified; the rast are currently only functionally
establishzd,
Repeated simulaticn tas shown that increasing the

interconnecticns only wreaks havec with one of +he +wo
thythns, as it 1s forced into a resonarce that is not
natural, This effect appears, at least in part, +o ke an
artifact of the simulation level, for the re=sonant

frequancises are bhoth discrete and well saparatzd, Yo

12 tWwo networks

+
t5t

significant degree of phase-locking between +
was achisved: this is conscnant with the majority of +he

2xperimental results,53

53 Ses [Selversten et al,1976]
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The ccmbined system. Symbols as in Diaqrams

Medified

frcm {Selverston, 1976 7,



Chapter ¢

CONCLUSIONS

AUTONET has vprcven to be useful in clarifying several
theoretical pcintsa %hile the design of lancguagss is in
general a well-established discipline in computer science,
little has ©reen donz on the specific needs of neural
simulation languages, The ability to group cells together
into units readily manipulated, and especially clarificatien

of the issues of prciection and the types of permutations

on=2 mayv encocunter ar# anong the positive contributions
arising frcm the Jdesign cf WHARP. Determination and

n

distillation of an apprepriate simulation algerithm is also
axpectad toc be of use in further simulator rasearck,

On the a2xperimental side, the axperience with AUTONET hag
shown *the value of Jlogic-level simulation. The greatest
advantags it possesses is the investigator ©bsing able +*o

rapidly modify the structure of a netwerk or the operati

sadvantags is
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that its atstract level entails +hat i+ iz sometines

difficult tc¢ accurately mcdel a network, and until more is

o+

known abount the relaticnship between the logic lavel and the
simulaticon lavel anv cenclusions about a network’s operation
should be taken as tentative (if the vresults of a logic-

nlation are uncorroborated),
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This hints that perhaps the most efficient use of AUTONET
would be in conduncticn with a signal=level simulation, It

is sasy t¢ test netwerks written in WARP, and +hus it has
great utility in verifying one!s intuition regarding the

naetwork, These intuiticns are, by and large, sadly lacking:

(=

t mav be that AUTONET will be valuable in assisting one +o
recoqnize the operaticnal criteria of a network, as well as

varifving one?s suspicicns.

Pae

AUTIONET may also be useful in directing the intensity of
research, for it rapidly simulates even relatively complex
natworks, The main difficulty with a signal-level simulator
is that thare are a aqgreat number of parameters to he

identified and guantified, Mcdifying these without sone

glcbal heuristic amounts +to an exhaustive search of a vary

large so0luticn space, Exparimentation with AUTONET may
point to scmz parameters being crucial, and othsrs bei g
effectively irrelevant tc scme point in question. This
interaction will greatly assist in the nultilevel

understanding of a netwerk.

An example cf this process wag given in Chapter IV, Some

sD

very simple networks were analyssd: on: of +hem, a
reciprocally inhibitory pair of nmotorneurons, was found +to
ganerate twe tvpes of patiterns, The conditions under which
theses patterns occurred and remained stable were analysad,

This highlighted the factors which gave rise *o one or the

other +type, as well as +he ones under which they wers



unchanaed {the transfcrmationg %o which they WeTse
invariantl,
Given this, it was possible +o analyse a nmore conplex

network by hreaking it down almost 2ntirely into raciprocal

pairs, Knowing the pairwise interactions, +he network could

be raconceived as a sst cf nodular elements, making the
analysis much easisr,. This led %o an explanation of +he

natwork?s activity,

Such a process is an important part of the growth of any
science, There are currently only twe levels of explanation
for a nesural netwerkis activitys: either in terms of its

constituent rarts and their ccnnections, or in terms of its

.

rnediate

D

glcbal Dbehavior, What 4is missing is some 4int

3

level, But to have such a 1level of esxplanation, one must
have events that are intsracting, Here is where a higher
level of sirulation rplavs its mest important rola: it
allows the investigator to abstract from +*he particulars,
and to manipulate +the Tthigher-order structures, Indesd,
there is nc reason {other than ignorance) why the cells of

AUTONET cculd not be nonrn-trivial groups of resurons: the cnly

bbe

mitigating factor is that there is not yet any ‘pool" of

such structures from which one can drav.

The future of neural network simulation, then, is
premising, It has not proven possible to e2xplain +he

actions of any but the pecst *trivial creatures by nmeans of

ndeed he

(R

"top-down? psychological +heories; thers may
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inherent in such an approach, 54 A
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insurmountable prob
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"bottom-up” stateqgy, dir which the structure of the organisn
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for oncse ngot iq d, mey vyet rrovi
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et

+ is *to dc so, then at least one, and likely several,

[EN

ntermediate levels c¢f =xplanation of complicatzd neurcnal

e

arrangements nust be found, This 1is +c bs a long and

n

arduous task, but it is hoped +hat AUTONET is at least a

first ster in the preocsss,

i e T e p——
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