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## 0 Introduction

Decision making is essentially a problem about how to put actions in order. Generally there are some actions called alternatives for a decision-maker to choose. What the decision-maker needs to do is to choose one action that he/she prefers mostly from the alternatives. If there is an order of preference among the alternatives beforehand, then to obtain the most preferred action is extremely easy.

Each action corresponds to a perspective. In fact, a decision-maker prefers an action according to whether he/she prefers the perspective corresponding to that action. The perspectives are generally uncertain, especially in economic problems. Since we usually express perspectives by random variables, so the order between the alternatives can be reduced to the order between random variables.

The theory of partial order on a family of random variables is useful broadly, in queuing theory, reliability theory, economics as well as in actuarial science. For an insurance company, each contract of insurance brings a risk with it. A claim may occur some time in the future and the amount of the claim is a nonnegative randcm variable which is called a risk. The partial orders on a family of risks are called risk orders. The theory of risk orders is useful in risk theory and in optimal reinsurance. The stop-loss order discussed in this thesis is one type of risk orders.

This thesis is based upon the works of Goovaerts et al. [6] and Gerber et al. [4]. Many kinds of partial order were discussed in [6]. The stop-loss order is one of them. The classical risk model was studied in, but not limited to [2]-[5]. Two results from [4] will be quoted in this thesis. In this thesis, the concept of stop-loss transforms
in [6] will be generalized to the $n$th stop-loss transforms ( $n=0,1,2, \cdots$ ), denoted by $\Pi_{X}^{(n)}(x), \Pi_{H}^{(n)}(x)$ etc., with the stop-loss transforms in [6] as a special case when $n=1$. Many interesting properties of the $n$th stop-loss transforms and a recursion formula for $\Pi_{X}^{(n)}(x)$ will be given. In this thesis the $n$th stop-loss order on a family of random variables will be studied. We denote that random variable $X$ is less than the random variable $Y$ in the meaning of $n$th stop-loss order by $X<a l(n) Y$. In practical applications we concern the distribution function or survival function of a random variable, rather than the random variable itself. From the practical viewpoint there is no difference between two random variables with the same distribution or survival function. Consequently, a partial order on a family of distribution functions(or survival functions) brings a partial order to a family of random variables, and vice versa. From now on we will not distinguish these partial orders. For example, if we denote the distribution function, survival function of $X$ and $Y$ by $F(x), \bar{F}(x)=1-F(x)$ and $G(x), \bar{G}(x)=1-G(x)$ respectively, then we consider the following three inequalities to be equivalent to each other: $X<_{s l(n)} Y, F<_{s l(n)} G$ and $\bar{F}<_{s l(n)} \bar{G}$. Based on the final symbol, the concept of the stop-loss order can be generalized to a family of monotonous decrease functions.

In this thesis the maintenance properties of the $n$th stop-loss order under the operations of convolution, compound and mixture will be proved. In [6] the maintenance properties of the $1^{\text {st }}$ stop-loss order were proved. But the method used in this thesis for proving the properties is different from that in [6].

Finally, the results mentioned above will be used to study the losses $L_{i}(i=1,2, \cdots)$
(for the definition of $L_{i}$ see (2.12)), maximal aggregate loss $L$ and ruin probability $\psi(u)$ (see (2.5)). The concepts of stop-loss transform and stop-loss order will be introduced to a family of nonnegative monotonous decrease functions. We will derive the relationship between the stop-loss transform of $X$ and $L_{i}$ (see (2.28)), some inequalities for the expectation of $L_{i}$ and $L$ (see (2.26), (2.27), (2.33), (2.34)), and the relationship between claim random variable and the ruin probability (see theorem (2.13)).

## 1 Stop-Loss Transforms and Stop-Loss orders

### 1.1 Stop-loss transforms and recursion formula

The concept of stop-loss transforms and its properties play an important role in this thesis. At first we generalize the concept of stop-loss transforms in [6] as follows.

Definition 1.1 Suppose random variable $X$ is nonnegative with its distribution function being $F(x)$, its survival function being $\bar{F}(x)=1-F(x)$, and $E\left(X^{n}\right)<\infty$. Let

$$
\begin{equation*}
\Pi^{(n)}(u)=E\left\{\left[(X-u)_{+}\right]^{n}\right\}, \quad u \geq 0, n=1,2, \cdots \tag{1.1}
\end{equation*}
$$

where

$$
\begin{gather*}
(x-u)_{+}= \begin{cases}0, & \text { for } x \leq u \\
x-u, & \text { for } x>u\end{cases} \\
\Pi^{(0)}(u)=\bar{F}(u)=1-F(u) \tag{1.2}
\end{gather*}
$$

As a function of $u, \Pi^{(n)}(u), n=1,2, \cdots$ will have domain $[0, \infty)$. We call function $\Pi^{(n)}(u)$ the $n$th stop-loss transform of $X$ (or its distribution function $F(x)$ and survival function $\bar{F}(x)$ ). When we need to indicate of which $n$th stop-loss transform it is, we will add subscript to it. For example, the $n$th stop-loss transforms of $X$ (its distribution function and survival function are $F(x)$ and $\bar{F}(x)$ respectively) is denoted by $\Pi_{X}^{(n)}(u), \Pi_{F}^{(n)}(u)$ or $\Pi_{\bar{F}}^{(n)}(u)$ (the three are considered no difference). It is easy to see that the concept of stop-loss transform in [6] (see page 25, definition 3.1.4 in [6] ) is the special case of definition 1.1 when $n=1$.

The following corollary then becomes obvious.

Remark $1.2 \Pi^{(n)}(0)=E\left(X^{n}\right), n=1,2, \cdots$ and $\Pi^{(0)}(0)=1$.

Example 1.3 Prove that

$$
\begin{equation*}
\Pi^{(1)}(u)=\int_{u}^{\infty} \bar{F}(x) d x \tag{1.3}
\end{equation*}
$$

Proof. Let $n=1$ in (1.1) and take integration by parts, we have

$$
\begin{aligned}
\Pi^{(1)}(u) & =E\left[(X-u)_{+}\right] \\
& =\int_{u}^{\infty}(x-u) d F(x)=-\int_{u}^{\infty}(x-u) d \bar{F}(x) \\
& =-\left.(x-u) \bar{F}(x)\right|_{x=u} ^{\infty}+\int_{u}^{\infty} \bar{F}(x) d x \\
& =\int_{u}^{\infty} \bar{F}(x) d x .
\end{aligned}
$$

Note that in the above proof we used the following equation:

$$
\lim _{x \rightarrow \infty}(x-u) \bar{F}(x)=0
$$

When $E(X)<\infty$, the above equation always holds (see proposition 1.4. Letting $n=1$ in proposition 1.4, we get the above equation). For convenience to use later, we prove a more general result as follows:

Proposition 1.4 If nonnegative random variable $X$ has a finite $n$th moment, then

$$
\begin{equation*}
\lim _{x \rightarrow \infty}(x-u)^{n} \bar{F}(x)=0, \quad \forall u \geq 0 \tag{1.4}
\end{equation*}
$$

where $\bar{F}(x)$ is the survival function of $X$.

Proof. Because the $n$th moment of $X$ is finite, we have

$$
\lim _{x \rightarrow \infty} \int_{x}^{\infty} y^{n} d F(y)=0
$$

Hence

$$
\lim _{x \rightarrow \infty}(x-u)^{n} \bar{F}(x) \leq \lim _{x \rightarrow \infty} x^{n} \bar{F}(x) \leq \lim _{x \rightarrow \infty} \int_{x}^{\infty} y^{n} d F(y)=0 .
$$

Example 1.5 Suppose $E\left(X^{2}\right)<\infty$, then

$$
\begin{equation*}
E\left(X^{2}\right)=2 \int_{0}^{\infty} \Pi_{X}^{(1)}(u) d u . \tag{1.5}
\end{equation*}
$$

Proof.

$$
E\left(X^{2}\right)=\int_{0}^{\infty} x^{2} d F_{X}(x)=-\int_{0}^{\infty} x^{2} d \bar{F}_{X}(x)
$$

By using integration by parts and then (1.4) (let $u=0$ in (1.4)), we have

$$
\begin{aligned}
E\left(X^{2}\right) & =2 \int_{0}^{\infty} x \bar{F}_{X}(x) d x=2 \int_{0}^{\infty}\left[\bar{F}_{X}(x) \int_{0}^{x} d y\right] d x \\
& =2 \int_{0}^{\infty} \int_{y}^{\infty} \bar{F}_{X}(x) d x d y=2 \int_{0}^{\infty} \Pi_{X}^{(1)}(y) d y
\end{aligned}
$$

In the above proof we interchange the order of integration and use our results from Example 1.3 to complete the proof.

The following recursion formula for the $n$th stop-loss transforms is significant for some later results.

## Theorem 1.6

$$
\begin{equation*}
\Pi^{(n)}(u)=n \int_{u}^{\infty} \Pi^{(n-1)}(x) d x, \quad n=1,2, \cdots \tag{1.6}
\end{equation*}
$$

To prove this theorem we need the following lemma which has its own meaning and can be used in other occasions.

Lemma 1.7 Suppose $F(x)$ is a distribution function. If function $f(x, y)$ satisfies the following conditions:
(a) $\frac{\partial f(x, y)}{\partial y}$ exists,
(b) When $\Delta u$ is in some neighborhood of 0 , say $(-\alpha, \alpha)$, we have

$$
\left|\frac{f(x, u+\Delta)-f(x, u)}{\Delta u}\right| \leq g(x)
$$

where nonnegative function $g(x)$ is Stieltjes integrable on $[0, u]$ with respect to the distribution function $F(x)$, i.e.

$$
\int_{0}^{u} g(x) d F(x)<\infty
$$

(c ) $\lim _{|x-y| \rightarrow 0}\left|\frac{f(x, y)}{x-y}\right|=0$. Then

$$
\begin{equation*}
\frac{d}{d u}\left[\int_{0}^{u} f(x, u) d F(x)\right]=\int_{0}^{u} \frac{\partial f(x, u)}{\partial u} d F(x) . \tag{1.7}
\end{equation*}
$$

That is, we could place the derivative of the left-hand side of (1.7) into the integration of which the upper limit is variable $u$.

Proof. According to the definition of derivative we have

$$
\begin{aligned}
& \frac{d}{d u}\left[\int_{0}^{u} f(x, u) d F(x)\right] \\
= & \lim _{\Delta u \rightarrow 0} \frac{1}{\Delta u}\left\{\int_{0}^{u+\Delta u} f(x, u+\Delta u) d F(x)-\int_{0}^{u} f(x, u) d F(x)\right\} \\
= & \lim _{\Delta u \rightarrow 0} \int_{0}^{u} \frac{f(x, u+\Delta u)-f(x, u)}{\Delta u} d F(x)+\lim _{\Delta u \rightarrow 0} \int_{u}^{u+\Delta u} \frac{f(x, u+\Delta u)}{\Delta u} d F(x) \\
= & A+B
\end{aligned}
$$

where $A$ and $B$ express the first and the second limit above, respectively. From condition (b) we know that the integrand in $A$ satisfies the condition of Lebesgue's convergence theorem, so the limit can be taken into the integration, that is

$$
A=\int_{0}^{u} \frac{\partial f(x, u)}{\partial u} d F(x)
$$

From condition (c) we have

$$
\begin{aligned}
|B| & =\left|\lim _{\Delta u \rightarrow 0} \int_{u}^{u+\Delta u} \frac{f(x, u+\Delta u)}{\Delta u} d F(x)\right| \\
& \leq \lim _{\Delta u \rightarrow 0} \int_{u}^{u+\Delta u}\left|\frac{f(x, u+\Delta u)}{\Delta u}\right| d F(x) \\
& =\lim _{\Delta u \rightarrow 0} \int_{u}^{u+\Delta u}\left|\frac{f(x, u+\Delta u)}{u+\Delta u-x}\right|\left|\frac{u+\Delta u-x}{\Delta u}\right| d F(x) \\
& \leq \lim _{\Delta u \rightarrow 0} \int_{u}^{u+\Delta u}\left|\frac{f(x, u+\Delta u)}{u+\Delta u-x}\right| d F(x)=0
\end{aligned}
$$

Now we prove theorem 1.6.

Because of $E\left(X^{n}\right)<\infty$, we know

$$
\lim _{u \rightarrow \infty} \int_{u}^{\infty}(x-u)^{n} d F(x) \leq \lim _{u \rightarrow \infty} \int_{u}^{\infty} x^{n} d F(x)=0
$$

So,

$$
\begin{equation*}
\Pi^{(n)}(\infty)=\lim _{u \rightarrow \infty} \int_{u}^{\infty}(x-u)^{n} d F(x)=0 \tag{1.8}
\end{equation*}
$$

If the following equation holds,

$$
\begin{equation*}
\frac{d}{d u}\left[\Pi^{(n)}(u)\right]=-n \Pi^{(n-1)}(u) \tag{1.9}
\end{equation*}
$$

integrating both sides of (1.9) from $u$ to $\infty$, we would then have

$$
\int_{u}^{\infty} \frac{d}{d x} \Pi^{(n)}(x) d x=-n \int_{u}^{\infty} \Pi^{(n-1)}(x) d x
$$

That is,

$$
\Pi^{(n)}(\infty)-\Pi^{(n)}(u)=-n \int_{u}^{\infty} \Pi^{(n-1)}(x) d x
$$

By (1.8) we have

$$
\Pi^{(n)}(u)=n \int_{u}^{\infty} \Pi^{(n-1)}(x) d x
$$

We need only then to prove (1.9) true.

At first we prove (1.9) for $n>1$. We set $f(x, y)=(x-y)^{n}$ in lemma 1.7. Then the condition (a) of lemma 1.7 holds. Furthermore,

$$
\begin{aligned}
& \left|\frac{f(x, u+\Delta u)-f(x, u)}{\Delta u}\right|=\left|\frac{(x-u-\Delta u)^{n}-(x-u)^{n}}{\Delta u}\right| \\
= & \left\lvert\, \frac{1}{\Delta u}\left[-C_{n}^{1}(x-u)^{n-1} \Delta u+C_{n}^{2}(x-u)^{(n-2)}(\Delta u)^{2}+\cdots\right.\right. \\
& \left.+(-1)^{k} C_{n}^{k}(x-u)^{(n-k)}(\Delta u)^{k}+\cdots+(-1)^{n}(\Delta u)^{n}\right] \mid \\
\leq & \left|n(x-u)^{n-1}\right|+\sum_{k=2}^{n} C_{n}^{k}|x-u|^{(n-k)}|\Delta u|^{(k-1)},
\end{aligned}
$$

where $C_{n}^{k}=\frac{n!}{k!(n-k)!}$.
If $x$ and $u$ both take values in finite intervals, without loss of generality, we assume the interval is $[0, A]$, and $|\Delta u| \leq 1$, then the right-hand side of above equation is bounded. If we let $G$ denote this bound, then we can take $G$ as $g(x)$ in lemma 1.7 and the condition (b) of lemma 1.7 holds. Furthermore,

$$
\lim _{|x-y| \rightarrow 0}\left|\frac{f(x, y)}{x-y}\right|=\lim _{|x-y| \rightarrow 0}|x-y|^{n-1}=0 \text { for } n>1
$$

So the condition (c) also holds.

In the following we use lemma 1.7 to prove formula (1.9) for $n>1$. In lemma 1.7, the interval of integration is 0 to $u$, but now we need the interval of integration to be $u$ to $\infty$. We begin as follows:

$$
\begin{aligned}
\Pi^{(n)}(u) & =\int_{u}^{\infty}(x-u)^{n} d F(x) \\
& =\int_{0}^{\infty}(x-u)^{n} d F(x)-\int_{0}^{u}(x-u)^{n} d F(x) \\
& =\int_{0}^{\infty} \sum_{k=0}^{n}(-1)^{k} C_{n}^{k} x^{n-k} u^{k} d F(x)-\int_{0}^{u}(x-u)^{n} d F(x)
\end{aligned}
$$

$$
\begin{aligned}
& =\sum_{k=0}^{n}(-1)^{k} C_{n}^{k} u^{k} E\left(X^{n-k}\right)-\int_{0}^{u}(x-u)^{n} d F(x) \\
& =I(u)-J(u)
\end{aligned}
$$

where $I(u)$ denotes the sum and $J(u)$ denotes the integral at the right-hand side above . Taking derivative of $I(u)$ and $J(u)$ respectively, we have

$$
\begin{align*}
\frac{d}{d u} I(u) & =\sum_{k=1}^{n}(-1)^{k} C_{n}^{k} k u^{k-1} E\left(X^{n-k}\right) \\
& =-n \sum_{i=0}^{n-1}(-1)^{i} C_{n-1}^{i} u^{i} E\left(X^{n-1-i}\right)  \tag{1.10}\\
& =-n \int_{0}^{\infty}(x-u)^{n-1} d F(x)
\end{align*}
$$

And by lemma 1.7,

$$
\begin{equation*}
\frac{d}{d u} J(u)=\frac{d}{d u}\left[\int_{0}^{u}(x-u)^{n} d F(x)\right]=-n \int_{0}^{u}(x-u)^{n-1} d F(x) \tag{1.11}
\end{equation*}
$$

Cc mbine (1.10) and (1.11) we have

$$
\begin{aligned}
\frac{d}{d u} \Pi^{(n)}(u) & =-n\left[\int_{0}^{\infty}(x-u)^{n-1} d F(x)-\int_{0}^{u}(x-u)^{n-1} d F(x)\right] \\
& =-n \int_{u}^{\infty}(x-u)^{n-1} d F(x)=-n \Pi^{(n-1)}(u)
\end{aligned}
$$

That is formula (1.9) which holds for $n=2,3, \cdots$. So theorem 1.6 also holds for $n=2,3, \cdots$. In the following we check theorem 1.6 directly for $n=1$. Taking integration by parts,

$$
\begin{aligned}
\Pi^{(1)}(u) & =\int_{u}^{\infty}(x-u) d F(x)=\left.\{-(x-u) \bar{F}(x)\}\right|_{x=u} ^{\infty}+\int_{u}^{\infty} \bar{F}(x) d x \\
& =\int_{u}^{\infty} \Pi^{(0)}(x) d x
\end{aligned}
$$

Thus theorem 1.6 holds for $n=1$. The proof of theorem 1.6 is complete.

Corollary 1.8 A distribution function $F(x)$ (or survival function $\bar{F}(x)$ ) and its $n$th stop-loss transform ( n is an arbitrary nonnegative integer) are determined by each other.

Proof. When $n=0, \Pi_{F}^{(0)}(x)=\bar{F}(x)=1-F(x)$. Corollary 1.8 becomes true. When $n \geq 1$, from (1.6) we know that $\Pi_{F}^{(n)}(x)$ is determined by $\Pi_{F}^{(n-1)}(x)$. And by (1.9), we have

$$
\Pi_{F}^{(n-1)}(x)=-\frac{1}{n} \frac{d}{d x} \Pi_{F}^{n}(x)
$$

Then we arrive at our conclusion by induction.

### 1.2 Stop-loss orders and their properties

Definition 1.9. We say that $X$ is less than $Y$ in the meaning of the $n$th stop-loss order, denoted by $X<s(n) Y$, if

$$
\begin{gather*}
E\left(X^{k}\right) \leq E\left(Y^{k}\right), \quad k=1,2, \cdots, n-1  \tag{1.12}\\
\Pi_{X}^{(n)}(u) \leq \Pi_{Y}^{(n)}(u), \quad \forall u \geq 0 \tag{1.13}
\end{gather*}
$$

When $n=0$, the formula (1.12) disappears and formula (1.13) becomes

$$
\bar{F}_{X}(u) \leq \bar{F}_{Y}(u), \quad \forall u \geq 0 .
$$

When $n=1$, then formula (1.12) is trivial and formula (1.13) becomes

$$
\int_{u}^{\infty} \bar{F}_{X}(x) d x \leq \int_{u}^{\infty} \bar{F}_{Y}(x) d x, \quad \forall u \geq 0
$$

Now we study a class of functions with certain properites. Suppose function $u(x)$, $-\infty<x<\infty$ satisfies: $u^{(n+1)}(x)$ exists except at a finite number of points, and

$$
\begin{equation*}
(-1)^{k-1} u^{(k)}(x) \geq 0, \quad \forall x, k=1,2, \cdots, n+1 \tag{1.14}
\end{equation*}
$$

Let

$$
U_{n}=\{u(x): u(x) \text { satisfies (1.14) }\}, n=0,1,2, \cdots .
$$

Obviously, $U_{n+1} \subset U_{n}$, that is, classes of functions decrease with respect to $n, n=$ $0,1,2, \cdots$.

Inequality (1.14) implies that

$$
\begin{aligned}
& u^{(k)}(x) \geq 0, \text { when } k \text { is odd }, \\
& u^{(k)}(x) \leq 0, \text { when } k \text { is even. }
\end{aligned}
$$

Let

$$
w(x)=-u(-x), u \in U_{n} .
$$

Then for an arbitrary real number $x$ and nonnegative integer $k \leq n+1$, we have

$$
\begin{equation*}
w^{(k)}(x)=(-1)^{(k+1)} u^{(k)}(-x) \geq 0 \tag{1.15}
\end{equation*}
$$

Let

$$
W_{n}=\{w(x): w(x) \text { satisfies }(1.15)\}
$$

It is easy to see that if we let $u(x)=-w(-x)$, where $w(x) \in W_{n}$, then

$$
\begin{gathered}
u^{(k)}(x)=(-1)^{k+1} w^{(k)}(-x) \\
(-1)^{(k-1)} u^{(k)}(x)=(-1)^{2 k} w^{(k)}(-x) \geq 0
\end{gathered}
$$

so $u(x) \in U_{n}$. Hence we reach a conclusion that there is an one to one correspondence between the elements of $U_{n}$ and $W_{n}$.

The following theorem and its proof are similar to that of theorem 4.2.1 in [6]. But here we add one sufficient and necessary condition, (1.17), and the proof becomes more clear than that in [6].

Theorem $1.10 X<_{s(n)} Y$, if and only if

$$
\begin{equation*}
E[u(-X)] \geq E[u(-Y)], \quad \forall u \in U_{n}, \tag{1.16}
\end{equation*}
$$

if and only if

$$
\begin{equation*}
E[w(X)] \leq E[w(Y)], \quad \forall w \in W_{n} \tag{1.17}
\end{equation*}
$$

Proof. First we prove the equivalence of (1.16) and (1.17). Suppose inequality (1.16) holds, we want to prove (1.17) holds. Let $u(x)=-w(-x)$, then $u(x) \in U_{n}$. Hence by(1.16) we have

$$
E[u(-X)] \geq E[u(-Y)] .
$$

That is

$$
E[-w(X)] \geq E[-w(Y)] .
$$

Thus

$$
E[w(X)] \leq E[w(Y)]
$$

Hence inequality (1.17) holds. Similarly we can deduce (1.16) from (1.17).
In the following we prove $X<_{s l(n)} Y \Longleftrightarrow$ (1.17).
$(\Leftarrow)$ : Suppose (1.17) holds. Let

$$
w(x)=\left[(x-u)_{+}\right]^{k}, u \geq 0,1 \leq k \leq n .
$$

Then $\forall i \leq k,-\infty<x<\infty$,

$$
w^{(i)}(x)= \begin{cases}k(k-1) \cdots(k-i+1)(x-u)^{(n-i)}, & \text { for } x>u \\ 0, & \text { for } x<u\end{cases}
$$

and $\forall i>k,-\infty<x<\infty, \quad w^{(i)}(x)=0$.
Since $w^{(k)}(x) \geq 0$ for all positive integer $k$, we have $w(x) \in W_{n}$. By the assumption of (1.17) we have

$$
E[w(X)] \leq E[w(Y)]
$$

That is

$$
E\left\{\left[(X-u)_{+}\right]^{k}\right\} \leq E\left\{\left[(Y-u)_{+}\right]^{k}\right\} .
$$

Let $k$ take value from 1 to $n-1$, and let $u=0$, we see that the inequalities (1.12) hold; let $k=n$, we go to (1.13). So, $X<a l(n) Y$ by definition.
$(\Rightarrow)$ Suppose $w^{(k)}(x) \geq 0, \forall k=1,2, \cdots n+1$, then we have the following expansion of $w(x)$

$$
\begin{equation*}
w(x)=\sum_{k=0}^{n} \frac{w^{(k)}(0)}{k!} x^{k}+\int_{0}^{x} \frac{(x-t)^{n}}{n!} d w^{(n)}(t) \tag{1.18}
\end{equation*}
$$

We prove formula (1.18) at first. Taking integration by parts, we have

$$
\begin{aligned}
& \int_{0}^{x} \frac{(x-t)^{n}}{n!} d w^{(n)}(t) \\
= & {\left.\left[\frac{(x-t)^{n}}{n!} w^{(n)}(t)\right]\right|_{t=0} ^{x}-\int_{0}^{x} w^{(n)}(t) \frac{d}{d t}\left[\frac{(x-t)^{n}}{n!}\right] } \\
= & -\frac{x^{n}}{n!} w^{(n)}(0)+\int_{0}^{x} \frac{(x-t)^{n-1}}{(n-1)!} w^{(n)}(t) d t \\
= & -\frac{x^{n}}{n!} w^{(n)}(0)+\int_{0}^{x} \frac{(x-t)^{n-1}}{(n-1)!} d w^{(n-1)}(t) \\
= & \cdots=-\sum_{k=1}^{n} \frac{w^{(n)}(0)}{k!} x^{k}+\int_{0}^{x} d w(t) \\
= & -\sum_{k=1}^{n} \frac{w^{(n)}}{k!} x^{k}+w(x)-w(0) .
\end{aligned}
$$

Removing the terms on the right-hand side except $w(x)$, we go to (1.18). Now suppose $X<_{s l(n)} Y$ we want to prove $E[w(X)] \leq E[w(Y)]$. By (1.18) we have

$$
\begin{aligned}
E[w(X)] & =E\left[\sum_{k=0}^{n} \frac{w^{(n)}(0)}{k!} X^{k}+\int_{0}^{X} \frac{(X-u)^{n}}{n!} d w^{(n)}(u)\right] \\
& =\sum_{k=0}^{n} \frac{w^{(n)}(0)}{k!} E\left(X^{k}\right)+E\left[\int_{0}^{X} \frac{(X-u)_{+}^{n}}{n!} d w^{(n)}(u)\right] \\
& =\sum_{k=0}^{n} \frac{w^{(n)}(0)}{k!} E\left(X^{k}\right)+\int_{0}^{\infty} \frac{E\left\{\left[(X-u)_{+}\right]^{n}\right\}}{n!} d w^{(n)}(u) .
\end{aligned}
$$

(On the right-hand side above the upper limit of integration can be expanded from $X$ to $\infty$, because $(x-u)_{+}=0$ when $\left.u>x\right)$.

By $X \ll_{a l(n)} Y$, we know that

$$
E\left(X^{k}\right) \leq E\left(Y^{k}\right), \quad k=0,1, \cdots n
$$

and

$$
E\left\{\left[(X-u)_{+}\right]^{n}\right\} \leq E\left\{\left[(Y-u)_{+}\right]^{n}\right\}, \quad \forall u \geq 0
$$

So,

$$
E[w(X)] \leq \sum_{k=0}^{n} \frac{w^{(n)}(0)}{k!} E\left(Y^{k}\right)+\int_{0}^{\infty} \frac{E\left\{\left[(Y-u)_{+}\right]^{n}\right\}}{n!} d w^{(n)}(u)
$$

From the above we see that the right-hand side of the final inequality is just $E[w(Y)]$.
We then have

$$
E[w(X)] \leq E\left[w\left(Y^{\prime}\right)\right]
$$

Proposition 1.11. Suppose $E(X)=E(Y)$. If $X<s l(1) Y$ then

$$
\operatorname{var}(X) \leq \operatorname{var}(Y)
$$

Proof. From (1.5) we know

$$
E\left(X^{2}\right)=2 \int_{0}^{\infty} \Pi_{X}^{(1)}(y) d y \leq 2 \int_{0}^{\infty} \Pi_{Y}^{(1)}(y) d y=E\left(Y^{2}\right)
$$

Hence, by $E(X)=E\left(Y^{*}\right)$,

$$
\operatorname{var}(X)=E\left(X^{2}\right)-[E(X)]^{2} \leq E\left(Y^{2}\right)-[E(Y)]^{2}=\operatorname{var}(Y)
$$

Theorem 1.12. If $X<_{s l(n)} Y$, then

$$
X<s l(m) Y, \quad \forall m>n
$$

Proof. Because of the decreasing property of $U_{n}$ with respect to $n$, when $m>n$, we have $U_{m} \subset U_{n}$. By theorem 1.10 we arrive at our desired conclusion.

But if $X<a(m) Y$, then for $n<m$, it is not required to have $X<a l(n) Y$. This can be seen from the following example.

Example 1.13. Suppose

$$
\begin{aligned}
& \operatorname{Pr}(X=1 / 2)=\operatorname{Pr}(X=1)=0.5 \\
& \operatorname{Pr}(Y=1 / 3)=0.2, \quad \operatorname{Pr}(Y=1)=0.8
\end{aligned}
$$

then we have

$$
\bar{F}_{X}(u)= \begin{cases}1, & \text { for } 0 \leq u<1 / 2 \\ 0.5, & \text { for } 1 / 2 \leq u<1 \\ 0, & \text { for } 1 \leq u\end{cases}
$$

and

$$
\bar{F}_{Y}(u)= \begin{cases}1, & \text { for } 0 \leq u<1 / 3 \\ 0.8, & \text { for } 1 / 3 \leq u<1 \\ 0, & \text { for } 1 \leq u\end{cases}
$$

(see figure 1.1). We see that $\bar{F}_{X}(u)>\bar{F}_{Y}(u)$, when $1 / 3<u<1 / 2$. We can conclude that $X \ll_{s l(0)} Y$ does not hold. On the other hand, we have

$$
\begin{aligned}
& \int_{u}^{\infty} \bar{F}_{X}(x) d x=\int_{u}^{\infty} \bar{F}_{Y}(x) d x=0, \quad \text { when } u \geq 1 \\
& \int_{u}^{\infty} \bar{F}_{X}(x) d x \leq \int_{u}^{\infty} \bar{F}_{Y}(x) d x, \quad \text { when } 1 / 2 \leq u<1
\end{aligned}
$$

and when $1 / 3 \leq u<1 / 2$,

$$
\begin{aligned}
& \int_{u}^{\infty} \bar{F}_{X}(x) d x=\frac{1}{2}-u+0.5 \times \frac{1}{2}=\frac{3}{4}-u \\
& \int_{u}^{\infty} \bar{F}_{Y}(x) d x=0.8 \times(1-u)=\frac{4}{5}-\frac{4}{5} u>\int_{u}^{\infty} \bar{F}_{X}(x) d x
\end{aligned}
$$



Figure 1.1: The survival functions of $X$ and $Y$ in Example 1.13

When $0 \leq u<1 / 3$, we have

$$
\int_{u}^{\infty} \bar{F}_{X}(x) d x \leq \int_{u}^{\infty} \bar{F}_{Y}(x) d x .
$$

So $\int_{u}^{\infty} \bar{F}_{X}(x) d x \leq \int_{u}^{\infty} \bar{F}_{Y}(x) d x, \forall u \geq 0$, and $X \ll_{s(1)} Y$ by definition. We see that $X<a l(1) Y$ holds, but $X<a l(0) Y$ does not hold in this example.

Proposition 1.14. If $E(X) \leq E(Y)$ and $\exists c \geq 0$ such that

$$
\begin{array}{ll}
F_{X}(x) \leq F_{Y}(x), & \text { for } x \leq c, \\
F_{X}(x) \geq F_{Y}(x), & \text { for } x>c . \tag{1.20}
\end{array}
$$

Then $X<{ }_{s(1)} Y$.
Proof. Let

$$
h(x)=\Pi_{Y}^{(1)}(x)-\Pi_{X}^{(1)}(x)=\int_{x}^{\infty} \bar{F}_{Y}(u) d u-\int_{x}^{\infty} \bar{F}_{X}(u) d u,
$$

then we have

$$
h^{\prime}(x)=-\bar{F}_{Y}(x)-\left[-\bar{F}_{X}(x)\right]=F_{Y}(x)-F_{X}(x) .
$$

And by conditions (1.19) and (1.20) we have

$$
\begin{array}{ll}
h^{\prime}(x) \geq 0, & \text { for } x \leq c, \\
h^{\prime}(x) \leq 0, & \text { for } x>c,
\end{array}
$$

(See figure 1.2). We then have

$$
h(0)=\int_{0}^{\infty} \bar{F}_{Y}(u) d u-\int_{0}^{\infty} \bar{F}_{X}(u) d u=E(Y)-E(X) \geq 0,
$$



Figure 1.2: A plot of $\Pi_{Y}^{(1)}(x)-\Pi_{X}^{(1)}(x)$ in Proposition 1.14
and

$$
h(\infty)=\lim _{x \rightarrow \infty} h(x)=\lim _{x \rightarrow \infty} \int_{x}^{\infty} \bar{F}_{Y}(u) d u-\lim _{x \rightarrow \infty} \int_{x}^{\infty} \bar{F}_{X}(u) d u=0
$$

From the above figure of $h(x)$ we conclude that $h(x) \geq 0, \forall x \geq 0$. Otherwise, if $h(x)<0$ for some $x_{1}$, then there must be an intersection point of $h(x)$ with the $x$-axis, say, at point $x_{0}, x_{0}<x_{1}$, and $h^{\prime}(x) \leq 0$ must hold for $\forall x \geq x_{0}$, that means $h(\infty)=0$ can not be held. See figure 1.2 for the graph of $h(x)$. Now from $h(x) \geq 0, \forall x \geq 0$, we have $\Pi_{X}^{(1)}(x) \leq \Pi_{Y}^{(1)}(x), \forall x \geq 0$. So we have $X<_{s l(1)} Y$ by definition.

We can interpret proposition 1.14 more easily by diagram (see figure 1.3). By conditions (1.19) and (1.20) we know that the curves of $\bar{F}_{X}(x)=1-F_{X}(x)$ and $\bar{F}_{Y}(x)=1-F_{Y}(x)$ intersect at $x=c$, as shown in figure 1.3. We know also that $E(X)$ equals the area under the curve of $\bar{F}_{X}(x)$ and $E(Y)$ equals the area under the curve of $\bar{F}_{Y}(u)$. Therefore, by the condition of $E(X) \leq E(Y)$, we can conclude that the area of $A$ in the figure 1.3 must be less than the area of $B$. Hence, for arbitrary $u \geq 0$, the area on the right-hand side of $x=u$ and under the curve of $\bar{F}_{X}(x)$ must be less than that under the curve of $\bar{F}_{Y}(x)$ (marked by a shadow). That is $\Pi_{X}^{(1)}(u) \leq \Pi_{Y}^{(1)}(u), \forall u \geq 0$, which is desired for proposition 1.14.

Proposition 1.15. If $E(X) \leq E(Y)$, and $\exists a, b, 0 \leq a \leq b<\infty$ such that

$$
\begin{align*}
& d F_{X}(x) \leq d F_{Y}(x), \quad \text { for } x \leq a \text { or } x \geq b,  \tag{1.21}\\
& d F_{X}(x) \geq d F_{Y}(x), \quad \text { for } a<x<b \tag{1.22}
\end{align*}
$$

Then $X<_{s l(1)} Y$.


Figure 1.3: The survival functions of $X$ and $Y$ in Proposition 1.14

Proof. Similar to the proof of proposition 1.14, we need to show

$$
h(x)=\Pi_{Y}^{(1)}(x)-\Pi_{X}^{(1)}(x) \geq 0
$$

We have

$$
h^{\prime}(x)=-\bar{F}_{Y}(x)-\left[-\bar{F}_{X}(x)\right]=F_{Y}(x)-F_{X}(x)=\int_{0}^{x}\left[d F_{Y}(x)-d F_{X}(x)\right] .
$$

By conditions (1.21) and (1.22) we know that when $x \leq a, h^{\prime}(x) \geq 0$ and $h^{\prime}(x)$ monotonously increases; when $a<x<b, h^{\prime}(x)$ monotonously decreases; when $x \geq b$. $h^{\prime}(x)$ increases again, and

$$
\lim _{x \rightarrow \infty} h^{\prime}(x)=\int_{0}^{\infty} d F_{Y}(x)-\int_{0}^{\infty} d F_{X}(x)=1-1=0
$$

(The graph of $h^{\prime}(x)$ is shown in figure 1.4.). There must be a point $c$, such that $a<c<b$, and $h^{\prime}(x) \geq 0, \forall x \leq c ; h^{\prime}(x) \leq 0 \forall x>c$. Furthermore, as we have seen in the proposition 1.14, we have

$$
h(0)=E(Y)-E(X) \geq 0
$$

and

$$
\lim _{x \rightarrow \infty} h(x)=0
$$

The figure of $h(x)$ is the same as that in the proposition 1.14. Hence we have $X \ll_{l(1)}$ $Y$ as in the proposition 1.14.

When $X$ and $Y$ are both continuous, denoting the distribution density function by $f_{X}(x)$ and $f_{Y}(x)$ respectively, then the conditions (1.21) and (1.22) are equivalent to:

$$
f_{X}(x) \leq f_{Y}(x), \quad \text { for } x \leq a \text { or } x \geq b
$$



Figure 1.4: A plot of $F_{Y}(x)-F_{X}(x)$ in Proposition 1.15
and

$$
f_{X}(x) \geq f_{Y}(x), \quad \text { for } a<x<b
$$

When $X$ and $Y$ both are discrete, assuming their domain is $\left\{x_{i}, i=1,2, \cdots\right\}$ and their probability functions are $P_{X}\left(x_{i}\right)$ and $P_{Y}\left(x_{i}\right)$ respectively, then conditions (1.21) and (1.22) are equivalent to

$$
\begin{aligned}
& P_{X}\left(x_{i}\right) \leq P_{Y}\left(x_{i}\right), \quad \text { for } x_{i} \leq a \text { or } x_{i} \geq b, \\
& P_{X}\left(x_{i}\right) \geq P_{Y}\left(x_{i}\right), \quad \text { for } a<x_{i}<b .
\end{aligned}
$$

Example 1.16. Suppose $X_{i}$ has a $\operatorname{Binomial}\left(1, p_{i}\right)$ distribution, $i=1,2,0<$ $p_{1}<p_{2}<1$. Denote $d=p_{2}-p_{1}$. And suppose $X_{1}(\alpha)$ has the distribution of a Binomial $\left(1, p_{1}+\alpha\right), X_{2}(\alpha)$ has the distribution of a Binomial $\left(1, p_{2}-\alpha\right), X_{1}(\alpha)$ and $X_{2}(\alpha)$ are independent, where $0 \leq \alpha<\frac{d}{2}$. Let

$$
\begin{equation*}
X(\alpha)=X_{1}(\alpha)+X_{2}(\alpha) \tag{1.23}
\end{equation*}
$$

Then $X(\alpha)$ is monotonously increasing with respect to $\alpha$ in the $1^{s t}$ stop-loss order meaning. That is, if $0 \leq \alpha_{1} \leq \alpha_{2}<d / 2$, then

$$
\begin{equation*}
X\left(\alpha_{1}\right)<_{s l(1)} X\left(\alpha_{2}\right) \tag{1.24}
\end{equation*}
$$

Proof. By (1.23) we have

$$
\begin{aligned}
E(X(\alpha)) & =E\left(X_{1}(\alpha)\right)+E\left(X_{2}(\alpha)\right) \\
& =p_{1}+\alpha+p_{2}-\alpha=p_{1}+p_{2}
\end{aligned}
$$

Hence we have

$$
E\left(X\left(\alpha_{1}\right)\right)=E\left(X\left(\alpha_{2}\right)\right)
$$

The probability distribution of $X(\alpha)$ is:

$$
\begin{align*}
\operatorname{Pr}(X(\alpha)=0) & =\operatorname{Pr}\left(X_{1}(\alpha)=0, X_{2}(\alpha)=0\right)=\left[1-\left(p_{1}+\alpha\right)\right]\left[1-\left(p_{2}-\alpha\right)\right] \\
& =\left(1-\alpha-p_{1}\right)\left(1+\alpha-p_{2}\right)  \tag{1.25}\\
\operatorname{Pr}(X(\alpha)=1) & =\operatorname{Pr}\left(X_{1}(\alpha)=0, X_{2}(\alpha)=1\right)+\operatorname{Pr}\left(X_{1}(\alpha)=1, X_{2}(\alpha)=0\right) \\
& =\left(1-\alpha-p_{1}\right)\left(p_{2}-\alpha\right)+\left(p_{1}+\alpha\right)\left(1+\alpha-p_{2}\right)  \tag{1.26}\\
\operatorname{Pr}(X(\alpha)=2) & =\operatorname{Pr}\left(X_{1}(\alpha)=1, X_{2}(\alpha)=1\right)=\left(p_{1}+\alpha\right)\left(p_{2}-\alpha\right) \tag{1.27}
\end{align*}
$$

With the condition of $0 \leq \alpha \leq d / 2$, by(1.25)-(1.27) it is easy to verify that $\operatorname{Pr}(X(\alpha)=$ $0)$ and $\operatorname{Pr}(X(\alpha)=2)$ are increasing in $\alpha, \operatorname{Pr}(X(\alpha)=1)$ is decreasing in $\alpha$. Therefore, formula (1.24) is obtained by proposition l.15.

Combining with proposition 1.11 , the example 1.16 says: if the sum of success probabilities in two Bernoulli experiments is a constant, i.e. $p_{1}+p_{2}=$ constant (this means the expectation of success number in the two experiments is a constant), then we can conclude that the closer of $p_{1}$ and $p_{2}$, the bigger of the variance of success number of the two experiments (this number is a random variable).

Example 1.17. Suppose $F_{X}(x)$ and $F_{Y}(x)$ are two life distribution functions, the corresponding force of mortality is denoted by $m_{X}(x)$ and $m_{Y}(x)$ respectively. If there is a real number $c$ such that

$$
\begin{align*}
& m_{X}(x)<m_{Y}(x), \quad \text { for } x \leq c  \tag{1.28}\\
& m_{X}(x)>m_{Y}(x), \quad \text { for } x>c \tag{1.29}
\end{align*}
$$

and

$$
\begin{equation*}
E(X) \leq E(Y) \tag{1.30}
\end{equation*}
$$

Then $X<_{a l(1)} Y$.
Proof. Let

$$
H(x)=\bar{F}_{Y}(x)-\bar{F}_{X}(x) .
$$

We shall show that there exists a real number $s$ such that

$$
\begin{align*}
& H(x) \leq 0, \quad \text { for } x \leq s  \tag{1.31}\\
& H(x) \geq 0, \quad \text { for } x>s
\end{align*}
$$

Then the conclusion desired follows from proposition 1.14.

Using the relationship between the survival function and its force of mortality we have

$$
H(x)=\bar{F}_{Y}(x)-\bar{F}_{X}(x)=\exp \left(-\int_{0}^{x} m_{Y}(t) d t\right)-\exp \left(-\int_{0}^{x} m_{X}(t) d t\right)
$$

From this and (1.28) we know that $H(x)<0$ when $x \leq c$.

From (1.30) we have

$$
\begin{equation*}
\int_{0}^{\infty} H(x) d x=\int_{0}^{\infty} \bar{F}_{Y}(x) d x-\int_{0}^{\infty} \bar{F}_{X}(x) d x=E(Y)-E(X) \geq 0 \tag{1.32}
\end{equation*}
$$

Hence $H(x)$ can not be negative forever and must become positive at some point, therefore we know that there is at least one point $t \geq c$ such that $H(t) \geq 0$. Let

$$
\begin{equation*}
s=\inf \{t: H(t) \geq 0\} \tag{1.33}
\end{equation*}
$$

In the following we show this $s$ satisfies (1.31).
Since $H(x)$ is a continuous function, we have $s>c$ and $H(s) \geq 0$ by the definition of
$s$. That is

$$
\exp \left\{-\int_{0}^{s} m_{Y}(t) d t\right\} \geq \exp \left\{-\int_{0}^{s} m_{X}(t) d t\right\}
$$

Suppose $x>s$, from (1.29) and $s>c$, we then have

$$
\exp \left\{-\int_{s}^{x} m_{Y}(t) d t\right\}>\exp \left\{-\int_{s}^{x} m_{X}(t) d t\right\}
$$

Therefore

$$
\begin{aligned}
H(x)= & \exp \left\{-\int_{0}^{s} m_{Y}(t) d t\right\} \exp \left\{-\int_{s}^{x} m_{Y}(t) d t\right\} \\
& -\exp \left\{-\int_{0}^{s} m_{X}(t) d t\right\} \exp \left\{-\int_{s}^{x} m_{X}(t) d t\right\}>0, \quad \forall x>s
\end{aligned}
$$

We can see the features of $H(x)$ in figure 1.5 where $H(x)$ is shown as the difference $\bar{F}_{Y}(x)-\bar{F}_{X}(x)$. In addition, according to the definition of $s$ we know that $H(x) \leq$ 0 for $x \leq s$.

The following example shows that the $2^{\text {nd }}$ stop-loss order will order random variables more widely than the $1^{s t}$ stop-loss order. In general, if $m>n$ then the $m$ th stop-loss order will order random variables more widely than the $n$th stop-loss order. This is confirmed by theorem 1.I2.

Example 1.18. Let $X$ and $Y$ be two random variables with probability distributions as follows

$$
\operatorname{Pr}(X=2)=\frac{5}{6}, \quad \operatorname{Pr}(X=6)=\frac{1}{6}
$$

and

$$
\operatorname{Pr}(Y=1)=\frac{1}{6}, \quad \operatorname{Pr}(Y=3)=\frac{5}{6}
$$

We have,

$$
E\left[(X-u)_{+}\right]= \begin{cases}\frac{8}{3}-u, & \text { for } u<2 \\ 1-\frac{u}{6}, & \text { for } 2 \leq u<6 \\ 0, & \text { for } u \geq 6\end{cases}
$$



Figure 1.5: The survival function of $X$ and $Y$ in Example 1.17


Figure 1.6: The $1^{s t}$ stop-loss transforms of $X$ and $Y$ in Example 1.18


Figure 1.7: The $2^{\text {nd }}$ stop-loss transforms of $X$ and $Y$ in Example 1.18

$$
E\left[(Y-u)_{+}\right]= \begin{cases}\frac{8}{3}-u, & \text { for } u<1, \\ \frac{5}{2}-\frac{5 u}{6}, & \text { for } 1 \leq u<3, \\ 0, & \text { for } u \geq 3\end{cases}
$$

We can see that

$$
E\left[(X-2)_{+}\right]=\frac{2}{3}<\frac{5}{6}=E\left[(Y-2)_{+}\right] .
$$

We also can see that

$$
E\left[(X-3)_{+}\right]>E\left[(Y-3)_{+}\right]=0 .
$$

Hence neither $X \ll_{a l(1)} Y$ nor $Y<a(1) X$ holds. On the other hand, we have

$$
E\left\{\left[(X-u)_{+}\right]^{2}\right\}= \begin{cases}u^{2}-\frac{16}{3} u+\frac{28}{3}, & \text { for } u<2, \\ \frac{1}{6} u^{2}-2 u+6, & \text { for } 2 \leq u<6, \\ 0, & \text { for } u \geq 6,\end{cases}
$$

and

$$
E\left\{\left[(Y-u)_{+}\right]^{2}\right\}= \begin{cases}u^{2}-\frac{16}{3} u+\frac{23}{3}, & \text { for } u<1, \\ \frac{5}{6} u^{2}-5 u+\frac{15}{2}, & \text { for } 1 \leq u<3, \\ 0, & \text { for } u \geq 3\end{cases}
$$

We can check that $E\left\{\left[(Y-u)_{+}\right]^{2}\right\} \leq E\left\{\left[(X-u)_{+}\right]^{2}\right\}, \forall u \geq 0$ (see Figure 1.6 and 1.7). In addition, since $E(X)=E(Y)=\frac{8}{3}$ we can show that $Y<_{s(2)} X$, by definition 1.9. Therefore we can conclude that the $2^{\text {nd }}$ stop-loss order can order random variables $X$ and $Y$ but the $1^{\text {st }}$ stop-loss order can not.

Next we show the maintenance properties of the $n$th stop-loss order.
Theorem 1.19. The $n$th stop-loss order is maintained under the summation of independent random variables. That is, if

$$
X_{i}<_{a l(n)} Y_{i}, \quad i=1,2, \cdots k,
$$

where $k$ is a positive integer, then

$$
\begin{equation*}
\sum_{i=1}^{k} X_{i}<s l(n) \sum_{i=1}^{k} Y_{i}, \quad n=0,1,2, \cdots \tag{1.34}
\end{equation*}
$$

It was proved in [6] that the $1^{s t}$ stop-loss order is maintained under the summation of independent random variables (see page 30 of [6], theorem 3.2.2.). Theorem 1.19 is its generalization and the method used here for proving the theorem is completely different from the method in [6].

Proof. We first prove theorem 1.19 for $k=2$.

Suppose $X_{1}$ and $X_{2}$ are independent, $Y_{1}$ and $Y_{2}$ are independent and

$$
X_{i}<_{s l(n)} Y_{i}, \quad i=1,2, n \geq 0
$$

We now use theorem 1.10 to prove (1.34). By theorem $1.10, \forall w(x) \in W_{n}$, we need only to prove

$$
E\left[w\left(X_{1}+X_{2}\right)\right] \leq E\left[w\left(Y_{1}+Y_{2}\right)\right]
$$

Let

$$
\begin{equation*}
w_{1}(x, t)=w(x+t) \tag{1.35}
\end{equation*}
$$

where $t$ is a real number. Since $w(x) \in W_{n}$, from the definition of $W_{n}$ we have

$$
\frac{d^{k}}{d x^{k}} w_{1}(x, t)=w^{(k)}(x+t) \geq 0, \quad k=1, \cdots, n+1
$$

Again by the definition of $W_{n}$, we know that for a fixed $t, w_{1}(x, t)$ is a function of $x$ and belongs to $W_{n}$. From $X_{1}<_{a l(n)} Y_{1}$, and by theorem 1.10, we can have that

$$
\begin{equation*}
\int_{0}^{\infty} w(x+t) d F_{X_{1}}(x)=E\left[w_{1}\left(X_{1}, t\right)\right] \leq E\left[w_{1}\left(Y_{1}, t\right)\right]=\int_{0}^{\infty} w(x+t) d F_{Y_{1}}(x) \tag{1.36}
\end{equation*}
$$

Further, let

$$
\begin{equation*}
w_{2}(x)=E\left[w_{1}\left(Y_{1}, x\right)\right]=\int_{0}^{\infty} w(y+x) d F_{Y_{1}}(y) \tag{1.37}
\end{equation*}
$$

Since $w^{(k)}(x) \geq 0$, we have

$$
w_{2}^{(k)}(x)=\int_{0}^{\infty} w^{(k)}(y+x) d F_{Y_{1}}(x) \geq 0, \quad k=1,2, \cdots, n+1
$$

Hence $w_{2}(x) \in W_{n}$. From this and the condition $X_{2}<_{s l(n)} Y_{2}$ we have

$$
\begin{align*}
& \int_{0}^{\infty}\left[\int_{0}^{\infty} w(y+x) d F_{Y_{1}}(y)\right] d F_{X_{2}}(x)=\int_{0}^{\infty} w_{2}(x) d F_{X_{2}}(x)=E\left[w_{2}\left(X_{2}\right)\right]  \tag{1.38}\\
& \leq E\left[w_{2}\left(Y_{2}\right)\right]=\int_{0}^{\infty}\left[\int_{0}^{\infty} w(y+x) d F_{Y_{1}}(y)\right] d F_{Y_{2}}(x)
\end{align*}
$$

Taking the integration of the both sides of (1.36) with the distribution function $d F_{X_{2}}(t)$, we have

$$
\begin{equation*}
\int_{0}^{\infty}\left[\int_{0}^{\infty} w(y+t) d F_{X_{1}}(y)\right] d F_{X_{2}}(t) \leq \int_{0}^{\infty}\left[\int_{0}^{\infty} w(y+t) d F_{Y_{1}}(y)\right] d F_{X_{2}}(t) . \tag{1.39}
\end{equation*}
$$

Combine (1.39) and (1.38) to arrive at

$$
\int_{0}^{\infty}\left[\int_{0}^{\infty} w(y+t) d F_{X_{1}}(y)\right] d F_{X_{2}}(t) \leq \int_{0}^{\infty}\left[\int_{0}^{\infty} w(y+x) d F_{Y_{1}}(y)\right] d F_{Y_{2}}(t) .
$$

This is simply $E\left[w\left(X_{1}+X_{2}\right)\right] \leq E\left[w\left(Y_{1}+Y_{2}\right)\right]$. Next by mathematical induction we can conclude that (1.34) holds.

Theorem 1.20. The $n$th stop-loss order is maintained under a compound operation. That is, suppose $X_{1}, X_{2}, \cdots, Y_{1}, Y_{2}, \cdots$, and integer valued, $N_{1}, N_{2}$ are all independent random variables. In addition, $N_{1}$ and $N_{2}$ have identical probability distributions. Let

$$
S_{1}=\sum_{i=1}^{N_{1}} X_{i}, \quad S_{2}=\sum_{i=1}^{N_{2}} Y_{i} .
$$

If

$$
X_{i}<d(n) Y_{i}, \quad i=1,2, \cdots,
$$

then

$$
\begin{equation*}
S_{1}<a l(n) S_{2} \tag{1.40}
\end{equation*}
$$

Proof. According to theorem 1.10, it is sufficient to prove that

$$
\forall w \in W_{n}, \quad E\left[w\left(S_{1}\right)\right] \leq E\left[w\left(S_{2}\right)\right] .
$$

In fact we have,

$$
\begin{aligned}
E\left[w\left(S_{1}\right)\right] & =E\left[E\left[w\left(S_{1}\right) \mid N_{1}\right]\right] \\
& =\sum_{n=0}^{\infty} E\left[w\left(S_{1}\right) \mid N_{1}=n\right] \operatorname{Pr}\left(N_{1}=n\right) \\
& =\sum_{n=0}^{\infty} E\left[w\left(X_{1}+X_{2}+\cdots+X_{n}\right) \mid N_{1}=n\right] \operatorname{Pr}\left(N_{1}=n\right) \\
& =\sum_{n=0}^{\infty} E\left[w\left(X_{1}+X_{2}+\cdots+X_{n}\right)\right] \operatorname{Pr}\left(N_{1}=n\right)
\end{aligned}
$$

The last equation holds because $X_{1}, X_{2}, \cdots, X_{n}$ and $N_{1}$ are independent. Next, using theorem 1.19 we have

$$
E\left[X_{1}+X_{2}+\cdots+X_{n}\right] \leq E\left[Y_{1}+Y_{2}+\cdots+Y_{n}\right]
$$

Notice $N_{1}$ and $N_{2}$ have identical probability distributions, so we have

$$
\begin{aligned}
E\left[w\left(S_{1}\right)\right] & \leq \sum_{n=0}^{\infty} E\left[w\left(Y_{1}+Y_{2}+\cdots+Y_{n}\right)\right] \operatorname{Pr}\left(N_{1}=n\right) \\
& =\sum_{n=0}^{\infty} E\left[w\left(Y_{1}+Y_{2}+\cdots+Y_{n}\right)\right] \operatorname{Pr}\left(N_{2}=n\right) \\
& =E\left[w\left(S_{2}\right)\right] .
\end{aligned}
$$

Theorem 1.21. The $n$th stop-loss order is maintained under a mixture operation. That is, suppose random variable $\alpha \geq 0$ has distribution function $H(\alpha)$. When $\alpha$
is given, $X_{\alpha}$ and $Y_{\alpha}$ have distribution function $F(t, \alpha)$ and $G(t, \alpha)$ respectively and satisfy $X_{\alpha}<\boldsymbol{s l ( n )} Y_{\alpha}$. Let

$$
\begin{aligned}
& F(t)=\int_{0}^{\infty} F(t, \alpha) d H(\alpha), \\
& G(t)=\int_{0}^{\infty} G(t, \alpha) d H(\alpha) .
\end{aligned}
$$

Then

$$
\begin{equation*}
F(t)<_{s(n)} G(t) . \tag{1.41}
\end{equation*}
$$

Proof. When $\alpha$ is given, the stop-loss transforms of $X_{\alpha}$ is

$$
\Pi_{X_{a}}^{(k)}(u)=\int_{u}^{\infty}(x-u)^{k} d F(x, \alpha) .
$$

Taking integration by parts, the equation above becomes

$$
\begin{equation*}
\Pi_{X_{a}}^{(k)}(u)=k \int_{u}^{\infty}(x-u)^{k-1} \bar{F}(x, \alpha) d x . \tag{1.42}
\end{equation*}
$$

From $X_{\alpha}<_{a(n)} Y_{\alpha}, \forall \alpha \geq 0$, for $\forall \alpha \geq 0$, we have

$$
\begin{align*}
& \Pi_{X_{a}}^{(k)}(0) \leq \Pi_{Y_{a}}^{(k)}(0), \quad k=1,2, \cdots, n-1  \tag{1.43}\\
& \Pi_{X_{\mathbf{a}}}^{(k)}(u) \leq \Pi_{Y_{a}}^{(k)}(u), \quad \forall u \geq 0 \tag{1.44}
\end{align*}
$$

Using expression (1.42), for $u=0$, (1.43) becomes

$$
k \int_{0}^{\infty} x^{k-1} \bar{F}(x, \alpha) d x \leq k \int_{0}^{\infty} x^{k-1} \bar{G}(x, \alpha) d x .
$$

Integrating the above formula with distribution function $H(\alpha)$, we have

$$
k \int_{0}^{\infty} \int_{0}^{\infty} x^{k-1} \bar{F}(x, \alpha) d x d H(\alpha) \leq k \int_{0}^{\infty} \int_{0}^{\infty} x^{k-1} \bar{G}(x, \alpha) d x d H(\alpha) .
$$

Exchanging the order of integration, we have

$$
\int_{0}^{\infty} k x^{k-1}\left[\int_{0}^{\infty} \bar{F}(x, \alpha) d H(\alpha)\right] d x \leq \int_{0}^{\infty} k x^{k-1}\left[\int_{0}^{\infty} \bar{G}(x, \alpha) d H(\alpha)\right] d x
$$

Note that,

$$
\int_{0}^{\infty} \bar{F}(x, \alpha) d H(\alpha)=1-\int_{0}^{\infty} F(x, \alpha) d H(\alpha)=1-F(x)=\bar{F}(x) .
$$

Similarly, we have

$$
\int_{0}^{\infty} \bar{G}(x, \alpha) d H(\alpha)=\bar{G}(x) .
$$

Then we have

$$
\int_{0}^{\infty} k x^{k-1} \bar{F}(x) d x \leq \int_{0}^{\infty} k x^{k-1} \bar{G}(x) d x
$$

That is

$$
\begin{equation*}
\Pi_{F}^{(k)}(0) \leq \Pi_{G}^{(k)}(0), \quad k=1,2, \cdots, n-1 \tag{1.45}
\end{equation*}
$$

Repeating the steps above for (1.44), we have

$$
\begin{equation*}
\Pi_{F}^{(n)}(u) \leq \Pi_{G}^{(n)}(u), \quad \forall u \geq 0 \tag{1.46}
\end{equation*}
$$

Combine (1.45) and (1.46), we have $F(t)<_{s l(n)} G(t)$.

An important special case is when $\alpha$ takes values in $\{1,2, \cdots, n\}$. Denote

$$
I_{i}= \begin{cases}1, & \text { for } \alpha=i \\ 0, & \text { for } \alpha \neq i\end{cases}
$$

and $\operatorname{Pr}(\alpha=i)=p_{i}$, where $i=1,2, \cdots, n, 0 \leq p_{i} \leq 1, \sum_{i=1}^{n} p_{i}=1$. From theorem
1.21 we know that if $X_{i}<_{s l(n)} Y_{i}, i=1, \cdots, n$, then

$$
\begin{equation*}
\sum_{i=1}^{n} p_{i} F(x, i)<_{a l(n)} \sum_{i=1}^{n} p_{i} G(x, i) \tag{1.47}
\end{equation*}
$$

where $F(x, i)$ and $G(x, i)$ are the distribution functions of $X_{i}$ and $Y_{i}$ respectively. The formula (1.47) can also be written as

$$
\begin{equation*}
\sum_{i=1}^{n} I_{i} X_{i}<s l(n) \sum_{i=1}^{n} I_{i} Y_{i} \tag{1.48}
\end{equation*}
$$

### 1.3 Generalization

Now let's generalize the concept of the $n$th stop-loss transforms (given by definition 1.1) and the concept of the $n$th stop-loss order (given by definition 1.9) to the class of general nonnegative monotonous decreasing functions on $[0, \infty$ ). ( For monotonous increasing function, assuming it has a finite limit at $\infty$, the same approach would be derived.)

Suppose function $H(x) \geq 0(0 \leq x<\infty)$ is monotonously decreasing, $H(0)>0$ and $H(x)$ is continuous from the right side. Without loss of generality, we assume $\lim _{x \rightarrow \infty} H(x)=0$ (otherwise, replace $H(x)$ by $H^{*}(x)=H(x)-H(\infty)$ ). Then $H(x)$ has similar properties as that of a survival function : nonnegative, monotonously decreasing and $\lim _{x \rightarrow \infty} H(x)=0$. There maybe only one difference between them, that is, $H(0) \leq 1$ does not hold all the time. But there is no trouble with this difference when we generalize the stop-loss transforms of survival functions to the stop-loss transforms of $H(x)$, and furthermore, generalize the stop-loss order of the family of survival functions to the family of nonnegative and monotonously decreasing functions.

Looking back at the definition 1.1, for $n \geq 1$ we have

$$
\begin{equation*}
\Pi_{\bar{F}_{X}}^{(n)}(u)=\int_{u}^{\infty}(x-u)^{n} d F_{X}(x)=-\int_{u}^{\infty}(x-u)^{n} d \bar{F}_{X}(x) \tag{1.49}
\end{equation*}
$$

In this integration, the measure introduced by $F_{X}(x)$ or by $\bar{F}_{X}(x)$ is used. Because $\bar{F}_{X}(0) \leq 1$, the measure of set $(0, \infty)$ is equal to or less than 1 . The measure of $(0, \infty)$ introduced by $H(x)$ equals to $H(0)$. This may be greater than l, but at least it is finite. We can define the stop-loss transforms of $H(x)$ similar to definition l.l. According to (1.49), replacing $\bar{F}_{X}(x)$ in (1.49) by $H(x)$, leads us to the following definition:

Definition 1.22. Suppose function $H(x) \geq 0,0 \leq x<\infty$ is monotonous decreasing, and $\lim _{x \rightarrow \infty} H(x)=0 . \forall u \geq 0$ for nonnegative integer $k$, let

$$
\begin{equation*}
\Pi_{H}^{(k)}(u)=-\int_{u}^{\infty}(x-u)^{k} d H(x) \tag{1.50}
\end{equation*}
$$

assuming the integral of the right-hand side of $(1.50)$ is finite. $\Pi_{H}^{(k)}(u)$ is called the $k$ th stop-loss transform of $H(x)$. Similar to theorem 1.6, we can prove the following theorem related to $\Pi_{H}^{(n)}(u)$.

Theorem 1.6'

$$
\Pi_{H}^{(n)}(u)=n \int_{u}^{\infty} \Pi_{H}^{(n-1)}(x) d x, \quad n=1,2, \cdots
$$

(To prove this theorem we only need to note that the function $H(x)$ is corresponding to the function $\bar{F}(x)$ in theorem 1.6.).

Now we generalize the concept of the $n$th stop-loss order to the family of nonnegative monotonous decreasing functions. Let

$$
\begin{equation*}
\Omega=\left\{H(x), x \geq 0: H(x) \geq 0 \text { monotonous decreasing and } \lim _{x \rightarrow \infty} H(x)=0\right\} \tag{1.51}
\end{equation*}
$$

Definition 1.23. Suppose $H(x), G(x) \in \Omega$. We say that $H(x)$ is less than $G(x)$ in the meaning of $k$ th stop-loss order, denoted by $H(x)<_{s l(k)} G^{\prime}(x)$, if the $k$ th stop-loss transforms of $H(x)$ and $G(x)$ exist, and

$$
\begin{gather*}
\int_{0}^{\infty} x^{i} d H(x) \geq \int_{0}^{\infty} x^{i} d G(x), \quad i=1,2, \cdots, k-1,  \tag{1.52}\\
\Pi_{H}^{(k)}(u) \leq \Pi_{G}^{(k)}(u), \quad \forall u \geq 0 \tag{1.53}
\end{gather*}
$$

(In formula (1.52) we note that the direction of the inequality is opposite to that in definition 1.9, since here both of the integrations on both sides of (1.52) are negative.) At first we look for the relationship between the stop-loss transforms of $\Pi_{X}^{(n)}(u)$ and those of $X$.

Suppose $X \geq 0, E\left(X^{n}\right)<\infty$. From (1.1) we know that $\Pi_{X}^{(n)}(u) \in \Omega$. Then from (1.50) we have

$$
\begin{equation*}
\Pi_{\Pi_{X}^{(n)}}^{(k)}(u)=-\int_{u}^{\infty}(x-u)^{k} d\left[\Pi_{X}^{(n)}(x)\right] \tag{1.54}
\end{equation*}
$$

assuming the integral at the right-hand side of (1.54) is finite. When $n=0$, we have

$$
\begin{align*}
\Pi_{\Pi_{X}^{(0)}}^{(k)}(u) & =-\int_{u}^{\infty}(x-u)^{k} d\left[\Pi_{X}^{(0)}(x)\right]=-\int_{u}^{\infty}(x-u)^{k} d \bar{F}(x) \\
& =E\left\{\left[(X-u)_{+}\right]^{k}\right\}=\Pi_{X}^{(k)}(u) \tag{1.55}
\end{align*}
$$

When $k=0$, we have

$$
\begin{equation*}
\Pi_{\Pi_{X}^{(n)}}^{(0)}(u)=-\int_{u}^{\infty} d\left[\Pi_{X}^{(n)}(x)\right]=\Pi_{X}^{(n)}(u) \tag{1.56}
\end{equation*}
$$

In general, the relationship between the transforms of $\Pi_{X}^{(n)}$ and those of $X$ are stated in the following theorem.

Theorem 1.24. Suppose $E\left(X^{n+k}\right)<\infty$, then

$$
\begin{equation*}
\Pi_{\Pi_{x}^{(n)}}^{(k)}(u)=\frac{1}{C_{n+k}^{n}} \Pi_{X}^{(n+k)}(u), \quad \forall u \geq 0 \tag{1.57}
\end{equation*}
$$

Proof. By formula (1.54) and (1.9), we have

$$
\begin{aligned}
& \Pi_{\mathrm{m}_{X}^{(n)}}^{(k)}(u) \\
= & -\int_{u}^{\infty}(x-u)^{k} d\left[\Pi_{X}^{(n)}(x)\right]=n \int_{u}^{\infty}(x-u)^{k} \Pi_{X}^{(n-1)}(x) d x \\
= & \frac{n}{k+1} \int_{u}^{\infty} \Pi_{X}^{(n-1)}(x) d\left[(x-u)^{k+1}\right] \\
= & \frac{n}{k+1}\left\{\left.\left[\Pi_{X}^{(n-1)}(x)(x-u)^{k+1}\right]\right|_{x=u} ^{\infty}-\int_{u}^{\infty}(x-u)^{k+1} d\left[\Pi_{X}^{(n-1)}(x)\right]\right\} \\
= & -\frac{n}{k+1} \int_{u}^{\infty}(x-u)^{k+1} d\left[\Pi_{X}^{(n-1)}(x)\right] \\
= & \cdots \\
= & -\frac{n!}{(k+1) \cdots(k+n)} \int_{u}^{\infty}(x-u)^{n+k} d \bar{F}_{X}(x) \\
= & \frac{1}{C_{n+k}^{n}} \Pi_{X}^{(n+k)}(u) .
\end{aligned}
$$

In the fourth equation above the following expression is used

$$
\begin{equation*}
\lim _{x \rightarrow \infty} \Pi_{X}^{(n-1)}(x)(x-u)^{k+1}=0, \quad \forall u \text { to be fixed } \tag{1.58}
\end{equation*}
$$

The formula (1.58) holds when $E\left(X^{n+k}\right)<\infty$, that is

$$
\int_{0}^{\infty} y^{n+k} d F_{X}(y)<\infty
$$

It gives us

$$
\lim _{x \rightarrow \infty} \int_{x}^{\infty} y^{n+k} d F_{X}(y)=0
$$

Hence, we have

$$
\begin{aligned}
& \lim _{x \rightarrow \infty} \Pi_{X}^{(n-1)}(x)(x-u)^{k+1} \\
\leq & \lim _{x \rightarrow \infty} x^{k+1} \int_{x}^{\infty}(y-x)^{n-1} d F_{X}(y) \\
\leq & \lim _{x \rightarrow \infty} \int_{x}^{\infty} y^{n+k} d F_{X}(y)=0
\end{aligned}
$$

Corollary 1.25. $X<a l(n+k) Y$ if and only if

$$
E\left(X^{j}\right) \leq E\left(Y^{j}\right), \quad j=1,2, \cdots, n
$$

and

$$
\begin{equation*}
\Pi_{X}^{(n)}<s l(k) \quad \Pi_{X}^{(n)} \tag{1.59}
\end{equation*}
$$

$n, k=0,1, \cdots$.
Proof. By definition 1.22 we have

$$
\Pi_{X}^{(n)}<_{s l(k)} \Pi_{Y}^{(n)}
$$

if and only if

$$
\begin{equation*}
\int_{0}^{\infty} x^{i} d\left[\Pi_{X}^{(n)}(x)\right] \geq \int_{0}^{\infty} x^{i} d\left[\Pi_{Y}^{(n)}(x)\right] \quad i=1,2, \cdots, k-1 \tag{1.60}
\end{equation*}
$$

and

$$
\begin{equation*}
\Pi_{\Pi_{x}^{(n)}}^{(k)}(u) \leq \Pi_{\Pi_{Y}^{(n)}}^{(k)}(u), \quad \forall u \geq 0 \tag{1.61}
\end{equation*}
$$

Taking $k=i, u=0$, in formula (1.57), we have

$$
\Pi_{\Pi_{X}^{(n)}}^{(i)}(0)=\frac{1}{C_{n+i}^{n}} \Pi_{X}^{(n+i)}(0)=\frac{1}{C_{n+i}^{n}} E\left(X^{n+i}\right)
$$

Similarly we have

$$
\Pi_{\Pi_{Y}^{(n)}}^{(i)}(0)=\frac{1}{C_{n+i}^{n}} \Pi_{Y}^{(n+i)}(0)=\frac{1}{C_{n+i}^{n}} E\left(Y^{n+i}\right)
$$

Therefore formula (1.60) is equivalent to

$$
E\left(X^{n+i}\right) \leq E\left(Y^{n+i}\right), \quad i=1,2, \cdots, k-1
$$

Since $E\left(X^{j}\right) \leq E\left(Y^{j}\right), \quad j=1,2, \because \because, n$, we have

$$
\begin{equation*}
E\left(X^{j}\right) \leq E\left(Y^{j}\right), \quad j=1,2, \cdots, n+k-1 . \tag{1.62}
\end{equation*}
$$

On the other hand, by theorem 1.23 we have

$$
\Pi_{\Pi_{X}^{(n)}}^{(k)}(u)=\frac{1}{C_{n+k}^{n}} \Pi_{X}^{(n+k)}(u),
$$

and

$$
\Pi_{\Pi_{Y}^{(n)}}^{(k)}(u)=\frac{1}{C_{n+k}^{n}} \Pi_{Y}^{(n+k)}(u)
$$

Formula (1.61) holds if and only if

$$
\begin{equation*}
\Pi_{X}^{(n+k)}(u) \leq \Pi_{Y}^{(n+k)}(u), \quad \forall u \geq 0 \tag{1.63}
\end{equation*}
$$

By definition, $X<_{s l(n+k)} Y$ if and only if (1.62) and (1.63) hold.

The concept of weak $n$th stop-loss order is given as follows:

Definition 1.26. Suppose $H(x), G(x) \in \Omega$. We say that $H(x)$ is less than $G(x)$ in the meaning of weak $n$th stop-loss order, denoted by $H<_{w s l(n)} G$ if

$$
\begin{equation*}
\Pi_{H}^{(n)}(u) \leq \Pi_{G}^{(n)}(u), \quad \forall u \geq 0, n=0,1, \cdots \tag{1.64}
\end{equation*}
$$

We can see that if condition (1.52) is removed in the definition of $n$th stop-loss order, then the definition of weak $n$th stop-loss order follows. The weak $0^{\text {th }}$ stop-loss order and weak $1^{s t}$ stop-loss order are no differente from the $0^{t h}$ and $1^{s t}$ stop-loss order, respectively.

Proposition 1.27. If $H<_{w l l(n)} G$, then $H<_{w s l(m)} G, \forall m>n$.

Proof. By definition, we need only from (1.64) to reason that

$$
\begin{equation*}
\Pi_{H}^{(m)}(u) \leq \Pi_{G}^{(m)}(u), \quad \forall u \geq 0 \tag{1.65}
\end{equation*}
$$

First we prove (1.65) for $m=n+1$. Using theorem 1.6 and (1.64) we have

$$
\begin{aligned}
\Pi_{H}^{(n+1)}(u) & =(n+1) \int_{u}^{\infty} \Pi_{H}^{(n)}(x) d x \\
& \leq(n+1) \int_{u}^{\infty} \Pi_{G}^{(n)}(x) d x \\
& =\Pi_{G}^{(n+1)}(u), \quad \forall u \geq 0
\end{aligned}
$$

By mathematical induction we can get proposition 1.27.

## 2 The applications of stop-loss order in ruin probability

### 2.1 Surplus processes and the distribution of deficit

We denote insurer's surplus at time $t$ by $U(t), t \geq 0$ and assume that the premium rate is a constant $c$ and paid continuously. Furthermore, we let the insurer's initial surplus be $U(0)=u \geq 0$. Let $S(t)$ denote the aggregate claims up to time $t$. Then the basic model for surplus processes is as follows:

$$
\begin{equation*}
U(t)=u+c t-S(t), \quad t \geq 0 \tag{2.1}
\end{equation*}
$$

We say the model (2.1) is basic because in this model the time value of money (the interest factor) and other factors that could influence the insurer's surplus (such as expenses, dividends, etc. ) are ignored.

The aggregate claims up to time $t, S(t)$, are determined by the number of claims that occurred in $[0, t)$ denoted by $N(t)$, and the amount of each claim. In classical risk theory, $\{N(t), t \geq 0\}$ is a homogeneous Poisson process with constant parameter d. $\{N(t), t \geq 0\}$ is called the claim number process. We now denote the amount of the $i$ th claim by $X_{i}$ and assume $X_{i}, i=1,2, \cdots$, are independent and identically distributed. This thesis is based on these assumptions. As a result, $\{S(t), t \geq 0\}$, called the aggregate claims process, can be expressed as :

$$
\begin{equation*}
S(t)=X_{1}+X_{2}+\cdots+X_{N(t)}=\sum_{i=1}^{N(t)} X_{i} \tag{2.2}
\end{equation*}
$$

From the assumptions above we know that $\{S(t), t \geq 0\}$ is a compound Poisson
process. Formula (2.1) can be rewritten as

$$
\begin{equation*}
U(t)=u+c t-\sum_{i=1}^{N(t)} X_{i}, \quad t \geq 0 . \tag{2.3}
\end{equation*}
$$

Let

$$
\begin{equation*}
T=\min \{t: t \geq 0, U(t)<0\} . \tag{2.4}
\end{equation*}
$$

If the set in (2.4) is empty, that is $U(t) \geq 0, \forall t \geq 0$, we let $T=\infty$. That is, we let $\min \emptyset=\infty$ by convention. The random variable $T$ is called ruin time and may take the value of $\infty$. Let

$$
\begin{equation*}
\psi(u)=\operatorname{Pr}(T<\infty \mid U(0)=u) . \tag{2.5}
\end{equation*}
$$

This is the probability of ruin when the initial surplus equals $u$.
Because $\{N(t), t \geq 0\}$ is a homogeneous Poisson process, and the amount of claims are i.i.d., the aggregate claims in every one unit time interval are i.i.d., and have the same distribution as that of

$$
\begin{equation*}
S(\mathrm{i})=\sum_{i=1}^{N(1)} X_{i}, \tag{2.6}
\end{equation*}
$$

where the random variable $N(1)$ has a Poisson distribution with parameter $\lambda$. As a result we have

$$
\begin{equation*}
E[S(1)]=\lambda E(X) . \tag{2.7}
\end{equation*}
$$

Suppose $c>\lambda E(X)$. That is, the premium paid in one unit time is greater than the expected value of claims in the same period. We denote

$$
\begin{equation*}
\theta=\frac{c}{\lambda E(X)}-1, \tag{2.8}
\end{equation*}
$$

and therefore

$$
\begin{equation*}
c=(1+\theta) \lambda E(X) . \tag{2.9}
\end{equation*}
$$

where $\theta$ is security loading. From $c>\lambda E(X)$ we know $\theta>0$. Taking the expectation of the both sides of (2.3) and using the properties of a compound Poisson process, we have

$$
\begin{equation*}
E[U(t)]=u+c t-\lambda t E(X)=u+\theta t \lambda E(X) \tag{2.10}
\end{equation*}
$$

By $\theta>0$ we can see that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} E[U(t)]=\infty \tag{2.11}
\end{equation*}
$$

Though (2.11) holds, ruin may occur in a finite period. We illustrate this by figure 2.1. In this figure, $T_{1}, T_{2}, \cdots$ are the times at which claims occur. $T_{4}$ is the first time when the surplus is below zero. That is, $T_{4}$ is the ruin time defined by formula (2.4). At a ruin time $T$ we always have $U(T-0) \geq 0$ and $U(T)<0$.

Now we study the surplus process in the situation of $u=0$. By moving the $t$-axis up $u$ units in figure 2.1, we get figure 2.2. In figure $2.2, T_{1}, T_{2}, \cdots$ denote the times at which claims occur. But now $T_{2}$ is the ruin time at which a deficit occurs. Let's denote $T_{1}^{*}=T_{2}$. In figure 2.2 we also see $U\left(T_{3}\right)<U\left(T_{2}\right)$. So, $T_{3}$ is the time at which a new deficit occurs. Denote $T_{2}^{*}=T_{3}$. Similarly we have $T_{3}^{*}=T_{4}$, and so on. We call $T_{i}^{*}$ the time of the $i$ th new deficit occurrence, $i=1,2, \cdots$. Denote $T_{0}^{*}=0$ and let

$$
\begin{equation*}
L_{i}=U\left(T_{i-1}^{*}\right)-U\left(T_{i}^{*}\right), \quad \text { if } T_{i}^{*}<\infty, i=1,2, \cdots \tag{2.12}
\end{equation*}
$$

Then $L_{i}$ is the difference between $\left|U\left(T_{i}^{*}\right)\right|$ and $\left|U\left(T_{i-1}^{*}\right)\right|$. We call $L_{i}$ the $i$ th deficit. We should also note that $L_{i}$ is defined only when $T_{i}^{*}<\infty$. Therefore, when we speak of the probability (or expectation) of $L_{i}$ later, we will mean the conditional probability (or expectation) under the condition of $T_{i}^{*}<\infty$.


Figure 2.1: A sample path of $U(t)$ with initial surplus $u$


Figure 2.2: A plot of $L_{i}$ with initial surplus $u=0$

From the assumption of $\{N(t), t \geq 0\}$ being a homogeneous Poisson process, we know that the length of time intervals between two claims are independent and have a common exponential distribution. In addition, by the assumption of the classical risk model, the sequence of the claim amounts are also a series of independent and identically distributed random variables. Hence, the surplus process beginning at the time when a new deficit occurs is independent of the process before this time, and has the same probability law as the process beginning at $t=0$. If we move the co-ordinate original point to $O^{\prime}\left(T_{1}^{*}, U\left(T_{1}^{*}\right)\right)$ ( see figure 2.3. The new co-ordinate axes are marked by dotted lines), and view the surplus process beginning at $T_{1}^{\mathbf{e}}$ in the new co-ordinate system(now the initial surplus is zero), then from the analysis above we know that this process is independent of the process before $T_{1}^{*}$ and that they have the same probability law. Therefore in the two co-ordinate systems, the new one and the original one, both the time at which the first deficit occurs and the amount of claim at this time are independent and identically distributed. Hence $T_{2}^{*}-T_{1}^{*}$ and $T_{1}^{*}=T_{1}^{*}-T_{0}^{*}$ are independent and identically distributed, as are $L_{1}$ and $L_{2}$. We can analyze the process beginning at $T_{2}^{2}$ in a similar fashion. We can now conclude that:

$$
\begin{equation*}
T_{n}^{z}-T_{n-1}^{z}, \quad n=1,2, \cdots, \text { i.i.d. } \tag{2.13}
\end{equation*}
$$

and

$$
\begin{equation*}
L_{1}, L_{2}, \cdots, i . i . d \tag{2.14}
\end{equation*}
$$

((2.14) means that if $T_{m}^{*}<\infty$ then $\left.L_{1}, L_{2}, \cdots, L_{m} i . i . d.\right)$, and that

$$
\begin{equation*}
\psi(0)=\operatorname{Pr}\left(T_{n}^{*}-T_{n-1}^{*}<\infty \mid U(0)=0, T_{n-1}^{*}<\infty\right) \tag{2.15}
\end{equation*}
$$



Figure 2.3: Sample paths of $U(t)$ and $U^{\prime}\left(t^{\prime}\right)$ with initial surplus $u=0\left(t^{\prime}\right.$ is measured from the time when the first deficit occurs)

We introduce another new random variable, the total number of deficits, denoted by M

$$
\begin{equation*}
M=\max \left\{n: T_{n}^{*}<\infty\right\} \tag{2.16}
\end{equation*}
$$

By the following proposition we know that random variable $M$ has a geometric distribution with parameter $\psi(0)$.

## Proposition 2.1.

$$
\begin{equation*}
\operatorname{Pr}(M=m)=[\psi(0)]^{m}[1-\psi(0)], \quad m=0,1, \cdots \tag{2.17}
\end{equation*}
$$

Proof.

$$
\begin{aligned}
& \operatorname{Pr}(M=m) \\
= & \operatorname{Pr}\left(T_{1}^{*}<\infty, T_{2}^{*}-T_{1}^{*}<\infty, \cdots, T_{m}^{*}-T_{m-1}^{*}<\infty, T_{m+1}^{*}=\infty \mid U(0)=0\right) \\
= & \prod_{k=1}^{m} \operatorname{Pr}\left(T_{k}^{*}-T_{k-1}^{*}<\infty \mid U(0)=0\right) \operatorname{Pr}\left(T_{m+1}^{*}=\infty \mid U(0)=0\right) \\
= & {[\psi(0)]^{m}[1-\psi(0)] . }
\end{aligned}
$$

The second equation above holds since $T_{n}^{*}-T_{n-1}^{*}, n=1,2, \cdots$ are i.i.d..

From the fact of (2.14) we know that to get the distributions of $L_{i}, i=1,2, \cdots$. we only need to study $L_{1}=U\left(T_{1}^{*}\right)$. Dickson, D.C.M., and Water, H.R. (1992) [2], Gerber, H.U., Goovaerts, M.J. and Kaas, R. (1987) [4], Dufresne, F. and Gerber, H.U. (1986) [3], etc. studied the distributions of $U\left(T_{1}^{*}-0\right)$ and $U\left(T_{1}^{*}\right)$. Here we quote two results from [4]. By our notations the two results can be expressed as follows:
(a).

$$
\begin{equation*}
\psi(0)=\operatorname{Pr}\left(T_{1}^{*}<\infty \mid U(0)=0\right)=\frac{1}{1+\theta} \tag{2.18}
\end{equation*}
$$

where $\theta$ is the security loading.

It should be noted that $\psi(0)$ is determined by $\theta$ only. That is, $\psi(0)$ does not depend on the claim random variable $X$ (the amount of each claim has the same probability distribution as $X$ ) and the claim number process $\{N(t), t \geq 0\}$ when $\theta$ is given.

By using formula (2.18) we can rewrite the probability distribution of $M$, (2.17), as follows:

$$
\begin{equation*}
\operatorname{Pr}(M=m)=\left(\frac{1}{1+\theta}\right)^{m} \frac{\theta}{1+\theta}, \quad m=0,1,2, \cdots . \tag{2.19}
\end{equation*}
$$

The second result from [4] is
(b). $L_{1}, L_{2}, \cdots$ are i.i.d. and independent of $M$, the common (conditional) survival function of $L_{i}$ is

$$
\begin{equation*}
\operatorname{Pr}\left(L_{1}>x \mid T_{1}^{*}<\infty\right)=\frac{1}{E(X)} \int_{x}^{\infty} \bar{F}(y) d y \tag{2.20}
\end{equation*}
$$

here $X$ is claim random variable. Denote the $n$th stop-loss transform of $L_{i}$ under the condition of $T_{i}^{*}<\infty$ by $\Pi_{L_{i}}^{(n)}\left(x \mid T_{i}^{*}<\infty\right)$, that is

$$
\Pi_{L_{i}}^{(n)}\left(x \mid T_{i}^{*}<\infty\right)=E\left\{\left[\left(L_{i}-x\right)_{+}\right]^{n} \mid T_{i}^{*}<\infty\right\}, \quad n=1,2, \cdots
$$

Since $L_{1}, L_{2}, \cdots$ are $i . i . d$. , their stop-loss transforms are the same as that of $L_{1}$. The formula (2.20) can be rewritten as

$$
\begin{equation*}
\Pi_{L_{1}}^{(0)}\left(x \mid T_{1}^{* *}<\infty\right)=\frac{1}{E(X)} \Pi_{X}^{(1)}(x) \tag{2.21}
\end{equation*}
$$

Since the deficit depends on the claim random variable, we will mark it when it is needed. For example, if the claim random variable is $X$, then we denote the $n$th deficit by $L_{n}(X)$.

Example 2.2. Denote the random variable having an exponential distribution with parameter $\mu$ by $e_{\mu}$. We say that if $T_{1}^{*}<\infty$, then $L_{1}\left(e_{\mu}\right)$ has the same distribution as
$e_{\mu}$.

Proof. By using the formula (2.20) we have

$$
\operatorname{Pr}\left(L_{1}\left(e_{\mu}\right)>x \mid T_{i}^{*}<\infty\right)=\frac{1}{E\left(e_{\mu}\right)} \int_{x}^{\infty} \bar{F}_{e_{\mu}}(y) d y=\mu \int_{x}^{\infty} e^{-\mu y} d y=e^{-\mu y}
$$

Proposition 2.3. Suppose $E(X)=\frac{1}{\mu}$. If

$$
\Pi_{X}^{(1)}(x) \leq \Pi_{e_{\mu}}^{(1)}(x), \quad \forall x \geq 0
$$

then

$$
\begin{equation*}
\frac{1}{\mu^{2}} \leq E\left(X^{2}\right) \leq \frac{2}{\mu^{2}} \tag{2.22}
\end{equation*}
$$

If

$$
\Pi_{X}^{(1)}(x) \geq \Pi_{e_{\mu}}^{(1)}(x), \quad \forall x \geq 0
$$

then

$$
\begin{equation*}
E\left(X^{2}\right) \geq \frac{2}{\mu^{2}} . \tag{2.2.3}
\end{equation*}
$$

Proof. The left-hand side of (2.22) is reduced from the inequality of

$$
E\left(X^{2}\right) \geq[E(X)]^{2}
$$

On the right side, the condition $\Pi_{X}^{(1)}(x) \leq \Pi_{e_{\mu}}^{(1)}(x), \forall x \geq 0$, implies

$$
\begin{equation*}
\Pi_{X}^{(1)}(x)=\int_{x}^{\infty} \bar{F}_{X}(u) d u \leq \Pi_{e_{\mu}}^{(1)}(x)=\int_{x}^{\infty} e^{-\mu u} d u=\frac{1}{\mu} e^{-\mu x} \tag{2.24}
\end{equation*}
$$

By taking integration of both sides from 0 to $\infty$, and using formula (1.5) we get (2.22). The proof of (2.23) is similar.

## Proposition 2.4.

$$
\begin{equation*}
E\left[L_{1}(X) \mid T_{1}^{*}<\infty\right]=\frac{E\left(X^{2}\right)}{2 E(X)} \tag{2.25}
\end{equation*}
$$

Proof. From (2.20) and (1.5) we

$$
\begin{aligned}
& E\left[L_{1}(X) \mid T_{1}^{*}<\infty\right] \\
= & \int_{0}^{\infty} P\left\{L_{1}(X)>x \mid T_{1}^{*}<\infty\right\} d x \\
= & \int_{0}^{\infty} \frac{1}{E(X)} \int_{x}^{\infty} \bar{F}_{X}(y) d y d x \\
= & \frac{1}{E(X)} \int_{0}^{\infty} \Pi_{X}^{(1)}(x) d x=\frac{E\left(X^{2}\right)}{2 E(X)} .
\end{aligned}
$$

In the last equation the formula (1.5) is used.
Corollary 2.5. Suppose $E(X)=\frac{1}{\mu}$. If

$$
\Pi_{X}^{(1)}(x) \leq \Pi_{e_{\mu}}^{(1)}(x), \quad \forall x \geq 0
$$

then

$$
\begin{equation*}
\frac{1}{2 \mu} \leq E\left[L_{1}(X) \mid T_{1}^{*}<\infty\right] \leq \frac{1}{\mu} \tag{2.26}
\end{equation*}
$$

If

$$
\Pi_{X}^{(1)}(x) \geq \Pi_{e_{\mu}}^{(1)}(x), \quad \forall x \geq 0
$$

then

$$
\begin{equation*}
E\left[L_{1}(X) \mid T_{1}^{=}<\infty\right] \geq \frac{1}{\mu} \tag{2.27}
\end{equation*}
$$

Proof. The inequality (2.26) can be achieved by (2.25) and (2.22). The inequality (2.27) can be achieved by (2.25) and (2.23).

## Proposition 2.6.

$$
\begin{equation*}
\Pi_{L_{1}}^{(n)}\left(x \mid T_{1}^{*}<\infty\right)=\frac{\Pi_{X}^{(n+1)}(x)}{(n+1) E(X)}, \quad \forall x \geq 0, n=0,1,2, \cdots \tag{2.28}
\end{equation*}
$$

Proof. When $n=0$, from (2.21) we have

$$
\Pi_{L_{i}}^{(0)}\left(x \mid T_{1}^{*}<\infty\right)=\frac{\Pi_{X}^{(1)}(x)}{E(X)}, \quad \forall x \geq 0
$$

This means that (2.28) holds. In the following we use mathematical induction to prove that (2.28) holds for an arbitrary nonnegative integer $n$.

Assume that (2.28) holds for $n=k$, that is

$$
\begin{equation*}
\Pi_{L_{1}}^{(k)}\left(x \mid T_{1}^{*}<\infty\right)=\frac{\Pi_{X}^{(k+1)}(x)}{(k+1) E(X)}, \quad \forall x \geq 0 \tag{2.29}
\end{equation*}
$$

When $n=k+1$, according to theorem 1.6 , we have

$$
\begin{equation*}
\Pi_{L_{1}}^{(k+1)}\left(x \mid T_{1}^{*}<\infty\right)=(k+1) \int_{x}^{\infty} \Pi_{L_{1}}^{(k)}\left(y \mid T_{1}^{*}<\infty\right) d y \tag{2.30}
\end{equation*}
$$

Substituting (2.29) into the right-hand side of (2.30) gives us

$$
\begin{aligned}
\Pi_{L_{\mathrm{t}}}^{(k+1)}\left(x \mid T_{1}^{*}<\infty\right) & =\frac{k+1}{(k+1) E(X)} \int_{x}^{\infty} \Pi_{X}^{(k+1)}(y) d y \\
& =\frac{\Pi_{X}^{(k+2)}(x)}{(k+2) E(X)}, \quad \forall x \geq 0
\end{aligned}
$$

For the last equation we use theorem 1.6. According to the principle of mathematical induction we conclude that (2.28) holds for an arbitrary nonnegative integer.

### 2.2 The relationship between the order in claims and the order in ruin probabilities

We will now apply the results we achieved for $u=0$ to the study of general ruin probability $\psi(u)$, where $u \geq 0$. For this $:$ arpose we need to review figure 2.1 again. For clarity, we mark $L_{1}, L_{2}, \cdots$ in figure 2.1 , then figure 2.1 becomes figure 2.4. In figure 2.4 we have $u>0, T_{1}^{*}$ is not a ruin time but rather the first time at which a loss occurs. That is,

$$
U(t) \geq u, \text { when } t<T_{1}^{*}, \text { but } U\left(T_{1}^{*}\right)<u
$$

If $0 \leq U\left(T_{1}^{*}\right)$, then $L_{1}$ is not a deficit, it is a loss defined as $L_{1}=u-U\left(T_{1}^{*}\right)$. $L_{2}, L_{3}, \cdots$ are losses that occur successively after the first loss $L_{1}$. For example, $L_{2}=U\left(T_{1}^{*}\right)-U\left(T_{2}^{*}\right)$. If $U\left(T_{2}^{*}\right) \geq 0$ then $L_{2}$ is a new loss after $L_{1}$, but ruin (and hence deficit) does not occur at this time.

Let

$$
L= \begin{cases}0, & T_{1}^{*}=\infty  \tag{2.31}\\ \sum_{i=1}^{M} L_{i}, & T_{1}^{*}<\infty\end{cases}
$$

where $M$, the total number of deficits occurring in the situation of $u=0$. M now becomes the total number of the losses that makes the surplus process reach a lower point than it has been ever before (in figure $2.4, M=3$ ). Thus $L$ is the maximal aggregate loss. We also note that

$$
\operatorname{Pr}(L=0)=\operatorname{Pr}\left(T_{1}^{*}=\infty\right)=1-\psi(0)=\frac{\theta}{1+\theta}>0 .
$$

Thus $L$ has a positive probability at zero.

## Proposition 2.7.

$$
\begin{equation*}
E(L)=\frac{E\left(X^{2}\right)}{2 \theta E(X)} \tag{2.32}
\end{equation*}
$$

Proof. Because $L_{1}, L_{2}, L_{3}, \cdots$ are i.i.d. and independent of $M$, given $T_{1}^{*}<\infty$, and when $T_{1}^{*}=\infty, L=0$, we have

$$
\begin{aligned}
E(L) & =\operatorname{Pr}\left(T_{1}^{*}<\infty\right) E\left[\sum_{i=1}^{M} L_{i} \mid T_{1}^{*}<\infty\right] \\
& =\operatorname{Pr}\left(T_{1}^{*}<\infty\right) E\left(M \mid T_{1}^{*}<\infty\right) E\left(L_{1} \mid T_{1}^{*}<\infty\right)
\end{aligned}
$$



Figure 2.4: Losses occuring in the sample path of $U(t)$ with initial surplus $u$

From (2.20), we have

$$
\begin{aligned}
E\left(L_{1} \mid T_{1}^{*}<\infty\right) & =\int_{0}^{\infty} \operatorname{Pr}\left(L_{1}>x \mid T_{1}^{*}<\infty\right) d x \\
& =\frac{1}{E(X)} \int_{0}^{\infty} \Pi_{X}^{(1)}(x) d x=\frac{E\left(X^{2}\right)}{2 E(X)} .
\end{aligned}
$$

(At the last equation (1.5) is applied). We also note that

$$
\operatorname{Pr}(M \geq 1)=\operatorname{Pr}\left(T_{1}^{*}<\infty\right)=\frac{\theta}{1+\theta}
$$

and using (2.19) we have

$$
E\left(M \mid T_{1}^{*}<\infty\right)=E(M \mid M \geq 1)=\frac{1+\theta}{\theta}
$$

Hence, we can see that

$$
E(L)=\frac{1}{1+\theta} \frac{1+\theta}{\theta} \frac{E\left(X^{2}\right)}{2 E(X)}=\frac{E\left(X^{2}\right)}{2 \theta E(X)}
$$

Corollary 2.8. Suppose $E(X)=\frac{1}{\mu}$. If

$$
\Pi_{X}^{(1)}(x) \leq \Pi_{e_{\mu}}^{(1)}(x), \quad \forall x \geq 0
$$

then

$$
\begin{equation*}
\frac{1}{2 \theta \mu} \leq E(L) \leq \frac{1}{\theta \mu} \tag{2.33}
\end{equation*}
$$

If

$$
\Pi_{X}^{(1)}(x) \geq \Pi_{e_{\mu}}^{(1)}(x), \quad \forall x \geq 0,
$$

then

$$
\begin{equation*}
E(L) \geq \frac{1}{\theta \mu} \tag{2.34}
\end{equation*}
$$

Proof. By proposition 2.7 and formula (2.22) the corollary 2.8 follows immediately.

Under the condition of $u \geq 0$, ruin occurs if and only if $L>u$. As a result we have

$$
\begin{equation*}
\psi(u)=\operatorname{Pr}\{L>u \mid U(0)=u\} \tag{2.36}
\end{equation*}
$$

where $\psi(u)$ is a function on $[0, \infty)$. From now on we will call $\psi(u)$ the ruin probability function. Ruin probability also depends on the claim random variable. We will mark it when needed. For example, if the claim random variable is $X$, then we denote the ruin probability function as $\psi_{X}(u)$.

From (2.36) we see that $\psi(u) \geq 0$, monotonous decreasing and $\lim _{u \rightarrow \infty} \psi(u)=0$. So $\psi(u)$ belongs to $\Omega$ ( $\Omega$ is defined by (1.51)). Thus we can define the $n$th stoploss order and weak $n$th stop-loss order on the family of ruin probability functions. Limiting the definitions 1.22 and 1.26 on the family of ruin probability functions and considering only the influence of the claim random variable on ruin (suppose the initial surplus and the claim number process are the same), we introduce the following two definitions:

Definition 2.9. For nonnegative integer $k$, assume $\left|\int_{0}^{\infty} x^{k} d \psi_{Y}(x)\right|<\infty$. We say that ruin probability function $\psi_{X}(u)$ is less than $\psi_{Y}(u)$ in the meaning of the $k$ th stop-loss order, denoted by $\psi_{X}<_{s l(k)} \psi_{Y}$, if (2.37) and (2.38) hold.

$$
\begin{equation*}
\int_{0}^{\infty} x^{i} d \psi_{X}(x) \geq \int_{0}^{\infty} x^{i} d \psi_{Y}(x), \quad i=0,1, \cdots, k-1 \tag{2.37}
\end{equation*}
$$

and

$$
\begin{equation*}
\Pi_{\psi_{x}}^{(k)}(u) \leq \Pi_{\psi_{Y}}^{(k)}(u), \quad \forall u \geq 0 \tag{2.38}
\end{equation*}
$$

Definition 2.10. For nonnegative integer $k$, assume $\left|\int_{0}^{\infty} x^{k} d \psi_{Y}(x)\right|<\infty$. We say that ruin probability function $\psi_{X}(u)$ is less than $\psi_{Y}(u)$ in the meaning of weak $k$ th
stop-loss order, denoted by $\psi_{X}<_{w s l(k)} \psi_{Y}$, if (2.38) holds.

At first we illustrate the meaning of introducting stop-loss order and weak stop-loss order on the family of ruin probability functions.

Proposition 2.11. Suppose $\psi_{i} \in \Omega, i=1,2$, and $\psi_{1}(0)=\psi_{2}(0)$, functions $\psi_{1}(x)$ and $\psi_{2}(x)$ intersect at finite points, denoted by $x_{1}<x_{2}<\cdots<x_{k}$. If there is an integer $n \geq 0$ such that $\psi_{X}<_{w a l(n)} \psi_{Y}$, then the following inequality holds:

$$
\begin{equation*}
\psi_{\mathbf{l}}(x)<\psi_{2}(x), \quad \forall x>x_{k} \tag{2.39}
\end{equation*}
$$

Proof. We use the method of reduction to absurdity to prove this proposition. If (2.39) does not hold, since $x_{k}$ is the largest intersection point of $\psi_{1}(x)$ and $\psi_{2}(x)$, we can say that

$$
\psi_{1}(x)>\psi_{2}(x), \quad \forall x>x_{k} .
$$

So, for $u \geq x_{k}$ we have

$$
\Pi_{\psi_{1}}^{(0)}(u)=\psi_{1}(u)>\psi_{2}(u)=\Pi_{\psi_{2}}^{(0)}(u)
$$

and

$$
\Pi_{\psi_{1}}^{(1)}(u)=\int_{u}^{\infty} \psi_{1}(x) d x>\int_{u}^{\infty} \psi_{2}(x) d x=\Pi_{\psi_{2}}^{(1)}(u)
$$

By induction and use theorem $1.6^{\prime}$ we have

$$
\Pi_{\psi_{1}}^{(n)}(u)=n \int_{u}^{\infty} \Pi_{\psi_{1}}^{(n-1)}(x) d x>n \int_{u}^{\infty} \Pi_{\psi_{2}}^{(n-1)}(x) d x=\Pi_{\psi_{2}}^{(n)}(u)
$$

This is contrary to $\psi_{X}<_{w a l(n)} \psi_{Y}$.

Applying proposition 2.11 to ruin probability functions, we can assume that the initial surplus is $u>0$ and two ruin probability functions $\psi_{1}(u)$ and $\psi_{\mathbf{2}}(u)$ satisfy
the conditions of proposition 2.11. Only if the initial surplus satisfies $u \geq x_{k}$ we have $\psi_{1}(u)<\psi_{2}(u)$.

In the following we compare the two surplus processes. Suppose there are two surplus processes defined as:

$$
\begin{equation*}
U_{1}(t)=u+c t-\sum_{i=1}^{N_{1}(t)} X_{i} \tag{2.40}
\end{equation*}
$$

and

$$
\begin{equation*}
U_{2}(t)=u+c t-\sum_{i=1}^{N_{2}(t)} X_{i} \tag{2.41}
\end{equation*}
$$

And suppose $\left\{N_{1}(t), t \geq 0\right\}$ and $\left\{N_{2}(t), t \geq 0\right\}$ are homogeneous Poisson processes with the same parameter $\lambda$. For process $U_{1}(t)$, the claims $X_{1}, X_{2}, \cdots$, are i.i.d. and distributed as $X$; for process $U_{2}(t)$, the claims $Y_{1}, Y_{2}, \cdots$, are i.i.d. and distributed as $Y$. For process $U_{i}(t), i=1,2$, denote the first time of loss occurrence, the losses, the total number of losses and the maximal aggregate loss by $T^{i=}, L_{n}^{i}(n=1,2, \ldots), M_{i}$ and $L^{i}$ respectively. We prove the following lemma first:

Lemma 2.12. Suppose two surplus processes $U_{1}(t)$ and $U_{2}(t)$ as defined by (2.40) and (2.41) satisfy $E(X)=E(Y)$. If

$$
\begin{equation*}
X<_{s l(n)} Y \tag{2.42}
\end{equation*}
$$

then

$$
\begin{equation*}
L^{1}<_{d l(n-1)} L^{2}, \quad n=1,2, \cdots . \tag{2.43}
\end{equation*}
$$

Proof. Let $\psi_{i}(u)$ be the ruin probability of $U_{i}(t)$ and $\theta_{i}$ be the security loading, $i=1,2$. Since $E(X)=E(Y)$ and the two claim number processes have the same
parameter $\lambda$, we have

$$
\begin{equation*}
\theta_{1}=\frac{c}{\lambda E(X)}-1=\frac{c}{\lambda E(Y)}-1=\theta_{2} \stackrel{\text { say }}{=} \theta . \tag{2.44}
\end{equation*}
$$

Furthermore,

$$
\begin{equation*}
\psi_{1}(0)=\frac{1}{1+\theta_{1}}=\frac{1}{1+\theta_{2}}=\psi_{2}(0) \tag{2.45}
\end{equation*}
$$

By (2.19), we know that $M_{i}(i=1,2)$ are distributed identically. By (2.31), we have

$$
\begin{aligned}
& L^{1}= \begin{cases}0, & T^{1 *}=\infty \\
\sum_{m=1}^{M_{1}} L_{m}^{1}, & T^{1 *}<\infty\end{cases} \\
& L^{2}= \begin{cases}0, & T^{2 *}=\infty \\
\sum_{m=1}^{M_{2}} L_{m}^{2}, & T^{2 *}<\infty\end{cases}
\end{aligned}
$$

Since

$$
\operatorname{Pr}\left(L^{1}=0\right)=\operatorname{Pr}\left(L^{2}=0\right)=\frac{\theta}{1+\theta}
$$

we need only to prove that under the conditions of $T^{i=}<\infty, i=1,2$,

$$
\sum_{m=1}^{M_{1}} L_{m}^{1}<_{s l(n-1)} \sum_{m=1}^{M_{2}} L_{m}^{2}
$$

By theorem 1.9, we need only to prove that $L_{m}^{1}<_{s l(n-1)} L_{m}^{2}, m=1,2, \cdots$ (under the conditions of $T^{i *}<\infty, i=1,2$; otherwise, there would be no $L_{m}^{i}$ to sum). Further, we need only to prove $L_{1}^{1}<_{s l(n-1)} L_{1}^{2}$, since $L_{m}^{i}$ has the same distribution as $L_{1}^{i}, i=1,2$. By (2.28) and (2.31) we have

$$
\begin{align*}
& \Pi_{L_{1}^{1}}^{(k)}\left(x \mid T^{1 *}<\infty\right)=\frac{\Pi_{X}^{(k+1)}(x)}{(k+1) E(X)}, \quad k=0,1,2, \cdots,  \tag{2.46}\\
& \Pi_{L_{1}^{2}}^{(k)}\left(x \mid T^{2 *}<\infty\right)=\frac{\Pi_{Y}^{(k+1)}(x)}{(k+1) E(Y)}, \quad k=0,1,2, \cdots \tag{2.47}
\end{align*}
$$

The condition $X<{ }_{\text {al(n) }} Y$ implies that

$$
\begin{equation*}
\Pi_{X}^{(k)}(0)=E\left(X^{k}\right) \leq E\left(Y^{k}\right)=\Pi_{Y}^{(k)}(0), \quad k=0,1,2, \cdots, \tag{2.48}
\end{equation*}
$$

and

$$
\begin{equation*}
\Pi_{X}^{(n)}(x) \leq \Pi_{Y}^{(n)}(x), \quad \forall x \geq 0 . \tag{2.49}
\end{equation*}
$$

By formulas (2.46)-(2.49) and $E(X)=E(Y)$ we have

$$
\begin{align*}
E\left[\left(L_{1}^{1}\right)^{k} \mid T^{1 *}<\infty\right] & =\Pi_{L_{1}^{2}}^{(k)}\left(0 \mid T^{1 *}<\infty\right)=\frac{\Pi_{X}^{(k+1)}(0)}{(k+1) E(X)} \\
& \leq \frac{\Pi_{Y}^{(k+1)}(0)}{(k+1) E(Y)}=\Pi_{L_{1}^{(k)}}^{(k)}\left(0 \mid T^{2 *}<\infty\right)  \tag{2.50}\\
& =E\left[\left(L_{1}^{2}\right)^{k} \mid T^{2 *}<\infty\right], k=0,1,2, \cdots, n-2,
\end{align*}
$$

and

$$
\begin{equation*}
\Pi_{L_{1}^{(n-1)}}^{(x)}\left(x \mid T^{1 *}<\infty\right)=\frac{\Pi_{X}^{(n)}(x)}{n E(X)} \leq \frac{\Pi_{Y}^{(n)}(x)}{n E(Y)}=\Pi_{L_{i}^{2}}^{(n-1)}\left(x \mid T^{2 *}<\infty\right) . \tag{2.51}
\end{equation*}
$$

Formulas (2.50) and (2.51) imply that $L_{m}^{1}<s(n-1) L_{m}^{2}$.
Theorem 2.13. Suppose $E(X)=E(Y)$. If

$$
\begin{equation*}
X<_{s(n)} Y, \tag{2.52}
\end{equation*}
$$

then

$$
\begin{equation*}
\psi_{1}(u)<s l(n-1) \psi_{2}(u), \tag{2.53}
\end{equation*}
$$

here $\psi_{i}(u)$ is the ruin probability function of $U_{i}(t), i=1,2$.
Proof. Notice that

$$
\psi_{i}(u)=\operatorname{Pr}\left(L^{i}>u\right),
$$

our conclusion can be arrived at immediately.

In [6] (pages 65-66) it is said that $X<a(1) Y$ implies $\psi_{1}(u) \leq \psi_{2}(u), \forall u \geq 0$, but $X \ll_{s l(2)} Y$ does not imply $\psi_{1}(u) \leq \psi_{2}(u), \forall u \geq 0$. From theorem 2.13 we see that $X<_{s l(2)} Y$ does imply $\psi_{1}(u)<_{s l(1)} \psi_{2}(u)$. Therefore theorem 2.13 generalized the result of [6].

### 2.3 Further remark

Ruin probability is an important topic in risk theory. Various transformations of a random variable (or equivalently its distribution function and survival function) and the theory of partial order are interesting and useful in many fields.

This thesis began by introducing the concept of the $n$th stop-loss transforms of nonnegative monotonous decrease function, and examined extensively their properties. As a result, the relationship between a claim random variable and ruin probability was established. The relationship between the $n$th stop-loss order and other kinds of order that appeared in economics, queuing theory and reliability theory was not discussed. These topics as well as the introducing of new transforms and their orders are worth further examination.
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