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Abstract
With the fäst growth of wireless sensor technology, the idea of using Wireless Sen-

sor Networks (WSNs) in more critical applications of real life is becoming popular.

WSNs are restricted in energy, memory and bandrvidth rvhich rnakes them particu-

larlv vulnerable against intrusions. Security is important and needs to be considered

f'or any WSN. The standard specification of IEEE 802.15.4, as one technology of such

networks, introduces many constraints u'hich makes the application of security even

harder. In addition, WSNs are vulnerable to an intruder's ma,licious attacks because

of their characteristics and the nature of applications they are used for. In this the-

sis, I describe a secure data exchange protocol including a key exchange mechanism

basecl on the Zig}ee specification and built on top of IEEE 802.15.4 link layer. All

nodes will apply power management technique based on the constant event sensing

reliability required by the coordinator. Pou'er managerrent generates random sleep

times by every node rvhich on average fairly distributes the sensing load among the

nodes. Key exchange is initiated by cluster coordinator afTer some given number of

sensing packets have been received by the coordinator. On the other hand cheap

devices and accessibility of these sensors, encourage adversaries to ìaunch physical



Abstract

attacks. This can be done by compromising a node inside the netu'ork or introducing

an extra malicious node to the netrvork. i have simulated key exchange and power

rrarlagement technique into an IEEE 802.15.4 cìuster's reliable sensing function. I

evaÌuate the impact of security function and its periodicity on cluster perfbrmance.

I have aiso simulated attacks in rvliich sensor nodes are compromised and could be

accessed by intruders to maliciously f'ool the netu'ork. I have proposed and simulated

intrusion detection mechanisms utilized to detect such attacks. The results show high

completeness of detection and suggest parameter selection values to keep high level

of perf'ormance.
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Chapter 1

Introductiorl

Wireless Sensor Networks (WSNs), are becoming increasingly popular with many

potential applications including general engineering, health, military, environment

science, etc. They consist of large number of tiny sensor nodes with limited en-

ergy, memory, bandwidth, and processing power. Sensor nodes can be randomly

deployed in inhospitable places. A WSN is self-organized with collaboration between

nodes. Base station, rvhich is usually a powerful computer with more computational

resources, energy, and storage, is present and receives aggregated data from the sen-

SOIS.

Low Rate Wireless Personal Area Networks (LR-WPAN) [3] are enabling tech-

nologies for WSN. IEEE 802.75.4 LR-WPANs lvere introduced to satisfy the need

for a Ìow cost, low power and short-range networks. WPANs might be involved in

critical applications, such as health care, home security systems, and environmental

monitoring (e.g. presence of bacteria in water/soil). In these applications, WPANs

are of interest to adversaries. The nature of these networks (i.e. wireless communica-
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tion, limited resources and physically accessible) rnakes them very vulnerable to an

intruder's malicious attacks. WPANs are often unattended but physically reachable

from the outside rvorld and are comprised of cheap small devices. Theref'ore, they

must be secured to prevent an intruder from obstructing the delivery of correct sensor

data and from forging sensor data.

The 802.15.4 network specification 13] outlines some basic security services at the

data link layer that can be combined rvith advanced techniques at the upper layers to

implement a comprehensive security solution. For example, the recent ZigBee spec-

ification 16l implements a number of protocols, including security-related ones, that

can be deployed in an IEEE 802.75.4 network. Given that the IEEE 802.15.4 devices

are typically severely constrained in terms of their communication and computational

resources? the implementation of such solutions is likely to impose a significant perfor-

mance overhead. Currently, not many wireless sensor network overhead statistics are

available when security is employed in such networks. Sensor network application de-

velopers and network administrators always need these overhead statistics in choosing

the security option that best suites the security f'or a particular threat environment.

For evaluating these security overheads on wireless sensor networks, we will simulate

IEEE 802.I5.4 media access control layer and secure data exchange once the devices

exchange link keys rvith the PAN coordinator. We will measure communication costs

that are incurred after employing these security fèatures under different inputs to

u'ireless sensor netrvorl< model.

Reliable sensing requires guaranteed data integrity and in some cases data con-

fidentiality. This means that each node must possess at least one secret symmetric
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key by which it can provide Packet Authentication Code and (optionally) encr5,pt the

data. This opens arena f'or key-compromise attacks where attacker tries to compute

the key in order to listen or modify the data. Periodic key update can be used as

good preventive methods against key-compromise attacks-

Key update provides a,n automated mechanism for restricting the amount of data

which rnay be exposed rvhen a link key is compromised. llhe key update frequency

depends on the key update overheads and threat environrnent under which a netu'ork

is working. Hence controlling the iifêtime of keys and determination of how the

key update occurs is a technical challenge. In [40] authors reported the activity

management and network behavior rvithout considering any security parameters. In

this thesis, I develop a simulation model for the ciuster behavior including periodic key

exchange (with a variable update threshold), power ma.nâgement and sensing data

application. For activity management, nodes in the cluster apply sleep technique

in order to deliver only the required number of packets per second (which we will

call event sensing reliabilit5') to the coordinator. We obtained simulation resuits to

evaluate the overhead of key exchange in terms of medium behavior, total number of

delivered packets, nodes' utilization and its effect on node's lif'etime.

The frequency of updating keys between nodes and the PAN Coordinator is recip-

rocally related to the power consumption of the nodes [28]. The tradeoff betu'een

efficiency and accuracy can keep doors open for an intruder's attack. Applying in-

trusion prevention techniques, such as encryption and authentication can protect

WPANs from some types of attacks. However, they can not eliminate all attacks and

there are some attacks for which there are no known prevention methods. Moreover,
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there is no guarantee that the preventive security methods rvill be able to completely

block the intruders. As a result, it is necessary to have some intrusion detection

mechanism in place.

Amongst various threats to WPANs and to a IEEE 802.i5.4 netu'ork in partic-

ular, the attacks rvhich are developed as a result of node compromise have certain

importance. Although having tamper-proof hardware for sensor nodes is possible,

it is expensive and therefore usually the nodes' hardrvare is vulnerable to physical

attacks and an adversary could capture sensor nodes within such a network and get

access to the IDs and keys by reading the memory. These attacks usually target crit-

ical functions and mechanism exploited in the network and can cause a lot of damage

if not detected. Therefore it is important to develop detection mechanisms to detect

and fight back against these kinds of attacks.

In this thesis, I have simulated and evaluated security and intrusion detection in

an IEEE 802.75.4 network. I have simulated key exchange and power management

teclrnique into an IEEE 802.75.4 cluster's reliable sensing function. I evaluate the

impact of security function and its periodicit5' on cluster perf'ormance. I have min-

imized the energy consumption by incorporating an energy management technique

in my sirnulation. I have also simulated attacks in which sensor nodes are compro-

mised and could be accessed by intruders to maliciously fool the network. I have

proposed and simulated intrusion detection mechanisms that can be used to detect

such attacks. The results show high completeness of detection and suggest parameter

selection values to keep high level of performance.

In the remainder of this thesis, I will give a background overview of wireless
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sensor netrvorks and IEEE 802.1ÃA networks in particular in Sections 2.I and 2.2

of Chapter 2. The background information and related work regarding security of

rvireless sensor networks and IEEE 802.75.4 is presented in details in Sections 2.3

and 2.4. Section 2.5.1 and Section 2.5.2 include some basic information and current

research about intrusion detection in wireless sensor networks as parts Chapter 2.

Chapter 3 contains the detailed discussion on security measures considered in m1,

simulation model of the IEEE 802.15.4 cluster. Por¡'er management is also considered

s'hile security is provided and is described in Section 3.6. In Sectìon 3.7, I provide

some information about rvhy interconnection of clusters in IEEE 802.15.4 is necessary.

Chapter 4 is dedicated to description and related work of different attacks I have

chosen to simulate in my model together with their detection algorithms. Later in

Chapter 5, I will talk about the details, assumptions, and settings of every scenario

in my simulation environment. This chapter also includes the results obtain from

the experiments fbllowed by evaluation and analysis of the findings. Fìnally, I rvill

provide a summary as the conclusion of my thesis in Chapter 6 and suggest potential

future work.



Chapter 2

Background and Related Work

2.L Wireless Sensor Networks at a Glance

Sensor nodes are autonomous devices lvith limited power, computational resources,

and memory. WSNs are used for monitoring various physical phenomena over some-

times large and geographically distributed areas. Applications of WSNs range from

general engineering to health care [5]. For example, they can be used f'or automotive

driving, sensing and maintenance in industrial plants. Agriculture and environment

sciences can also benefit fïom utilizing WSNs.

Many factors need to be considered for WSNs' architecture- There is a large

amount of cross-layer interconnection in protocol la5,s¡. of sensor netrvorks. For ex-

ample, povier management, rvhich is one of the important functions to be considered

in a WSN, naturally belongs to the application layer that "knows" which event sensing

reliability (i.e. sensing throughput) is required per cluster. However, power consump-

tion in each cluster depends on routing decisions and number of packet collisions.
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Secure Location

Secure Routing

Power Management

Key Management

Authentication

Encryption

Access Control

Frequency Hopping

Elgher
Blocks

Lower
Elock¡

Figure 2.1: The anatomy of security in wireless sensor net.n¡orks.

Theref'ore, all three layers must cooperate to determine the sleep period per node

rvhich will result in the required event sensing reliability. This leads us to consider a

cross-layer architecture f'or wireless sensor netrvorks (Figure 2.1(A)).

A unique feature of sensor networks is the cooperative efl'ort of sensor nodes.

Besides sensing, sensor nodes use their on-board processor to do simpie cornputations

locally and then transmit only ¿¡u required and partially processed data. Therefore,

one of the design issues of WSNs is routing. Sensor nodes have different traffic

patterns compared to traditional networks and they involve data aggregation and

diff'erent addressing. The important components of sensor net$¡ork protocols are

power management, location management and routing which should be designed by

considering the previous trvo components.

(c)(A)(B)
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2.2 A Quick Overview of IEEE 802.L5.4 Networks

as a Technology for Sensor Networks

As mentioned by the IEEE 802.75.4 standard [3], some of the goals in creating

LR-WPANs are reliable data transfer, short-range operation, extremely lorv cost, and

a reasonable battery lif'e, while rnaintaining a simpie and flexible protocol. It has

been shown that the effective bandu'idth to the application in an IEEE 802.15.4

network is less than 20 percent of the raw bandwidth due to the communication

overhead [40]. The two topology options f'or the network are the peer-to-peer and

the star topologies. The former applies to a network in which the nodes can directly

communicate with one another and in the latter topology, nodes communicate via a

single central controller called the Personal Area Network (PAN) coordinator. After

deciding on a PAN identifìer, the PAN coordinator may decide whether a device can

join the PAN. In peer-to-peer topology, all the devices have the same initial energy,

computational resources and link capacity, rvhile in star topology, it is possible for the

PAN coordinator to have higher energy and computational resources. As discussed

earlier, sensor nodes may be deployed in hard to access areas where changing the

batteries of sensor nodes is difficult and in some cases (e.g. sensor networks covering

large geographic areas) impossible. Theref'ore, when in the peer-to-peer netrvorks the

sensors closer to the base station die [36], the whole network becomes unavailable.

The choice of topology is a tradeoff betu'een the node simplicity and homogeneity

versus the duration of the netrvork lifetime. It has been shorvn in [58] that networks,

in which nodes with a lot of packet relaying have higher power resources than ordinary
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o | 1 | 2 r 3 r 4 r 5 | 6 ¡ 7 r 8 r 9 r10t11t12 r13¡14i.15

Beacon contention-access period contention-free Beacon
-><_-> <- ICAP) : oeriod ICFP)

Figure 2.2: The superframe structure.

nodes, can achieve longer lifetimes. This motivates us toward the use of sta,r topoìogy,

with the PAN coordinator having higher power resources-

When choosing the star topology, beacon-enabled comrnunications are considered.

In this form of communication, devices first listen for the network beacon. When the

beacon is f'ound, the device synchronizes to the superframe structure. Superframe in

IEEB 802.15.4 is ref'erred to cycles of time durations bounded by network beacons

and includes a beacon fiame, a contention access period, a contention fiee period, and

an inactive portion (Figure 2.2). At the appropriate point, the device transmits its

data packet, using a channel access mechanism namely slotted Carrier Sense Multiple

Access with a Collision Avoidance (CSMA-CA) [3], to the coordinator(uplink). The

coordinator sends an acknowledgment frame afTer it receives the data successfulìy.

When the PAN coordinator has something to send to a device (dorvnlink), it

inf'orms the device by including in the network beacon that a data, message is pend-

ing. The device periodically listens Lo network beacon and, if a message is pending,

transmits a request frame to the coordinator usìng slotted CSN4A-CA. The coordi-

nator acknorvledges the successful reception of the data request by transmitting an
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acknou'ledgment fïame. The pending data fïame is tiren sent to the destination de-

vice. The device acknorvledges the successful reception of the data by transmitting

an acknorvledgment fiame.

2.3 Security in Wireless Sensor Networks

The security architecture of WSNs is dif{'erent fiom other kinds of networks due to

their special characteristics [20]. First, u'e have to make sensor netu'orks technically

and economically viable as sensor devices are limited in their energy, computation,

and communication capabilities. Second, unlike traditional networks, sensors are of-

ten deployed in accessible areas, presenting the added risk of physical attack. Third,

sensor networks interact closely with their physicaÌ environments and with people,

posing new security problems. Consequently, existing security mechanisms are inad-

equate, and new ideas are needed [45].

The security of a network is determined by the security over all layers. For ex-

ample, confidentiality, integrity, and availability typically address security of the link

layer. Ref'erring to Figure 2.1, u'e note that securing the link layer provides a certain

level of security to the layers above; however, it does not address security problems

in the physical layer belorv, rnost notably jarnming. In general, an insecure physical

layer may practically render the entire netrvork insecure, even if the layers above are

secure. This is especially true in the sensor netrvork environment since basic wireless

communication is inherently not secure. In the rest of this section, i will discuss

some security considerations for WSNs f'ollowed by security consideration f'or iEEE

802.I5.4 networks.
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2.3.1 Security View through Basic Security Blocks

Service integrity is an important security requirement. Above the netrvorking

layer, the sensor network usually implements several application-level services. Im-

portant components of integrity are data authenticity and origin authenticity. Using

origin authenticity rn'e make sure that messages sent from an una,uthorized sender will

be discarded and using message authenticity, if an adversary modifies a message from

an authorized sender while the message is in transit, the receiver should be able to

detect this tampering. Authentication is necessary to enable sensor nodes to detect

maliciously injected or spoof'ed packets. Almost all applications require data authen-

tication. In military and safety-critical applications and even in civilian applications

such as office or home applications, where we expect a relatively secure environment,

the adversary may inject faÌse data or malicious routing information. Although au-

thentication tries to prevent outsiders from injecting or spoofing packets, it does not

solve the problem of compromised nodes. Since a compromised node has the secret

keys of a legitimate node, it can authenticate itself to the network. Howevel, we

may be able to use intrusion detection techniques to find the compromised nodes and

revoke their cryptographic keys network-rvide.

Providing availability requires that the sensor netrvork be functional throughout

its lifetime. Denial of Service (DoS) attacks result in loss of availability. In prac-

tice, loss of availability may have serious impacts. For example in a manufacturing

monitoring application, loss of availability may cause failure to detect a potential

accident and result in financial loss; in a battlefield surveillance application, loss of

availability may open a back door for enemy invasion. When considering availability

11
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in sensor netrvorks, it is important to achieve graceful degradation in the presence of

node compromise or benign node failures.

Ensuring the secrecy, also knou'n as confidentiality of sensed data, is important

for protecting data from eavesdroppers. We can use standard encryption fïnctions

and a shared secret key betrveen the communicating parties to achieve secrecy. Hou'-

ever, encryption itself is not sufficient for protecting the privacy of data, as an eaves-

dropper can perf'orm traffic analysis on the overheard ciphertext, and this can release

sensitive infbrmation about the data. In addition to encryption, privacy of sensed

data also needs to be enfbrced through access control policies at the base station to

prevent misuse of information.

2.3.2 Security View through Secure Blocks of Protocol Layer

To provide security services discussed above, WSNs utilize several security mech-

anisms. The "higher blocks" in Figure 2.1(B) use the functionalities presented by the

"lorver blocks". We can say that the two block sections are orthogonall), related. ^9e-

cure Locat'ion, which is a mechanism applied through application and network layers

of protocol stack, will need to have authentication, encryption and access control to

provide a secure location service on top of other services. Location service provides

geographical location of the node which accompanies report of data. It is necessary

to provide integrity of this service as well. The same goes f'or Secure Routi,ng and

Secure Power Managemenú. Secure routing requires services fiom lower blocks such

as authentication and access control since the integrity of routing request/reply and

neighborhood information must be protected. Power management service guarantees
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required event sensing reliability and network lifetime. Integrity of this service is

important.

2.3.3 Security View through Possible Attacks on Security

Blocks

As shown in Figure 2.1(B) different securit¡' mechanisms are applied to ensure

security over all protocol layers in WSNs. Attacks in each layer are possible and

can be categorized as insider and outsider attacks. In an outsider attack, the attack

node is not an authorized participant of the sensor network. As the sensor network

cornmunicates over a wireless channel, a passive attacker can easily eavesdrop on

the networks radio frequency range to steal private or sensitive information. The

adversary can also alter or spoof packets to attack the authenticity of communication

or inject interf'ering u'ireiess signals to jam the network. Another form of outsider

attack is to disable sensor nodes. An attacker can inject useless packets to drain the

receivers battery, or he can capture and physically destroy nodes. A fäiled node is

similar to a disabled node.

Unlike outsider attacks, insider attacks are perfbrmed by compromised nodes in

the WSN. With node compromise, an adversary can perform an insicler attack. In.

contrast to a disabled node, a compromised node seeks to disrupt or paralyze the

netrn'ork. A compromised node may be a subverted sensor node or a more powerful

device, like a laptop, with more computational power, memory, and powerful radio.

It may be running some malicious code and seek to steal secrets from the sensor

network or disrupt its normal functions. It may have a radio compatible with sensor

13
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nodes such that it can communicate rvith the sensor netu'ork.

The fblÌou'ing describes the possible attacks that can happen in each layer and

the countermeasures that can be taken to avoid the attacks (Figrrre 2.1):

c Sinkh.ole Attack: The malicious node tries to get all the trarrsmitted traffic from

a particular area. This attack can result in denial of service (DoS) attack. A

DoS attack is any event that diminishes or elirninates a networks capability to

perforrn its expected functions.

o Blackhole and Graghole Attacks: These tu'o attacks target the data traffic. in a

Blackhole attack, which results lrom Selectiue Forwardi,ng; the malicious node

drops all the data packets rvhich it receives fiom other nodes. Similarly in

a Grayhole attack the malicious node selectively drops the data packets and

therefore a Grayhole attack can be harder to notice. In both attacks the data

pa,ckets can be further analyzed to obtain critical inf'ormation.

o Wormhole Attack: A compromised node captures packets from one location

in the netu'ork, and "tunnels" them to another malicious node at a distant

location. This attack is a particularly severe control attack on the routing

function of rvireless sensor networks and usually happens with the sinkhole.

Wormhole and sinkhole attacks can be hard to detect [27].

o Sybi,l Attack: The adversary presents multiple identities to other nodes in the

network. if other nodes are fooled, the data flow rvill be transmitted through

the adversary and the control of substantial fiactions of the netrvork system

rvill be at risk l 2]. Sinkhole, Blackhole/Grayhole, \4/ormhole and Sybil attacks



Clrapter 2: Background, and, Related, Work

are enforced on application and network layers. In addition to encryption and

authentication, secure location and routing countermeasures can be used to

avoid these kinds of attacks.

Colli,si,on Attack: When there is a packet being transmitted on a channel, adver-

saries can easily conduct attacks through sending out some packets to disrupt

the ongoing transmission.

Battery Erhaustzon Attack: Adversaries can attempt to retransmit control pack-

ets to normal nodes repeatedly, forcing receivers to acknowledge them. These

kinds of abnormal retransmissions could result in the exhaustion of battery

resources of the receivers.

Sleep Attack: When a node sleeps (i.e. becomes inactive) fbr less than it is

needed for "required event sensing reliability", it may bias the sensing results.

Additionally if a node sleeps more than required, the measurements will not be

accurate [46]. Collision, Exhaustion and Sleep Attacks are enforced at the link

layer and can be avoided using access control, encr5rption, authentication and

secure power management.

Jarnming attack: The most common type of attack in the physical layer is jam-

ming. The malicious node in this case will prevent or interfère wìth the signals

sent and received by the nodes within a WSN. The countermeasure for this iype

of attack is by fïequency hopping where nodes change their communication fre-

quency in a predetermined sequence and the attacker will not be able to figure

out this pattern [13].

15
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2.4 Security Considerations

works

IEEE 802 .L5.4 Net-

As described in Section 2.3, security services need to be considered in any wireless

sensor netrvorks. The security protocol in IEEE 802.15.4 netv'ork, provides authenti-

cation, confidentiality, integrity, and freshness checks to avoid replay attacks.

To achieve authentication, any device can maintain an Access Control List (ACL)

rvhich is a list of trusted nodes fïom which the device rvishes to receive data. Data

encryption is done by encryption of Message Authentication Control (MAC) fïame

payioad using the key shared between two devices (aka peers), or among a group of

peers. If the key is to be shared between two peers, it is stored with each entry in the

ACL list; otherwise, the key is stored as the default key. Thus, the device can make

sure that its data can not be read by devices that do not possess the corresponding

key. However, device addresses are always transmitted unencrS,pted, which makes

attacks that rely on device identity somewhat easier to launch- Integrity service

is applied by appending a Message Integrity Code (MIC) generated from blocks of

encrypted message text. This ensures that a frame can not be modified by a receiver

device that does not share a key with the sender. Finally, sequential freshness uses

a frame counter and key sequence counter to ensure the freshness of the incoming

frame and guard against replay attacks.

An application implerrented using IEEE 802.15.4 has a choice of different secu-

rity suites that control the type of security protection by setting appropriate control

parameters in the link layer security suite stack. These security suites provide a

ln
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range of security options starting from no security to providing encryption and au-

thentication alone and also both together on the communicating traffìc. In an IEEB

802.15.4 netu'ork, if privacy of data is the only desired requirement, it is achieved

by employing Adva,nced Encryption Standard (AES) in CounTeR (CTR) mode of

operation . In CTR rnode, counters are encrypted using a block cipher. The output

sequence of blocks are then XORed with the plain text to produce the cipher text. If

only authentication is desired, it is achieved by employing a Cipher Block Chaining

Message Authentication Code (CBC-MAC) mode of authentication. The CBC-MAC

mode uses a block cipher with a key K to encrypt input vectors of the block size to

output vectors of the block size. In applications where both encryption and authen-

tication are desired, IEEE 802.75.4 networks rvill employ counter with CBC-N4AC

(CCi\4) [57] mode of operation of AES with optional block sizes of 32, 64 and 128

bits. CCM mode combines the CTR mode of encryption with the CBC-MAC mode

of autlrentication. In IEEB 802.15.4 networks, CCM mode uses counter mode by first

applying integrity protection both on the message header and data payload and then

encrypting the data payload and MAC using AES. The receiver gets the packet and

applies decryption using parameters based on the sender's address fiom its ACL. The

insight of combining both methods of encryption and authentication is that the same

encryption key can be used for both, provided that the counter values used in the

encryption do not collide rvith the input vectors used in authentication.

A cryptographic MAC is used to authenticate messages- Wirile longer l\4ACs lead

to improved resiliency of the code [9], they also make packet size larger and thus take

up bandwidth in the network. Applications that require continuous data florv rvill be

I7
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afl'ected more than those that are event-driven, but in either case arr optimum balance

between security requirements and netrvork throughput must be found.

2.4.L Attacks on IEEE 802.75.4 Networks

Trvo very important applications of IEEE 802.15.4 networks are in health care

and agriculture. Even with security prevention techniques, some attacks are still

possible and they can be critical in some cases. For instance, the application of

wireless sensor networks in health care involves patient's security and potentiaily

his/her lif'e. Ignoring little mistakes may result in tragic situations so applying tough

security considerations becomes a serious affair. Analyzing attacks in detail will help

to create a desired security and intrusion detection mechanism which fits the needs

of this kind of networks.

We can classify the threats to an IEEE 802.15.4 network into attacks on ordinary

nodes and attacks on the PAN coordinator.

Attacks on nodes: Since a node's hardware is not tamper-proof, it is possible

to read the ID and master secret from its ROM and wait for the time when PAN

coordinator initiates a new link kev update.

Even with small number of corrupted nodes it is possible to attack the fair band-

rvidth allocation in a WSN due to CSN4A-CA type of access. Malicious node(s) can

try to access the medium more fiequently rvhich will increase the access delay and

packet loss for other nodes. This attack can be prevented if the PAN coordinator

keeps the track of the number of packets received from each node during some time

period and avoid receiving nore packets when the number of received packets exceeds
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a specified threshold.

Another case is when a node applies some po\ver saving technique and sleeps f'or

random periods of time [41]. Such techniques are applied to extend the lifetime of

the netr¡'ork while achieving constant sensing reliabiìity. In that case an attacker can

appear as a legitimate node u'hich has woken up rvhile the real node is sleeping. To

deal u'ith this attack, the PAN coordinator has to keep track of the âverage of the

sleep periods and isolate the node which u'akes up more often than the others.

Attacks on the PAN coordinator: Attacks on the PAN coordinator can be much

more harmful than attacks on ordinary nodes since the PAN coordinator receives and

forwards data packets and in overall has the control over security and management

of the PAN. Some attack scenarios can be described as follows:

1. An adversary may read the contents of the beacon frame as well as the contents

of all data fiames if they are not encrypted. Flom the sequence of beacon frames,

an adversary may learn node IDs and requested event sensing reliability. It can

also learn the period of key exchange. One way of dealing with this problem is

to encrypt the data in the beacon with the group key which rvill prevent passive

listening.

2. If the PAN coordinator's hardrvare is not tamper fiee, then it can be temporarily

stolen and master secrets for the nodes can be read-

3. The location of the PAN coordinator has to be securely reported to the central

database. The location of the PAN coordinator can be determined u'ith the

collaboration of surrounding PAN coordinators which have Global Positioning

i9



20 Chapter 2: Backqround, and Related Work

System (GPS) receivers or by using the node's orvn GPS- The first approach

is similar to the location discovery algorithms [33] rvhere the PAN coordinator

does not have GPS but it can hear beacon frames from other PAN coordinators

u'ith GPSs and determine its relative location with respect to its neighbors

based on the power of the received signals. This approach can be attacked

by an adversary which has higher pou'ered transmitter. As a resuit, the PAN

coordinator u'ill report rneasurements from the rvrong location which rvill not

be accepted by the central database. Recent rvork [34, 32] attempts to detect

malicious nodes using location detection algorithms, but there is an issue of how

harmful this attack can be if it is not detected. If the PAN coordinator has its

own GPS but it does not participate in localization algorithms, it is possible

that adversary attacks the PAN coordinator and forges location and data.

It is possible that two corrupted distant PAN coordinators establish a chan-

nel (due to the issue of physical security we assume that this rvill be wireless

channel aìso). Then, one PAN coordinator can fbrward the data to the other

rvhich can report them as rreasurements. This is similar to a rvormhole attack

rvhich rvas first introduced as an attack on routing algorithms [21,26]. Since

no other PAN coordinators are affected it is very dif{ìcult to detect this attack

using collaborative algorithms among PAN coordinators. Instead, it is neces-

sary to check the activities on the u'ireless channels rvhich are not in use by the

neighboring PAN coordinators.

4.
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2.5 fntrusion Detection

Since network-based computer systems are used in various facets of our lives,

they have become the targets of intruders. An adversary's malicious attack may

violate integrity, avaiiability and confidentiality of an information system or its data.

Intrusion prevention techniques, such as encryption and authentication (e.g., using

passu'ords and biometrics) which are the first line of defense, are usually not sufficient

because of the scale and complexity of network systerns [20]. Further, preventing

attacks fiom insider nodes in a \A¡SN is very difficult. Theref'ore, intrusion detection

mechanisms are necessary to detect malicious nodes. Intrusion detection and response

provide a second line of defense. Given that nerv vulnerabilities will be discovered and

the fact that our adversaries rvill continue to invent new attack methods, especially

for a relatively new technology such as WSNs, i¡'e have to use effective detection

approaches 122].

2.5J Intrusion Detection Techniques

An lntrusion Detection System (IDS) may be classified based on the detection

technique used [10]:

¡ Misuse or Signature-Based: A potential intrusion is reported if a sequence

of events within a system ma,tches a set of known securìty policy violations.

To detect an intrusion by lViisuse a knou'ledge of potential vulnerabilities of

the system should be available. The intrusion detection system then appiies

this rule set to the sequences of data to determine a possible intrusion. This
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technique may exhibit low false positivesl, but does not perform well at detect-

ing previously unknown attacks. Subhadrabandhu et al. [54] present a robust

intrusion detection system using misuse detection technique- Anjum et al. [B]

deal rvith the ability of various routing protocols to facilitate intrusion detection

techniques rvhen the attack signatures are completely knourn in the netrvork.

Anomaly: A set of expected values are used to compare with the system's be-

havior. If the computed statistics do not match the expected values, an anomaly

is reported. Anomaly-based detection defines a profile of normal behavior and

classifìes any deviation of that profile as an intrusion. The normal profile is

updated as the system learns the system's behavior. Thi^s technique rnay de-

tect previously unknown attacks but may exhibit high false positives. Zhang

et al. [62], present an anomaly detection model. They use trace da,ta rvhich

describes the normal updates of network routing information since the main

concern is that false routing will be used by other nodes. T'he generated trace

data y'ill then bear evidence of normality or anomaly. High false positive rates

are reported based on their simulation results.

Anomaly detection may be used to detect attacks against a netrvork daemon or

a SetUID program by building a normal profile of the system calls made during

program execution. If the process execution deviates significantly fïom the

established profile, an intrusion is assumed. Okazaki et al- [43] have proposed

a lightrveight approach using profiles consisting of the type of system call and

its frequency of occurrence, in which speech recognition methods are used to

ÌA faÌse positive is when an event is mistakenly marked as intrusion.
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calculate the optimal rnatch betrveen a normal profrle and a sarnple profiÌe.

c Specification: Compared to the Misuse ¡neflsìing, specification modeìing

takes the opposite approach; it looks for a specific¿tion of how a system or

program executes and marks a sequence of instructions as a potential intrusion

if it violates the specification. This technique may provide the capability to

detect previously unknown attacks, rvhile exhibiting a lorv fâlse positive rate.

For example, Snort [50] is an operl source netrvork intrusion prevention and de-

tection system utilizing a rule-driven language, lvhich combines the benefits of

signature-based and anomaly-based detection methods.

A second distinction can be made in terms of the placement of the IDS. In ihis

respect IDSs are usually divided into host-based and network-based systems and once

again, both systems offer the advantages and disadvantages:

¡ Host-based systems are present on each host that requires monitoring, and col-

lect data concerning the operation of this host, usualþ log files, network traffic

to and fÏom the host, or inf'ormation on processes mnning on the host. Host-

based systems are able to determine if an atternpted attack was indeed success-

ful, and can detect local attacks, privilege escalation attacks and attacks which

are encrypted. Hou'ever, such systems can be difficult to deploy and manage,

especially rvhen the number of hosts needing protection is large. Furthermore,

these systems are unable to detect attacks against multiple targets within the

network.

o Network-based IDSs monitor the network traffic on the network containing the

t?



24 Chapter 2: Background and Related Work

hosts to be protected, and are usuallv run on a separ-ate machine termed a

sensor. Netrvork-based systems are able to monitor a large number of hosts

u¡ith relatively little deployment costs, and are able to identify attacks on and

from multiple hosts. However, they are unable to detect rvhether an attempted

attack u'as indeed successful, and are unable to deal rvith local or encrypted

attacks.

Hybrid systems, rvhich incorporate host- and network-based elements can offer

the best protective capabilities, and systems to protect against a,tta,cks fì'om multiple

sources are also under development.

2.5.2 Current Intrusion Detection Solutions for WSNs

In this section, I review some of the systems and algorithms which have been

proposed for intrusion detection in WSNs. Some general approaches are presented

as rvell as the algorithms in4rich are based on Markov models. Some other solutions

utilize mobile agents in order to detect and respond to intr-usions-

General Approaches Silva et al. lI2) propose a decentralized intrusion detection

s)¡stem for WSNs. The IDS component is loaded into some nodes called "monitor"

nodes. The detection system is specification-based, since the WSN's behavior nray

va,r5r flsp.t¿ing on the application goal. When deploying the sensor netrvork, monitor

nodes are distributed all over the network so that every node is covered by at least

one monitor node. Their algorithm consists of three phases: in phase one ivhich is

the data acquisition phase, messages are collected in a promiscuous mode and the



Chapter 2: Background and Related Work

important infbrmation is filtered bef'ore being stored f'or subsequent analysis. In the

processing phase, the intrusion detection rules are applied to the stored data. Finally

the last phase or intrusion detection phase rvill determine if an intrusion detection is

raised.

Mittal and Vigne [38] describe a signature-based intrusion detection technique

rvhich is fbr detecting routing-based attacks. Detecting these kinds of attacks is

difficult because malicious routing behavior can be identified only in specific net-

s'ork locations. They use the characteristics of the Routing Inf'ormation Protocol

(RIP) [tS], tne network topology, and the positioning of the intrusion detection sen-

sors to automatically determine both the signature configuration of the sensors and

the messages that the sensors have to exchange to detect attacks against the rout-

ing infrastructure. The approach uses a set of sensors that analyze routing traffic in

diff'erent locations rvithin a netu'ork. An algorithm to automatically generate both

the detection signatures and the inter-sensor messages needed to verify the state of

the routing infrastructure has been devised for the case of the RIP distance-vector

routing protocol.

Du et al. [16] propose a general Localization Anomaly Detection (LAD) scheme.

They consider the fact that some anomalies happen in the process of location discovery

(localization). For instance deploying GPS in every sensor to determine the location

of the sensors, is costly. A number of solutions consider deploying GPS to just a

f'ew numbers of nodes (aka, beacon nodes) in the network. The remaining nodes

will verify their location using the location of sensors with GPS. We can see that

this approach may result in localization anomalies if adversaries compromise beacon

25
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nodes and send incorrect refèrence information about locations. The proposed scheme

(LAD), takes advantage of the deployrnent knou'ledge and the group mernbership of

its neighbors, and uses such knou'ledge to find out whether the estirnated location is

consistent u'ith observations. If they are inconsistent, LAD u'ill report an a,nomaly.

Du et al. f'ormulate the problem as an anomaly intrusion detection problem, and

introduce a localization anomaly detection phase after the localization phase. In the

localization phase, sensors derive their locations. Then in the detection phase, sensors

verify whether the derived locations are correct or not. A failure of the verifica,tion

indicates an anomaly.

Although the idea of using monitor nodes, GPS on some nodes, and intrusion de-

tection sensors is appealing, the energy consurnption of these nodes will be consider-

ably more in comparison to that of ordinary sensing nodes in the network. Therefbre,

the batteries in the monitor and intrusion detection nodes rvill die faster and need to

be changed. Since the majority of the nodes will still have battery lefi. changing the

batteries of only a few nodes is costly or even impossible because of deployment of

these nodes in hostile environments and all the serìsor nodes neecl to be redistributed.

The netrvorl< will also be vulnerable to battery attack.

Onat and Miri [  ] introduce a novel anomaly-based intrusion detection method f'or

wireless sensor networks suited to their simple and resource-limited nature. Intrusion

detection functions are distributed to all the nodes in the netrvork. This detection-

based security scheme, which is fbr large scale sensor netu'orks, exploits network

stability in its neighborhood information. In many attacks against sensor networks,

the first step for an attacker is to establish itself as a legitirnate node within the
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nett'ork. if each node can build a simple statistical rnodel of its neighbors behavior,

these sta,tistics can later be used to detect changes in them. The authors have shown

that, by looking at a relativell' srt.tt number of received packet f'eatures, a node can

effectively identifv an intruder impersonating a legitimate neighbor.

Markov-Based Approaches Doumit and Agrarval [15] propose an anomaly de-

tection approacir based on Self-Organized Criticality (SOC) which is meant to link

the lnultitude of complex phenornena observed in nature to simpiistic physical larvs

and or one underlying process. Hidden Markov models a¡e used to detect data incon-

sistencies. This approach is developed based on the structure of naturalll/ occurring

events. With the acquired knorvledge derived fiom the self-organized criticality as-

pect of the cleployment region, a hidden Markov model is then applied. The proposed

approach lets a sensor network adapt to the norm of the dynamics in its natural

surrounding so that any unusual activities can be singled out. The rvork is focused

on the fäct that sensor nodes in WSlts are limited in resources and tries to minimize

the resource consumption.

A neu' technique fbr handling security in WSNs is presented b), Agah ei al. [ ].

They fonnulate the attack-def'ense problem by game theory and use a N4arkov Decision

Process to predict the most vulnerable sensor nodes. Their approach f'ormulates

attack-defènse problem as a two-piayer) non-zero-surr) non-cooperative game betu'een

an a,ttacker and a sensor network. In a non cooperative game unlike cooperative ones,

no outside authority assures that players stick to the same predetermined rules, and

binding agreements are not feasible. Each player (attacker and sensor network) tries

to maximize its orvn payoff. The sensor network tries to defend the sensor nodes
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against intrusions. The algorithm is nonzero-sum in the sense that the increase in

one players payoff implies the decrease in the otlier players payoff. The u'ork by Agah

et al. shows that this game achieves Nash equilibrium and thus leads to a defense

strategl' for the network. Then, it uses Markov Decision Process to predict the most

vulnerable sensor node.

The anomaly-based detection algorithms using Markov processes and game theory

is promising and a rvide variety of attacks can be detected using these techniques but

the fälse positive rate is high.

Mobile Agents One solution to perform distributed intrusion detection is by using

mobile agent technology [30]. Agents can be seen as guards which protect a network

by moving from host to host perfbrming random sampling to be used for detection of

anomalous activities or attacks. Instead of monitoring each host at all times, agents

only visit machines from time to time to conduct their examinations. When any

anomaly is detected, a rrìore comprehensive search is initiated. Although the idea

of patrolling guards seems appealing at first, this approach has the disadvantage of

leaving hosts vulnerable u'hile no agents are present. On the other hand, random

sampiing definitely reduces the average computational load at each machine.

Kachirski and Guha [25] have proposed a distributed intrusion detection system

based on mobile agent technology. By efiìciently merging audìt data from multiple

network sensorsT their scheme analyzes the entire network for intrusions at multiple

Ievels. There are three major agent categories: monitoring, decìsion-making, and

action agents. Some are present on all mobile hosts, lvhile others are distributed to

only selected groups of nodes. The monitoring agents look for suspicious activities on



Chapter 2: Background and Related Work

the host node they are currently executing on. If some anomalous activity is detected,

the node is reported to the decision agent of the same cluster. The decision agent,

then based on these reports, will decide rvhether the node has been compromised.

When a certain level of threat is reached fbr the node in question, the decision agent

dispatches a command that an action must be undertaken by local agents on the

node to respond to the intrusion. The response can include logging of the intrusion,

real-time notification, disabling the compromised node or even disabling the entire

network.

Mobile agents introduce some advantages such as, reducing network load and

overcoming network latency and scalability. On the other hand they may also result

in some problems like, securing the agent itself and large code size.

In my work, attack signatures are used to detect attacks against the netu,ork to

evaluate the performance of the network with presence of intrusion detection system.

Therefore the detection technique will be signature-based- Also the intrusion detec-

tion fïnctionality will be distributed all over the network to avoid uneven consumption

of energy so the intrusion detection system is distributed in this sense.
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trEEE 802 .L5.4 Cluster: Security,

Power Managemert, and Cluster

Interconnection

The IEEE 802.15.4 specification provides basic security mechanisms but these

security features can not rvork at their orvn. The level of security in any network

revolves around the keys that are shared among devices. Different approa,ches have

been suggested to distribute and mana,ge these keys. Since IEEE 802.15.4 does not

suggest any keying mechanism, in this thesis, I u'ili follow the keying mechanism from

Zigbee alliance specifications f6]. In this chapter, I u'ill first introduce the key estab-

lishment mechanisms and later explain horv this is handled in Zigbee specification

b), taking advantage of the inherent security mechanisms already provided by IEBE

802.15.4. Later, I u'ill give some detailed description of activity management ìn an

IEEE 802.15.4 cluster followed by a section on methods of cluster interconnection in
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such cluster. I will explain why it is important to use cluster interconnection.

3.1 K"y Establishment

As explained above, the IEEE 802.75.4 addresses good security mechanisms but

it still does not address rvhat type of key establishment mechanism will be used to

employ above techniques.

Zigbee alliance [6] is an association of cornpanies working together to enable u'ire-

less networked monitoring and control products based on IEEE 802.75.4 standard.

After the acceptance of 802.15.4 as IEEE standard, Zigbee alliance is mainly focused

on developing network and Application layer issues. Zigbee alliance is also working

on Application Programming Interfäces (API) at network and link layer of IEEE

802.75.4. Alliance also introduces secure data transmission in u'ireless sensor network

that are based on IBEE 802.I5.4 specification but most of this work is in general theo-

retical descriptions of security protocol at network layer. There is no specific study or

results published by Zigbee alliance in regards to which security suìte perform better

in different application overheads.

Zigbee alliance has also recommended both symmetric and asymmetric key ex-

change protocols for diff'erent netrvorking layers. Asymmetric key exchange protocols

that mainly rely on public key cryptography are computationally intensive and their

feasibility in u'ireless sensor netrvorks is only possible rvith devices that are resource

rich both in computation and power.

Application support sub-layer of ZigBee specification provides the mechanism by

which aZigbee device may derive a shared secret key (Link Key) with another ZigBee
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device. Key estabiishment involves two entities, an initiator device and a responder

device and is prefäced by a trust provisioning step. Tlust information (e.g. MASTER

key) provides a starting point for establishing a link key and can be provisioned in-

band or out-band.

Zígbee alliance uses Syrnmetric-Key Key Establishment (SKI{E) protocol f'or link

key establishment. In SKKE an initiator device establishes a link key rvith a responder

device using a, ma,ster key. This master key, for example, may be pre-installed during

manufäcturing, may be installed by a trust center, or may be based on user-entered

data (PIN, password). In current study we assume that all the devices and PAN

coordinator have pre-installed Master keys and we will focus urainly on Link key

establishment.

3.2 Keyed Hash function for Message Authentica-

tion

A hash function is a way of creating a small digital fingerprint of any data. Crypto-

graphic hash function is a one-way operation and there is no practical way to calculate

a particular data input that will result in a desired hash value thus is difficult to f'orge.

A practical motivation f'or constructing hash functions fiom block cìphers is that if an

efficient implementation of block cipher is already available within a system (either

in hardrvare or in sofTrvare), then using it as the central component fbr a hash func-

tion may provide latter fïnctionality at little additional cost. iEEE 802.15.4 protocol

supports a well known block cipher AES and hence Zigbee Alliance specification also
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relied on AES. Zigbee alliance suggested the use of Matyas-Meyer-Oseas [35] as the

cryptographic hash function that rvill be based on AES with a block size of 128 bits.

Mechanisms that provide integrity checks based on a secret key are usually called

Message Authentication Codes (MACs). Typically, message authentication codes are

used betrveen trvo parties that share a secret key in order to authenticate infbrmation

transmitted between these parties. Zigbee alliance specification suggests the keyed

hash message authentication code (HMAC) as specified in the FIPS Pub 198 [2].

A Message Authentication code or MAC takes a rnessage and a secret key and

generates a M ACtag, such that it is difficult for an attacker to generate a valid (mes-

sage, tag) pair and are used to prevent attackers f'orging messages. In this thesis, the

calculation of MACTag (i.e HMAC) of data MACData under key A,[ACKey wlll

be shown as follows

M ACT ag : d[ AC u tc x"yM AC Data

oo
J. a) Symmetric-Key Key Establishment (SKKE) Pro-

tocol

Key establishment involves tu'o entities, an initiator device and a responder device,

and is prefaced by a trust-provisioning step. Trust information (".g., * master key)

provides a starting point f'or establishing a iink key and can be provisioned in-band or

out-band. In the following explanation of the protocol we assume unique identifiers

for initiator device's as [/ and for Responder Device (PAN Coordinator) as V. The
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nraste¡ key shared among both devices is represented as Mkey.

We u'ill divide Symmetric-Key Key Establishment Protocol (SKKE) betu'een ini-

tiator and responder in follou'ing major steps.

3.3.1 Exchange of ephemeral data

Figure 3.1 illustrates the exchange of the ephemeral data where the initiator device

U will generate the Challen ge Q EU . Q EU is a statistically unique and unpredictable

bit string of length challengelen by either using a random or pseudorandom string f'or

a clrallenge Domain D. The challenge domain D defines tÌre minimum and maximum

length of the Challenge.

p : (mi,nchall en g e Len, mar chall eng e L en)

PAN
DEVICE

lnitiator
U

Responder

Mhìn

lfa
oÊu

Gen€
QEUII V II OEU II OEV

a;;;,"*;,1
I oÊU wilh¡n domain D l

I reæived I\___- /

'/;""*" 
" 
***),

QEV and send to 
I

t__ t""i' ,/

Figure 3.1: Exchange of ephemeral data. Adopted from [29]

Initiator device t/ will send the Challenge QEU ro responder device which upon
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receipt u'ill validate the Challenge QEU by computing the bit-length of bit string

Challenge QEU as ClzalLengelen and verify that

C hallengelen e fminchallen gelen, marchallengelen]

Once the validation is successful the Responder device will also generate a Ciral-

lenge QEV and send it to initiator device U. The initiator rvill also validate the

Chalienge QEV as described above.

3.3.2 Generation of shared secret

Both parties involved in the protocol will generate a shared secret based on unique

identifiers (i.e. distinguished names for each parties involved), symmetric master keys

and Challenges received and owned by each party (Figure 3-2).

1. Each party will generate a MACDaúa by appending their identifiers and re-

spective valid Challenges together as fbllows

M AC D ata : U llv llQ EU llQ øv

2. Each party will calculate the MACTag (i.e Keyed hash) for MACData using

Mkey (l\4aster Key for the device) as the key for keyed hash function as f'ollows.
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\-__ _* __-i

Figure 3.2: Generation of shared Secret. Adopted frorn [29]

IrI ACTag : AI AC v n"oM AC D ata

3. Nou'both parties involved have derived same secret Z

(note: This is just a shared secret not the Link key. This Shared secret will be

involved in deriving the link key but is not the link key itself.)

Z - MACTag

3.3.3 Derivation of link key

Bach party involved will generate two cryptographic hashe.s (this is not keyed

hash) of the shared secret as described in ANSI X9.63-2001 [1].

Hasht: H(Zll01)

Hash2: H(Zll\2)
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Tlre lrash value Hash2 will be Link key among two devices (Figure 3.3). Nou' f'or

confirrning that both parties have reached on same Link key (KeyData: Hash,z) we

rvill use value Hash,1, as key for generating l{eyed hash values for confirming stage of

the protocol.

f-lÃ¡r-\
\QgordinatoL'

f h'ilht.-.- 
ilui

u ll oEU

/;-;;l
I

\. z=Mcr4 
)

/- o"'miìt -\
I KeyDara= H{zll 02) l

I a"o aro l

\ MAcKev=Htzllol) /
Borh deüæs have geæÉted l¡nk keys

Now Sl ænfrm lhal lhey hãve geneEld same link reF

Figure 3.3: Generation of Link Key. Adopted from [39]

MACI{ey: Hasht

KeyData: Hashz

(3.1)

(3.2)

ull v ll oEU ll oEV

K K ey Data : H ashtllH ash2 (3.3)
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3.3.4 Confirming Link key

Till this stage of protocoì both parties are generating the same values and norv

tirey u'ant to make sure that they reached on same Link key values but they do not

u,ant to exchange the actual key at all. For this they rvill once again rely on keyed hash

functions and nou' both devices rvill generate diflèrent ArÍ ACTags based on difl'erent

Data values but will use sarne key (i.e. A'[ACKey) f'or generating the keyed ]rashes

(Atl ACTass).

f-o"***--l
I MAcoôh,-02rllvllulloEU¡low j

\M^co.lã' 
- 03r IIvllullaEUIloil/

_t I
Gir, l

Dev¡ce

Responder

C-_ril"u-l er-r'llaL )

t

Aoth dovlco6 h¡vo gonoÈrú llnk koy!

( ¡¡¡ct"i,". I\ :: )

( !r9I: --)
ACK

Êolh d.vlø! Þv. coôomod lhd lhly hy.6ûBo lht
Xoy!.

_l

r-;;;*;;-l
MACOd¿, ' O2rllfvn|¡laEul|AEV IgTï::rytryiry

Figure 3.4: Confirrnation of Link Keys. Adopted from [29]

1. Generation of N4ACTags

Initiator and responder devices will fìrst generate AIACData values and based

on tlrese values will generate MACTags. Initiator device D will receive the

R.clovo Mfr¡s, Íioñv
C¡lcd¿b MACIãg¡dnd conp¡re

wlth ftolvd MCIEg' ¡¡d ¡f vdld
Gãn!Ër. MCTdg: ¡¡d 6ondlov,
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MACTag from the responder device V and generate MACTag2 and send to

device V.

1Àie explain the generation of bol,h MACD¿la values and AIACTo,gs às f'ol]orvs

I'irst both devices will calculale MACDaúa values

M AC D atar : 02ro I lV llu llQ EU llQ nv

M AC Dataz : 03ro I lV llu llQ EU llQ øv

From the above MACData values both devices will generate the AtlACTags

using the key MACkeE (Equation 3.1) as f'ollows

MACTag : M ACuo"x"yMACDatal

M ACT ag2 : ll[ AC m o"x 
"s 

M AC D ata2

2. Confirmation of MACTags

Nou' the initiator device D will receive MACTag frorn responder and Responder

device V rvill receive XrIACTag2 from device D and both will verify that the received

M ACTags a,re equal to corresponding calculated M ACTags by each device. Now if

this verification is successful each device knou's that the other device has cornputed

the correct link key (Figure 3.4).
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3.4 Simulating SKKE

I will incorporate SKKE's fbur major communication steps in my simulations as

are described in ZibBee specification [6] (Figure 3.5).

SKKE-1.

Initiator U rvill send the Challenge QEU and rvait fbr the ChallengeQEV fiom re-

sponder V.

SKKE-2

Responder V will receive the Challenge QEU from initiator (/, calculates its QEV

and in the same data packet will send the M ACTag.

SKKE-3

Initiator wilÌ verify the MACTag ànd if it is verified successfully, will send its

MACTag2. Norv the initiator has a Link key but will wait fbr an acknowledgment

that its MACTag2 has been validated by the Responder V.

SKKE-4

Responder will receive and validate the MACTag2 Írom the Initiator. If MACTag2

validated successfully, the responder rvill send an acknowledgment and now both

Initiator and Responder have Link keys. Once initiator receives this SI{I{B-4 message,

keys establishment is complete and norv regular secure communication can proceed

using Link key arnong the initiator and the responder.



chapter 3: IEEE 802.15./+ cluster: security, Power Management, and cluster
Interconnection 41,

JOINED -Data Communication possible (NO LINK KEYS)

W

ji:"]:.r:::?lf%
i'sKK-s;3'ì:i
!::(:¿: t*:.::a " t

JOINED - Secure Data Communication possible
(KEYS ESTABLISHED)

U If QEU

v ll u ll QEU ll QEv'll MAC,,sr

D
E

I
c
E

a
o
o
R
D
I
N

T
o
R

3.5

Figure 3.5: SKKE protocol. Adopted from [29]

Link Key Update

Key management is the set of techniques and procedures supporting the estab-

lishment and maintenance of keying relations between authorized parties. Key man-

agement is simplest rvhen all keys are fìxed f'or all time. The time period over which

these keys are valid for use is limited because use of same key may result in giving

enough infbrmation relating to a specific key for cryptanalysis and also may expose

netu'ork traffic in case of compromise of singìe key.

Depending on the severity of the threat environment, it is possible that a node or

Link key is some how compromised by an adversary and can send false data to the

u¡l v ll MAC,"s,

U II V II SKKE-ACK
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PAN coordinator. Key update provides an automated mechanism for restricting the

amount of data which may be exposed when a Link key is compromised. Sound se-

curity policies regarding transparent key updates is fundamental component of sound

security practices. But key updates protocol depends on the key update overheads

and threat environment under which network is v'orking. Hence controlling the lif'e

time of keys and determination of horv the key update occurs is a chailenging task in

any netu'ork. Approaches for key updates in general wireless netu¡orks mainly target

network that have group key structures and have high communication bandwidth

[56, 61]. For resource scarce IBEE 802.15.4 networks these key updates will eflect the

perfbrmance adversely.

In this work u'e assume that PAN coordinator maintains a counter for each node

that keeps track of the number of packets exchanged under the same key (Figure 3.5).

When the threshold value of the counter is reached f'or any device, the PAN coordi-

nator u'ill initiate the key exchange with all the devices in the cluster. During the

key exchange, all devices will temporarily stop the data transmission and resume it

rvhen they acknowledge the new key. Alternative approach will be to use the single

counter for all the devices. Howevel, this approach may open the security hole for

denial of service attack by single corrupted device.

3.6 Power Management

Power rranagement consists of adjusting the frequency and ratio of active and

inactive periods of sensor nodes [53, 48]. For IEEE 802.15.4 nodes ìt can be imple-

mented in trvo u'ays. In the first one, supported by the standard {6], the inten'al
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betrveeu the trvo beacons is divided into active and inactive parts, and the sensors

can srvitch to low-power mode during the inactive period. Activity management f'or

individual nodes can be accomplished through scheduling of their a,ctive and inactive

periods.

Let us consider a sensing application in which redundant sensors are used to

achieve the desired value of event sensing reliability (number of packets persecond

needed f'or reliable event detection) [48]. We assume that individual nodes sleep for

a random time interval, the duration of rvhich is a geometrically distributed random

variable regulated with probabllity P"¿""r. When a node rvakes up, it waits f'or the

beacon from the coordinator bef'ore it attempts to transmit the packet. We have used

Bernoulli scheduling for the packet scheduling during the active period of the node.

In this approach, at the end of each packet transmission the node checks its uplink

buffer. If it is empty, the node immediately goes to sleep; if there are packets to send,

tlre node transmits the next packet from the buffer rvith the probability P¡1¿¿11¿, ot

goes to sleep with the probability 1 - Pactiue. Theref'ore, two control parameters are

needed: one, P"¿u"r, regulates the duration of the inactive period; the other, Pactiuet

regulates the duration of the active period. rvhen individual nodes begin to cease

functioning, either because of battery exhaustion or for other reasons, the remaining

nodes rvill have to extend their activity to achieve satisfactory reliability, and the

importance of the Bernoulli mechanism u'ill increase.

Depending on whether rve split the computational load of activity management,

\Me can have two approaches of centralized and distributed controls. By choosing

the later approach to distriìrute the computationai load more evenly, we assume that
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the netrvork coordinator is aware of the number of sensor nodes (rvhich have to be

explicitly admitted to the netrvork [3]) and their packet arrival rates (u'hich may be

obtained as simple long-term averages, as packet headers contain the source node

address). The coordinator first determines node utilization based on the number of

live nodes and then calculates the individual reliability r per node (b1, dividing the

required collective reliabilitS, .B by the number of live nodes n) and sends this infbr-

mation rvithin the beacon fiarne. Over time some sensors die, and the coordinator has

to broadcast updated vaìues of individual reliability, which grorv whenever one of the

sensors die. Note that the sleep time is geometrically distributed, and the mean sleep

time is taqtl0 - P"t""p) : Il, where taoÍl :0.32ms corresponds to the duration of

one backoffperiod. Theref'ore, each sensor node starts with Psleep - 1- rt6o¡¡ and

Pacti.ue:0. It then monitors the utilization of its radio transmitter/receiver subsys-

tem, using a monitoring rvindow of specified size: Utilization is simply calculated as

the count of backoff periods in which the node was active during the recent windorv

divided b), the total size of the window.

i--- siiË;'";-i------i l-'sxxe;i SKKEsrep3 
-l 

l-èixË-: i-------"cï---------;
i i lstep2i i I lstepai; i
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Figure 3.6: \4arkov chain for the node behavior under threshold triggered key ex-
change. Adopted frorn [29]

In 17], we have developed Markov chain model for node behavior v'hich includes all
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phases of SKKE protocol and subsequent sleep and transmission phases. We assume

that PAN coordinator maintains a separate counter for tlie number of transmissions

by each node. When the counter value reaches threshold n¡, key update protocol is

triggered. Updated keys are used to generate N4essage Authentication Code. The

high level Markov chain which incÌudes key update, sleep periods fbÌlowed by the

transmissions is presented in Figure 3.6.

3.7 Cluster Interconnection

To provide scalability, clustering can be used. By creating multiclusters network,

different services can be distributed to ease the management and control within each

cluster. For instance the performance of CSMA-CA algoriühm used in IEEB 802.15.4

networks is shown to deteriorate by the rapid increase of the number of nodes. \4/e

define a cluster as collection of several nodes/devices and a PAN coordinator. As

a solution to the problern of providing interconnection betrveen different clusters,

bridging scheme has been introduced [37]. A bridge shares its time between the child

cluster (u'here it acts as the coordinator) and the parent cluster (where it is just an

ordinary node).

As mentioned befbre the superfiame may also contain an optional inactive period,

in v'hich individual nodes are fiee to engage in other activities or simply shut dorvn in

order to conserve energ-y. The presence of an inactive pedod facilitates the creation

of multicluster networks, since a bridge may use the inactive period to switch to the

other cluster. Figure 3.7 shows the network topology of rnaster-slave bridging scheme

and bridge operation for two clusters 'with the same super-frame duration.
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Figure 3.7: Bridging scheme f'or two clusters. Adopted frorn [37]

In this scheme, the coordinator/bridge has to buffer all the data it receives from

the sensor nodes in the child cluster (i.e., source cluster) before it can upload it to the

coordinator of the parent cluster (i.e., the network sink). The size of that buff'er is

a critical parameter since small buft'ers may lead to excessive packet blocking, which

rvill in turn affect the quality of information received by the sensing application.

It should be noted that the bridge acts just like an ordinary node in the parent

cluster. This means that a countdown that exceeds the active portion of the parent

cluster superfiame will be frozen during the inactive portion of the said superfiame,

and resumed in the next one. It also means that the bridge u'ill compete fbr access to

the medium with ordinary nodes in the parent cluster. As the bridge traffic originates

from the entire child cluster, there is potentially significant contention in the parent

cluster.
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ïntrusion Detection in IEEE,

802 .L5.4 Cluster

As explained in Section 2.4.I, attacks to an IEEE 802.15.4 cluster can be clas-

sified into attacks on ordinary nodes and attacks the PAN coordinator. The PAN

coordinator usually has high computational and communication power. Also in most

applications tough security policies are in place to protect the PAN coordinator. The

sensor devices, on the other hand, are restricted in such resources and therefore more

likeiy to be under attack b)'the adversaries.

Since sensor nodes' hardu'are is not completely tamper proof, an intruder is able

to capture a device and get âccess to the ID and keys stored in the memor-y. This

gives controi to the intruder over the sensor and opens numerous threarts to the

network as a result. By targeting essential functions and mechanisms exploited by an

IBEE 802.15.4 netu'ork such as sensing, forrvarding critical information packets, and

activity management, these kinds of attacks can be harmful if they are not detected
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and responded to. In this chapter, I ivill describe three major attacks threating an

IEEE 802.15.4 network: Sleep Deprivation attack, False Data Injection attack, Sybil,

and node displacement attack. I u'ill also propose possible detection methods and

explain them in detail.

4.L Sleep Deprivation Attack and Detection

4.1,J Sleep Deprivation Attack

Although utilization of power manageûrent mechanism while clealing with limited

battery supplied sensors helps to extend their lif'etimu ([7]), it alsointroduces a novel

malicious activity. The adversaries can capture nodes since they are not completely

tamper resistant in most cases and access the data, and the code inside compromised

nodes. By reprogramming the compromised nodes, they can launch attacks in dif-

f'erent Ìayers (Section 2.3.3) against the netrvork. Focusing on the approach taken in

this work for power rnanagement (i.e. the ability of sensor nodes to enter a low power

mode - sleeping), adversaries can conduct "Sleep Deprivation" attack first introduced

by F. Stajano [52, 51].

Sensor node under sleep deprivation attack will stay out of the sleep mode and

this will lead to the exhaustion of its battery much sooner than expected. Decrease

in the lifetime of some sensors under this attack effects the lifetime of the netrvork as

rvhole. Apart fiorn the eflècts of this attack on network's lifetime, it may also lead

to biased average sensed results because the captured sensor nodes u'ill have more

chances of transmitting data packets.
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Sleep deprivation attack can be avoided using access control, encryption, authen-

tication, and secure power management. However, as discussed earlier, no security

measure can make a sensor network completely safe. The adversary can capture keys

after compromising the sensor nod.e, wait for the next key update, and start com-

rnunicating with the PAN coordinator as a legitimate node. Detection methods are

needed to avoid further damage to the netrvork and keep the netu'ork rvorking f'or a,s

long as possible [46].

4.I.2 Proposed Detection Solutions

Considering the details of netrvork on which we have applied our security measures

as u,ell as the power management method, three solutions can be considered f'or tlie

detection of sleep deprivation attack.

¡ Lifetime Observation: By keeping the track of sensor nodes' power consump-

tion, we are able to develop a detection method based on the remaining lifetime

of the network in overall. The sensor node can be in one of the fbur states: trans-

m'it, rece'iue, idle, and sleep. When node wakes up and has a packet to transmit

it turns its receiver on in order to synchronize to the beacon, node turns the

transmitter on and starts backoff count in order to transmit the packet. Afïer

packet transmission, node turns the receiver on in order to receive acknowledg-

ment and then starts the nerv sleep period. N4ost of the porver management

schemes try to minimize the idle state in which the sensor node does not receive

or transmit.

Tabìe 4.1 illustrates the po\Mer consumption in each state derived fiorn typi-
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Table 4.1: Sensor's
cation of tmote-sky

Pou'er Consumption per one backoff period derived fiorn specifi-
rnodule.

Mode Param value CPU State Radio State
Tlansmit A¿ t5.BpJ On Transmitting
Receive ar 77.9¡tJ Un Receiving

SIeep us 78.2nJ Sleep \4ode off

cal operating conditions reported in documentation fbr Ultra lorv power IEEE

802.15.4 sensor module tmote-sky [11] operating in ISM band ivith raw ra,te

250kbps. According to the specification of tmote-sky rnodule, two AA batteries

are needed in order to supply voltage betlveen 2.1-3.6 V.

Choosing to trigger Sleep deprivation attack by tracking the changes in the re-

maining lif'etime of sensor nodes is definitely a good approach in detecting the

attacks that cause huge power consumption and lead to considerable degrada-

tion of lif'etime. However, some adversaries mostly concentrate on biasing the

sensed da,ta and not necessarily take a lot of CPU time rvith large computation

jobs. These attacks a,re harder and in some cases irnpossible to detect using

lifetime observation a,pproach.

Data Packet Count: The number of packets sent by sensors can be another

parameter by u'hich the observa,tion shorvs a distinguished pattern of change

while there are some captured nodes under the sleep deprivation attack in the

network. In the case of biasing the results using this attack, the adversary may

try to send more packets and satisfy the requested event sensing reliability from

the PAN coordinator. The number of data packets sent by adversary sensor

nodes rvill get noticeably higher in most cases.
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Figure 4.1: Time spent on transmitting (Tt), receiving (Tf), sleeping (Ts), and being
idle (Ti) by A: a non-adversary serlsor node, B: An adversary sensor node rvith the
intension of biasing sensing data received by PAN coordinator, C: An adversary sensor
node with the intension of shortening network's lifetime.

A detection system can be put in place to tra,ce the number of packets received

by the PAN coordinator fïom each sensor node and compare them with a pre-

defined threshold of expected number. The dorvnside of this method is that

atta,cks are harder or sometimes impossible to detect when the adversary node

does not send suspicious numl¡er of data packets and only eats up the power

supply of the sensor by using too much of CPU time-

Sleep Observation: No matter rvhat kind of sleep deprivation attack rve deal

u'ith, one thing they all have in common is that by all rreans they rnake the

adversary sensor node kept out of the ìorv power mode. Figure 4.1 shou,s the

difference between the activities of an adversary sensor node under sleep depri-

vation attack and a non-adversary sensor node.
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The common characteristic between the tu'o different versions of the sieep depri-

vation attack is that they both eliminate the sleep state frour the sensor node's

activity. Consequently sleep observation method remains the best option to

build the detection system upon since it can detect both of the aforementioned

attacks (i.e. biasing sensing data and shortening netrvork's lifetime b), eating

up battery) successf'ully. In this u'ork, I will I'ocus on this approach for intrusion

detection purposes but will consider other parameters as well.

4.L.3 Detection Algorithm

As rnentioned earlier, I u'ill use sleep observation method to c¡eate the detection

algorithm. In my simulatecl model, each device stays active (i.e- not in sleep mode)

if there is a packet to send or receive. Thus, each time the device wakes up, checks

its bufl'er and if the bufl'er has queued a packet, it will turn its transmitter on and

send the packet. Devices wili also remain active or if they were sleep, wake up in case

they see there is a packet waiting f'or them and they need to send a request.

\Ä/hen the devices need to go to the ]e14, power mode, probability of sleep (p-sleep)

rvill be calculated based on the required event sensing reliability announced by the

PAN coordinator in each beacon. The resuitedp-sleep will thenbe used as an input

to a Geometric Distribution generator to calculate the sleep period f'or which the

device u'ill be in lou' power mode. Obviously a compromised device rvill refuse to

go to sieep at this point. In the simulated model, the compromised nodes rvill go to

transmit/receive mode if there is a packet to send/receive and if the buffer is empty,

they wiìl go to idle mode (i.e. not sending or receiving and not sleeping either).
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I have developed a detection algorithm by considering tlie fact that Geometric

distribution is used to calculate the sleep period:

Mean SleepTime : llp-sleep

Stand,arrJ Deuiation : @
Since the sleep period will fluctuate from node to node due to the randornness

of Geometric distribution, we need a nechanism to estimate average sleep period

correctly. To estimate average sleep period rve will use the follorving equation upon

receiving a sleep period fiom a node [31]:

E stimatedS leep P eriod : ( 1 - a) + E stimatedS leep P eriod * a * Sl eepP eriod

This equation is recursive and the initial value of EstimatedSleepPeriod is se-

lected as If p-sleep (i.e. mean of the Geometric distribution). EstimatedsleepPeri.od

is a weighted average of sample sleep period values. This rveighted average puts more

weight on recent samples rather than old samples since the more recent samples better

reflect the current state in the netrvork. The degree of rveighing decrease is expressed

as a constant smoothing factor a, a number between 0 and 1. cy may be expressed as a

percentage, so a smoothing fäctor of 10 percent is equivalent to a : 0.1. Calculating

variability of sleep periods, as rvell as the estimate of sleep period is useful to find

an interval in which most of sleep periods for an individual node, fâll. We use the

f'ollou'ing equation to calculate such a deviation:

D eu S I e ep P er io d : (7 - B) + D eu S I e ep P er i, o d+ 13 * | S I e ep P er i o d - E stimat ed S I eep P er i o d 
I

Simiiar to the previous equation, this is recursive too and the initial value of

DeuSIeepPeriod'iscalculatedaSo:@ti.".thestandard

(a
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A

Non-adversary node

Adversary node

PAN Coordinator

c

Figure 4.2: Illustration of the attack and response systern (A+B)- Individual sensing
reliability (r) is calculated based on Total required sensing reliability (R) and the
number of alive nodes in the network. '

deviation of the Geometric distribution). Finally the SleepPeriod interval can be

calcuiated using the fbllorving equation:

S I eep P er iodl nter u al : S I eep P eri odI nter u al + n'o D eu Sleep P er io d

The calculated interval is used as a threshold with which we can compare device's

a,ctua,l sleep period. Aty period that deviates with the calculated threshold will be

deemed abnormal and the device showing this behavior will be reported as malicious.

Further decisions can be made on how to deal rvith this situation and respond to the

attack depending on the specific needs of the network. CurrentlS', in our simulation

tnodei, the device will be removed fTom the netu,ork bv the PAN Coordinator and

nerv sensing reliability rvill be announced to the devices (Figure 4-2).

B

c
&
o
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4.2 False Data Injection Attack and Detection

4.2.1 False Data Injection Attack

'Wireless sensor netrvorks are prone to node compromise attack where intruders

gain the control of sensor nodes. One of the most common consequences of node

compromise attack is known to be false data injection attack in which malicious

nodes inject false data into the networl< and distort data integrity (Figure 4.3). This

will mislead the base station, cause false alarms, increase battery consumption of

sensor nodes and reduce computational and communication recourses. This puts an

emphasis on the importance of false data prevention and detection to minimize the

resource consumption and to gather correct infbrmation at the base station.

Most of the suggested preventive solutions provide node and message authentica-

tion to avoid false data injection in sensor networks. However, they all concentrate

on outside attacks and do not consider node compromisation within the network. An

intruder can easily access ali the security information of compromised sensor node.

There should be a u'ay to diff'erentiate between correct and false data once it has been

delivered.

In [23] authors suggest Commutative Cipher-Based En-Route Filtering scheme

(CCEF) based on public key cryptography. In this mechanism, there are two keys,

session (betrveen base station and tire source node) and witness (for intermediate

forwarding nodes) keys per session. Source and intermediate nodes use commutative

cipher to verify data packets using witness key. Employing public-key based authen-

tication mechanism for sensor networks to revoke the key of any compromised node
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may sound possible but in reality the computation and stora,ge constraints of small

sensor nodes make mechanisms based on asymtnetric cryptography inf'easible.

The mechanism presented in [59] by F. Ye et al is a Statistical En-route Filtering

scheme (SDF) in rvhich relaying nodes and base station are able to detect false data

rvith a certain probability. SEF relies on the collective decisions of rnultiple sensor

nodes and their generated report. Again by relying on a collection of nodes, S. Zhu et

al [63] introduce the interleaved hop-by-hop authentication scheme tha,t guarantees

false data detection by the base station if at least ú * 1 sensor nodes agree upon a

report where ú represents the maximum number of compromised nodes. A collection

of nodes are responsible fbr authenticating the report in an interleaved hop-by-hop

fashion and forward it to the base station. Authors clid not provide anSr r..r1,. trt

terms of actual implementation or simulation of their proposed solution. In both of

these rvorks, a collection of nodes in the network are involved in decision making and

compromised fbrwarding nodes are not considered.

Probabilistic Nested Marking (PNl\4) 160] scheme is a method to fight back against

fâlse data injection attack by locating compromised nodes. The authors use packet

rnarking in which a node marks its identity in the packets it fbrwards. B), collecting

such marks, the sink can find the route and the origin location of the traffic.

4.2.2 Detection of False Data Injection Attack

In false data injection attack, the intruder has fïil control over the sensor node

under attack and this makes it hard to detect the attack specially in early stages. It

is usually the case that data packets reach to the base station before being detected.
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Figure 4.3: A rvireless sensor network under False Data Injection attack.

This is specially true u'hen the the network is based on star topology rvhere sensor

nodes are 1-hop at'ay from the base station. Figure 4.3 shows a net'¡¡ork under fälse

data in.jection altack.

In this rvork, I have based my simulation on an IEEE 802.75.4 that fbllorvs star

topology and heltce devices are connected to the PAN coordinator directly. The

devices in such a netrvork are responsible fbr foru'arding sensed data packets to the

PAN Coordinator using their pairwise keys. An attacker can gain access to the keys

of the comprotnised device and start sending false reports to the PAN Coordinator

in a similar fashion. The only trustworthy approach to detect such a false report is

o
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by analyzing the information sent in the data packets. This can be done by the PAN

Coordinator since it has enough batterl' and computational power-

Detection Algorithm

In order to be able to develop a detection mechanism by analyzing the informa-

tion u'ithin data packets, we need to use healthy nodes' (i.e. devices that are not

compromised) packets and generate an estima,tion of u'hat kind of inf'ormation is to

expected and u'hat inf'ormation is being received. For example referring to Figure 4.3,

the estirnation of the base station rvill say that warm temperature is expected and

should a compromised device report cold temperature? the base station can catch the

intruder and ignore the data packets sent by the compromised device.

To estimate the average, we will use the follorving equation upon receiving a data

packet from a node [31]:

Estimate: (1 - a) ro Estirnate I a * Measurem,ent

Estimate is a weighted average of sample measurement values sensed by the de-

vices. This weighted average puts more weight on recent samples rather than old

samples since the more recent samples better reflect the current state in the netrvork.

The degree of weighing decrease is expressed as a constant smoothing fäctor a, a

number between 0 and 1. cv may be expressed as a percentage, so a smoothing f'actor

of 10 percent is equivalent to a : 0.1. Calculating variability of measured data, as

rvell as the estimate is useful to find an interval in which most of uìeasurements for

an individual node, fall. We use the follorving equation to calculate such a deviation:

Deuiation: (1 - B) * Deui,ation+ B* | Measurement - Estimatel
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Finally the measured interval can be calculated using the f'ollowing equation:

Interual : Interual * n * Deuiation

The calculated interval is used as a threshold with which we can compare sensed

measurement values. Any data that deviates with the calculated threshold will be

deemed abnormal and the device shorving this behavior will be reported as malicious.

4.3 Sybil and Sensor Displacement Attacks and

Detection

J. Newsome eL aL.la2] discuss Sybil attack and possible defènse techniques against

it. There are few works done to suggest a solution for Sybil attack detection or

evaluate a detection mechanism for Sybii attack in WSN and non of them consider

star topology. In an star topology all the communications go through the PAN

coordinator and therefore) use of neighborhood information is impossible. In 114],

authors present a method to detect Sybil attack based on Received SignaÌ's Strength

to detect Sybil attack but they do not consider the path loss and fading effects. In tiris

thesis I have simulated an IEEE 802.15.4 network under these trvo attacks together

u'ith a detection mechanism based on Received Signal Strength Indication (RSSI).

4.3.t Sybil Attack

It is possible for an adversary to present multiple identities to other nodes in the

network. The adversary can either fabricate a new identity or steal the identity of a
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legitimate node. If the Sybil nodes succeed in fooling the other nodes/PAN Coordi-

nator and start getting data fl61r,', f,þe1r could cause several malicious behaviors [42]:

The popular distributed storage system used in sensor netrvorks can be

feated by this attack. For example data fragmentation and replication that

done across se\¡eral nodes, rvill include S)'bil nodes as a subgroup. This can

specially threatening in applications involving critical data-

Some nets'ork activities (e.g. routing) may need the location of nodes as part of

their process. In this case a Sybil node that is capable of being in two locations

at the satne time, rvill disrupt this f'unction. This will be rnore severe in cases

r¡'here a single Sybil node generates multiple identities.

The PAN Coordinator in a,n IEEE 802.15.4 network, perf'orms data aggregation

and stores data packets sensed by the devices to be read later- Sufficient number

of Sybil nodes could change the average value of sensing data.

Sybil nodes can disturb power management regime of sensor networks. The

required sensing reliability calculated by the PAN coordinator is based on the

number of nodes alive (i.e. individual IDs rvith battery porver). This calculation

s'ill also consider Sybil nodes witli forged IDs and ìet the non-malicious nodes

sleep more than required.

Some detection mechanisms (e.g. Sleep deprivation detector and false data in-

jection detector) take into account the majority of healthy non-malicious nodes,

which send correct sensing data to the PAN coordinator. The Sybil nodes with

de-

are

be
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several IDs are able to alter the average value of the receiving data and conse-

quently trick the detection system.

4.3.2 Sybil Attack Detection

Sybil nodes present fäke identities to the network and try to send and receive

packets and jeopardies the secrecy rvithin the network or in sorne cases simply drop

or modify inf'ormation packets. In order to detect such attack, we need to use some

localization method to track good nodes and differentiate between them and Sybil

nodes. Using GPSs and guard nodes with correct trusted location is expensive in

compares to sensor characteristics in such a network in ûerms of cost. One of the

most effective and f'easible solutions in current literatu¡e is to detect Sybil nodes

using Received Signal Strength Indication (RSSI) [55].

RSSI

Position verification (Localization) is one of the most interesting detection tech-

niques when it comes to Sybil attack. N4ost of the recent commercially available

transceìvers use Received Signal Strength Indication (RSSÐ to estimate signal power

at tlre receiving antenna 147). If is generally used fbr Energy Detection (ED), Clear

Channel Assessment (CCA: by comparing the calculated ED parameter over an ob-

servation interval u'ith a predefined input porver threshold to indicate rvhether or not

the channel is fiee), and link quality indication (RSSI register values indicate whether

the channel is quiet or busy).

The well known IEEE 802.75.4 standard [3] suggests the usè of RSSI for the pur-
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pose of CSMA/CA perf'ormance and ìink quality estimation. The standard states a re-

ceiver sensitivity of -B5dBm or better, rvhere ldBm is equal to 1OLOG(Power/1mW),

40dB as the mininum range and 6dB as the linearity within this range.

Different transrnitters/receivers in the same environment, may behave diff'erently.

Antenna orientation also greatly eff'ects RSSI calculations since different antennas

have their orvn radiation patterns. All these parameters can make RSSI based systems

u'ea,k but its characteristics such as no need for additional hardu'are, Iittle power

consumption, and lou' cost makes its use appealing rvhen dealing with wireless sensor

networks.

One other important parameter effecting the performance of RSSI is propagation

loss (i.e. multi-path fäding and shadowing), which is the change in channel behavior

because of environmental characteristics (e.g. obstacles). In order to consider the

effect of propagation loss, we use log-normal shadowing model to estimate the distance

between transmitter and receiver. This model employs the signal po\\¡er measurements

at the receiver and the knonn transmit porver [17]:

RS S I (d) : Pr(d) - e rçao¡ - L}r¡Iosrc(dl d0) + X"

Where RSSI(d) istheRSSIvaluerecordedatthedistance d,P'r(d) isdevice'sinitial

transmit power, efçaO¡ is the average path loss for reference distances, 4 is the path

loss exponent and depends on the specific propagation environment, and X" is the

zero mearl Gaussian distribution random variable (in dB) with standard deviation of

ø (also in dB), that models the random variation of the RSSI value.

By applying RSSI technique to our detection mechanismT we are able to detect

different scenarios of attacks including Sybil attack as follows:
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o Different IDs, The same RSSIs: This indicates the situation in rvhich an

outsider tries to listen to the beacons and afîer getting appropriate keys, send

and receive packets. The malicious node could be either inside the netrvork

region v'ith the same transmit porver or outside the netv'ork region u'ith stronger

transrnit porÃrer. It can also be the case rvhere an adversar)¡ captures one of the

nodes within the network (i.e. physical attack) and reads its keys and starts

to interfère with the netu'ork by presenting multiple IDs. This scenario can

fool the receiver since the PAN coordinator u'ill have the same RSSI readings.

However the PAN coordinator will be able to check the initial list of registered

nodes and their assigned disc numbers and compare this inforrnation u'ith the

calculated location of the node based on its RSSI to detect the attack.

o The same IDs, Different RSSIs: Using RSSI readings, we can also detect

displacement of sensor nodes. Since in our system, the nodes are of the static

type, any major relocation of the nodes is considered an abnormal behavior and

rvill trigger the detection systern. The physical displacement a,ttack is easy to

launch by attackers and can be the start of more severe attacks. Therefbre,

detecting this attach is irnportant in rvireless sensor networks.

Detection Algorithm

RSSI-based iocalization schemes can be used to detect Sybil attack in an IBEE

802.15.4 network in which devices are connected to a central coordinator and all the

communications rvill be through the coordinator. \4/e can assume the netrvork region

a collection of concentric circles creating same size discs with the PAN coordinator
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Ð

o

Figure 4.4: An Example of netrvork layout.

in the center as shown in Figure 4.4. At the time of sensor deployment, devices are

assigned a disc number 1 and a device ID. The PAN coordinator stores this information

in a t,able.

Upon receiving a packet, the PAN coordinator estimates location of the sender

device (the distance between the device and the PAN coordinator) using equation

lDepending on the type of application the assignment of disc numbers could be random or based
on a design for the specifrc application needs

PAN coordinator

Device

A Network with 3 discs, 7 devices and a
PAN coordinator
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in 4.3.2 and associates this value to the device ID embedded in the packet header.

The cornputed distance will determine a disc number in which the sending device is

located and the PAN coordinator compares this inf'ormation rvith the list stored at tlie

deployment time. A Sybil attack and/or node displacement attack will be detected

if the corlputed (disc number,lD) set diff'er from the stored information.

In practice, RSSI fluctuates and does not stay the same even if the location of the

tu'o transceivers are fixed [14]. Thus we need a mechanism to estimate average RSSI

precisely. To estimate average RSSI (i.e. mean), we rvill use the fbllowing equation

upon receiving a packet fiom a node [31]:

EstimatedRS S I : (1 - a) * Estimated&SSI I a * RS S I

This equation is recursive and the initial value of EstirnatedùSSI is selected a,s

the mean of Gaussian distribution. Estimate&SSI is a weighted average of sample

RSSI values. This weighted average puts more rveight on recent samples than old

samples since the more recent samples better reflect the current state in the network.

The degree of weighing decrease is expressed as a constant srnoothing factor a, a

number betrveen 0 and 1. a may be expressed as a percentage) so a smoothing factor

of 10 percent is equivalent to a : 0.1. Calculating variability of RSSIs, as well as the

estimate of RSSI is useful to find an interval in which most of RSSIs f'or an individual

node, fall. We use the f'ollorving equation to calculate such a deviation:

DeuRSSI : (i - B) + DeuRSSI + 13+ | ÆSS1 - EstimatedRSSI 
I

Similar to the previous equation, this is recursive too and the initial value of

DeuRSSI is calculated as o (i.e. the standard deviation of the Gaussian distribution).
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Finally the RSSI interval can be calculated using the follou'ing equation:

RS S I Interltal : RS S I Interual, + n * Deu RS S I



Chapter 5

Simulation Model and Evaluation

Results for an IEEE 802.L5.4

Network

This chapter descril¡es the model that simulates security and intrusion detection

mechanisms in an IBBE 802.15.4 network. All the simulations a,re done using Ar-

tifèx [24] a general development platf'orm for discrete event sirnulations. I have run

the simulation to measure the perfbrmance. The values of MAC pararneters (e.g.

buffer size, packet size) are selected according to the IEEE 802.75.4 standard specifi-

cations. The perfbrmance paratneters are:

o Number of nodes: The number of nodes represents the total number of de-

vices within a cluster. Ill this simulation, the value of this parameter s'iìl range

fiom 3 to maximum of 60 devices.

b(
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o Simulation runtime: The simulation runtime represents the time duration in

which the simulation rvill run.

r Packet size: The size of packet to be transmitted fiom device to PAN coordi-

nator a¡rd vise rrersa.

c Power resource: The available porver resource for a node from its creation to

its death.

o Number of malicious nodes: The nurnber of malicious nodes represents the

total number of devices under attack.

The simulation model is set to measure both effectiveness and performance of the

network under three main settings. First, the basic simulation model of the IEEE

802.!5.4 netrvork without any security and intrusion detection mechanisms will be

evaluated. Second, the netrvork's simulation model with security considerations u'ill

be assessed. For both of these settings the follorving perfbrmance measures wiil be

observed:

o Throughput: the fraction of time used to transmit data payload (bits) to total

time needed to access the medium and transmit a complete packet successfully.

o Access probability: The probabiìity of accessing the medium by a device in

order to send a packet without collision.

c Blocking probability: The probability of a packet being dropped at the de-

vice's buffer.
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o Key cost: The duration it takes for a device to establish a key u'ith the PAN

coordinator.

r Utilization: The proportion of time during the simulation that devices are

sending and receiving packets.

¡ Sleep Probability: The probability of going to the sleep (i.e. ]es, psu,er mode)

fbr a device

The third main setting will include the attacks and intrusion detection mechanisms

to detect them. The effectiveness and perfbrmance of the netrvork is measured and

compared to the previous settings. For the case rvhen the system carries an intrusion

detection mechanism, the additional performance measures âre:

o Probability of detection: This measurement determines the rate of attacks

detected correctly by an IDS in a given environment during a particular time

fiane. The difficulty in measuring the detection rate is that the success of a,n

IDS is largely dependent upon the set of attacks used during the test. Aìso,

the probability of detection is reversely dependent rvith the fâise positive rate.

To have a higher probability of detection, a tougher detection s)'stem needs

to be irnplemented. For example, in the case of "signature-based" detection

mechanism, higher probability of detection means wider set of attack signatures.

As the number of signatures in a detection system growsT there will be more

cirances of marking an event as intrusion when it is really just a normal behavior

of the network. Depending on the desired security level of the application an

IDS can be tunned (i.e. different configurations can be used by setting the level
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of detection) to favor either the ability to detect attacks or to minimize fãlse

positives.

Probability of false alarm: This measurement determines the rate of false

positives produced by an IDS in a given environment during a particular time

fiame. A false positirre or false alarll is an alert caused by normal non-malicious

background traffic.

o Detection duration: This measurement specifies the duration of detection

of an attack rvhich is fiom u'hen an attack occurs till the response module is

triggered.

The simulation model settings will also include porver management policies and

the performance of the netrvork rvill be measured in the extended lifetime mode. To

make sure the performance rneasures after the system reach a steady state, one tenth

of the simulation tirne is defined as the run-up period of the simulation.

5.1 Key Exchange and Power Managernent

For the remaining of this section I u'ill first give a quick introduction of beacon-

enabled simulation model of 802.15.4 [49, 40] and later explain the simulated key

exchange process simulated in this work.

5.1.1 Beacon-Enabled IEEE 8O2.I5.4 Simulation Model

The network communication model of this simulation is based on star topology.

The model is built on three prirnary objects :PAN coordinator, Device and Medium.



Chapter 5: Si,mulati,on ll[odel and Eualuation Results ...

The device and PAN coordinator objects are inter-connected via medium object in

our simulation model.

Two different Token types are defined that play the role of packet and backoff.

Packets cair be any of beacon, MAC request, data and acknowledgment (ack) types.

The communication is initiated when PAN coordinator first sends beacon to medium

(beacons are sent after every 4Bt rvhere t is duration of one backoff period). After

receiving the beacon the medium starts a clock and sends pulse to all devices every

ú time.

Data packets are generated by device object f'ollowing exponential distribution and

are destined to a randomly chosen device. The packet is then sent to the medium

and a copy of it is kept for retransmission if needed. Data packets are then received

by the medium. If the number of received packets in mediurn is greater than 1,

collision occurs. If there are no collisions, data packets are sent successfully to the

PAN coordinator and the medium status is set to busy.

PAN coordinator is the next stop f'or data packets and is responsible fbr sending

ack type packets to corresponding device afïer a specified delay. As of every packet,

ack rvill be received first by the medium and then sent to corresponding device. When

PAN coordinator is sending data to a device it keeps finite buff'er fbr each device in

the PAN. If the buff'er of the device u'hich the data packet is destined for is full, the

packet will be discarded. In the case that there is still room in that device's buffer,

the coordinator adds the destination ID of packet to the pending devices list and

advertises the ID in the beacon. The device u'ill notice that there is packet waiting

for it and will initiate a MAC request packet to be sent to the coordinator. The PAN
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coordinator after receiving the request rvill perform round robin scheduling algorithm

and choose the device to send the packet from its corresponding downlink buff'er.

5.7.2 Adding Key Exchange Mechanism to the Simulation

Model of IEEE 8O2.I5.4 Network

in this section I describe the communication between the ordinary nodes and

PAN coordinator ¡¡,hich occurs as result from the link key exchange. \Me assume that

devices are attached to the cluster and the f'ormation of the piconet is finalized. AIso,

we assume the master keys are established, so that there is no threat of eavesdropping

during exchange of master keys. The next step is generating link keys between each

device and PAN coordinator. For the exchange of link keys, we will f'ollou' SKKE

protocol as describe in Section 3.4.

The process of key generation starts by PAN coordinator's advertisement f'or the

fìrst phase of key genera,tion packets. Depending on rvhich stage of generation we

are in, the corresponding SKKE type of data packet (ranging from 1 to 4) rvill be

processed (e.g the first data packet has the type of SKKB-I and so on). According

to the sta,ndard specification at most 7 devices can be advertised in each beacon.

Therefbre the PAN coordinator will advertise 7 devices in each beacon. According to

the standard, each device listens to each beacon and if its ID has being advertised

the device will send a request packet. Request packet is transmitted in CSN,{A-CA

mode and can collide rvith other packets. If it is received successfully ì:y the PAN

coordinator it wilt be acknorvledged and downlink packet transmission carrying the

SKKE protocol data u'ill fbllow in the downlink transmission.
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In our model, key exchange packets have non-preemptive priority over data pack-

ets. If the node has started backoff process f'or data packet and it hears its ID in

the beacon it rvill finish the current packet transmission before sending the request

packet. Horvever, if data packet arrives to the device's buffer rvhile the key exchange

is going on, its transmission will be postponed until device receives the nerv link key.

PAN coordinator u'ill first check key f'or the destination devìce from its access control

list and no packet rvill be sent to the specific destination until the corresponding link

key is already exchanged betu'een PAN coordinator and the node. From this point

on regular secure data packets will be imrnediately sent to the destination.
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5.1.3 Simulation Run and Analysis

I have implemented the physical, data link and security layer of an IEEE 802.15.4

cluster operating in beacon enaìrled, slotted CSI\4A-CA mode. The packet size u'ith-

out security overheads includes ail physical layer and Medium Access control layer

headers, and it is set to 30 bytes i.e. to three backoff periods. When packet signature

(rnessage authentication code) of 16 bytes is added to the totatr packet size had to

be rounded to 5 backoff periods (the largest packet size could be set to 13 backoff

periods).

The cluster uncler consideration contains 14 devices, each havi¡g buffer capacity

f'or three packets. Packet arrival per device followed the Poisson process rvith average

rate of 90.5 packets per minute. When the coordinator a,nnounces key exchange in

the beacon, all nodes had to temporarily stop uplink da,ta transmissions untii they

receive new key initialization values from the coordinator in the dorvnlink pa,ckets.

Due to compìex downlink data-link transmission algorithm it is expected that key

exchanges rvill a,dversely aflect the regular sensing traffic.

The impact of the increase of packet size due to addition of Message Authentica-

tion Code, increased processing time needed for encryption in AE"S with CBC-MAC,

and key exchange betrveen the nodes over various packet arrivral rates and cluster

sizes is considered. Figure 5.1 presents throughput) access probability (probability of

no pa,cket collision) and blocking probabiÌity at the node's bufler u'hen all securitl,

over-head is included. Results were taken f'or varying number of nodes and varying

packet arrival rate per node. Figure 5.2 presents the same parameters (except the

key exchange cost since it does not exist) when no security meåsures are deployed
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Figure 5.2: Throughput, Access Probability and BÌocking Probability as the function
of simulation time(backoffs) rvhen no security technique is employeed.

in the net\À/ork. We observe that u'ithout security measures, blocking probability is

equal to zero i.e. that netu'ork works without losses.

The experiment to measure the cost of key update in the cluster contains seven

devices only, and theref'ore it was possible to advertise the keys for devices in a

single beacon. All devices temporarily stopped their data transmission during the key

excha,nge. The behaviour of the cluster over time is presented in Fig. 5.3. Fig. 5.3(a)

shorvs number of backoff periods spent in key exchange. We notice that average cost

of key exchange is slightly belorv 2000 backoff periods, which gives 250-270 backoff

periods per device. Knorving that the key exchange involves a total of two downlink

I
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(uplink request * dorvnlink data) transmissions and three uplink tra,nsmissions, \r¡e

can conclude that one CSMA-CA access takes approximately 40 backoff periods.

Given the backoff window sizes of (8, 16, 32) we can conclude that transmission

commences in average after third backoff attempt which indicates moderate to large

activity over the medium. Tlie blocking probability at individual sensor node buff'er

over the snapshot periods is shown in Fig. 5.3(b). Due to large periods v'hen device

transmission is prevented during key exchange (rvell over 1500 backoff periods), the

blocking probability skyrockets to values between 0.7 and 1. When the key exchange is
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finished, normal data communications resume. As a resuìt, the blocking probability

drops abruptly to values around 0.3 and slou'ly declines further as the backlogged

packets clear.

Fig 5.3(c) shorvs the throughput vaìues measured during snapshot intervals of

250 backoff periods. The throughput of data packets is shorvn in white, while the

throughput of key-exchange packets is shorvn in black. According to the throughput

results reported in [40], the observed netrvork regime u'ithout key exchange is slightly

belorv the saturation condition (in saturation condition, all data transmissions end

up in collisions).

I have also implemented distributed activity management in the simulator, assum-

ing that the battery for each node has a fixed capacity. Battery capacity, which is

expressed in backoff periods, is decremented by one for each backoff period in which

the radio subsystem is active.

The key exchange threshold (n¡) is varied between 40 and 100 packets while the

requested event sensing reÌiability was kept at ,R : 10 pad<ets per second. Cluster

size (n) u'as varied between 5 and 30 nodes. We assume that the network operates in

the IS\4 band at 2.45GH2, rvith raw data rate 250kbps. The packet size rvas fixed at

trvehre backofl periods, and the device buffers have a fixed size of three packets. The

packet size includes Messa,ge Authentication Code and all physical layer and Medium

Access Control protocol sublayer headers, and is expressed as the multiple of the

backoff period [6] We also assume that the physical layer header has 6 bytes, and

that the Medium Access Control sublayer header and Flame Check Sequence fields

have a total of I bytes.
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Figure 5.4(b) shows total number of successfully transmitted packets (including

key and data infonnation) transmitted per second for requested data reliability of

-R: 10 packets per second (rvhich is shorvn on Figure 5.a(a)). \Äie note that the total

number of packets hyperbolically grorvs when the key exchange threshold decreases

linearly Figure 5.4(ìl). This is intuitive since the fiequency of key updates is Rf n¡,

per second and number of overhead packets rvith key inf'ormation per second is equal

to BRf n¡,. \Ve note that key exchange overhead becomes negligible only f'or rz¡ ) gQ.

Probability that packet will not suffer fiom collision or noise error sharply drops when

threshold for key exchange drops below 40 packets. Both the reliability overhead and

success probability depend only on the requested event sensing reliability except for

very small key update threshold. Sleep period, on the other hand, depends mostly on

the number of alive nodes and impact of key exchange overhead is barely noticeable.

Total node utilization shou'n in Figure 5.4(d) depends mostly on the number of

alive nodes, but it also increases with increase of the number of key exchanges per

second and exact impact of the key exchange overhead is shown in Figure 5.4(e).

Fìnally, sleep probability f'or each node is shown in Figure 5.4(f). Sleep probability

dominantly changes with n, while the changes with n¡ are much milder.

5.2 Interconnection of the IEEE 802.l5.4 Clusters

I have simuÌated a two cluster network in which the clusters are interconnected by

a Master-Slave bridge. Each cluster follows the start topology as its netrvork commu-

nication model. The objects: device and PAN coordinator/bridge are interconnected

via medium object. The PAN coordinator at the child cluster also acts as a bridge
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and srvitches to the other cluster (i.e. parent cluster) when it has some data in its

buffer.

We assume that all the sensing traffic fiom the chilcl cluster occurs in the uplink

direction rvith the parent cluster's coordinator as the ultimate destination except

the traffic required f'or exchanging the link key; the parent cluster has local traffic

(originating at orcìinary nocles and PAI'{ coordinator) as rveil. This assumption is vaìid

in sensor networks u'here most, of the traffic u'ill be directed torvard the network sink.

We assume that both clusters operate in beacon enabled, slotted CSMA-CA rnode

under the control of their respective cluster (PAN) coordinators.

Figure 5.5 shorvs the communications between and rvithin the trvo clusters. The

communication is initiated u'hen PAN coordinator first sends beacon to the medium

(beacons are sent afTer every 48ú rvhere ú is duration of one backofl period). We

assume that devices are attached to the cluster and the fbrmation of the piconet is

finalized. Also, u'e assume the master keys are established, so that there is no threa,t

of eavesdropping during exchange of master keys. For the exchange of link keys, we

will fbllow SKKE protocol as described in Section 3.4. The exchange of SKKE packets

happens first bets'een local devices and the PAN coordinator and also between the

bridge after switching to the parent cluster as an ordinary d.ui"u- For each downlink

packet advertised by the PAN coordinator in the beacon, device.s need to generate a

MAC request packet and send it to the corresponding PAN coordinator. AII of the

communications need to be acknorvledged by the recipients at each step.

After the link key exchange, data packet transmissions start in uplink direction

originating from the devices. The ke), exchange packets have non-preemptive priority
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Figure 5.5: Communications betrveen trvo clusters.

over data packets and if a data packet arrives to the device's buffer while the key

exchange is going on, its transmission will be postponed until device receives the

nev' link key. Of course the operation of the bridge is similar to ivhat was given in

Section 3.7 and data packets received from the local nodes will be stored in the bulfèr

and are sent to the parent cluster each time the bridge switched to the other cluster.
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Figure 5.6: The probabiiity of sleep for devices.
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5.2.L Simulation Run and Analysis

I have created the simulation model for the physical, data link and security layer

of an IEBE 802.15.4 cluster. The packet size includes all physical layer, Medium

Access control layer headers and security overheads, and it is set to 120 bytes i.e. to

12 backoff periods.

The number of devices (n) in both clusters is the same ranging fiom 20 to 60

devices each having buffer capacity fbr three packets. Packet arrival per device fol-

lowed the Poisson process rvith one packet per second and the buffer size of 20 bytes

is allocated fbr each device. If the number of transmitted packets to the medium

is grea,ter than 1, collision occurs. If there are no collisions, data packets are sent

successfully to the PAN coordinator and the medium status is set to busy. Upon

the successful receipt of packets at the coordinator/Bridge, they will be stored in

the buffer of size 30 bytes (leading to a small blocking of packets at the bridge) and

// 20
30
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"wait to be forwarded to the parent cluster. The newly received packets will replace

the old ones and the old ones will be dropped (We assume that the parent cluster's

coordinator, acting as the network parent, can accept all packets it receives).

The key exchange threshold (n¡) varies betrveen 20 to 50 packets and indicates

the maximum number of packets sent by any device in the cluster before the new link

key establishment. This counter can be controlled at the coordinator side.

I have also considered distributed activity management and $¡e assutned that

the network operates in the ISM band at 2.45GH2, with raw data rate 250kbps.

The requested event sensing reliability is kept at -R : 10 packets per second and

the PAN coordinator advertises this value in each beacon- Devices then calculate

the probability of sleep and will decide whether or not to go to the inactive mode.

Figure 5.6 presents the calculated value of P"¿"", measured by running the simulator.

Devices in the more populated cluster need less activity to match the fixed required

event sensing reliability.
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I have rneasured the probabilitl, 6l access to the medium at both clusters separately

and the results are shou'n in Figure 5.7. It can be seen from the diagrams that the

access probability decreases b)' the increase of the number of devices trying to send

and receive packets. Since the devices in the parent cluster need to compete u'ith

the bridge, the probability of access is higher at the parent cluster due to higher

contention at the medium.

Total node utilization shown in Fig. 5.8 depends mostly on the number of alive

nodes, but it also slightly decreases rvith increase of the number of key exchanges per

second. Again utilization is higher in the parent cluster due to more contention at

the medium.

5.3 Sleep Deprivation Attack and Detection Mech-

anism

5.3.1 Model Details

We assume that once sensor nodes exhaust their batteries, they become dead and

no exchange of the power supply u'ill happen. This assumption is ¡ealistic since sensor

nodes are usually deployed in hardly reachable areas where renewing/recharching their

batteries is difficult and in soilìe cases impossible. The sensors work under a, po\Mer

management mechanism and switch to a low power mode also known as sleep mode

rvhen there are no packets to send or receive. We also assume that sensor nodes

are not completely tamper resistant and an adversary could capture a node and

manipulate the code inside, however, we will only focus on sleep deprivation attack.
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The placement of adversary nodes is considered to be uniformly random to reflect the

adversaries desire to maximize the clamage by spreading all over the network.

I have simulated an IEEE 802.15.4 netrvork rvith presence of secure data exchange

protocol- SKKE. The nodes are connected to the PAN coordinator via medium follou.

ing star topology and clusters are interconnected via maser/slave bridge. We assume

that the PAN coordinator has a large power supply and is highly secure so that it

can not be compromised. Malicious nodes rvill be introduced to the network and they

'rvill launch sleep deprivation attack. The attack will prevent the compromised nodes

from going to sleep. An intrusion detection algorithm is in place to detect and report

the suspected nodes.

5.3.2 Simulation Design and Analysis

The network model is under sleep deprivation attack only and contains 60 devices

in each cluster each having bufl'er capacity for 2 packets. The simulation run times

are in backofl's (0.00032 sec) and have been set for 1 million backoffs which is almost

5 minutes. Figure 5.9 shou's network's status under attack. The average remaining

lifetime of sensor nodes in the netrvork is definitely affected by the attack. Although

these results are taken after perfbrmance of the network for a small amount of time,

we can still see a considerable decrease in the remaining lifetime of the nodes. Also

interesting to notice the direct effect of the attack on the average sleeping period of

the nodes. With 30 percent of the nodes under attack, the sleeping time is decreased

by 50 percent. Figure 5.9(c) shows the changes in the average number of data packets

received at the PAN coordinator from all the nodes in the network. The compromised

B5
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nodes under sieep deprivation attack seem to have sent nrore number of data packets

in average. This is caused by the deprived sleep of the nodes because of their malicious

behavior.

In the second phase of the simulation, I have simulated our proposed detection

mechanism to detect compromised nodes. Most of the processing for this purpose

takes place at the PAN coordinator side with high processing pou'er. Figure 5.10(a)
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system f'or sleep deprivation attack.

shou's the fälse positive rate of the detection system. \Mith have of the nodes in

the netrvork being cornpromised, the detection algorith-m has a Ìorv false positive

rate of under 20 percent. I have also measures the period of titne it takes for the

compromised node to be detected since getting compromised and the results are

shown in Figure 5.10(b).

5.4 False Data rnjection Attack and Detection Mech-

anism

5.4.I Model Assumptions and Details

To examine tlie detection mechanism that is intended to detect malicious nodes

rvhich inject false date, I have simulated a netu'ork in which the nodes send sensed

data packets to the PAN coordinator. R. A. Hellstrom and B. G. Mark [19] present
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measurement data using rvireless sensors for district rnet and dry periods within an

Alpine Valley. The measurements are taken fiom the u'eather station installed in the

Llanganuco valley of Cordillera Balanca. The present several meâsurements such as

air temperature, Wind, Soil moisture, and soil temperature. I have used the sample

data fbr soil temperature for both dry and u'et periods.

The simulated cluster contains 60 devices. Each device calculates the correspond-

ing measurements fbr the specific tirne of the day. I have used curve fitting for the

sample data to obtain the formula that gives values of soil temperature for every

hour in the day. We assume that healthy nodes (i.e. the nodes rvhich are not com-

promised and report correct data) report only the measurements for the wet period.

This means that the reported state of the netrvork in case of no attack should be the

measurements of wet period (presented in [19]). \4/e also assume that intruders want

to reverse the measurements and instead report the measurements of the dry period

(i.e. false report). A compromised devise uses the fbrmula obtained for dry period

fÏom sample data. We assume tliat the netrvork starts in complete health state and

u'ill not get compromised for a while. This assumption rvill give the PAN coordinator

chance to collect enough healthy reports to base its decision on. Compromised nodes

u'ill then be introduced to the cluster and start sending fäìse reports.

We assune that sensor nodes are not completely tamper resistant and an adversary

could capture a node and manipulate the code inside, holvever, we rvill only f'ocus on

false data injection attack a,ssuming the netu'ork will be under only one attack. The

placement of adversary nodes is considered to be uniformly random to reflect the

adversaries desire to maximize the damage by spreading all over the network.
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Figure 5.11: Soil temperaturg values throughout the day reported by sensor nodes.

5.4.2 Evaluation and Results

I have simuÌated a network with assumptions mentioned to evaluate the eflècts of

fälse data injection attack and its detection mechanism. The simulation run times

are in backoff's (0.00032 sec) and have been set for 1 million backoff's 'ivhich is almost

5 minutes. In the first phase of the simulation sensor nodes will be captured and

start maliciously sending false measurements (i.e. reporting soil temperatures for dry

condition throughout the day). Figure 5.11 shows average measurements (C) received

at the PAN coordinator for different times in the day. The percentage of compromised

nodes varies between 0 to 30 percent. If the adversaries could comprorrise more

than 30 percent of the nodes within the network, they can successfully full the PAN

coordinator and report dry condition.

'Next u'e simulate the detection mechanism discussed previously to check the accu-

22

20
1B
't6

14

12
10

o

h



90 Chapter 5: Si,mulation Mod,el and Eualuation Results

8

7

;
Es
E¿
5<3
I

1

0

250000

I zooooo

å rsoooo

E
trc 100000
€

õ 50000

0

r0 15 20 25

Percentãge ot Comprmised l¡odes (94

(a) False Alarm (b) Detection Duration

Figure 5.12: The fälse alarm rate and detection duration (backoffs) of the detection
system for false data injection attack.

racy of the system. In this phase of the simulation again nodes will get compromised

but this time there is a detection mechanism in place by the PAN coordinator. Fig-

ure 5.12(a) shows the fälse alarm rates f'or different percentages of compromised nodes.

When less than 30 percent of the nodes are sending false report, the fälse alarm rate

is under 10 percent v'hich is considered low and means the compromised nodes can

be detected with high probability. The detection durations (the duration betrveen

node capture and detection) are presented in Figure 5.12(b) in backoffs. As expected,

the time it takes for the PAN coordinator to detect all the malicious nodes increased

u'hen there are more compromised nodes in the net'q'ork.
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5.5 Sybil Attack and Detection Mechanism

5.5.1 Model Assumptions and Details

Our simulated model consists of a set of static nodes, such as the tmote-sky [tt]

with CC2420 chip radio, which is an IEEB 802.75.4 compliant radio and provides

a RSSI output that is sarnpled by an B-bit ADC. The RSSI is rnainly used for RF

signals, and the estimate unit is dBm.

In the simulated network, each device is given a unique ID at the time of deploy-

ment. The nodes are connected to the PAN coordinator follou'ing star topology. We

assume that the PAN coordinator has a large power supply and is highly secure so

that it can not be compromised. We assume an initial set of good nodes (i.e. non-

malicious) and later malicious nodes will be introduced to the netrvork and they u'ill

launch Sybil 1 and/or node displacement 2 attack. The nerv nodes with malicious

behavior are placed randomly within the network region ¡sith the corresponding disc

number. We assume that malicious nodes are able to get the necessary keys and start

sending and receiving packets. The network modet is assumed to be under Sybil/node

displacement attack only. An intrusion detection algorithn is in place to detect and

report the suspected nodes.

5.5.2 Evaluation and Results

I have simulated an IEEE 802.15.4 network with presence of secure data exchange

protocol (i.e. SKKE) to study the performance of the system. The netu,ork operates

iPresent different or multiple identities
2Physically dispìace or remove some of the sensor nodes from their original position
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Figure 5.13: False positive, false negative rates (%), and detection duration (backoffs)
changes fbr diflèrent netrvork densities.

at 2.4 GHz with raw data rate of 250 kbps in an obstructed indoor environment and

is formed in a circle plauar. The number of nodes varies between 10 to 60 nodes?

changing the level of density in the network. At the beginning all the nodes have

identical transmit porver of 100 dB. The simulation runtimes are in backoffs (0.00032

sec) and have been set f'or 2 million backoffs which is almost 10 minutes.

I have examined both completeness (i.e. probability of detecting the attack) and

accuracy (i.e. probability of not reporting non-rnalicious nodes as malicious). Fig-

ure 5.13(a) illustrates both false positives and false negatives while 20 percent of the

nodes are malicious. \rVe notice that as the netrvork gets more crowded, false alarm

rate increases. The interesting point here is that the false negative rate is much

smaller than fälse positive rate. Specially in the case of Sybil attack, it is very impor-

tant to detect the attack and prevent further damage to the network rvhich can be

serious but the slightly higher false positive rate can be ignored since it only affects

the performance of the system. Figure 5.13(b) shows the changes in the detection

latency as the netu'ork grows. This is because of the bigger sampling size needed in
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order to get the desired fäise alar-m rate. The trade-off l¡etu,een cletection duration

and false alarm rate is visible and network administrators neecl to consider the specific

application needs and tune the detection thresholds accorclingl5'.

Figure 5.14 shows the direct relationship between the percentage of rnalicious

nodes in the network and fâlse alarm rate and also detection duration rvhile having a

netrvork rvith high level of density (60 nodes). If 40 percent or more of the nodes in

the netrvork be malicious/compromised, the false alarm rate rvill exceed 10 percent,

rvhich is considered high in such a netrvork. We can say that our detection mecha¡ism

u'orks acceptable when having 30 percent or less number of malicious/compromised

nodes.

Finally, the standard deviation of the Gaussian distribution has a clirect effect on

fälse alarm rate as shown in Figure 5.15. Again to keep a high level of perf'ormance

fbr the system, the value of standard deviation needs to be lower than b.
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Figure 5.15: False alarm rate (%) changes for different standa¡d deviation values.



Chapter 6

Conclusion and Fbture Work

The need for security in WSNs is being sensed more than ever because of the

popularity of these networks. Ho'n'ever, there are not enough experiments on the

performance of security and intrusion detection in WSNs or particularly in IBEE

802.75.4 networks as one technology of WSNs.

I have simulated and studied key exchange process integrated with reliable sens-

ing and power tnanagement in beacon enabled IEEE 802.15.4 cluster and the results

confirm our expectations. Data encryption is provided by exchanging link keys be-

ttveen each device and PAN coordinator. The signature payload plays a big role on

performance of the netrvork. i have developed model of key exchange integrated into

the sensing function of beacon enabled IEEE 802.15.4 cluster. The results show im-

portant impact of the ratio of the event sensing reliability and key update threshold

on the clusters energy consumption. \A/e have evaiuated the impact of the threshold

for key update on the cÌusters descriptors. The results can give useful hints for the

choice of frequency of key updates for required event sensing reliability. I have also

95
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sirnulated major attacks resulting fiom node compromise u'ithin an IEEE 802.15.4

cluster in spite of having security measures in place. I have evaluated the eff'ects of

such attacks on the network perf'ormance and proposed lightu'eight detection mech-

anisms to detect them. The results give an overvieu' on parameter selection fbr the

detection s)/stem and prove that utiliza,tion intrusion detection system in an IEEE

802.15.4 is possible while keeping a high level of accuracy and completeness. In my

simulated model, the false positive rates are slightly higher in compare to the fãlse

negative rate. This is negligible since complete detection of connpromised nodes is

rather important.

As part of the fÏture wotk, rve can consider several other attacks on different layers

of the network and expose our simulation model to them. Finding lightrveight detec-

tion mechanisms for such attacks is another possible research idea- AfTer collecting a

comprehensive amount of data, these attacks and their corresponding detection meth-

ods can be compared. Providing a complete comparison of the severity and cliffêrent

detection parameters of attacks will help us make decisions regarding pa,rameter se-

lection for diflerent aspects of security and intrusion detection (e-g- fiequency of key

update and completeness degree of detection algorithm) when it cûnres to the actual

implementation of an IEEE 802.15.5 network.
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.1 Acronyms

ACL
AES
API
CAN4A-CA
CBC_À4AC
CCA
CCEF
CCM
CPU
CTR
ED
GPS
IDS
LAD
LR-WPAN
N{AC
N4IC

PAN
PIN
PNM
RIP
R,OM
RSSI
SDF
SKKE
SOC
\\¡SN

Access Control List
Advanced Encrlption Standard
Application Programming Interface
Carrier Sense N¿lultiple Access u'ith a Collision Avoidance
Cipher Block Chaining Message Authentication Code
Clear Channel Assessment
Commutative Cipher-Based En-Route Filtering
Counter u'ith CBC-À4AC
Central Processing Unit
CounTeR
Energy Detection
Giobal Positioning System
lntrusion Detection System
Localization Anomaly Detection
Lorv Rate Wireless Personal Area Network
Message Authentication Control
Message Integrity Code
Personal Area Network
Personal Identifi cation Nulnber
Probabilistic Nested i\4arking
Routing Infbrmation Protocol
Read Only \4emory
Received Signal Strength lndication
Statistical En-route Filtering
Symmetric-Key Key Bxchange
Self-Organized Criticality
Wireless Sensor Netrvork
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