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ABSTRACT 

The ever-increasing required capacity of telecornmunications networks is driving research 

into new technology that can increase the network capacity with the lowest possible cost. 

One of the newest and most promising technologies is wavelength division multiplexing 

(WDM). This technology uses the concept of simultaneously transmitting many signais 

at different wavelengths down a single opticai fiber. Optical signal transmission at four 

wavelengths, for example, quadruples the capacity of the curent f ikr  infrastnicture. The 

system, however, cannot be realized without a device that separates the signals at the 

recei ver; Le. a demultiplexer. 

Demultiplexers may use many different technologies (interference filter, or bu1 k 

p t i n g  for example). This thesis focuses on an integrated diffraction grating design. In 

this type of device, diffraction gratings are etched into slab waveguide layers. The 

incident light is guided through the slab and is reflected and diffracted by the grating. 

The diffraction process spatially separates the channels that were transmitted at different 

wavelengths. 

The goal of this thesis is to design, characterize and numencally mode1 a novel 

integrated diffraction grating spectrometer. This design is to be used as a comparison to 

the performance of sirnilar grating spectrometers using a different grating configuration. 

The guidelines used for design parameters of the spectrometer are defined by the concems 

of the telecornrnunications industry. The device should have low insertion loss, low 



polarization dependent performance. high channel isolation, and use industry-ûefined 

channel spacings (and channel wavelengths). 

The designed integrated grating spectrometer uses a linear grating. to improve 

grating facet uniformity. The grating facets were designed to achieve large dispersion 

with a small device size. A concave mimr was used to collimate and focus the light. 

The spectrometer was fabricated and tested. It showed good channel spacing uniformity 

and output intensity profile shape. The insertion loss and polarization dependent 

performance were not sufficient for a practical telecornmunications product however 

these problems may be solved with slightly different fabrication techniques. 

Simulations of the behaviour of the grating facets were done using finite- 

difference time-domain (FDTD) techniques. These results showed that the facet shape 

efficiently retro-reflected the incident light. 
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Chapter I Introduction 

CHAPTER ONE 

INTRODUCTION 

In the last 20 years the telecommunications industry has exploded from being a voice- 

only copper wire network to a complex web of switches. lasers and optical fiber spanning 

the globe. The majority of phone calls that an average Canadian makes traveis over this 

fiber optic network faster and clearer than anything that could have k e n  achieved with 

copper wire technology or satellite connections. Although both of these technologies are 

still in use throughout the world, high traff~c links are most certainly connected with 

fi ber. 
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The advent of the World Wide Web and the Intemet has drastically increased the 

demand for bandwidth on the networks. Voice and data streams both compte for space 

on the limited bandwidth of the fiber links. The number of users on the fiber links 

increases with every day, and the capacity demanded per user is increasing with users 

transferring more volume than ever before. The data streams consist of video, sound, 

pictures, and text. Network capacity is king stretched to its limits even more with the 

growth in interest of real time video conferencing, remote telemedicine (physicians 

sharing expertise through real time video exchange) and Intemet telephony. The demands 

of the consumer must be met and therefore telecornmunications companies are looking 

for ways to increase their capacity in the most inexpensive way possible. 

The first and most obvious solution to the bandwidth shortage is to lay more 

optical fiber between high traffic centers. The additional fiber gives another pipe on 

which the data may be transferred. However, burying new fiber is a very costly 

undertaking that cornes with land ownership problems, and al1 the problems associated 

with laying new infrastructure. In addition to these problems, the maintenance of another 

fi ber line is labour intensive. With these difficulties in mind, telecornmunications 

companies would much rather find an alternative to laying new fiber links for increasing 

fi ber capacity. 

A new technology that has emerged in the last three to four years is Wavelength 

Division Mukiplexing (WDM). This technology eliminates the need to lay new fiber and 

can increase the capacity of an existing fiber link by factors of 4, 8, 16,32, or higher. The 

benefîts of not having to lay new fiber are obvious but it has further benefits in that the 

system can be upgraded reasonably easily from a 4 channel WDM to a 16 channel WDM, 
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quadrupling the capacity. Clearly telecommunications providers are looking seriousiy at 

this technology and several have already implemented the technology in the United States 

between high traffic links. It has become an accepted technology even though it is still 

sornewhat immature. 

1.2 WAVELENGTH DIVISION MULTIPLEXING 

Wavelength division multiplexing (WDM) =fers to sending multiple signals down a 

single optical fiber. Every data signal is transmitted using a unique modulated camer 

wavelength. The signals are multiplexed at the switch and transmitted simultaneously 

down the fiber link to the next switch where the signals are demultiplexed and rerouted to 

their destinations. WDM is used at several different levels ranging from the broadband 

applications, using laser wavelengths at 980 nm, 1310 nm and 1550 nm, to the dense 

WDM (DWDM) applications where wavelengths are spaced at 0.8 nm (100 GHz) in a 

narrow band centered around 1550 nm. The standard for WDM channels set by the iTU 

(International Telecomrnunications Union) gives two bands over which WDM signals are 

to be sent. The blue band consists of frequencies between 194.1 - 196.5 THz (1545.60 

nrn - 1526.72 nm) and the red band consists of channels in the 191.6 - 194.0 THi 

(1565.76 nm -1546.39 nm) range. The current standard requires the carrier wavelengths 

to be separated by 100 GHz, 200 GHz or 400 GHz; however, commercial products are 

already being developed for systems using 50 GHz (0.4 nm) channel spacing. 
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There are three key elements to the WDM system; the transmitting lasers, the 

amplifiers along the length of the long haul fibers and the mutti/demultipIexers at the 

transmi tters and receivers. 

1.2.1 TRANSMITTING LASERS 

The transmitting lasers must be highly stable lasers, capable of producing Iaser light at a 

specified wavelength with a narrow wavelength spectmm. In systems where DWDM is 

used, the stability of the lasers is a serious concern and DWDM is pushing the 

development of more stable lasers with narrow wavelength distributions. Semiconductor 

laser diodes are generally the sources used in telecommunications applications. The 

biggest consideration in laser usage is how the laser is modulated. The laser may be 

directly modulated to contain the transmitted signal or the produced beam may be 

externally modulated using elecuo-optic methods (Mach-Zehnder modulators for 

example). Many ideas have been considered for creating the most stable linewidths. 

Lasers have been fitted with al1 types of wavelength filters (like fiber Bragg gratings) to 

produce well-defined transmi tted center wavelengths. in general, the Iaser cen ter 

wavelength rnust be stable such that the fluctuations are at least an order of magnitude 

smaller than the passband of a typical WDM channel (at 100 GHz). 

The distributed feedback (DFB) laser is most commonly used in 

telecommunications systems but distributed Bragg-reflector (DBR) lasers are also used 

[ I l .  These lasers are capable of several miIliwatts of power with linewidths as small as 5 

MHz and current modulation ar 20 GHz. These specifications are sufficient for 
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telecommunications purposes, however new technologies are k i n g  developed 

continuously. 

1.2.2 OPTICAL FIBER 

In WDM systems the type of fiber seriously limits the totai amount of data that may be 

transmitted, the rate at which it is transmitted as well as how often the signal has to be 

regenerated due to fosses in the fiber. There are two main types of fîber currently in use 

in (long haul) telecommunications networks: dispersion shifted and non-dispersion 

shifted single mode fiber. Silica fiber has a zero dispersion point for light at 1310 nm. 

The zero in the dispersion curve can be moved to 1550 nm by adjusting the index profile 

of the fiber. The fiber has minimum attenuation at 1550 nm; therefore zero dispersion 

and minimum attenuation seem attractive. Dispersion shifted fiber is more expensive to 

make than non-shifted fiber; therefore there is more of the non-shifted fiber currently in 

use. In certain situations the dispersion-shifted fiber is more crucial, as in spans of fiber 

where repeaters are further apart. In WDM systems, non-zero dispersion-shifted fiber is 

the fiber of choice [SI. In this type of fiber, the zero dispersion point is moved outside the 

WDM wavelength band to rninimize the impact of non-linear effects in the fiber. At zero 

dispersion the non-linear effects in the fiber are most efficient. 

1.2.3 ERBIUM DOPED FIBER AMPLIFIERS 

The ampli fiers in a WDM system must give uniform gain across the used WDM band, 

have low noise production and compensate for nonlinearities in the fiber loss across the 
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WDM band. The amplifiers used in WDM systems are erbium doped fiber amplifiers 

(EDFA). These amplifiers can accomplish al1 of the goals required in the WDM system 

by using their inherent qualities and improving their performance with gain flattenets. 

An EDFA is created by doping a section of silica or fluonde fiber with erbium 

atoms. The doped medium is pumped with a wavelength that excites the E?+ atoms 

which then in tum produce spontaneous and stimulated emission, as in the performance 

of lasers. The stimulated emission effectively creates a gain in the medium for carrier 

Wavelength (nm) 

5 1 

1530 1535 1540 1545 1550 1555 1560 

Wavelength (nm) 

Figure 1.1 The gain profiles of silica (top) and fiuoride (bottom) fiber 
amplifiers. Notice that the fluoride fiber profile is much flatter. 



Chaprer 1 Introducrion 7 

wavelengths. The gain is not however uniform over al1 wavelengths within its gain 

region of 1530 nm to 1560 nm. In particular the gain profile of a silica amplifier has a 

significant drop in the region of 1540 nm. This is a problem for WDM systems because 

non-uniform gain will be added systematically as the channel propagates through the 

system, the channels near 1540 nm will eventually have a signal-to-noise ratio that does 

not allow for reliable signal detection. The gain profile c m  be flattened using attenuators 

on the higher gain channels to reduce the power level to the lowest channel ievel. 

Adjusting the power level of one channel may affect the power level in other channels 

therefore the power leveling technique must be done in an iterative manner and this slows 

down the system. The power leveling technique may be a problem as networks move into 

the newest high speed technologies with data rates of 10 Gbitslsec (OC-192). 

The doped fluoride fiber is a gooci alternative to the silica because it has a much 

flatter gain profile, as shown in Figure 1.1 with only a 1.5 dB variation over its 1532 - 

1560 nm amplification window [3 ] .  Some power leveling must be done over the WDM 

window but the adjustment is considerably srnalier. In spite of its flat gain profile, 

fluonde fiber amplifiers have fundamental performance difficulties. The noise level due 

to amplified spontaneous emission is higher in fluoride fiber than in silica fiber (1 dB 

higher than silica at 5 dB). The main reason for the higher noise figure due to the fluoride 

fiber is the use of a pump of 1480 nm laser light, as opposed to the 980 nm light used in 

the silica fiber. 

One solution to the dichotomy of the two fiber types is to use both amplifiers in a 

cascade [4]. The silica fiber is the first stage because it is low noise and therefore the 



spontaneous emission light will not have such a great effect at the second, flat gain profile 

stage of the fluoride fiber. 

Much research is k i n g  done to create an EDFA that complies with dl the 

stringent requirements applied by WDM networks. The EDFA allows the WDM system 

(or a single wavelength system) to be more cost-effective by eliminating the need for 

frequent retransmission dong the fiber line. In the case of WDM systems this is even 

more important, as electrical regeneration requires signal demultiplexing, electrical 

detection and amplification, and subsequent signai re~msmission. These are time- 

consuming activities and should be eliminated as often as possible for fast, reliable 

network operation. In WDM systems however, the fiber may cause a great deal of loss at 

high data rates (due to material dispersion) and repeaters may be needed every 50 km. 

The use of electrical amplification at 50 km intervals quickly becomes expensive and 

difficult to maintain. An EDFA amplifies the signal passively at al1 wavelengths without 

the need to demultiplex the signals at each arnplification stage. The introduction of 

EDFA's has furthered the advance of telecornmunications greatly. 

The multildemultiplexers can be constructed using a great deal of technologies. 

Regardless of technology, the multi/demultiplexers must produce good adjacent channel 

isolation (low cross talk between channels), have flat output power response in each 

channel passband, and have uniform loss at the center of each passband. These critena 
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are not easily met simultaneously and many permutations of WDM devices have 

appeared in the last 5 years. 

1.3 WDM DEMULTIPLEXER TECHNOLOGIES 

As an overview of the existing technoiogies, this section will briefly give descriptions of 

the principles involved in each technology and the advantages and disadvantages related 

to each. A short but relevant overview of these technologies may be found in Turley [SI. 

1.3.1 INTERFERENCE FILTERS 

Interference filters are very common in the commercial WDM marketplace. This 

technology is a totally passive corngonent that relies on interference at layer boundaries to 

either transmit or  reflect the light. Each WDM channel is transmitted at the one interface 

input 

outputs 

LI  

Figure 1.2 In an interference filter, multiple wavelengths enter the device and are 
sequentially split off at filters designed to pass only one WDM channel. 
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(of the many interfaces encountered within the filter) that satisfies its interference criteria. 

Interference filters provide high channel isolation (-25 dB), low polarization dependence 

low insertion loss (7 dB) and little or no temperature-dependent performance. These 

filters meet the objectives of WDM demultiplexers for low channelcount cases. Many of 

these filters may be cascaded to achieve a channel count of up to 40; however for channel 

counts higher than 40, the loss per channel becomes highly channel dependent. For every 

reflection that a channei must traverse, a loss is sustained; therefore, each channel wil1 

have different throughput loss. Interference technology is superior for low channel count 

systems but it is inferior in high channel count DWDM systems. 

1.3.2 BULK OPTICS 

The bulk optics category of demultiplexers consists of two types of devices. The first is a 

pting-based device where a bulk diffraction grating is used to separate the channels. 

This type of device is easy to manufacture because bulk grating technology is well 

understood. These devices achieve low insertion loss (c 6 dB), low polarization 

dependent loss (0.2 dB) and high resolution. The large physical size of the bulk grating 

demultiplexers is a detriment to the implementation of the technology. The second type 

of bulk optics demultiplexer uses a graded index lens to separate the wavelengths. There 

are a couple of problems with these types of demultiplexers. Manufacturing the 

demultiplexer can be difficult because the optical components must be aligned to tight 

tolerances. Tight tolerances cause the assembly of the bulk grating demultiplexer units to 
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be labour intensive as well as more unreliable than other technologies. In the case of the 

graded index lens components, the number of WDM channels that may be separated is 

limited. 

Arrayed waveguide devices are often fabricated in silica layers on a silicon wafer [6] 

however other materiais have also been used [7]. They consist of many ridge waveguides 

etched into these layers. Each of the ndge waveguides has a different path length, 

causing interference at the end of the ndge waveguides where the waveguide becomes 

on 1 y a slab waveguide. C hannels are separated through this interference and collected 

with output waveguides. The advantages of the arrayed waveguide demultiplexer are that 

many of these devices may be fabricated from one pattern using standard 

photolithogaphy techniques and they are very compact and rugged (compared to bulk 

optics devices). However, these demultiplexers tend to be polarization dependent, 

thermal1 y sensitive and have poorer passbands than interference filter demul tiplexers. 

Figure 1.3 The arrayed waveguide demultiplexer. Multiple wavelengths are 
injected into the device on the left. The signal is split so that parts travel through 
al 1 of the waveguides in the center of the device. A difference in path length creates 
interference and spli ts up the WDM channels. 
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These problems may be remedied by using special layer construction to reduce 

polari zation dependence, thermal isolation uni ts (to maintain constant temperatures) and 

fiber Bragg filters at the output can be used to sharpen the passband. 

1.3.4 INTEGRATED WAVEGUIDE GRATING DEVICES 

Integrated waveguide grating demultiplexers have many of the same characteristics as the 

arrayed waveguide devices. The device is etched into waveguide layers, often silica 

Iayers deposited on a silicon wafer (though InGaAsP/InP is popular as well). The main 

components of these devices are the diffraction grating and the output waveguides. 

Integrated grating demuItiplexers often use input waveguides to launch the light into the 

slab waveguide where the light is guided toward a diffraction grating. The light is 

reflected (and diffracted) by the grating and the channels are reflected toward separate 

output waveguides. Usually each channel is collected by a different output waveguide; 

concave grating grating 

optical path 
length 

di fference 

slab waveguide 

Figure 1.4 A basic concave diffraction grating demultiplexer. Multiple wavelengths 
are reflected, diffracted and focussed toward the output edge of the device where fibers 
are used to collect the separated channeis. 
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however, grating demultiplexers have also been designed with no input or output 

waveguides [8,9,10]. Most use concave diffraction gratings to both diffract and focus the 

light. Many versions have been designed using the concave diffraction grating design 

[ l  lT12,13,14]. 

Grating demultiplexers still tend to exhibit polarization dependence. thermal 

sensitivity and poorer channel isolation than other technologies; however, as stated for the 

arrayed waveguide devices, these problems can be rectified. The key advantage to these 

devices is the unlimited design flexibility in channel count. Devices have k e n  designed 

and proven to show over 100 usable WDM channels in the WDM band 1151. This is a 

significant improvement over other demultiplexer technologies. 

This work focuses on the design of an integrated diffraction p t i n g  demultiplexer 

based on a linear grating (grating facets lie dong a linear path) rather than a concave 

gating. To maintain high efficiency, a concave minor is used to focus the diffracted light 

toward the output waveguides. 
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CHAPTER TWO 

WAVEGUIDE AND GRATING THEORY 

2.1 LINEAR DIFFRACTION GRATINGS 

Linear diffraction gratings are one of the simplest types of gratings made. Linear gratings 

have been traditionally common elements in optical experirnents in bulk optics form. 

Integrated diffraction gratings are historically much newer components but they may be 

designed in much the sarne way as bulk diffraction gratings. Both integrated gratings and 

bulk optics gratings obey the sarne basic grating equations. However, the key atîribute of 

the  integrated grating is that a designer has much greater flexibility to create a grating 

with few aberrations. The grating facet positions may be detemiined by using of an 

iterative procedure, defining the grating facets at precise locations to achieve optimal 
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plane 

m'-th 
reflected order 

Figure 2.1 Linear grating geometry. Light is incident at a and diffracted at f3 with 
respect to the normal to the grating. 

interference. In contrast to bu1 k optic gratings, integrated gratings wi th unusual 

periodicity or grating grooves (or slits) cm be achieved without a serious increase in 

fabrication di fficulty. 

The grating equation relates the incident and diffracted angles (a and P 

respectively) of the light of wavelength R with respect to the p t i n g  to the order of the 

grating, rn 'by 

d(sin a + sin f i )  = m'A 2.1 

where d is the distance between adjacent slits (or the grating period). in the scalar wave 

approximation the interference pattern from a plane wave incident on an ideal grating 

with infinitely long slits has an angular intensity distribution given by 
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where N is the number of grating facets (or slits) and S(0) is the intensity of the pnnciple 

maximum [49]. The angular variables y/ and Ças a function of the physical diffraction 

angle 0 are given by 

and d is the slit separation, b is  the slit width and A is  the waveiength of the light in the 

propagation medium. The grating efficiency may be improved by adjusting the dit  width 

such that the adjacent maxima of the interference pattern (for one wavelength) are 

modulated out by the blaze function [16]. For maximum grating eff~ciency, the blaze 

function is designed such that the blaze function's minima coincide with the adjacent 

p t i n g  interference pattern maxima. 

The Raylei& criterion States that two wavelengths are just resolvable when the 

angular separation of their intensity maxima equals the anguIar halfwidth, Le., the 

separation between the central maximum and the nearest minimum of the interference 

pattem for one wavelength. For the intensity pattern of the diffraction grating, the central 

maxima occur at C= O, kplt (p is an integer) while the minima oçcur at c= ~ p d N .  The 

central maxima of two adjacent just resolvable peaks of monochromatic light are then 

separated by dN. Applying Equation 2.3 gives 

z IMi AC =-=-cosOAt9 2.4 
N A .  

where 8 is the diffraction angle for oblique incidence. The angular half width of the 

central maximum is 
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for the m '-th order . The angular dispersion of the diffraction grating !û is defined as [49] 

where M is the wavelength difference of the two just resolvable wavelengths. The 

chromatic resolving power (or resolution), Z(, of the grating is defined as 

where N is the number of grating slits that are illuminated and m' is the order of the 

grating. Equation 2.7 is detennined by soiving for AB in Equation 2.6 and combining 

with Equation 2.5. 

An important characterizing parameter of a diffraction grating is the free spectral 

range. The free spectral range of the grating is defined as the range of wavetengths over 

which there is no overlap from diffraction patterns at different wavelengths for adjacent 

orders. The m'-th order diffraction peak with wavelength Al will coincide with the (m'+l) 

order diffraction peak with wavelength 4 provided that 

2.8 m'A, = (mf + 1)- 

using Equation 2.1 for diffraction gratings. The free spectral range is detined as the 

difference between Al and At. 

4 FSR = - 
nt' 
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2.2 WAVEGUIDE THEORY 

For any optical waveguide, the full mathematical solution of the electric field may be 

deterrnined by considering the boundary value problem. Each waveguide has a unique 

solution that depends upon the geometry and the indices of refraction of the guiding and 

cladding layers. The solution of Maxwell's equations for slab waveguides gives three 

independent solutions for each of the three regions of interest; the two cladding layers 

(top and bottom) and the guiding layer. The geometry of the layer structure is shown in 

Figure 2.2. In this work, the cladding layers of the slab waveguide are both SiO2 layers 

and therefore there is symmetry about the propagation axis (z-axis). The slab waveguide 

examined in this work is single mode. Similarly, the ridge waveguides examined in this 

work are bounded by airkore interfaces and therefore there is syrnmetry in this direction 

Figure 2.2 Light propagating through the slab waveguide. This shows the 
geometry of the slab and the defined slab thickness. 
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as well. These choices for system parameters have been applied in the denvations below. 

2.2.1 WAVEGUIDE MODE SOLUTIONS 

The electric field of the guided modes of a slab waveguide may be separated into two 

unique solutions, the TE (transverse electric) mode and the TM (transverse magnetic) 

mode. The solutions given here are derived for the TE mode only, though al1 steps can be 

foliowed in a completely analogous manner to determine the solutions for the TM mode. 

The solutions to follow are relevant for a slab waveguide where the plane of the slab is in 

the x-z plane (the index of refraction varies in the y-direction only). 

The electric field (of the TE mode) in the cladding layers must decay 

exponentially for a guided wave and therefore must have the form 

E, = c exp(-ylyl) + D 2.10 

for values of y such that y > r/2 (top cladding layer) and y < -t/2 (bottom cladding layer). 

The unknown coefficients C and D are the same for fields in both top and bottom 

c ladding layers as the slab waveguide is symrnetric about y =O. The extinction coefficient 

y is defined by Equation 2.15. The etectric field in the guiding layer has the form 

2lr sin O,,, 
E,=Aco{ A y ) + B  

where A and B are constants, R is the wavelength within the waveguide [17]. The 

quantity 8, is defined as the reflection angle Bof light in a mode m. 

In order for a ray to be reflected from the guide-cladding interfaces and not 

interfere with itself upon reflection, it must obey 
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where t is the thickness of the slab and is the phase introduced by reflection at the 

dielectric interface. The reflection phase shift yr for a given mode m can be detennined 

(for the TE mode) using 

w here = cos'' (nl 1 n, ) , the compliment of the critical angle. Combining Equations 2.8 

and 2.9 results in a transcendental equation 

111 
sin2 -1) 
sin- 8, 

which must be solved numencaliy using system parameters. Using Equations 2.10, and 

2.11, and matching the solution at the boundaries + tl2, the total solution of the electric 

field across the profile of the ridge waveguide may be specified. The extinction 

coefficient, y, 

is defined such that continuity is maintained across the boundary between the cladding 

and guiding layes. The full field solution can be closely approximated by a Gaussian 

function with tails extending into the cladding for small waveguides (waveguides with 

few propagating modes). A plot of the exact mode solution with a superimposed 

Gaussian fit is shown in Figure 2.3a for the slab waveguide parameters (2 pn width). For 

cornparison, a sirnilar plot is shown in Figure 2.3b for the input waveguide parameters 
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Distance ( p n  ) 

Figure 2.3a The mode intensity as a function of position in the slab waveguide where 
a Gaussian fit (-) is shown on the exact mode solution (m. 

Distance (p ) 

Figure 2.3b The mode intensity as a function of position in the input waveguide where 
a Gaussian f i t  (-1 is shown to the exact mode solution (m. 
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(10 prn width). This plot shows that as the waveguide width becornes larger, the 

Gaussian approximation becomes less accurate. The Gaussian fit was calculated using 

OriginM (a scientific graphing program) and keeping the vertical offset set to zero. 

2.2.2 WAVEGUIDE DESIGN PARAMETERS 

A step index waveguide is characterized by several different parameters. The effective 

index, N, of the waveguide is a parameter cornrnonly used to characterize a waveguide. 

The effective index of the waveguide is the refractive index of a hypothetical bulk 

medium that would result in the same propagation constant as that seen by a particular 

mode in the waveguide [17]. The solution of a transcendental equation, which is arrived 

at by demanding continuity of the tangential electric field components (in a slightly more 

general fashion than that shown in Section 2.2.1), resuhs in a value of the waveguide 

effective index, N. 

For convenience, three new parameters are defined [19]; the normalized frequency 

V,  the normalized guide index, b ~ ,  and the asymmetry measure, a ~ .  The normalized 

frequency of a step index waveguide is given by 

where k, is the vacuum wavenumber of the light in the guide, t is the thickness of the 

guide layer, n, and n, are the refractive indices of the guide and bottom cladding layers 

respectively. For TE polarized light the normalized guide index is given by 

bE = (N' - n:)/(n: - n:) 

and the asyrnmetry measure is given by 
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a, = (n: - n:) /(ni - n:) 2.18 

These new parameters are used to yield a different f o m  of the transcendental equation 

given by Equation 2.14, 

The plot of Equation 2.19 in terms of b~ versus V, shown in Figure 2.4 for waveguides 

with m = O,i,2 [19]. The waveguide structure defines a value for the normalized 

frequency V. The value of bsdefined by the curve given by Equation 2.19 (for a given m )  

at the stnicture-specified normalized frequency retums the value for the nomalized 

frequency for the guide. A similar result can be obtained for TM polarization. 

The optical spectrometer designed in this work has both single and multimode 

waveguides. The slab waveguide was designed to be single mode in the verticai 

Figure 2.4 The nomalized frequency of a given mode in a waveguide structure is 
determined by finding the intersection of the curve for the known asymrnetry measure, 
a, for the known vaiue of the nomalized guide index, b 1191. 
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(guiding) direction. The input and output ridge waveguides are rnultirnode in the 

horizontal direction to improve coupling from the input fiber to the spectrorneter (the core 

size of the input ridge waveguide is slightly larger than the core size of the input fiber). 

The requirement that must be satisfied for the waveguides to be single mode is 

determined by the cut-off condition for total intemal refiection. 

The number or modes, M, that c m  exist in a slab waveguide with cladding and 

core indices, n, and n, respectively is 

where A, is the free space wavelength, t is the thickness of the guide and NA is the 

numerical aperture of the slab. The numencal aperture is defined as 

and is a measure of the range of acceptance angles of the slab. The number of modes in a 

waveguide is the next highest integer from the value calculated using Equation 2.20. This 

expression is applicable to TE modes only. For ridge waveguides, the approximate 

number of modes is 

where a and b are the physical dimensions of the ndge waveguide cross-section. The 

total number of modes for a waveguide is 2M since there are two possible poIarizations. 
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CHAPTER THREE 

SPECTROMETER DESIGN 

3.1 DESIGN OBJECTIVES 

In designing a spectrometer for use in telecornmunications WDM systems, there are many 

requirements that are imposed by industry standards and physical system requirements. 

These standards include such requirements as the channel center wavelength spacing, 

allowable insertion loss, low polarization dependent loss and dispersion, and generai 

physical robustness. In addition to these industry-defined parameten, the linear grating 

spectrometer design created in this work strove to satisfy three further objectives: to keep 

physical size to a minimum, to have design flexibility in output channel spacing, and to 

allow easy access to the output channels for testing and implementation. For ease of 
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fabrication, the features of the grating spectmneter were kept as simple and as large as 

possible so as not to affect the overall performance. 

3.1.1 GENERAL DESIGN OUTLINE 

Minimum physical size was achieved through the use of a retro-reflecting light path. 

Light is launched into a slab waveguide by one of several input ridge waveguides, 

propagates through the slab waveguide to a concave mirror structure and is reflected 

toward the linear grating. The light is reflected through 1 80° at the grating by the retro- 

reflecting grating facets (to be discussed in greater detail later). After reflection, the light 

retraces its path back toward the input waveguide. Output collector waveguides are 

spaced closely (on 10 pm centers) near the input waveguides to collect the diffracted light 

output 

input fiber 
input waveguides 

fiber 
output waveguides 

planar grating 

Figure 3.1 A schematic of the linear grating optical spectrometer. 
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focused by the mirror. The output waveguides direct the Iight toward the edge of the 

device where the signal can be detected easily with a detector array or a butt-coupled 

fiber. A schematic diagram of a typical linear grating spectrometer is show in Figure 

3.1. 

3.1.2 LAYER STRUCTURE DESIGN 

The layer structure used for the optical spectrometer waveguides consists of a SiOz / 

SiON / SiOz layers deposited on a Si substrate. These layers were 0.5 Cm, 2 p m  and 3 

prn thick respectively, as shown in Figure 3.2. The slab structure was designed to be 

single mode for wavelengths near 1550 nm (see Section 2.2.2 for details). The indices of 

refraction of the layers were 1.45 for the SiOz layer and 1-50 1 for the SiON layer. These 

layers were grown and etched at Alberta Microelectronic Corporation by Dr. Jim 

Broughton. A more detailed discussion of the growth process is given in Section 4.1.1. 

I 
. . . . . . . . . . . .  . . . . - . -  - - - . . - ~ * . - : . - . - : : ~  

- A . . . - . . . . . * ,  . * - . . - - . . . . - -  
2.0 ~III SiON 

Figure 3.2 The slab waveguide of the linear spectrometer consists of Si02 
cladding layers around a SiON guiding layer deposi ted on a Si substrate. 
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3.2 GRATING AM) MIRROR DESIGN ALGORITHM 

The design algonthm has two parts; an iterative procedure for defining the shape of the 

rnirror, and the definition of the periodic grating structure. The mimr was designed to 

have minimai aberrations. The grating was designed to be a 16th order periodic linear 

reflection grating. 

The grating was defined using the general equation for diffraction from a linear 

grating; 

m'A 
s ina+s inp  =- 3.1 

d 

where a is the angle incidence, ,û is the angle of diffraction for wavelength A, m' is the 

grating order and d is the grating period. The wavelength A is the wavelength of light 

within the medium. This equation is denved assurning uniform field intensity across of 

the grating facets. The angular dispersion of a grating can be derived from the grating 

Equation 3.1 by taking the partial derivative with respect to f l  and A. The angular 

dispersion of the grating is given by 

A more meaningful parameter in the context of this work is the linear dispersion of the 

grating. The linear dispersion hem specifically defines the linear shift of the diffracted 

output spot dong the focal plane as a function of the wavelength. The output waveguides 

were positioned with knowledge of this parameter. The linear dispersion, p, must be 

defined with consideration of the geometry of the device, shown schematically in Figure 
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3.3. Usîng this geometry, it is possible to relate the change of the position of the focused 

output spot dong the assumed (locally) flat focal curve of the mimr, 6, with the change 

in P; 

&'=- sa 
cos 0 

where f is the focal length of the mirror and Bis the angle of reflection at the rnirror. The 

assumed local flatness, or linearity, of the focal curve allows the trigonometric definition 

given in Equation 3.3. The assumption of local flatness in the focal plane is an 

approximation; however, the focal length of the mirror was large enough that this was 

deemed to be a reasonable assumption for the chosen output waveguide separation & (10 

pm). 

No specific knowledge of the mirror is required at this stage, other than that the 

mirror was assumed to be concave and followed the general properties of a concave 

output 

Figure 3.3 The definition of the variables used in the minor and grating algorithms. 
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mirror in the paraxial approximation. Equation 3.3 is a first estimate of the position of 

the focal plane in this non-paraxial region. The minor was defined recursively, therefore 

any choice of the starting position is valid. A value for the linear dispersion can be 

defined using Equations 3.2 and 3.3; 

The value of the linear dispersion was chosen with practical objectives in mind. The 

output channels have predetermined channel spacings (as defined by industry 

requirernents) which set an absolute value for SA. The rTU (International 

Telecommunications Union) standard for DWDM channel spacing is 100 GHz, or 

multiples thereof, and these spectrometers conform to this standard. To fwther constrain 

the value of the linear dispersion, the lTU channel wavelengths must be focused to 

positions along the focai plane of the mirror that have sufficient spatial separation to 

achieve physically reaiizable waveguide sizes. 

The ratio of m'/d was chosen to ensure that a = P, which gives the desired retro- 

reflecting path. This constraint is only strictly true, however, for the stigmatic 

wavelength. The stigmatic wavelength, the wavelength for which there are no 

aberrations, was chosen to be outside the WDM waveiength window. One of the designs 

developed in this work used a stigmatic wavelength shorter than the desired WDM 

transmission range (typically 1530 nm to 1570 nm) whiie another design used a stigmatic 

wavelength longer than those in the WDM window. The stigmatic wavelength was used 

to define the mirror facet angles as well as the ratio of m'/dm This means that there is 

some aberration expected in the collected light as the channel wavelength moves away 



Chapter 3 Spectrometer Design 

mirror facet 

Figure 3.4 At the central mirror facet, the light reflects through an angle 20. Al1 
rays reflect toward the grating at an angle K with respect to the horizontal. 

from the stigrnatic wavelength. With the ratio of m'/d and ,u known, a value of the mirror 

focal len,oth,f, was deterrnined. 

The mirror was created using a series of CO-joined lpm steps where the angle of 

each step was chosen to minimize aberrations dong the focal plane. The end points 

defining the line of any one facet can be described by 

xz = xi + Lsin y 

y ,  = y, - Lcos y 

where L is the length of the mimr facet (1 p) and (xl,yl) and (xz,yz) are the end points. 

The angle yis the angle of the mirror facet with respect to the vertical (as shown in Figure 

3.4). Light emanating from the input waveguide is collimated by the mirror and reflected 

toward the linear grating. Collimation by the rnirror was ensured by the choice of the 

mirror facet angle ysuch that al1 light from the input waveguide was reflected at the sarne 
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absolute angle. The mimr facet positions facilitated the calculation and mapping of the 

focal plane for this arrangement. The output waveguides are located dong the focal plane 

to ensure maximum channel signal collection as well as minimizing cross-talk between 

c hannels. 

With the focal length of the mirror defined by the required linear dispersion, it 

was possible to define the position of the individual mimor facets. The mirror was 

defined using the constrained reflection of a ray originating from the input waveguide (as 

seen in Figure 3.4). The consrraint ensured two things; the definite location of the input 

waveguide on the focal plane of the minor and the light incident on the grating was 

collimated. A consequence of the input waveguide k ing  on the focal plane was that due 

to the retro-reflecting design, the output channels were also located near the focal plane of 

the mirror (at least for wavelengths near the stigrnatic wavelength). Efficient collection 

of channet signal can be achieved in this orientation. The positions of the output 

waveguides were defined by tracing the path of light diffracted at a known angle back 

toward the focal plane of the mirror. 

Figure 3.4 schematicaily shows the mirror facet geometry and the related angles. 

The angle # defines the angular change in direction of a ray of light required such that it is 

reflected from the adjacent facet, i.e. the angle subtended by any given facet. The 

direction of the collimated light was chosen such that total intemal reflection occurred at 

the grating for all light reflecting from the mirror. The ends of the facets were recursively 

defined using known angles and distances. To begin the iterative process of defining the 

mirror facets, x 1 = y, = 0.0, and values of 0 and K were chosen (50' and 10° respectively). 

Using the geometry shown in Figure 3.4, the mirror facet angle yis given by 
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Y = ~ - K  3.6 

From Equation 3.5, a set of (xt,yz) were found to define the position of the fint facet. 

The angle 4 was calculated for the first facet using 

where f '  = 6, + y2 and b, is the y-coordinate of the input waveguide given by 

b, = f (cos8 + tanBsin8) 3 -8 

For the portion of the mirror to the right of the input waveguide (the lower portion of the 

mirror), a new value for the reflection angle Bat the second facet is determined using 

from geometry. The set of (xz,yz) for the first facet becomes the set (xi,yr) for the adjacent 

mirror facet. Using Equation 3.6, a new value of y is calculated with the new value of B 

and the constant K. The end point of the second mirror facet is calculated using Equation 

3.5, and the process begins again with another calculation o f f ,  4, 8 and then (x2,y2). 

This process was continued until the mirror was large enough to ensure reflection of the 

diverging Gaussian beam originating at the input waveguide. 

A similar set of equations is applied to define the upper portion of the rnirror. 

These equations were used to find the complete set of (xl,yl) and (xz,yz) that defines the 

end points of mirror facets and therefore the shape of the rnirror. 

The grating structure is defined by the ratio m/d and the stigrnatic wavelength once 

the retro-reflecting condition is applied (Le., that a+). The value of a was chosen to be 

45" so that total internal reflection was achieved at the grating facet. The p e n d  of the 
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grating, d, was detedned by choosing the grating order, m', and the stigmatic 

wavelength. For the conditions chosen in this work, the grating period d was 11.6 pm. 

The order of the grating was chosen to be 16, which is sufficiently high to produce 

dispersion large enough for physically realizable waveguides. The free spectral range of 

the grating is 96.8 nm for the center of the spectmmeter's spectral range (caiculated using 

Equation 2.4). 

Table 3.1 List of mirror and grating design parameters. 

3.3 RETRO-REFLECTING GRATING FACETS 

(Stigm) 

$ (stig.) 

8 (stig.) 

The grating facets each consist of two perpendicular reflecting interfaces. The orientation 

of these interfaces with respect to the incident light is crucial to the proper function of the 

spectrometer. The facets are positioned relative to the incident direction of the light such 

that total interna1 reflection oçcurs at the air-guide interface. Using Snell's Law and the 

effective index of the guiding layer, the minimum angle of incidence required to induce 

total intemal reflection is 42.6O (this is sarne for both TE and TM modes). The grating 

facets were oriented such that a central ray (of the impinging Gaussian beam) was 

1526.0 nm 
1576.8 nrn 
45" 

50" 

1526.0 nm 
1576.8nm 

a 

0 range 

K 

C1 

40120 mm 

20/10 mm 

1050 

1.484 

4S0 

45"-60" 

10" 

2912.5 
pmhm 

m' 

d 

L 

FSR 

16 

1 1 . 6 ~  

1.0 pm 

96.8 nm 

R 

f 

# grating 
facets 

n(slab) 



Chapter 3 Spectrorneter Design 35 

incident on the facet at 45". The use of total intemal reflection at the facets mates the 

highest possible reflection coefficient without the need for metallized facets. 

Metallization is a difficult pmcess for which to get hi& yield with good reproducibility; 

therefore it is important to avoid it if possible. The geometry of the retro-reflecting 

grating facets is shown in Figure 3.5. 

The retro-reflecting facets required further shape definition in addition to the angle 

of the perpendicular interfaces. The grating facets defined by the perpendicula. interfaces 

required joining sections so that the grating was a solid reflecting boundary. The lengths 

of the two facets were chosen to minimize shadowing of the reflecting interfaces by the 

facet above while maintaining the grating period d. This was accomplished by making 

the longer grating interface nvo-thirds of the distance. The lengths of the two reflecting 

interfaces are s,=7.7 pm and ~ ~ z 5 . 5  pm (as seen in Figure 3.5). 

retro-re flec ting 

At sa 

incident light 

4 

Figure 3.5 Light is reflected at the air- (on the right) waveguide (left) interfaces 
through 180° by the retro-reflecting grating facets. The grating has a p e n d  defined 
bv d. 



Chapter 3 Spec~rometer Design 

3.4 WAVEGUIDES 

The input and output waveguides are situated along the focal curve of the concave rnirror. 

This placement allows for maximum focusing and subsequent efficient collection of the 

di ffracted light. The waveguide positions were caiculated using the caiculated diffraction 

angles of the WDM wavelength channels. Each WDM channel has a unique diffraction 

angle and is therefore focused to a different position on the mirror focal plane. These 

positions were calculated using two unique channel spacings; 0.4 nm, and 0.8 nm. The 

physical waveguide spacing along the output edge of the spectrometer was identical for 

both designs which made testing and possible implementation of the devices uniform. 

Output (collecter) waveguides are 4 P m  wide and arp on 10 pm centers. The 

guides tum through 90" toward one of the device edges (an edge adjacent to the input 

light input 

waveguides 

waveguide bridge 

\ etched region 

Figure 3.6 The waveguide bridges are 2 pm wide and are intended to stop the 
flow of index matching fluid along the length of the ridge waveguides. 
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waveguide edge) where signal was collected by a buttcoupled fiber. The guide spacing 

at the output edge of the device is 50 Pm, with test channels (located at designed 

wavelengths 1510 nm, 1523.4 nm and 1572.5 nm) that are separated by LOO Pm for easy 

identification. The input guides are 10 pm wide dong their length and are either flared or 

tapered at the ends. The tapered ends provide a small beam spot image for the device 

while the flared waveguides were designed to allow for greater coupling of the diffracted 

light into the output waveguides. 

The waveguides have bridges between them to help stop the flow of the index 

matching fluid along the full length of the waveguides. The bridges are created by 

masking a smail part of the area between the ridge waveguides near the output edge of the 

device (see Figure 3.6 and 3.7) during the etching process. The masking of these areas 

prevents the layers from king etched and therefore a small bridge remains between the 

waveguides. The bridges are 2pm wide and span the distance between adjacent 

waveguides at the output ends. There are a total of 3 bridges along the length of the 

waveguides, two at the edge of the device (one at 200 p m  and another 5OOpm from the 

device edge) and another near the cwved sections of the waveguides. in previous designs 

[20] the fluid was found to wick up dong the length of the waveguides by capillary 

action, causing a dramatic increase in loss in the ridge waveguides. The waveguide 

bridges were an anempt to reduce the effect of the index matching fluid on the ridge 

waveguides. 
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3.5 EXPECTED WAVEGUIDE LOSS 

There are four different losses expected with the input and output waveguides. Loss is 

expected due to the curved nature of the output waveguides due to weak confinement of 

the propagating mode. Loss is expected each time there is an abrupt change from one 

mode field to another, therefore additional loss is expected at the input and output of the 

spectrorneter, where optical fiber is coupled to ridge waveguides. Loss is expected due to 

the ndge waveguide bridges that were inserted to prevent index matching fluid from 

flowing dong the length of the waveguides. The guided field expands in the bridge 

where the guide briefly becomes much wider than the ridge waveguide. The small field 

expansion in the bridge will cause a small loss when is it funneled back into the ridge 

waveguide. 

The effect of the mode field mismatch, and subsequent loss, cm be calculated by 

considering the modes in the fiber and the waveguide and applying the mode overlap 

integrals to get the coupling efficiency, q 1171, 

where El and Er are the fields in the two regions of interest. The coupling efficiency is 

defined as the ratio between the power corning into the junction to the power leaving the 

junction. As an example, the fields El and Er could be the fields in the fiber and ridge 

waveguide respectively. In a similar fashion, the coupling efficiency can be calculated to 
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detemine the loss incurred due to the ndge waveguide bndging. Results of these loss 

calculations are shown in Section 3.5.2. 

3.5.1 WAVEGUIDE BEND LOSS 

The output ridge waveguides of the optical spectrometer are curved to guide the collected 

light to one of the edges of the device. The waveguides are curved toward one of the 

adjacent edges of the devices fmm the input waveguides. Testing of the devices would 

be physically difficult if both the input and output waveguides were on the same edge of 

the device. The determination of the waveguide turn radius is a trade off between the 

physical size of the device and the arnount of loss that can be tolerated in the system. As 

the turn radius becomes smaller, the radiated loss in the turn increases and degrades the 

performance of the spectrometer. If the turn radius is large, the radiated loss is reduced 

but the physical size of the spectrometer increases dramatically. One of the design 

specifications for this integrated device is to keep the physical size to a minimum 

therefore the turn radius must be kept as small as possible. 

The derivation of the attenuation constant for curved waveguides is complicated 

and therefore an approximate result is shown here. For a more complete explanation of 

the calculation of the attenuation constant, see references Marcuse 1211 and Marcatili 

[22]. An approximate result [19] for the attenuation constant, A, for a guide with turn 

radius R is 
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if AR«l where N is the effective index of the guided mode, n, is the index of the 

cladding, k, is the vacuum wavenumber, kg is the wavenumber in the guide. t is the guide 

thickness. The rernaining variables are defined below; 

In the design of the waveguides used in the optical spectrometer, a bend radius of 500 pm 

was chosen. This radius corresponds to an attenuation loss of 0.5 dB1crn. It is important 

to note that these equations are denved for weakly guiding waveguides (low index 

contrast) 

3.5.2 FIBEIURID(;E WAVEGUIDE COUPLING LOSS 

To determine the loss due to fiberlwaveguide coupling, it is necessary to define the 

electric field within the single mode (SM) fiber and the ridge waveguide. The electric 

waveguide bridge 
/ 

Figure 3.7 The geometry of the ridge waveguide structure is Cartesian. This 
shows a three-dimensional representation of the ridge waveguides and the 
w aveguide bridges. 
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fieId can be approximated with reasonable accuracy to be a Gaussian field profile (see 

Section 2.2.1) across the core of the SM fiber, 

- ;/a2 E, = E,e 3.13 

in cylindrical coordinates, where E, is the maximum field amplitude and a is the half 

width of the field at E = Ede. The mode field diameter of a given fiber is a specification 

defined by the manufacturer. For a ridge waveguide, a more rigorous determination of 

the electric field may be done by solving for the field in each region (core and cladding) 

and matching boundary conditions (as shown in Section 2.2.1). The geometry of the 

ridge waveguide is Cartesian and the mode field must be defined in both the x and y 

directions (see Figure 3.7). The verticai axis of the ridge waveguide is defined by the slab 

thickness and the horizontal axis is defined by the ridge width. The full solution for the 

electric field within the ridge waveguide can also be closely approximated by a Gaussian 

function (with its peak in the center of the waveguide core) that extends into the cladding 

in the vertical direction and into the surrounding air in the horizontal direction. The 

validity of this approximation is verified in Section 2.2.1 for small waveguides. For the 

multimode ridge waveguides, the loss calculation assumes the existence of the first mode 

only and will result in an overestimate of the coupling loss. 

A numerical calculation of the appropriate Gaussian function defines the width of 

the mode within the ridge waveguide. The knowledge of the mathematical formulae for 

the field in ridge and the fiber (or the ridge and the waveguide bridge) allows for easy 

numerical calculation of the coupling efficiency. To calculate the coupling efficiency, the 

field in the fiber and the field in the ridge waveguide are substituted into Equation 3.10 

(as El and E2). The vertical and horizontal directions are considered independently and 
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the loss incurred d o n g  each axis is added to give the total coupling loss at that junction. 

The numerical integration was c h e d  out by using MATLAB integration functions. The 

integration was done using three different algorithms so that it could be verified that the 

integration was algorithm-independent. The three methods were trapezoidal integration, 

and quadrature integration using Simpson's rule and an adaptive recursive Newton-Cotes 

eight panel rule 1481. 

The input and output ridge waveguides were designed with different widths (10 

p m  and 4 p m  respectively). The depth of both the input and output waveguides is 2 p m  

(the thickness of the SiON slab guiding layer). Using the method outlined above, the 

mode widths of the guides are shown in Table 3.1. 

Waveguide Width (pm) 

1 Input waveguides I 10.0 I 5.97 I 

Mode Half Width (pm) 

Slab thickness 

Output waveguides 

Table 3.2 Caiculated waveguide mode half widths 

* 

The effect of the waveguide bridging was determined by considering how much the 

guided wave changes as it propagates through the region where the guide becomes much 

wider than the ridge. For a given single mode waveguide (as detennined above) the mode 

field can be approximated as a Gaussian function of known width. Using Fresnel 

diffraction results [17] a Gaussian beam will expand in width according to 

2.0 

4.0 

1.84 

2.92 
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where iv is the half width of the Gaussian beam at a position z away from the point where 

the half width was w,. This knowledge of Gaussian beam expansion ailows for 

estimation of the bearn width after traversing the waveguide bridging. The mode sizes of 

the ridge waveguides are the initial sizes of the Gaussian beams (w,) before they expand 

across the waveguide bridge. The mount by which w increases (from w,) in travelling 

the length of the waveguide bridge, z = 2 Fm, was detennined using Equation 3.14. In 

Table 3.2, the results of the mode width expansion are shown. The Gaussian profile 

expands by an amount less than 0.2% of the initial width. The loss incurred from this 

expansion is negligible. Consequently, the waveguide bridges do not have an appreciable 

affect on the total on-chip loss and will therefore be ignored in further caiculations. 

Expanded Field 
Width, w (pm) 

w aveguides Input 1 
Output 

waveguides 

Initial Field Width, 
wo (pm) 

Table 3.3 Calculated mode width expansion in waveguide bridges 

The loss incurred due to butt-coupling the PM-SM fiber to the input and output 

waveguides was calculated. The mode overlap of the modes within the fiber and the 

ridge waveguides was an additional source of loss within the testing system. Using the 
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mode widths in Table 3.2, the coupling loss at the input and the output were calculated 

(see Table 3.2). The coupling efficiency was changed into a loss in dB using the usuai 

formula 

loss = lO*log(coupling efficiency) 3.15 

The total coupling Ioss must include contributions from both the vertical and horizontal 

directions of the ridge waveguides. 

There exists a geometry rnismatch between the fiber and the ridge waveguide 

therefore an approximation must be made. In this case it is convenient to test the mode 

mismatch between the fiber and the ridge waveguide by approximating the cross-section 

of the fiber mode to be Cartesian rather than polar. For the PM-SM fiber used in the 

testing, the fiber mode field was approximated by separate horizontal and vertical fields, 

each with a Gaussian profile with 9.0 p m  full width (at 1/e2). This Cartesian 

approximation likely overestimates the true mode mismatch but is sufficient to estimate 

the Ioss expected due to fiber-guide coupling. The results of the coupling loss 

calculations are shown in Table 3.3. The total coupling loss was determined by adding 

the loss incurred due to rnismatch in the vertical and horizontal directions. 

Fi ber-Ridge Coupling 

Loss; horizontal (dB) 

Total Coupling 

Loss (dB) 

Fiber-S lab Coupling 

Loss; vertical (dB) 

Table 3.4 Coupling losses at fiberhdge waveguide interfaces 

- 1.54 

-1.54 

Input Waveguides 

Output Waveguides 

-0.17 

-0.39 
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CHAPTER FOUR 

SPECTROMETER FABRICATION AND 

CHARACTERIZATION METHODS 

4.1 SPECTROMETER FABRICATION 

The first step in creating an integrated spectrometer is the fabrication of the slab 

waveguide layers. This requires the deposition of three layers of material on a substrate, 

two cladding layers and one guiding layer. Once these layers have been deposited at the 

desired thickness and refractive index, the integrated structures of the spectrometer are 

patterned and etched. 

In order to create the definite air-waveguide interface required for reflection from 

the grating facets, sections of the slab waveguide must be etched away at precisely 
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defined locations. Blocks of the slab waveguide were etched away to create a vertical 

boundary. One edge of each block defines the reflecting (refracting) surface. Many 

etched blocks stacked together create the full length of the grating. In a similar fashion. a 

mirror can be etched into the waveguide structure by defining an array of blocks to ma te  

a stepwise continuous interface. Any feature required in the waveguide structure (ridge 

waveguides, dignment marks, identification symbols) may be created by an 

arnalgamation of etched blocks. 

4.1.1 WAVEGUIDE LAYER DEPOSITION 

The waveguide layers were deposited using plasma enhanced chernical vapor deposition 

(PECVD). This method introduces several gases into the deposition chamber which react 

with each other and are slowly deposited on the substrate. The substrate is typically held 

at a temperature of between 200-350°C to create part of the energy needed to induce 

chemical reactions in the gaseous reactants. More energy is supplied to the reactants by 

an R F  field created between the substrate (one electrode) and another electrode. Plasma 

is created between the electrodes to help begin the chemical reaction processes. The 

substrate may be held at a lower temperature in PECVD compared to other deposition 

processes since part of the reaction energy is supplied by the plasma, rather than al1 by the 

heat of the substrate [17]. For the SiON layer, Si& (silane), NH3 (amrnonia), N20 

(nitrous oxide), He and N were used as the reacting gases. The arnmonia was used to 

increase the index of the core layer. 
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4.1.2 PHOTOMASK DESIGN PROCESS 

Fabrication of etched structures begins with the design of a photomask. The photomask 

acts as a stencil for outlining the etching features. The relative positions of the grating 

facets were determined using grating theory outlined in Section 3.2. These positions 

(determined to within 0.001 pm) were used to define etching blocks. Mapping of the 

etching bloçks is typically done using a CAD (cornputer aided design) program where 

features of the mask may be defined with precision. Special commercial software exists 

that caters to this specific type of design work, though any CAD program (AutoCad for 

example) may be used. Photomask design for this project was done using a CAD 

program called L-Editm (by Tanner Research, Inc). L-Editm is a layout editor developed 

specifically with IC design in mind. This software allows for easy importation of design 

parameters (in the form of etch block coordinates in this case) as well as exportation of 

the completed mask design in formats that are compatible with the mask fabrication 

equipment. 

The etch block data are written to a file in the form of plotting commands in CIF 

(Caltech Intermediate Fonn) format. These commands describe for the layout editor the 

absolute position, size and orientation of each etch block. The C I .  file is a list of 

definitions of al1 the polygons that will be etched into the waveguide layers. The layout 

editor translates the list into a visual plot of the etch blocks. The designer has the choice 

of defining the pieces that will be etched or the pieces that will remain after etching is 

completed. in many cases the simptest choice is defining the pieces that will remain. In 

this work, the photomask was designed to expose the etch blocks. The CF file was 
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written to include the coordinates of the grating facets, the rnirror facets, and the 

waveguide outlining structures. The full mask layout was sent to Norte1 (Ottawa, 

Photomask Department) for Cr photomask fabrication. Once the photomask was 

fabricated it was sent to Alberta Microelecuonic Corporation (Edmonton) where the 

etching process was performed by Dr. Jim Broughton in a proprietary fabrication process. 

4.1.3 LAYER ETCHING PROCESS 

After the layers were deposited on the substrate, the layers needed to be etched with the 

photomask pattern. A thin layer of photoresist was spun on to the waveguide layers. 

Two types of photoresist can be used in this kind of etching. One type of photoresist 

(negative) is hardened when exposed to UV light and remains attached to the layers after 

photoresist 
-Clrrrrrrrirrrriiilm substrate - waveguide layers 

Figure 4.1 The layer etching process. The tayer of photoresist is exposed to UV 
light (A) and the exposed regions are washed away (B). The revealed sections of 
the waveguide layers are etched using RIE (C) and the remaining photoresist is 
washed off @) rendering the final product. 
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the rinsing process. The second type of photoresist (positive) will wash away after 

exposure to UV light. For this application positive photoresist was used so that the 

photomask could be used as a stencil to define the etching region. The photomask was 

placed over the layers coated with photoresist and exposed to UV light. After washing 

away the exposed photoresist, the remaining photoresist is hardened by baking to ensure 

good adherence to the layer surface dunng etching. 

Reactive Ton Etching (RE) was used to etch the layers of the waveguide into the 

grating and waveguide features. RIE is considered to be a dry etching technique where a 

molecular gas is decomposed by an RF field creating a plasma. The corrosive plasma 

reacts with the waveguide layers which results in etching of the layers. The etchant is 

chosen to be highly corrosive to the layers while leaving the mask in tact. This allows the 

technique to be flexible in terms of etch depth and etch verticality. The etched material is 

pumped away from the layers so that there is no  redeposition of the etched partides. A 

schematic view of the etching process is shown in Figure 4.1. A special etching process 

for the layers used in this work was defined by Sun 1201. 

4.2 EXPERIMENTAL PROCEDURE 

4.2.1 SPECTROMETER SPECTRA COLLECTION 

In testing and characterizing the spectrometers, a tunable diode laser was used as an IR 

source. The light was passed through a half wave plate to ensure that the light entenng 

the spectrometers was entirely TE mode (or TM mode). A chopper was placed in the 
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path of the beam to make detection of the spectrometer output signal easier (witb the use 

of a lock-in amplifier). The laser light was focused into a polarization maintaining, single 

mode (PM-SM), jacketed optical fiber. The opposite end of the PM-SM fiber was butt- 

coupled to the edge of the device and aligned with one of the input waveguides on the 

spectrometer (with the help of a microscope). Refractive index matching fluid was 

applied to the end of the fiber to ensure efficient coupling of the light into the input ndge 

waveguide. At the output facet of the spectrometer, another butt-coupled PM-SM fiber 

was used to detect the signal collected by the output waveguides. Index matching fluid 

was used at the contact point between the fiber and the spectrometer output waveguide. 

The collected light was detected by a photodiode and passed to a lock-in amplifier. 

A reference signal was measured for each data set by measuring the fiber to fiber 

signal. The fiber to fiber measurement was achieved by butt-coupling the input and 

output fibers and measuring the signal. This reference signal was considered to be the 

PM-SM fiber spectrometer 

PM-SM fiber 

Figure 4.2 The experimental apparatus for collecting spectrometer output spectra. 
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total arnount of light that can pass through the spectrometer. The fiber to fiber signal was 

used as the reference when caiculating the total loss of a spectrometer. The detected 

signai was passed through a low noise current pre-amplifier which reduced the collected 

signal by a factor of 1000 so that the Iock-in amplifier did not over-load. 

To collect the spectrometer spectra shown in Figure 5.1 (for example), the input 

fiber was atigned to one of the input ridge waveguides. The fiber's vertical and horizontal 

positions were chosen by sight (using a stereo microscope) and then more precisely using 

a visible laser source. The visible laser light could be seen traversing the ridge 

waveguides and reflecting off of the mirror and grating if the fiber was well-aligned. The 

visible light could escape from the slab and ridge waveguides because the waveguides 

were not designed to be efficient at visible wavelengths. A sirnilar procedure was used to 

align the output collection fiber with one of the output ridge waveguides. The 

wavelength of the tunable diode laser was scanned until the lock-in amplifier registered a 

maximum in signal. The fibers were then adjusted once more to ensure optimal coupling. 

A GPIB (general purpose interface bus, aiso known as IEEE-488 interface) card was used 

to control data collection from the laser and the lock-in amplifier. A custom data 

acquisition program was developed, in stages, by several students (Jeff Giesbrecht, the 

author and Dan Jackson, in chronological order) for this project. It was designed to 

perform a wavelength scan on the laser (on nanometer or Angstrom scales), to collect the 

wavelength and output power from the laser and to collect the spectrometer output signal 

from the lock-in amplifier. Each spectrometer channel was scanned individually over a 3 

- 4 nm range around the peak center wavelength in order to characterize the signal for 

each channel. This procedure was repeated for each output channel waveguide. 
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The spectrometers' performance with respect to polarization sensitivity and input 

channel choice were also measured. Polarization sensitivity was determined by collecting 

spectra (in the manner described above) for both the TE and TM polarizations for 

selected output waveguide channels. The switch between TE and TM light was achieved 

by rotating the half-wave plate inserted between the laser and the input fiber. A rotation 

of the half-wave plate by 45" changed the polarization from TE to TM or visa versa. 

Polarization sensitivity spectra are shown in Section 5.3. The choice of input channel 

shifted the spectra collected at the output waveguides (as expected) and this was also 

characterized. Output spectra were collected by (signal as a function of wavelength) 

using one output waveguide while the input waveguide was changed. The results of these 

rneasurements may be seen in Section 5.4. 

4.2.2 SLAB LOSS DETERMINATION 

Loss in the slab waveguides was measured in much the sarne way as outlined for the 

spectrometer characterization. The input PM-SM fiber was butt-coupled to a section of 

the slab where no etched features existed. The input signal traveled through the siab and 

emerged on the other side where it was collected by another butt-coupled PM-SM fiber. 

The peak signal along the output edge of the slab was measured and recorded as a 

function of wavelength. The divergence of the bearn in the slab was calculated using 

Gaussian barn theory (sep Section 3.5.2). The core of the fiber is small (roughly 9 pi in 

diameter) therefore it is expected that not al1 of the light will be collected at the output 

edge due to the beam divergence through the slab. Using the mode overlap integral (see 
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Section 3 . 3 ,  the slab loss was calculated due to the size mismatch of the beam spot and 

the fiber core. Additional loss was expected due to insertion mode mismatch in the 

vertical direction. The results from these measurements are discussed in Section 5.1. 
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CHAPTER FIVE 

SPECTROMETER PERFORMANCE 

5.1 PERFORMANCE OBJECTIVES 

The concept of the grating spectrometer is not a new one; however, in spite of many 

attempts to make this technology a viable product, the performance of these devices must 

be improved for use in telecommunications applications. Specifically, the greatest areas 

of interest have been the channel cross-talk, the insertion Ioss (onchip loss), channel 

spectral shape (including side lobes and flat-top channel intensity) and channel-to-channel 

loss variation. There is room for improvement in ail of these areas. 

The grating demultiplexers that have been designed in recent years have k e n  

based on the concave grating design [8,10-15,251. These p t ings  tend to suffer due to 
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changes in facet size and shape along the length of the grating. In the concave grating, 

the changing facet positions alter the sharpness of the corners dong the length. Dunng 

fabrication, some of the facets may be well-formed while others are not, creating a non- 

uniformity dong the grating. The changes in size and shape alter the output spectral 

shape of every channel because the size of the facet is directly related to the intensity 

distribution (see Section 2.1). A linear grating has identical facet shape and orientation 

dong the length of the grating which should improve the spectrai shape of the output 

channels (in theory). Identical facet shape and orientation may also reduce the effects of 

corner rounding during fabrication. The facets may be oriented in such a way that the 

features produced can be reliably reproduced during etching. 

The impetus of this work on linear gratings is the assumption that reduction and 

mini mization of non-unifonni ty along the linear grating will improve the spectral s hape 

of the individual channels. An improved spectral shape refers to narrower spectra (in 

wavelength) and lower side lobes (relative to the central peak). With these 

improvements, one can expect lower channel cross-talk and perhaps reduced channel-to- 

channe1 loss variations. 

In this chapter, the performance of the linear grating spectrometers designed in 

this work will be discussed. The loss profile of each design will be exarnined, the 

channei spacing and polarization dependent performance. The performance of this 

spectrometer will be compared with the performance of sirnilar devices found in the 

literature. 
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5.2 SLAB WAVEGUIDE LOSS 

The backbone of the integmted spectrometer is the slab into which it is etched. It is 

crucial to understand the characteristics of the slab before spectrometer characterization 

c m  begin. Due to the intrinsic properties of the slab waveguide medium, losses are 

incurred as the light propagates through the medium. This loss can be determined by 

measuring the light transmitted through only the slab waveguide (no interactions with any 

of the etched features of the spectrometer). The loss of the siab waveguide was 

characterized as a function of wavelength. A graph of the loss as a function of 

wavelength is shown in Figure 5.la. These data were taken by transmitting light through 

a section of the slab waveguide that was 2.05 cm long. It is clear that the loss is 

Wavelength (nrn) 

Figure S.la The loss profile as a function of wavelength due to propagation through 
2.05 cm of the  slab waveguide. There is signifiant absorption near 1530 nm. 



Wavelength (nm) 

Figure 5.lb The slab loss profile (solid line) superimposed on the output channel loss 
(triangles) as a function of wavelength for a Design A spectrometer. 

dependent on the wavelength. These data were not corrected for coupling loss, 

propagation loss or loss due to the Gaussian expansion of the barn through the slab 

(hence not al1 of the light was collected). The loss profile of the spectrometer output 

channels is shown in Figure 5.lb. The loss profile of the slab itseIf is superimposed on 

the spectrometer profile for cornparison purposes. The slab loss profile was rescaled such 

that the maximum of the spectrometer profile coincides with the slab loss profile. It is 

clear that the spectrometer loss profile is affected by the slab wavelength-dependent loss. 

In order to reduce the wavelength dependence of the slab waveguide loss. 

annealing was considered to break the O-H bonds that cause absorption near 15 10 nm. 

The wafers were annealed before etching in an effort to level the roll-off near 1540 nm. 

Previous work has been done by fellow graduate student Dan Jackson [23] which shows 

the roll-off can in fact be reduced: however these wafen were not annealed using the 
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proven formula. The annealing was performed over a period of 24 hours. The exact 

annealing recipe is propnetary to Alberta Microelectronic Corporation. As is clear in 

Figure 5. la, the annealing has not elirninated the roll-off and total slab loss was found to 

have been increased due to the annealing compared to other similar slab waveguides. The 

wavelength dependence of the slab waveguide loss must be addressed before this type of 

spectrometer device could be considered as a viable product. Despite this shortcoming, 

these changes are beyond the scope of this project. The effect that the annealing 

procedure had on the intended index of refraction of the slab waveguide will be discussed 

in Section 5.8. 

The loss due to absorption in the slab waveguide was measured to be 3.3 dB/cm 

(at 1550.0 nm). This is a significant loss contribution and must be improved for 

subsequent designs. For design A, which has an on-chip optical path length of 6.5 cm, 

the slab contributes to 21 dB of the total on-chip loss. For designs B (path length of 4.1 

cm) and C (path length of 4.7 cm), the sIab contributes a loss of 14 dB and 15 dB 

respective1 y. 

5.3 SPECTROMETER DESIGNS 

There are three different spectrometer designs that will be examined in this work. Each 

design is based on the same algorithm as outlined in Section 3.2 but has slight parameter 

changes. Common features of the three designs include: the effective index of refraction 

for the TE polarization (1.484); slab and ridge waveguide dimensions; output waveguide 
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curve radius; output dispersion (the change in output focal point position üvith 

wavelength); planar grating orientation with respect to the incident light; and the order of 

the grating (m = 16). The major differences between the designs are the output channel 

spacing (in wavelength) and the stigmatic waveIength. The stigmatic wavelength is 

defined as the wavelength at which there are no aberrations. in these designs, the 

stiPatic wavelength corresponds to the wavelength that is retro-reflected back toward 

t h e  input waveguide. Table 5.1 shows a cornparison of the designs in terrns of their 

design parameters, physical size and on-chip optical path length. 

Design 1 Output 1 Stigmstie 1 Physical 1 On-Chip 1 Theoreticai 

Separation Length 

A 0.4 nm 1526.0nm 2.1x4.1cm 6.52 cm 0.16 nm 

- .- - - - - -. 

Table 5.1 Design parameters for the three spectrometer designs investigated in this work. 

5.4 WAVELENGTH DEPENDENT LOSS 

The loss incurred for each channel changes as a function of wavelength. As discussed in 

Section 5.2, the slab waveguide will contribute to the wavelength dependent performance 

of the spectrometers. however, this is not the only contribution. Additional wavelength 
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dependent performance is due to the characteristics of the diffraction grating. Incomplete 

collection of the output channels may aIso have been a cause of some of the wavelength 

dependent performance. The positions of the output collecter waveguides were 

detennined recursively from the chosen position at the stigmatic wavelength. There is a 

possibility that the positions of the waveguides far from the stigmatic wavelength are not 

positioned on the focal plane of the mirror, causing the collected light to be defocused 

and therefore not completely collected by each output spot. Each of the three âesigns 

exhibits a diflerent loss profile and each of these profiles are shown and compared in this 

section. 

5.4.1 SLAB LOSS CONTRiBUTION 

As is shown in Figures 5.la and S.lb, the slab contributes significantly to loss at the low 

waveIength end of the spectra. Near 1530 nm, increased absorption in the slab 

waveguide will contribute a futher 4 dB of loss from that incurred at wavelengths higher 

than 1545 nm. In Designs A, B and C the propagation lengths in the slab only (excluding 

the distance traveled in the ridge waveguides) are 5.19 cm, 3.18 cm and 3.05 cm 

respecti vel y. The propagation distance in the slab is important, however propagation 

distance in the ridge waveguides changes more signi ficantly for different wavelengths. 

This effect will be discussed in Section 5.4.3. 
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5.4.2 OUTPUT DEFOCUSIN(; LOSS 

The positions of the output collecter waveguides were chosen in a recursive rnanner from 

the choice of the position of the input waveguide. The stigmatic wavelength in these 

designs is retro-reflected. The linear dispersion at the output focal plane of the rnirror was 

used to determine the positions of the diffracted output spots. Any cumulative error in 

determining the output waveguide positions would increase for collected output 

wavelengths far from the stigmatic wavelength. For Designs A and B, cumulative error 

would affect wavelengths near 1570 nm while for Design C the affected wavelengths 

would be near 1530 nm. 

The algorithm that generated the focal curve of the rnirror (and therefore the 

positions of the output waveguides) found the output focal point for a given wavelength 

by determining the intersection of two rays reflected by two mirror facets on either side of 

the center of the mirror. This method is excellent for wavelengths near the stigrnatic 

wavelength (the minor was shaped to ensure true retro-reflection of the stigmatic 

wavelength); however some aberration appears for wavelengths far from the stigmatic 

wavelength. The intersection of rays reflected by 3 different sets of rnirror facets were 

calculated to determine if the intersection points changed as a function of wavelength. 

The change in the intersection positions is small but it increases monotonically from the 

stigmatic wavelength. For the Design B devices the channels near 1530 nm had 

intersection points shifted by H.2 pm in both the x- and y-directions while channels near 

1570 nm had their intersection points shifted by d.6 pm in the x-direction and I1.0 p 

in the y-direction. This shift in the positions of the intersection points means that the 
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focused spot will be blurred and dispersed. The increase in spot size will cause an 

increase in cross-taik and loss for channels far from the stigrnatic wavelength. 

54.3 RIDGE WAVEGULDE ABNORMALITIES 

In each of the designs, the relative loss between adjacent channels varies, in a manner that 

is not fully accounted for by the overall trends discussed above. The change in the loss 

between adjacent channels is due to the quality of the output waveguides and the effect of 

the index matching fluid. The index matching fluid had a tendency to flow dong the 

length of the ridge waveguides, despite the precautions taken by adding the waveguide 

bridges (see Section 3.4). As the fluid flowed in the region between the output 

waveguides, the index profile of the waveguides changed and considerable loss was 

realized due to leakage. 

The Iength of the ridge waveguide changed monotonically as the passband 

wavetength increased, The loss within the ridge waveguides could not be measured 

because experirnental procedure coated the ridge waveguides with index matching fluid 

which changed the properties of the ridge waveguides. Loss due to propagation through 

the ridge waveguides is expected to be higher than that due to propagation through the 

slab. The increased loss is due to non-uniformity in the side walls of the ridges formed 

during etching. This means that designs with longer output ndge waveguide lengths are 

expected to show higher loss. For Designs A and B, the length of the output ridge 

waveguides was the longest for wavelengths near 1530 nm (9.4 mm and 6.7 mm 

respectively). For wavelengths near 1570 nm the length of the ndge waveguides were 4.2 



mm and 4.8 mm for Designs A and B respectively. In Design C, wavelengths near 1530 

nm (far from the stigmatic wavelength) traveled 7.4 mm in the ridge waveguide while 

wavelengths near 1570 nm traveled 10.1 mm in the ridge waveguide. These figures 

imply that the high wavelength end of the Design A and B spectrometers as well as the 

low wavelength end of the Design C spectra would incur hieer loss (due to propagation 

loss) than the opposite ends of their wavelength spectra. 

Another reason for the change in output signal between channels is that the ridge 

waveguides very likely had varying loss relative to one another. This is a reasonable 

hypothesis because there were a couple of ridge waveguides on each device that were not 

fully formed. The breaks in the ridge waveguides could be seen through a microscope 

under 50 times magnification. If some of the waveguides were not fully formed, it is 

reasonable to assume that there were other significant flaws in the ridge waveguides (not 

immediatel y visible) that affected the waveguide throughput. The ridge waveguides 

should be made wider (than the 4 pn used here) to avoid these fabrication problems. 

5.4.4 SPECTROMETER LOSS PROFILES 

Al1 of the figures shown in this section are plotted as a function of fiber to fiber 

loss. The collected signal was normalized for laser power fluctuations. The fiber to fiber 

loss includes the coupling loss, slab waveguide loss, ridge waveguide loss and al1 losses 

due to reftections at airlguide interfaces. 
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Spectrometer design A is physicaily the largest of the three designs. The 

increased physicai site allows for the spatial separation of the n m w l y  spaced (0.4 nm or 

50 GHz) spectrometer channels. From the two wafers that were fabricated for this work, 

three of the four spectrometers with design A were useable. The array of al1 output 

channel spectra for the three devices are s h o w  in Figures 5.2 through 5.4. The output 

channels showed significant loss variation across the WDM wavelength range. 

Wavelength (nm) 

Figure 5.2 The full output spectmm of a Design A (0.4 nm spacing) device. 
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1530 1535 1540 1545 1550 1555 1560 1565 1570 

Wave len gth (nm) 

Figure 5.3 The fulI output channel specmm for a second Design A spectrometer. 

Wavelength (nm) 

Figure 5.4 The full output channel spectrum for a third Design A spectrometer. 
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In spite of king the largest of the designs, the Design A spectrometers showed 

comparable total on-chip loss to the considerably smaller Designs B and C. The best 

performance in al1 three designs showed 30 dB loss for the rnost efficient channels, 

In Figure 5.lb, the slab waveguide loss profile is superimposed on the 

spectrometer loss profile for Design A. The slab loss profile was rescaied so that the two 

plots overlapped. It is likely that the slab waveguide contributes significantly to the 

wavelength dependent loss roll-off at the low-wavelength end but there rnust be another 

effect on the loss profile of the spectrometer as the two plots in Figure 5.lb do not 

coincide. Design A spectrometers likely suffer from the defocusing loss described above 

as there is significant loss for wavelengths higher than 1562 nm. This loss ranges from 4 

dB to 8 dB for the devices tested. However, there exists excess loss for the wavelengths 

Wave le n gt h (nm) 

Figure 5.5 The full output channel spectmm of a Design B spectrometer. 
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-35 - I I I 1 1 I 

Figure 5.6 The full output spectrum of a second Design B spectrometer. 

near the stigmatic wavelength as well and this must be explained by another mechanism. 

There is as rnuch as a 15 dB (and as little as 6 dB) decrease in signal from the most 

efficient channels for wavelengths near 1530 nm. This increased loss is likely due to the 

increased length in the output ndge waveguides for wavelengths near 1530 nm. Design A 

also suffers from channel to  channel variation of the collected signal. This is most likely 

due to ndge waveguide abnonnalities and index matching Iiquid loss. The average peak 

to peak variation of the signal is 3 dB. 

In Design B, the excess loss occurs at the high-wavelength end of the spectnim 

only, as shown in Figures 5.5 and 5.6. The high waveIength end of the spectrum is likely 
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affected by the defocusing loss, causing excess loss in the range of 7 dB to 10 dB from 

the most efficient channels. This design aiso shows some variation in the loss from 

channel to channel which averages a peak to peak change of 2 dB. In this design there is 

only a 1.8 mm increase in the length of the ridge waveguides from 1530 nm to 1570 nm. 

This design does not show any significant degradation in performance due to ridge 

waveguide loss. 

Design C follows the same loss profile trend as Design B with excess loss of 5 dB 

occurring far from the stigmatic wavelength (A,", = 1576.8 nm), as shown in Figure 5.7. 

This design also shows greater fiber to fiber loss than the similar Design B (same channel 

spacing). While an additionai 1.9 dB is expected due to difference in on-chip path length 

(slab propagation loss), Design C spectrometers showed over a 6 dB reduction in 

collected signal in the most efficient channels. Design C spectrorneters had Ionger ridge 

waveguides (2.5 mm to 3.4 mm longer) therefore this is likely an indication of the loss 

1545 1550 1555 1560 1565 

Wavelength (nm) 

Figure 5.7 The full output spectrum of a Design C spectrometer. 



incurred in the ridge waveguide propagation. For near 1545 nm (beyond the slab high 

absorption region) there is an increase of 7 dB loss for the Design C devices for an 

increase in ridge waveguide length of 2.5 mm. This shows that the ridge waveguides 

were probably very lossy. 

Another possible conuibution to the total on-chip loss is the change in the focal 

length of the mirror due a change in the index of refraction of the core layer. The index 

of the core layer cannot be contmlled with absolute precision in the fabrication process 

therefore index variation is expected. Sun [20] found that the index of the core layer 

could Vary by as much as 0.006 across a wafer dunng fabrication. The focal length of the 

mirror is given by 

Mo cospcose 1 
f = .- 

(sin a + sin p)  n 

where p is the linear dispersion dong the output focal curve (user-defined), a is the 

incident angle at the grating, p is the diffraction angle for the wavelength &, B is a 

configuration parameter (see Figure 3.3) and n is the index of refraçtion of the core layer. 

This equation was arrived at by combining Equations 3.1 and 3.4. This implies that if the 

actual index of the core layer is larger than the design parameter, the focal length of the 

mirror will be shorter than the design equations predict. A change in focal length, either 

shorter or longer, would cause the output spot to be defacused at the collector 

waveguides. As discussed previously, defocusing causes incomplete collection of the 

output spot and therefore an increase in loss per channel. A change in the focal length of 

the rnirror would tend to increase the loss in al1 spectrometer channels. The results of 

Sun suggest that the focal length could Vary by 0.4% due to index variations. 
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5.5 BIREFRINGENCE AND POLARIZATION DEPENDENT LOSS 

The performance of the spectrometers is not only dependent on the wavelength of  the 

input signal, it is also dependent on the polarization of the light within the waveguide. 

Al1 measurements were made with TM polarized light (with respect to the slab) 

previously but it is important to know the performance of the device with TE polarization 

as well. Even if the light initidly injected into the fiber is of only one polarization, light 

that emerges from an optical fiber in a telecornrnunications system will consist of both TE 

and TM polarïzations due to mode mixing within the fiber. If the demultiplexer's 

performance is polarization dependent, in terms of the loss o r  dispersion. the resultant 

channel output will be dependent on the degree of mode mixing and thus on the length of 

fiber between demultiplexers. 

One of the polarïzation dependent effects in waveguide layers is birefringence. 

The resultant behaviour due to birefringence in the spectrometers investigated here is a 

shift in center wavelength of a given output channel's peak signai for the TE and TM 

mode. This phenomenon is also referred to as polarization dependent dispersion (PDD). 

The total birefringence, B. in a waveguide is caused by stress birefringence and 

waveguide birefnngence. The total birefnngence in the slab waveguide is calculated by 

considering the path length of the TE and TM modes upon reflection from the grating. 

The waveguide design wavelength and the wavelengths of the TE and TM modes (for any 

given channel) travel an extra distance in diffraction from the grating given by 
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where ni is the grating order (m=16 in this work), N, is the effective index of the core 

layer for the design wavelength (1.4û4), Nrr: and Nn: are the effective indices of the TE 

and TM modes respectively, &, is the wavelength used to design the layers (1550.0 nm) 

and Ai is the wavelength of the light for each of the cases listed. Using Equation 5.1, the 

shift in wavelength due to the total birefringence is 

and the total birefringence, B, is defined as 

In the devices considered in this work, the shift in wavelength for the TE and TM modes 

(for Designs B and C) was measured for several channels in each device. The average 

shift was 0.9 nm in the measured devices. This corresponds to a total birefringence of 

Stress birefringence is defined by 

' s r ,  = Kj$a,,trare - a c ~ î n ,  b~ 5.5 

where Ni are the effective indices of refraction for the TE and TM modes, K is the 

photoelastic coefficient and E is Young's modulus of SiO2, ai are the thermal expansion 

coefficients of the substrate and the cladding and AT is the difference between the glass 

consolidation temperature and room temperature (71. A typical value for the stress 

birefnngence for a Si substrate and the SiOz cladding layer is -2x104. Waveguide 

birefringence is caused by the difference in the index of refraction of the core and 

cladding layers. The total birefringence in the SiOSSiON layers used in this project is 
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dominated by waveguide birefringence in the slab waveguide (BvOVCdYidc = -3Bsrnrr). The 

polarization dependent dispersion for designs B and C are shown in Figures 5.8 and 5.9. 

For al1 devices tested, the polarization dependent shift was very similar, showing that the 

polarization dependent feature of the spectrometer is the slab waveguide. The 

birefringence of the layers cm be reduced and possibly elirninated by invoducing another 

layer to the waveguide layer structure. This high index layer changes the index profile of 

the stab waveguide and therefore changes the propagation constant of both TE and TM 

modes. This technique was developed by Aarnio et ai. [24] and theoretical caiculations to 

determine the thickness of the high index layer were made by Sun [20]. 

In Figures 5.8 and 5.9. it is also possible to see that there is polarization dependent 

loss (PDL). The largest difference in the TE and TM peak heights is usually defined to be 

the PDL. The spectrometers exhibit PDL because of the difference in the reflectance for 

the TE and TM modes while travelling within the slab waveguide as well from the air- 

waveguide boundary at the mirror and the gnting facets (for any incident angle other than 

normal incidence). 

The reflectance for both TE and TM polarization plane waves incident on the 

retro-reflecting facets was calculated by Sadov and McGreer [47]. Sadov and McGreer 

used the boundary integrai method to determine the diffraction efficiencies of both TE 

and TM poiarized light. The calculations are relevant to plane waves incident on a bulk 

grating with retro-reflecting facets. The diffraction of a guided mode will differ from that 

of a plane wave but it is interesting to compare these results. Sadov and McGreer found 

that, for a grating of 16<" order, the integral method predicts a PDL of 3.5 dB. In this 
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1550.0 1550.5 1551 .O 1551 -5  1552.0 1 552.5 

Wavelength (nm) 

Figure 5.8 The wavelength shift between the TE (nght) and TM (left) modes for one 
output channel on a Design B spectrometer. 

1558.5 1559.0 1559.5 1560.0 1560.5 1561 .O 1561.5 

Wavelength (nm) 

Figure 5.9 The wavelength shift between the TE (right) and TM (left) modes for one 
output channel on a Design C spectrometer. 
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work, the PDL was measured for every second output channel in Designs B and C. The 

average height difference between the TE and TM peaks, the PDL, is 3.2 dB and the 

standard deviation is 0.9 dB on one of the wafers. This value agrees well with theory. 

On another wafer, the PDL was measured to be 5.6 I 0.9 dB. The device with hi@ PDL 

aiso showed higher on-chip loss. This suggests that there may have been damage to the 

slab waveguide. Experimentally. the TE mode has higher loss than the TM mode. This 

PDL is much too high for most commercial applications; an industry acceptable level is 

0.1 dB variation. Sadov and McGreer showed that using materials with higher indices of 

refraction reduced the PDL and increased the efficiency [47]. When the index of 

refraction was increased from 1.5 to 3.2, the efficiency of the TE mode was increased by 

2.5 dB and PDL was reduced from 3.5 dB to 0.5 dB. 

5.6 C H A m L  WAVELENGTH SHIFT DUE TO CHOICE OF 

INPUT WAVEGUIDE 

To allow for possible errors in fabrication, several input waveguides were etched. Errors 

in fabrication may include a change in the index of refraction from that assumed in the 

design process, a darnaged input waveguide or an incomplete etch of one of the input 

waveguides. By using a different input waveguide, the angle of incidence of the input 

signai changes, causing the output diffraction distribution to shift spatially. The passband 

for a given output channel will therefore change with the choice of input waveguide. A 

change in the index of refraction of the slab waveguide can then be compensated by 
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switching to the most appropriate waveguide so that a given output waveguide may still 

correspond to a chosen wavelength (or at least closer to the chosen designed wavelength). 

For Design B, the shifi in the passband in one output channel was characterized 

for a few different input waveguides. A plot of the shifi in passband for one output 

waveguide is shown in Figure 5.10. The average shift in the collected output wavelength 

was 1.53 f. 0.02 nm. This corresponds to a diffraction panem shift corresponding to 

approxirnately 2 output channels (spaced at 0.8 nrn for this design). The linear dispersion 

along the  output focal plane of the mirror was designed to be 8 mm of spatial shifi per 

nanometer in wavelength. This corresponds to the output waveguides (for 0.8 nm 

channels) king separated by roughly 10 p. if the input waveguide is changed and the 

input spot moves over 21 p (the separation of the input waveguides) one would expect 

1546 1550 1552 1554 1556 

Wavelength (nm) 

Fipre 5.10 The shift in collected wavelength for one output channel as the input 
waveguide was changed on a Design B device. The average shift caused by changing 
the  input waveguide was 1.53 f 0.02 nm. 
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the output to shift by a proportionate arnount. This assumes linearity in the response of 

the mirror with a change in the position of the input spot. The change in position of the 

input spot corresponds to a shift in wavelength of 1.6 nm. This is not within emor of the 

value measured but it is suficiently close that it vaiidates the measured wavelength shift 

wi th the change in input waveguide used. 

5.7 CHANNEL ISOLATION 

Channel isolation is one of the key specifications for a demultiplexer in a WDM system. 

The isolation is generally required to be at least -30 dB between adjacent channels to 

allow for confident and diable signal detection. The channel isolation of these 

spectrometers does not meet industry standards. Figures 5.11 through 5.13 show the 

typical cross-talk of adjacent channels for each of the three designs (designs A, B and C 

respectively). 

According to diffraction theory, the intensity profile created in the far-field for a 

diffraction grating should have a regular periodicity with a p e n d  equal to the free 

spectral range (see Section 2.1). The free spectral range of the gratings with Designs A 

and B (given by Equation 2.9) is 95.4 nm. For Design C, the free spectral range is 98.6 

nm. This means that the adjacent maxima are spaced 95.4 nm (or 98.6 nm) from the 16" 

order (the retro-reflected order) and none of the WDM channels will be affected by cross- 

talk from adjacent orders. The performance of the grating spectrometer is dependent on 

the resolving power (and resolution) of the grating. The calculated resolution (from 

Equation 2.7) for the three designs are shown in Table 5.1. The theoreticai resolution of 
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Figure 5.11 Four adjacent channels for a Design A spectrometer. 

Figure 5.12 Four adjacent channels for a Design B spectrometer. 
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1 557 1558 1559 1560 1561 

Wavelength (nm) 

Fipre  5.13 Four adjacent channels for a Design C spectrometer. 

1550.0 1550.4 1550.0 1551.2 1 551 -6 

Wavebngth (nm) 

Fipre  5.14 Single channel spectrum for a Design A spectrometer. The side 
lobes on the left are unique to this design. 
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design A (0.16 nm) is 2.5 times smaller than the 0.4 nm design channel spacing. It is 

expected that there will be minimal cross-talk due to the overlap of adjacent peaks. 

For design A, interesting features have appeared in the channel spectra that occur 

for al1 channels (to varying degrees). Each channel spectmm (shown in Figure 5.14) has 

side lobes on the low wavelength side of the channel maximum. This asymmetric lobe 

structure is quite unusual and is not predicted by the diffraction theory given in Section 

2.1. The first rninor maximum occurs with regularity at 0.4 nm from the central 

maximum anci the second occurs at 0.6 nm from the central maximum. It is interesting to 

note that neither design B nor C suffer from the asymmetric lobe cross-talk (as shown in 

Figures 5.15 and 5.16). 

Another candidate for the source of the side lobes is radiative leaking from 

adjacent output channel waveguides. However, for design A radiative leaking is not a 

possibility on the low wavelength side of the main peak due to non-confinement dong the 

curved section of the waveguide. Figure 5.17 shows the mechanism for radiative leaking 

in the curved waveguide sections. For the physicd layout of designs A and B 

spectrometers, leaking radiation on the curved waveguide sections should corne from 

higher wavelengths (waveguides on the inner edge of any given channel). For two 

devices tested with design A, one was scanned from 1530 nm to 1570 nm while the other 

was scanned in the opposite direction and both devices showed the same side lobe 

structure. This indicates that the side lobes are not likely due to systematic error or due to 

index matching fluid causing preferential, direction-dependent waveguide leakage. The 

source of the side lobes must be an aberration that is design-dependent, though it is not 

clear what type of aberration is causing the side lobes. 
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Figure 5.15 Single channel spectmm for a Design B spectrorneter. 

1559.5 1560.0 1560.5 1561 .O 1561.5 1562.0 

Wavelength (nm) 

Figure 5.16 Single channel spectmm for a Design C spectrometer. 
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direction of radiative leakage 

low 

output waveguides 

Figure 5.17 For Design A and B spectrorneters, radiative leakage occurs such that 
some of the light from high 1 output waveguides passes through to lower h output 
waveguides. For Design C spectrometers, the phenornenon is reversed. 

Two of the design A spectrometers, after characterization, were sent back to 

Alberta Microelectronic Corp. to have the input and output ndge waveguides separated 

from the rnirrors and gratings. With the waveguides removed, the output spot of the 

spectrometer was larger as the light was neither injected nor collected on the focal plane 

any longer. The total loss in passing through the spectrometer was increased due to the 

defocused output spot (the output collection fiber no longer collected ail of the Iight). 

The edge of the spectrometer was left visibly rough from the wafer saw cut. The 

roughness also contributed to the fiber to fiber loss. A representative spectrum from 

these tests is shown in Figure 5.18a. Figure 5 .18~ shows a comparison of the channel 

measured with the waveguides in place for comparison to Figure 5.18a. The central peak 

(at 1540.54 nm) with the waveguides in place (Figure 5.18~) has side lobes 0.47 and 0.48 

away from the centrai peak (10 dB down) and has a full-width half maximum (FWHM) 

of 0.56 nm. With the waveguides rernoved, the FWHM is reduced to 0.3 nm. The cross- 

talk due to the adjacent channels leaking into the spectmm (at 0.4 nm on either side of the 

central peak) has vanished. It is clear that the closest side lobes visible in Figure 5.18~ 
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1537 1538 1539 1540 1541 1543 

Wavelength (nm) 

Figure 5.18a Extended spectrum for a Design A (0.4 nm spacing) spectrometer with 
the input and output ridge waveguides removed. The centrai peak, at 1540.54 nm, has 
a IWHM of 0.3 nm. 

1537 1538 1539 1540 1541 1542 1543 

Wavelength (nm) 

Figure S.18b This shows the repeatability of the features seen in Figure 5.18a. 
Each of the features occurs at precisely the same wavelength for both scans. 
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1539.5 1540.0 1540.5 1541 .O 1541.5 1 54 2.0 

Wavelength (nrn ) 

Figure 5.1% The output spectra for a channel at 1540.54nm with output waveguides 
in place. The FWHM is 0.56 nrn, 0.26 nm wider than when the waveguides were 
removed. The adjacent channels coincide with side lobe positions. 

are due to the waveguide leakage because these peaks do not appear in the spectrum of 

the spectrometer wi th the waveguides rernoved. 

There are additional features visible in the background of the plot in Figure 5.18a. 

The numbered features in the background are repeatable and are quite likely due to 

photomask pixelation. In a recent paper by He et al. [25], a concave demultiplexer was 

designed and tested with retro-reflecting grating facets. These researchers found that 

there existed unusual long-range features in the spectra of their demultiplexer channels 

and they determined that the lobes were artifacts of the fabrication process. One of the 

problems identified was pixelation of the mask design due to the photomask fabrication 

process. The grating features could have k e n  subjected to round-off error in the 



mechanical positioning of an electmn or focused ion beam used in writing the mask. 

These types of problems with photomask writing seem to show large scale periodicity (on 

the order of 4 nm repetition) in the channel spectra for their devices and their fabrication 

process. 

in Figure 5.18b, the repeatability of the long-range features is clear when 

compared to Figure 5.1 Ba. The data s h o w  in these graphs were collected using the same 

input and output fiber positions. There is a similarïty in the structure of the lobes 

between the data collected here and the data collected by He. The numbered features 

have an average separation of 0.67 f 0.08 nm for peak separations in Figures 5.18a and b. 

According to He, the distance between the peaks is directly related to the size of the area 

covered by the e-beam writer during fabrication of the photomask; 

M =  
FSR x d 

S 

where the FSR is the free spectral range, d is the grating period (10.7 pm here) and S is 

the Iength traveled by the e-bearn writer before shifting to the next writing area. For the 

parameters in this work, Equation 5.5 gives S = 1.01 mm. 

For design B, the 0.8 nm spaced channels showed an average channel isolation of 

13 dB, ranging from 15 dB at the low wavelength end of the spectmm to 10 dB at the 

high wavelength end of the spectmm. For design C, the average channel isolation was 

found to be 14 dB, ranging from 13 dB at the high wavelength end of the spectmm to 15 

dB at the low wavelength end of the spectrum. Figures 5.11 through 5.13 show the 

channel isolation as a function of output channe1 wavelength for each of the three designs. 

The data plotted are a sarnple of al1 output channels. As a trend, each design showed 
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reduced channel isolation as the central channel wavelength moves away from the 

stigmatic wavelength. The spectrometer's channel isolation is not sufficient for it to 

become useful as a commercial WDM dernultiplexer. 

As discussed in Section 5.4.2, defocusing of the output spot due to non-uniform 

focusing by the mirror (affects channels far from the stigmatic wavelength) is expected to 

increase the cross-talk measured at each channel. Figures 5.2 through 5.6, the full output 

spectra for al1 spectrometer designs show a reduction in channel isolation consistent with 

non-uniform mirror focusing. In Section 5.4.4 an inaccuracy in the refractive index from 

the design index was shown to change the focal length of the mirror. It is expected that 

either an increase or a decrease in the index would increase the cross-talk in al1 channels. 

One further consideration for the channel isolation is the cross-talk caused by a 

shift in the focussed output spot due to total intemal reflection at the mirror. At the 

mirror, there is a range of incident angles for the incident Gaussian beam because of the 

shallow angle at which the light strikes the concave mirror. The light has an incident 

angle that ranges from 45' to 60° acmss the mirror. The difference in incident angle 

creates a difference in the phase shift acquired along the length of the mirror for both TE 

and TM polarizations. The induced phase shift, p, due to total intemal reflection is given 

PTM ,/(sin2 6, - sin' O,) 
tan - = 

2 sin' Oc cosOi 
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where 4 is the angle of incidence and a, is the cntical angle for that interface. For the 

air-waveguide interface in the spectrometers, the phase shift for the TE polarization 

ranges from 32.3O to 94.4" (4 = 45O and 60" respectively). In the case of TM 

polarization, the phase shift ranges from 64.5' to 134.0° (4 = 45" and 60° respectively). 

The reflection-induced phase increases across the rnirror. The phase front of the reflected 

light is skewed slightly by this additional phase therefore the phase front that strikes the 

pting is not incident on the grating in the original, designed direction. The effect of this 

addi tional phase shift on the performance of the spectrometer is quantified below. 

The difference in phase shift due to reflection at the mirror is 62.1° for TE polarization 

and is 69S0 for TM polarization. This corresponds to an effective change in path Iength 

of 

where A p  is the phase difference between light reflected at either end of the mirror, R is 

the wavelength of the light in free space and n, is the slab effective index. For the TE 

mode, the path length is increased by O. 18pm and for the TM mode it is increased by 0.20 

Pm- 

For the Design A spectrometers (0.4 nm channel spacing), the spot size at the 

rnirror is 3.44 mm wide. The angle of the phase front is changed slightIy by the added 

path length & to once end of the bearn. The effective incident angle of the light on the 

grating as reflected from the mirror with consideration for the new added path length is 

tan S = 
AZ 

5.9 
(spot width) 
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For the Design A spectrometers, the angle 6 is 0.003". if this correction to the incident 

angle is inserted into the grating equation, the corresponding new diffraction angle is 

45.0033"; a difference of 0.033" from the original design angle. This shift in the 

diffracted angle can be related to the output dispersion. The grating equation can be used 

once more to determine how this angular shift will affect the output spectmm. Assurning 

that the light is incident on the grating at the original design angle but with a new 

diffracted angle, the corresponding wavelength associated with the new difhcted angle is 

- dn, (sin a + sin(fl+ 6~)) LW - 5.10 m ' 

which gives a diffracted wavelength of 1.526039 mim. This differs from the stigmatic 

wavelength by 0.04 nm. The output linear dispersion is 25 p d n m  therefore the output 

spot has moved by 1-11 p (TM) and 0.99pm (TE) in the Design A spectrometers. 

Similar calculations anive at a shift of 0 . 8 9 9 ~  (TM) and 0.8 10 pm (TE) in the Design B 

spectrometers. These shifts represent a shift that is 25% of the width of the output 

waveguides. The adjacent waveguides will tend to collect some of the light intended for 

its neighbour and therefore cross-talk is increased and loss is incumed. This effect 

decreases the incident angle on the grating, which in tum increases the diffraction angle. 

This suggests that there will be higher side lobes on the high wavelength side of the main 

maximum and that Design A spectrometers will be affected slightly more than Design B 

and C spectrometers. This is effect can be seen in Figures 5.14 through 5.16, though the 

effect is not very strong. The total intemal reflection affects the TE and the TM 

polarizations similarly; therefore, it is unlikely that any polarization dependent 

performance will be created by this effect. 
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The channel isolation could have been improved by increasing the linear dispersion 

along the output focal plane. Physicaily, this corresponds to placing the output 

waveguides on wider centers. The use of greater waveguide separation should improve 

the cross-talk due to decreased spectral overlap of the focused output spots. In addition, it 

would decrease the arnount of radiation leakage in the curved sections of the output 

waveguides. The draw back to this approach is that the spectrometer design would 

increase in size- Larger waveguide separation requires a longer distance from the mirror 

to spatially separate the channel output spots dong the output focal plane (given a known 

angular separation of the channe1 wavelengths). 

One further figure of merit that can be measured in Figures 5.1 1 through 5.13 is the 

flatness of the peaks across the DWDM channel. This is designated the 0.5 dB 

bandwidth. The width of the peak (in wavelength) is measured where the signal is greater 

than 0.5 dB down from the maximum signal. For these devices, the 0.5 dB bandwidth is 

0.13 nm for Design A and 0.18 nm for both Designs B and C. These are reasonable 

results for 0.4 nm and 0.8 nm channel spacing devices as interference filter 

demultiplexers (at 0.8 nm spacing) show 0.5 dB bandwidths on the order of 0.22 nm. 

CHANNEL CENTER WAVELENGTH 

Afl three spectrometer designs showed good consistency in the channel center wavelength 

spacing. Figures 5.19 through 5.21 show the linearity of the increase in the channel 

center wavelength. The average measured channel spacing for each of the three designs 
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are shown in Table 5.2. The measured values do not agree with the expected values 

within error. The average channel spacing has been skewed h m  the designed value 

because the average channel spacing was measured by finding the slope of the plots 

shown in Figures 5-19 through 5.21. In each of these plots there are small shifts in the 

data, making the data piecewise linear. To show the change in the average spacing, the 

average spacing was measured over each of the piecewise linear sections, resulting in 

different values for the average channel spacing. These values are also shown in Table 

5.2. The shifts in the data are likely caused by a small change in position of the input 

fiber when adjustments were made to maintain maximum output signal. The frequency 

of the shifts is consistent with the frequency of input f i k r  adjustments. The shift in 

output wavelength with minor changes in input fiber position may have been caused by 

excitation of other modes (more than the fundarnental mode) in the input waveguide. At 

the end of the waveguide, the image spot that propagates through the spectrometer will 

not coincide with the image of the fundarnental mode but a combination of the 

fundarnental mode with higher order modes. The position of the peak intensity would 

have shifted due to  this effect and therefore the effective position of the input waveguide. 

One major concern about the performance of the spectrometers investigated in this 

work was the distinct shift in the center wavelength collected by the output waveguides 

from their designed center wavelengths. The design parameters defined the outermost 

waveguides of al1 spectrometer designs to collect 1528.4 nm and 1571.6 nm. It is clear 

from Figures 5.2 through 5.7 that the collected spectrum is shifted from the design 

parameters. For design B devices, the shift is very significant, with the shift of 12.3 nm. 

While characterizing the Design C device, it was obsewed (through the microscope) that 
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Figure 5.19 Output channel center wavelengths for a Design A spectrometer. 
The average channel spacing over al1 channels is 0.4193 I 0.0009 nm. 
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Figure 5.20 Output channel center wavelengths for a Design B spectrometer. 
The average channel spacing over al1 channels was 0.791 2 0.004 nm. 
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Figure 5.21 Output channel center wavelengths for a Design C spectrometer. 
The average channel spacing over al1 channels was 0.7756 + 0.0005 nm. 

a couple of the input waveguides were darnaged. The center waveguide was not used 

therefore, some shift is expected in these measurements. The most obvious reason for the 

shift in the starting wavelength is that the center waveguide was not used. As discussed 

previously, using a different input waveguide from the designed center input waveguide 

will tend to shift the output spectmrn by an amount roughly qua1 to twice the output 

channel spacing, M. However, none of the devices show a shift equal to a multiple of 

?Ah. 
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1 Spectrometer Design 1 A 1 B 1 C 1 
Designed Channel 

Spacing (nm) 

Average Measured 1 
0.4193 + 0.009 

Channel Spacing (nm) 1 
Piecewise Average 1 - 

Channel Spacing (nm) 1 0-39t0.01 

First Channel Shift 

from Design 

Table 5.2 The average measured channel spacing compared to the designed spacing 

Another possible effect on the absolute wavelength collected by a given output 

waveguide is the index of refraction of the slab. According to the grating equation 

(Equation 2.1) the diffraction angle depends upon the wavelength of the light in the core 

medium. if the index of refraction is increased. the wavelength in the medium decreases. 

Using the equation for the linear dispersion dong the focal curve of the mirror and the 

grating equation (Equations 3.4 and 2.1 respectively), the Iinear dispersion can be 

expressed as a function of the index of the core layer. 

The measured linear dispersion shows an average deviation of 3% from the designed 

dispersion. If the mask design was done correctly, al1 other parameters are fixed and 

therefore the changes in Iinear dispersion cm come only from the index. A three percent 

difference in the core index corresponds to a change of 0.04. This is a very significant 
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change in index therefore this is likely not the only contribution to the unexpected 

deviation in the channel spacing. 

5.9 COMPARISON WITH OTHER GRATING DEMUL'MPLEXERS 

In the literature, there are many venions of the integrated grating demultiplexers. The 

majority of the work has been based on the Rowland circle 1261 and recursively defined 

concave gratings [8,11]. One of the motivations of this work was to see how a linear 

orating (with independent focusing elements) would perform compmd to the more z 

popular concave grating. In this section, the planar grating designed in this work will be 

compared to some of the most m e n t  results found for concave gratings. 

The six papers that have the most relevant results for grating spectrometers are 

written by 2. Sun et  al [12,15], J.-J. He et al. 1251, P.C. Clemens et al [IO], C. Cremer et 

al [13], and K. Liu et al [14]. These results are a good representative group for this 

technology. Table 5.3 shows some of the benchmarks that are used to compare 

demultiplexers and how these six similar designs compare to those in this work. Al1 of 

the devices in this group are integrated concave gratings (with the exception of the 

spectrometer designed in this thesis). 

The first five spectrometers Iisted in Table 5.3 have the retro-reflecting grating 

facets while the remainder of the gratings in the list have fiat facets. In He [25], it is 

quoted that the use of the retro-refiecting facets increases the grating efficiency by 4 dB 

from the conventional flat grating facets. It is clear that the onchip loss is high compared 
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Table 5.3 A cornparison of the performance of the linear grating spectrometers designed 
in this work to other similar designs. 

Author 

Design A 

Design B 

Z. Sun 

2. Sun 

absorption. The slab waveguide loss for the devices in this work needs to be reduced. It 

is possible to reduce the on-chip loss by 15 - 20 dB by improving on the propagation 

loss in the slab and ridge waveguides. The polarization dependent loss (PDL) is high in 

cornparison with the other designs. This is a problem with the slab waveguide 

composition. Devices fabricated in InGaAsP/InP seem to show better polarization 

dependent dispersion (PDD) and PDL figures. The PDD measured for the devices in this 

work was found to be typical of devices fabricated in SiONISiOz (and can be reduced or 

eliminated). It may be instructive to consider changing the slab material to the 

InGaAsPhP formulation. 

Channel 

Spacing 

(mm) 

0.4 

0.8 

O. 144 

0.29 

Layer 

Materials 

SiON/SiOz 

SiON/Si02 

SiON/Si02 

SiON/SiOz 

J.-J. He 

P.C. Clemens 

K. Liu 

C. Cremer 

Note: PDL - polarization dependent loss, PDD - polarization dependent dispersion 

InGaAsPhP 

SiOz/Si 

Si02/Si 

InGaAsPhP 

2.0 

2.0 

0.78 

3.7 

Total On- 

Cbip Loss 

(dB) 

30-40 

30-40 

18-30 

20-40 

10 

5- 15 

22 

18 

Cross- 

Tak 

(dB) 

-10 

-12 

-9 

-20 

-25 

-20 

-15 

-25 

PDL 

(dB) 

3.2 

3.2 

NA 

- 1 

PDD 

(nm) 

0.9 

0.9 

NA 

1.2 

- 0.5 

1-3 

5 

NA 

0.3-0.4 

0.25 

0.3 

0.5 
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5.10 CONCLUSIONS 

The linear grating spectrometers designed in this work performed comparably to other 

devices in the literatwe with the exception of total on-chip loss. The output channel 

spacing was found to be constant on any given chip (linear channel spacing) and the 

design was proven to have ment as a demultiplexer or a spectrometer. The linear grating 

spectrometers did not perform as well as expected relative to the benchmarks for a 

DWDM demultiplexer. The high onchip  loss and significant polarization dependent 

performance were not satisfactory. The on-chip loss and much of the polarization 

dependence, as has been previously discussed, can be significantly reduced by using a 

different layer structure or material fabrication process. The resolution of the diffraction 

grating was shown to be excellent and the spectrometer performance on the whole should 

i mprove dramaticall y if the ridge waveguide failings were improved. Cross-taik was not 

reduced compared to concave grating designs; however the performance of the grating 

(without the output waveguides in place) was found to have minimal cross talk between 

adjacent channels. This shows that the integrated linear grating design could produce 

good cross-talk figures if the ridge waveguide performance was impmved. 
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CHAPTER SIX 

FINITE DIFFERENCE TIME DOMAIN MODELING 

6.1 BACKGROUND 

The diffraction effects of the retro-reflecting grating facets in the near-fieid region are 

complicated due to the many reflections of the incident wave on the three available 

interfaces. The loss due to these diffraction effects as well as the loss due to transmission 

at the guide-air interface are properties that need to be understood for optimal 

spectrometer performance. A numerical simulation of the propagation of incident and 

scattered light can give a good indication of the behaviour of fabricated spectrometers. 

These numerical simulations may be able to aid in the design of future spectrometer 

devices. 
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The most applicable aigorithm to this particular problem is the finite difference 

time domain (FDTD) algorithm. In this algorithm, a set of partial differentid equations 

are satisfied in space and time by solving them in discrete space and time steps. The 

application of the FDTD algorithm used in this work specifically satisfies Maxwell's time 

dependent electromagnetic equations everywhere in a three-dimensional space for a given 

incident electromagnetic pulse. 

The application of FDTD to electromagnetic field analysis was initially conceived 

by Yee in 1966 [27]. Many variations of this original method have k e n  developed but 

the most commonly referenced FDTD algorithm is Yee's algorithm. Yee published a 

series of discrete equations that calculated the electric and magnetic field in a preset grid 

in two-dimensional space. The key to this method lay in the spatial mesh chosen to create 

an order in the incrementai change of the CO-dependent fields. Maxwell's equations in 

three dimensions result in a system of six coupled partial differentiai equations which can 

be solved in only a few cases analytically. Numerical solutions may be found, however, 

for any number of situations. The Yee algorithm is accurate to second order in the spatial 

and time derivatives. An excellent explanation of the development of the Yee algonthm 

in three dimensions is given by Taflove [28] and will be followed in this description. 

6.2 YEE FINITE DIFIrERENCE ALGORITHM 

The Yee algorithm was designed to solve Maxwell's time dependent electromagnetic 

equations in a region of space where there are no sources. In this case, Maxwell's 

equations become 
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where p is the magnetic resistivity (mm) and o is the electric conductivity (Siemendm). 

Yee's original algorithm restricted the testing to materials that have p = a = O however it 

is easily extended to cases where the resistivity and conductivity are non-zero. In this 

work, materials with zero resistivity and optiond non-zero conductivity may be studied. 

By defining a non-zero conductivity, it is possible to mode1 lossy dielectrics without 

increasing the number of calculations in the code. If there are no sources in the region of 

interest, Maxwell's divergence equations offer no interesting information about the 

interaction of the electric and magnetic fields and therefore will be ignored. The curl 

equations result in a set of six coupled partial differential equations that must be solved to 

determine the evolution of the electric and magnetic fields in the region of interest. 

In order to define the finite difference equations, a simple notation must be 

defined to make the equations clear and concise. Any point in space-time is defined by a 

spatial 3-vector as well as a designation of the time at which this spatial vector is valid. 

In the finite difference scheme, both space and time are defined by discrete grids of step 

sizes (Ax, Ay, Az, At). Any point in this grid may be identified by the comsponding 

integer indices (i, j, k, n). A quantity may be evaluated at any point in space defined by 

the Yee notation 
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Using this notation, the centered finite ciifference definition of the derivative of A with 

respect to the spatial coordinate x is 

and sirnilady the time derivative is given by 

aA 
n + l / T  n-112 

-(iAx, jAy , k&, nât) = 4.ji - 4.ji 

dt Al +okAd21 

The increment of the indices (i, j, k, n) by '/z is slightly counter-intuitive; however, in the 

Yee algorithm the electnc and magnetic fields are determined at spatially separated points 

within the grid ce11 as well as calculated !h At apart. The relative positions of the electric 

and magnetic fields are shown in Figure 6.1. The significance and usefulness of this 

unusual notation will become clear when it is applied to Maxwell's equations. 

Y 

X 

Figure 6.1 The Yee cell. Electnc (E) and magnetic (H) fields are defined at 
positions displaced by Y2 a spatial unit (Ax, Ay, Az). 
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Consider the xcomponent of the electric field; 

In finite difference notation, Equation 6.5 becomes 

Using an approximation for the value of in ternis of the values at adjacent time 

steps, 

and collecting like terms, an expression for the time updated x-component of the electric 

field can be shown to be 

Similar equations can be found for the remaining electrïc and magnetic field components. 

A more complete derivation may be found in Taflove [28]. It should be noted that the 

notation has worked out such that for updating the electric field at time step n+l, the most 

recent calculation of the electric field is at time step n while the most recent magnetic 
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field calculation occurred at time t = (n + %)At. The implementation of the finite 

difference algorithm is simplified by defining separate indices for the elecnic and 

magnetic field for the spatial indices, thereby effectively keeping them separated by % 

grid steps (integrated into the equations) but making the algorithm easy to  understand. 

6.2.1 ALGORITHM STABILITY 

The stability of the Yee algorithm, as with any numerical algorithm, depends heavily on 

the size of the steps between calculations (spatial or temporal). If the step is t w  large. the 

assumption of the continuity between points becomes untenable and invalid. Conversely, 

if the step is too small, computation in the given region becomes very slow. The ideal 

situation is one where the step is as large as possible before the calculations become 

unstable. 

For solutions of partial differential wave equations the criterion used is the 

Courant-Friedrichs-Lewy stability criterion. more often called the Courant condition (291. 

This condition, in one dimension, requires that the square of the distance the wave (or 

particle) k i n g  modeled can travel within a time At at it's maximum speed must be 

smaller than or equal to the square of the spatial grid step. In the case of the Yee 

algonthm, this condition requires that the propagating wave cannot outnin the electric 

field updating that can only be done one grid step at a time. For a wave in three 

dimensions the Courant condition is 
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where (v,, v,, v;) and (Ax, Ay, Az) are the velocities and grid steps of the wave in the x, y 

and z directions respectively. As an approximation for the Courant condition for the Yee 

algonthm, choose the maximum of (v,, v,, vL) and set al1 velocities to be this value. This 

decreases the time step allowed, thereby making the algorithm more stable during 

computations. For the applications studied here, the maximum speed of the 

electromagnetic waves is the speed of light in vacuum. The condition reduces, under 

these conditions, to 

This equation was used to ensure mathematical stability of the Yee algorithm. 

6.2.2 TOTAL FIELD FORMULATION 

In the total field formulation, the scattered field as well as the incident field is included in 

the field update equations. In the simplest case, a one-dimensional computationd 

domain, the total field at any point in the FDTD grid is given by 

and the total magnetic field is described as 

In this work, the total field was cdculated at every point in the computational domain 

using the total field formulation. This was a straightforward implementation as the 

incident pulse was only applied at the left edge of the domain. At al1 other points in the 
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grid. the total field was exactly Oie scattered field. For more information about 

irnplementation of the total field formulation in cases where the source is more complex, 

refer to Tafiove [28]. 

6.3 MUR ABSORBING BOUNDARY CONDITIONS 

The calculation of the fields at any point in the cornputational domain depends on the 

fields in the surrounding grid points. On the edge of the calculation space, the field 

depends on grid points outside the region of interest therefore another method must be 

used to determine these field points. Artificial reflections occw at the boundaries causing 

the true propagating field to be distorted if no precautions are taken. The blanket term 

used to describe the many special boundary calculations that exist is absorbing boundary 

conditions (ABC). Much research has been done to find suitable absorbing boundary 

conditions but a simple and widely used ABC is that described by Mur [30]. This ABC 

formulation gives second order absorption over most of the boundary. 

The field components satisw the three dimensional scaiar wave equation, 

A general solution to this equation for a wave travelling toward the x = O boundary is 

given by 

The first order boundary condition for this wave becomes 



Chapter 6 Finite Diflerence Time Domain Modeling 

This equation requires some knowledge of the incident angle of the wave (which is not 

al ways known), therefore a first order approximation of the Taylor series expansion of the 

square root term is used and the first order boundary condition becomes 

Using the second order term in the square rmt expansion, the second order boundary 

condition is 

In an analogous manner to that used by Yee in the finite difference field updating 

equations, Mur applied the centered di fference SC heme to the partial di fferential equation 

in Equations 6.3 and 6.4. The discrete fini te difference equation for the second order Mur 

ABC in Equation 6.17 is 

These boundary conditions are applied to the field components that are tangentid to and 

at the edge of the computational domain. 
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6.4 BERENGER PERFECTLY MATCHED LAYER 

The Mur absorbing bounâary conditions are suficient in many cases to absorb the 

reflected power from a scatterer. In some cases, however, Mur boundary conditions are 

not powerful enough to absorb intense reflections or reflections incident at oblique 

angles. A new formulation for boundary conditions was derived by Jean-Pierre Berenger 

in iY94 in two dimensions [3I]. His formulation was shown to be orders of magnitude 

more abscr~:i-.z than the traditional Mur boundary conditions. This new technique 

becarne very popular and was specifically applied to waveguide simulations because of its 

ability to absorb fields incident from any direction (not just normally incident fields). 

The technique was extended to three dimensions by Katz et ai. later that year [32]. 

Berenger's derivation of the perfecti y matched layer (PML) suggested that the 

computational domain could be surrounded by a material that had increasing conductivity 

towards the edge of the computational domain. The increasing conductivity created a 

Iossy layer which quickly absorbed the incident field in a layer only a few FDTD cells 

thick (5- 10 cells typicalIy). By making the conductivity increase as a function of posî tion, 

the perfectly matched layer maintains the usual scattering b o u n d q  conditions (tangentid 

field components must be continuous across the boundary) while efficiently absorbing the 

incident field. It can be shown that the PML conditions satisfy the continuity conditions 

for an arbitrary plane wave incident on the boundary [33] regardless of its polarizat-ion or 

incident angle. 

The Berenger PML formulation involved the creation of an imaginary split field 

which added a degree of freedom to Maxwell's equations so that even waves at oblique 
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incidence may be attenuated. The transverse fields are split into two orthogonal 

components so that the PML can be dispersionless and highly absorbing for al1 

frequencies and angles of incidence. This formulation is somewhat difficult to visuaiize 

since the system is artificially complicated by the orthogonal split field components. 

Another formulation was suggested that used the same conductivity matching idea as 

Berenger's PML but with a slightly simpler format. 

The stretched-coordinate formulation was denved by Chew and Weedon [34] and 

independently by Rappaport [35] which replaces the split field cornponents by a 

representation (mapping) in complex space. The mapping results in a simple and 

compact way of describing the action of the PML. In complex space, the spatial 

coordinates become 

P -t 1 S X ( X ' ) d r P  

with similar reiations for the y and z components. The partial derivative becomes 

where  S.^ is a continuous function. Maxwell's equations, under this transfomation, 

becorne 
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In order for the fields to be absorbed appropriately, the PML material must be anisotropic. 

It can be shown that continuity can be maintained as long as the conductivity is scaled 

along the normal axis (Berenger 1994). The anisotropy is mdeled by defining different 

conductivities to the x-, y- and z-directions. A possible formula for the factor si is 

and even greater attenuation can be achieved by the use of an extra factor K such that for 

situations where high attenuation is required; 

The conductivity is scaled along the direction perpendicular to the boundary of interest. 

The wave impinging on a given boundary is absorbed by the monotonically increasing 

conductivity it encounters on its path toward the boundary. 

Finding the optimal combination of the attenuation parameters K and a is a 

tedious task that has been performed by other researchers (Berenger 1996, 1997 [36,37] 

and others as below) and the results of these experiments were used in this work. 

Polynomial scaling of both  and crare suggested by Berenger [36] where 

where q is an integer and g is the thickness of the PML layer. The conductivity oranges 

from zero at the PMUmaterial boundary to a,, at the computationai domain boundary. 

The value of K ranges from one at the PMUmaterial boundary to K,, at the 
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computational domain boundary. The choice of K>-1 may be determined on a case-by- 

case basis, depending on the required attenuation. In these simulations, K,, was set to a 

value of 2.0. The entire computational domain is surrounded by a perfect electricd 

conductor that will reflect any fields that transmit through the PML layer but also gives an 

easy way of calculating the field at the boundary of the computational domain. Other 

material choices along the boundary require the knowledge of fields outside the 

cornpucational domain due to FDTD equation formulations. 

The theoretical reflection of a field incident from an angle 0 from the perfect 

electrical conductor is given by 

~ ( 0 )  = exp(- 2qn~p-g cos 8 l(q + 1)) 

for polynomial-scaled conductivity (as in Equation 6.25). Generally, values for the 

ailowable reflection R, the scaling factor q, the PML layer thickness g and material 

relative permittivity 8, are chosen for a given modeling situation and a vdue for the 

maximum conductivity of the layer, ont, is calculated using Equation 6.26. It has been 

found (Gedney [38] and He [39]) that the optimal choice for the maximum conductivity 

of a 5-ceIl thick PML layer (with an allowed reflection of R - e'8) is 

The best results are found using a value of q of between 3 and 4 [38,41,42]. In this work, 

a 10-ce11 thick P M .  layer was used with a polynornial scaling factor, q, of 2. The value 

of maximum conductivity used in this work was empirically adjusted from the value 

calculated using Equation 6.27 to arrive at the lowest reflection from the computational 

boundary- 
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6.4.1 PML FDTD IMPLEMENTATION 

Using Equations 6.21 and 6.22, Maxwell's equations are transformed into FDTD 

equations for the PML regions. For a three-dimensional space that allows for 

conductivity scaling in the x-, y-, and z-directions, Equation 6.2 1 becomes 

where si are given by Equation 6.24 for the most general case. The electric field can be 

deterrnined using the electric displacement, D, 

s, S.' Sv 
0, = &(,Cr - Ex Dy = &,Er - E,. D- = E,&, - E- 

s x  s y  - s: 

Transformation of Equation 6.28 into a set of equations in FDTD format can be achieved 

by changing from the frequency domain into the time domain and by substituting 

expressions for the variables si. As an example of this transformation, consider the x- 

component of the electric field. The electric displacement (from Equation 6.29) gives 

Transformation into the time domain creates 
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This equation can be transformed into an FDTD equation by using Equations 6.4 and 6.7 

to replace the time derivative terms with centered difference expressions and by 

expressing the other two terms as averages of the previous and present values of E and D. 

Perfectly matched layer boundary conditions are very powemil for absorbing al1 

types of reflected fields in many applications. It is especially useful in this work as the 

reflected power is quite large and tends to over-power the Mur absorbing boundary 

conditions. Sufficient attenuation of the reflected fields can be achieved with the PML 

formulation, regardless of the incident dinxtion. 

6.5 NEAR TO FAR FIELD TRANSFORMATION 

The calculations involved in FDTD simulations are very computationally intensive 

therefore it is instructive to lirnit the size of the computational domain as much as 

possible. In many applications, researchers are interested in finding the EM fields far 

from the scatterer. It is possible to extend the computational domain into the far field 

limit however this is both computationally expensive and susceptible to cumulative errors 

in the numerical field calculations. A better approach to finding the fields in the far field 

is using the fields calculated in the near field regime and ti-ansforming that information 

into the far field. 

The approach used in this work utilized the time domain near-to-far field 

transformation. At the heart of the transformation is the surface equivalence theorem. 

This theorem States that the fields outside any arbitrary imaginary closed surface may be 

obtained by applying magnetic and electric current densities on that closed surface that 
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satisfy the boundary conditions and that are equivalent to the effect of the sources inside 

the closed surface [28]. The system is therefore changed from a source enclosed by an 

arbi~ary surface to a source-free region bounded by the same arbitnry surface with 

electric and magnetic cumnt densities found on the surfarce. The total fieId at any point 

in the far field is calculated by considering the summed effect of these cumnt densities at 

that far field observation point. 

The most straightfoward approach to calculating the elecrric and magnetic current 

densities is to choox the arbitrary, closed imaginary surface to be a box that encloses the 

scatterer of interest. Along each of the faces of the box, the components of the electric 

and magnetic field densities, Ji and Mi respectivety, are determined by 

where f i  is the unit vector normal to one of the surfaces and and Ë are the magnetic 

and electric fields found along that boundary. The radiation vectors (see Luebben [43] 

and Yee [44]) are defined as 

where k is the wavenumber, Fis the unit vector from the ongin to the far field observation 

point and F' is the vector from the origin to the source point on the surface S. The far 

field frequency domain electric field is then aven by 
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where q is the impedance of free space, R is the distance from the origin to the far field 

observation point and Â is the wavelength of interest. It is necessary to take the inverse 

Fourier transform of the formulae in Equation 6.34 to revert to the time domain regime. 

The inverse Fourier transform for the electric field components gives 

where and Ü are defined by 

The factor rd is the time delay for the electromagnetic pulse to  travel from the source 

point to the far field observation point and is given by 

To calculate the electric field components in an FDTD algorithm, the integral in Equation 

6.36 is approximated by a sum of the contribution from each FDTD ce11 on the face of the 

surface S and the time derivative may be approximated by using the FDTD formulation in 

Equation 6.4. Full details of the FDTD implementation c m  be found in Tafiove [28]. 

The orientation of the geometry used in this work is shown in Figure 6.2. The final result 

of the far field calculations is a vector of the electric field values at chosen point in space 
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as a function of time. The above denvation is for calculations done in three dimensions 

but there is an easy extrapolation to two dimensional cases (as given by Luebbers [43]). 

6.6 CODE DEVELOPMENT 

In this work, the FDTD code was originally translated into C (by the author) from original 

FORTRAN code written at Penn State University by Dr. Raymond Luebbers and 

associates [45]. The FORTRAN code formed the loose basis of final C code versions. 

Four unique codes have been developed. The first code is essentially the sarne as the 

Luebbers code with some modifications to the data saving techniques and a couple of 

changes to make the code somewhat faster. The second code evolved from the Luebbers 

code but there have been significant changes. The Yee algorithm and the Mur boundary 

conditions have remained as part of the code but rnany changes were made to make it 

applicable to waveguide devices. In particular, the electromagnetic source was changed 

from a wave travelling through the region of interest to a hard source at the z = O 

boundary. The third version of the FDTD code is a pared down, 2D version of the 3D 

hard source code. The 2D code is significantly faster and is the testing ground for 

possible changes to the 3D code. The 2D code is also useful for quick analysis of 

reflections from dielectric suuctures. Though the results may not be strictly accurate for 

waveguide devices, it is able to produce a reasonable approximation to the 3D waveguide 

situation. The fourth version of the code implemented the Berenger PML method as well 

as the near to far field transformation while maintaining the hard source Yee FDTD 
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algorithm. This code was left as a 2D implementation because of the added complexity 

of the boundary conditions and the far field transformation. 

The original Luebbers code used a purely scattered field approach to the Yee 

algonthm. The incident field is propagated through the computational domain at which 

point scattered field is created due to the incident field interacting with the dielectric 

material. This code is useful for seeing the reflected field intensity however it does not 

accurately depict the action of the electromagnetic field at the dielectnc boundaries (i.e. 

the gnting facets). This formulation forces a calculation of the field at every point in the 

grid due to this incident travelling wave. The resulting reflected field is correct (obeys 

Maxwell's equations) but the transmitted field is unphysical at any boundary. The 

equations that calculated the field in the transmitted space force the addition of the user- 

defined incident field to the field created due to the interaction with the material at that 

point. This formulation is applicable to situations where only the reflected field is of 

interest. In the case of waveguide structures, transmitted fields at boundaries are the main 

concern therefore this formulation is not ideal for the work done in this thesis. Though 

the code is not ideal, it does give a very good visual representation of the reflected field 

with no dispersion of the incident field. The code was modified to account for dielectric 

media and easy refractive index mapping (as described below). 

In the second 3D code, the formulation was changed from the purely scattered 

field to total field formulation. This required some fundamental changes to the Yee 

algorithm. The theory behind the total field formulation is given in Section 6.3.2. In 

addition to these fundamental changes, the Yee algorithm and ABC'S were changed 

slightly to account for the fact the wave was not travelling in free space but within a lossy 
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dielectric. As well, the new code allows for easy mapping of the refractive index across 

the computational domain by reading in a text file that contains numbers corresponding to 

the material type at a given location in the caiculation space. A three dimensional space 

is created by extrapolating the two dimensional map. While the program is running, 

values of the electric and magnetic fields are periodically written to files in a two 

dimensional slice of the space. A MATLAB script was wntten to create a movie of the 

2D TE or TM field (a switch detennined by the user) intensity as a function of time in the 

calculation space. This gives a gwd visuai representation of the propagation of light 

through the system. 

The code begins by building the refractive index map in the 3D space. Hard 

coded into the program is the creation of a slab waveguide with a user-defined core 

thickness. Al1 parameters that are changed on a regular basis are contained within a 

separate "cornmon" file and included upon compilation. Constants used by the Yee and 

ABC algorithms are calculated before any of the propagation begins to make the code 

faster. An incident EM pulse is created that emulates a plane wave (of a defined 

wavelength) in one direction and follows the single guided mode in the other direction 

perpendicular to the direction of propagation. According to the Yee algorithm. the 

scattered electrîc field components are calculated at time t = 0.0 in the x, y, and z 

directions for al1 grid points (except the edges) in the calculation region. The ABC'S are 

applied at the boundaries of the calculation space to define the value of the scattered 

electric field at the edges of the calculation space. Once the boundary values of the 

electric field are determined, time is advanced by one half of a time step and the magnetic 

field components (H) are calculated in the x, y, and z directions for d l  grid points. Time 
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Figure 6.2 The basic geometry of the FDTD refractive index map used in this work. 

is advanced a further one half time step and the user-defined field components of interest 

are saved at five time step intervals. The five-step interval was chosen because it reduces 

the amount of data saved to file to create the MATLAB movie without losing a great deal 

of the propagation details. This process is repeated for a user-defined number of time 

steps. 

The three dimensional total field code was pared down to a two dimensional case 

to be used as a testing ground for new index maps. This code runs considerably faster 

than its three-dimensional counterpart and therefore it lends itself easily to be used 

repeatedly with different index maps. It has most of the same features as the three- 

dimensional code (the Yee algorithm and the Gaussian hard source) but the Mur 

boundary conditions were replaced with perfectly matched layer absorbing boundaries. 

This 2D code was used for al1 of the data show in this chapter. 
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6.6.1 THE HARD SOURCE 

The original FORTRAN code used a plane wave travelling through the calculation space 

in both directions perpendicular to the direction of propagation. This method produced a 

good representation of the field reflected by the grating facets but it gave no information 

on the fields transrnitted through the grating. The propagation of the plane wave forced 

calculation of the field at points beyond the grating facets and therefore this was not a 

good method to use for loss detemination (the main driving force behind doing this 

modeling). The most feasible approach was to apply a user-defined field at one edge of 

the calculation region. The source was defined to be a plane wave in the x direction, a 

Gaussian in the y direction (to simulate the slab waveguide mode) and have a temporal 

Gaussian pulse profile. These conditions were applied instead of the usual Mur boundary 

conditions for the duration of the pulse. 

The change of source changed the Yee algorithm slightly and made it faster. In 

the purely scattered field formulation, calculation of the electric field required calculation 

of the applied incident field and it's derivative at every point in the space for every time 

step. The incident field cdculations increased the calculation time significantly for larger 

gids 

6.7 GRATING FACET MODELING RESULTS 

Modeling of the entire diffraction grating through FDTD brute force simulations was 

considered not to be a feasible option with the computational power available to this 



Chapter 6 Finite Difference T h e  Domain Modeling 118 

project and with the current FDTD aigorithm. The goai of this work was not to mate  

software for making fiber-to-fiber spectrometer performance calculations but rather to 

achieve a simulation of the physical phenornena occumng at the grating interface. A 

refractive index map was created that described a single retro-reflecting facet of the 

diffraction grating. The core materiai was assumed to be lossless with a refractive index 

of 1.501 (the specified index of the core used in the spectrometers). The reflective 

grating facet was defined by a structure created by a series of Yee cells with a refractive 

index of 1.00. The exact grating facet geometry of the spectrometen was use4 including 

exact spatial angles and dimensions. The incident pulse had a wavelength of 1550 nm 

and various pulse durations were investigated The pulse was generated using 

where A is a constant, no defines the number of decay constants, P, that occur in the 

FDTD Time Step 

Figure 6.3 The applied elecuic field pulse shape used in this work (here B = LOO). 
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computationai domain 

Figure 6.4 The grating facet index map used for the FDTD simulations. 

sed duration of the sinusoidal oscillation of wavelength A. The decay constant was 

adjusted to create pulses of different durations. An example of the input pulse is shown 

in Figure 6.3. The parameters used in these simulations are shown in Table 6.1. 

Table 6.1 Parameters used for FDTD simulations. 

The far-field observation point was defined to be 100 or 1ûûû Yee cells from the 

center of the facet. The computational domain was 109 cells in the x-direction and 240 

cells in the z-direction (the direction of propagation). Each Yee ce11 was defined to be 0.1 

pm by 0.1 Fm in real spatial dimensions. This corresponds to 6% of the wavelength of 

light used. To ensure the accuracy of the calcuiations, it is necessary to keep the Yee ce11 
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dimensions at least one-tenth of the wavelength of the incident pulse for algorithm 

stability and for accurate results. 

6.7.1 SCATTERED INTENSITY 

The scattered electric field was calculated as a function of tirne at the fa.-field 

observation point. The reflected pulse shape (in time) and the angular distribution of 

reflected power were monitored. The reflected pulse shape as a function of input pulse 

duration will be discussed in Section 6.7.4. The scattered intensity (EE*) was 

determined by computing a sum (ninning the length of simulation's duration) of the 

electric field intensity reaching a user-defined far-field point to give the total scattered 

i~tensity at a scattered angle, 8, defined from the negative z-axis. The total scattered 

intensity was measured for al1 possible scattenng angles (including the transrnitted field) 

Scattered Angle (degrees) 

Figure 6.5 Total reflected and transmitted intensity as a function of angle U?= 100, r=100). 
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Figure 6.6 Total transmitted intensity as a function of angle (B= 100, r=100). 
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Figure 6.7 Total reflected intensity as a function of angle (B= 50, r=lûû). 
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and these results are show in Figures 6.5 through 6.8 for different pulse lengths. The 

intensity has been normalized with the total incident intensity in al1 of these figures. The 

far-field intensity was measured at two different positions in the far-field domain. The 

majority of the figures shown were collected at a point r = 100 Yee cells from the center 

of the grating facet. For cornparison, some caiculations were made at a position r = 1Oûû 

Yee cells from the center of the grating facet. These conditions have been noted in each 

of the figure captions for clarity. 

Figures 6.5 through 6.7 show the scattered and uansmitted intensity for the 

modeled grating facet for an incident pulse with P= 100. The retro-reflected angle is O", 

and this coincides with the peak intensity for al1 incident pulse durations. The normaiized 

transmitted intensity (for scattering angles greater than 90") is two orden of magnitude 

Scattered Angle (degrees) 

Figure 6.8 Total reflected intensity as a function of angle (P= 200, r = 100). 
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Iower than the lowest reflected intensity and is shown in Figure 6.6 for P = 100. 

This implies that reflection from the grating facet (due to total intemal reflection) is 

expected to be highly escient. For the far-field observation point r = 100, the intensity 

pattern changes only in peak height and the shape remains the same (as can be seen in 

Figures 6.5 through 6.8) for changing pulse durations. The normalized central maxima 

height changes by 20% from the f l  = 50 to the P = 200 incident pulse cases. The 

secondary maxima heights increase by 11% between the P = 50 to the P = 200 incident 

pulse cases. This suggests that the reflection h m  the grating-air interface becomes more 

efficient as the pulse length increases. 

One parameter that was not varied in the results discussed above was the fat-field 

observation point, r. Figure 6.9 shows the reflected intensity at r = 1000 Yee cells for an 

incident pulse with P = 200. In cornparison with the reflected intensity (for P = 200) 

measured at r = 100 Yee cells shown in Figure 6.8, the overall shape of the reflected 

Scattered Angle (degrees) 

Figure 6.9 Total reflected intensity as a function of angle (P= 2 0 ,  r = 1000). 
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intensity as a function of angle is identical with the exception of the height of the central 

peak. At the observation point r = 1000 Yee cells, 6% more of the incident light is 

scattered into the centrai maximum and 28% more light is scattered into the secondary 

maximum than at r = 100 Yee cells. This implies that more light converges on the retro- 

re flected angle at larger distances. 

6.7.2 SCATTERED LNTENSITY PROFILE 

The shape of the scattered intensity shown in Figures 6.5 through 6.8 is reminiscent of the 

sinc function associated with diffracted intensity from a rectangular aperture. Some 

diffraction effects are expected due to reflection from these grating facets (due to the 

finite aperture of the grating facet) therefore the sinc2 function iniensity profile is 

expected according to the similarity of the geomeûy to a rectangular aperture. The data 

Scattered Angle (radians) 

Figure 6.10 Total reflected intensity as a function of angle (P= 200, r = 100) for 
FDTD simulations (0 )  and sinc2 function (0) .  



Chapier 6 Finite Dtrerence Time Domain Modeling 125 

caiculated for an incident pulse with = 50, 100 and 200 and the far-field observation 

point r = 100 was used in the following sinc2 curve fitting procedure. In Figures 6.10 

through 6.12, the data calculated by the FDTD code is superimposed with a sincZ 

function. The sincZ function used to create the data set had the form 

I = A  
sin ' (BO) 
( ~ 0 ) ~  

where A and B are variables and 0 is the scattered angle in radians (for small angles 4. 

The curve shown in Figure 6.10 uses the numencai values A = 0.94 and B = 20.0. The 

value of B is the same for al1 three figures while A varies only slightly (0.92 to 0.94). 

Single slit diffraction theory determines that the intensity in the fat-field follows this 

equation where the variable B relates to the physical parameters of the slit (and systern) 

by 

Figure 6.11 Total reflected intensity as a function of angle (P= LOO. r = 100) for 
FDTD simulations ( 0 )  and sinc2 function (0) .  
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Figure 6.12 Total reflected intensity as a function of angle (P= 50, r = 100) for FDTD 
simulations ( 0 )  and sinc2 function ( 0 ) .  

where n, is the index of the propagation medium (1.501), R, (1.55 p) is the free space 

wavelength of the light and D is the width of the grating facet (8.6 pm). Using the 

parameters of the physical system and the modeled value of the parameter B, the 

diffraction pattern predicts a facet opening of 6.6 Pm. This differs from the actual facet 

opening by 23%. Al1 of the pulse durations predict the same diffraction pattern parameter 

B. This is expected since it is a function of the diffracting facet geometry. 

6.7.3 GRATING FACET REFLECTION EFFICIENCY 

The efficiency of a diffraction grating is defined by the proportion of the total reflected 

power that is reflected into the retro-reflected order as compared to the power reflected 

into the adjacent orders. Although this work has not rnodeled the performance of the 

entire grating, knowledge may be gained about the spectrometer performance from the 
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performance of each grating facet. The far-field transformation done on the FDTD data 

produced information about the intensity of the light reflected in al1 directions. The 

efficiency of the grating facet is defined as the ratio of the total reflected power at the 

retro-reflected angle as compared to the total power reflected at al1 angles comsponding 

to orders of the grating. 

The diffraction orders of the grating response occur at angles P given by 

rn' A, 
sinp = -- sin a 

n,d 

where n, is the effective index of the propagation medium. d is the period of the grating, 

ar is the incident angle of the light, R, is the free space wavelength of the light used to 

define the spectrometer components, and m ' is the order of the grating. The period of the 

grating is 11.6 p m  and the order of the p t i n g  was defined to be 16 in this work. For the 

FDTD simulations, the free space wavelength of the light used was 1-55 pm; however the 

retro-reflected light of the grating was designed to be 1.526 pm therefore the second 

value was used in detennining the angular positions of the adjacent grating orders. The 

relevant grating orders angular positions (ranging from m' = 1 to 19) were calculated. 

The (normalized) scattered intensity for each of these positions was summed using the 

data found in Figures 6.5 and 6.6 and the total was found to be 1.201. This shows that the 

normalization factor for the intensity of the light was too small. The height of the central 

diffraction peak was measured to be 0.915 (in nomalized units). This makes the 

efficiency of the grating facet 76.2% for retro-reflection into the sixteenth order. Sadov 

and McGreer 1473 calculated the efficiency of total interna1 reflection gratings with retro- 
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reflecting facets (for the TE mode) to be 4.5 dB. This does not concur with the results 

found with the FDTD calculations in this work (1.2 dB). 

The efficiency calculated here does not necessarily relate to the overall 

performance of the spectrometer in any obvious way. The effects from each individual 

facet may interfere at the output focai plane of the spectrometer causing overd1 more 

efficient performance. It is also possible that the interference may cause less efficient 

performance. The conclusion that may be drawn from tfiese results is that there is 

significant diffraction due to the size of the grating facet opening and this will inevitably 

contribute to cross-talk in the spectrometer though this cannot be quantified with these 

resuits. Full modeling of the grating would have to be done in order to determine the 

effect of the grating facet diffraction on the performance of the spectrometer. A papa by 

M. Smith and McGreer [46] give results about the efficiency of retro-reflecting facets. 

Using the full theory of electromagnetic radiation, Smith found that for a guiding layer 

with index 1.45 (glas), retro-reflecting facets should exhibit efficiency near -4 dB in the 

20" order. In this thesis, the efficiency was calculated to be 1.2 dB for 1 6 ~  order for a 

guiding layer with an index of 1.501. These two sets of results do not concur. Smith and 

McGreer also found, as a matter of interest here, that the retro-reflecting facets were 11 

dB more efficient than a blazed grating with no metallization. (in fifteenth order with 

guiding layer index 1.45). 
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6.7.4 REFLECTED PULSE SHAPE - TIME DOMALN 

The reflected pulse at the far-field observation point was elongated compared to the 

incident pulse. The elongation is due to the shape of the retro-reflecting facet. At the 90° 

turning facets, the pulse strikes the facets at different times d o n g  the wavefront. This is 

illustrated in Figure 6.13. As a result of the depth of the retro-reflecting facets, the 

section of the wavefront that strikes the center of the facet travels further than the sections 

of the wavefront that strike the outer edges. The resultant effect on the pulse is a 

broadening (in tirne) of the reflected pulse with respect to the incident pulse. For shorter 

incident pulses the difference in pulse widths is more obvious though it appears for al1 

pulse durations. Figure 6.3 shows the incident pulse and the reflected pulses, in the time 

domain, are shown in Figures 6.14 through 6.16. Figure 6.14 depicts the electric field at 

the far-field observation point as a function of FDTD time steps for the P = 50 pulse. The 

full-width half maximum (FWHM) of the incident pulse is 81 time steps while the 

reflected pulse has a FWHM of 317 time steps. The difference in the two widths is 236 

Figure 6.13 The parallel wavefronts (thick lines) strike the retro-reflecting facets 
at different tirnes. The reflected wavefronts reach the observation point P at 
different times, resulting in a time-domain elongated pulse. 
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time steps. The center of the pulse travels an extra distance equal to twice the depth of 

the retro-reflecting facet. The depth of the facet is 56 Yee cells which corresponds to a 

physical distance of 5.6 p. The center of the pulse therefore travels an extra 11.2 pm 

compared to the edges of the pulse. The time difference due to the extra propagation 

length is 

where d is the extra propagation distance, n ,  is the refractive index of the core layer 

(1 -50 l), and c, is the speed of light in vacuum. The pulse broadening is expected to be & 

= 5.60x10-" S. In the FDTD simulation. the incident pulse is propagated in time steps of 

2.24x10-'~ s therefore the pulse broadening is expected to be 250 FDTD time steps. The 

theoretical broadening differs by 6% from the measured broadening. 

FDTD Time Step 

Figure 6.14 The reflected pulse shape for an incident pulse length of B=50. The full 
width half maximum (FWHlbQ is 317.2 time steps (&=2.2~10'~~s). The input pulse 
had FWHM=81.3. The minor pulses in the tail of the reflected pulse are due to 
diffraction effects from the shaded regions of the grating facet. 
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FDTD Time Step 

Figure 6.15 The reflected pulse shape for an incident pulse length of P=100. The full 
width half maximum (FWHM) is 234.5 time steps (6t=2.2~10%). The input pulse had 
a FWHM= 159.9. The minor pulses in the tail of the refiected pulse have been reduced. 

FDTD Time Step 

Figure 6.16 The reflected pulse shape for an incident pulse length of &200. The full 
width half maximum 0 is 335.8 time steps (6t=2.2~10-'%). The input pulse had 
a FWHM=319.8. The minor pulses in the tail of the reflected pulse remain small. 
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For longer pulses, the broadening effect becomes smaller. For a pulse with = 

100, the difference in the FWHM between reflected and incident pulses is 74 time steps 

while fûr a f3 = 200 pulse. the broadening is hirther reduced to 16 time steps. This result 

is expected as it is analogous to the dependence of diffraction effects on the wavelength 

of the incident light. For diffraction effects to be distinguishable, the object or featwe 

creating the diffraction effect (as in the width of a slit) must be on the order of the 

wavelength of the Iight. Analogously, as the duration of the pulse lengthens, the spatial 

extent of the pulse increases and becomes larger than the depth of the retro-reflecting 

facet. Once the pulse is significantly larger than the depth of the facet, the elongation 

effect is reduced, just as diffraction effects become blurred. 

PULSE PROPAGATION MOVIE 

One of the most significant tools for debugging the code and understanding the nature of 

the diffraction gratings was the MATLAB movie that was created using plots of the 

electric field as a function of time in the computational domain. In these movies 

instabilities due to errors in the code and losses at sharp corners could be seen as well as a 

beautiful demonstration the wave nature of the electromagnetic pulse. While this movie 

is impossible to include in the paper version of this work, several frarnes of the movie are 

shown here to give a feeling for the pulse propagation movie. 

The MA- plots are colour contours representing the intensity of the elecüic 

field within the computational domain. The red areas in the plot are the regions of 
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Figure 6.17 These sequential plots show the time-dornain propagation of the user- 
defined incident pulse reflecting at the grating facet. 



Figure 6.17 continued 



Figure 6.17 continued 
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highest intensity while the dark blue regions have the smallest electric field intensity. 

The frarnes shown in Figwe 6.17 show the electromagnetic pulse used in t h i s  work 

propagating through the computational domain and reflecting at the air-waveguide 

interface that is the grating facet. 

6.9 CONCLUSIONS 

The results presented in this chapter show that FDTD modeling of the retro-reflecting 

facets alone c m  give some insight into the performance of the spectrometer without 

having to mode1 the entire grating (which is computationally intensive). It has k e n  

shown that FDTD is appropriate to this application and is recomrnended for any 

waveguide application where reflections are incurred. The modeling results showed that 

some diffraction effects are expected due to the shape of the grating facet. It is likely that 

the diffraction from the size of the grating facet wiil degrade the performance of the 

specuometer (by increasing the cross-talk in adjacent channels). The magnitude of the 

diffraction frorn the complicated grating facet structure was shown to be of the order 

expected using diffraction theory derived for a slit aperture. 
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CHAPTER SEVEN 

CONCLUSIONS 

7.1 SUiMlMARY 

In this work there were three main objecti ves: to de 

mode1 an in tegrated diffraction grating spectrometer. 

:si@, characterize and numencally 

Sirnilar spectrometers have been 

described previously in the literature and this design was intended to improve on the 

performance of these retro-reflecting designs. The spectrometer design in this work was 

also intended to satisfy restrictions placed on dense wavelength division multiplexing 

(DWDM) demultiplexers used in telecornmunications systems. This includes channel 

spacing that confonns to telecommunications standards, low insertion loss, low 

polarization dependence, low polarization dependent dispersion and physical robustness. 
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The channel spacing was designed to be 0.4 nrn (50 GHz) and 0.8 nrn (100 GHz) which 

are the current standards for telecornmunications DWDM. To achieve low insertion loss, 

al1 integrated reflection components were designed to use total internai reflection for 

efficient reflection without the need for metallization of reflection components. Physical 

robustness was achieved by the use of integrated optics technology. The integrated 

structure ensured that the optical alignment of the system was precise and remained 

constant for the duration of the testing and beyond. 

Characterization of the spectrometer designs was carried out to determine the 

performance of the physical realizations of the designs. The spectrometers were tested to 

detemine the insertion loss, polarization dependent performance and the wavelength 

dependent performance. 

Numerical modeling of the spectrorneter was performed at low level due to the 

complexity of the total design. Finite-difference time-domain (FDTD) modeling was 

done using Maxwell's equations to represent an electromagnetic puise propagating 

through a waveguide Iayer. Yee's algorithm was used to adapt the differential form of 

Maxwell's equations into FDTD code. The EM pulse was reflected by a structure that 

identically matched the stnicture of a single grating facet. The facet interface was 

simulated by a refractive index map that defined the air-waveguide interface of the 

grating facet. 
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7.2 RESULTS 

7.2.1 SPECTROMETER PERFORMANCE 

The integrated grating spectrometers showed reasonably good performance. It was 

demonstrated that the channel wavelength spacing was unifom across the wavelength 

window of 1530 nm to 1570 nm. The channel spacing was found to be as designed at 0.4 

nrn and 0.8 nm. The insertion loss was found to be high compared to telecornrnunications 

standards though much of this insertion toss was due to the propagation loss in the slab 

waveguide. The insertion loss ranged from 30-40 dB where between 14 dB to 21 dB is 

due to propagation loss in the slab waveguide. Other contributions to the insertion loss 

are f i  bedridge w aveguide mode mismatc h, ridge waveguide propagation loss (due to 

sidewall roughness) and losses incurred at the reflective interfaces. The loss profite was 

found to be wavelength dependent with higher loss at the ends of the telecornrnunications 

window (near 1530 nm and 1570 nm) for both designs. The wavelength dependent 

absorption of the slab waveguide contributed significantly to this variation while other 

factors (such as defocusing dong the output waveguide anay) also contributed to the 

roughly 10 dB excess loss at the extremes of the wavelength range. 

The polarization dependent performance of these spectrometers was sIightl y 

higher than that of other spectrometers found in the literature. The pdarization 

dependent loss was 3.2 dB while the polarization dependent dispersion was 0.9 nrn. 
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7.2.2 FDTD FACET MODELING 

The FDTD modeling of a single grating facet was a success in that it achieved modeling 

of the physical system as it exists at the grating facet. The code used to do this modeling 

used Yee's aigorithm to implement Maxwell's equations as finite ciifference equations 

and Berenger perfectly matched layer (PML) absorbing boundary conditions in two 

dimensions. The grating facet was shown to effectively reflect an incident collimated 

puIse of light at 1550 nm. The modeling concluded that the finite size of the retro- 

reflecting facet caused diffraction on the order of that predicted by diffraction by a 

rectangular aperture. The diffraction pattern in the far-field of the system suggested that 

the grating facet behaved sirnilar to a rectangular aperture of width 6.6 pm. The physical 

opening of the grating facet to the incident light is designed to be 8.6 pm. The efficiency 

of the grating facet in retro-reflecting the incident light was found to be 76.2%. 

7.3 FUTURE WORK 

The recommended future work for this project revolves primarily around improving the 

fabrication technique and taking the numericai modeling one step further. In the 

fabrication of the spectrometers no particular effort was made to reduce the birefringence 

of the waveguide layers. It has been shown in the literature that a special layer structure 

may be constructed to reduce the waveguide birefringence thereby reducing the 

polarization dependent loss and dispersion of the spectrometers. An implementation of 

this technique is advisable. The high propagation loss in the slab waveguide is a problem 
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that also can be remedied by slightly different fabrication. Waveguide absorption of light 

near 1530 nrn c m  be reduced by proper annealing of the waveguides before etching. It is 

advisable that this annealing technique be implemented on any SiON/Si02 layers. To 

decrease insertion loss further, the ridge waveguides should be designed such that the 

mode overlap between single mode fibers and the input/output waveguides is reduced. 

The numerical FDTD modeling of the grating facets may be taken one step fbrther 

by implementing a technique that allows a periodic structure to be modeled without the 

need for large repetitious arrays within the computational domain. This technique could 

likely give an idea of the far-field response of the grating. The modeling could be 

improved further by investigating the difference between reflection of the TE and TM 

modes in three dimensions. This may shed more Iight on the magnitude of the 

polarization dependent loss and dispersion. 
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