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ABSTRACT

This study is an investigation of ice-capping; the infiltration
and freezing of water, applied to an artificially compacted snow road
surface. Infiltration theory is reviewed; the treatment of snow as a
porcous medium is summarized and fruther analyzed. The overall process
is empirically studied, linear least-squares regression analysis identifies
the controlling parameters for one-~dimensional infiltration. Two zones of
infiltration are observed; a zone of unifcrm penetration is normally
well defined by a freezing front. This zone may be desaturated by a
second zone of further penetrating discrete channels. High speed measure-
ment of thermocouple strings during infiltration tests illustrate freezing
at the wetting front, the results indicate heat transfer is convection
dominated. Scintillation measurements of the ice-capped zone after re«
freezing suggest that residual air saturation is quite low for the
imbibition cycle. Drainage of the ice~capped zone is also identified by
the scintillation measurements. One-dimensional finite~difference
simulation of the infiltration process indicates that permeability of
the.énow is critical to the rate of infiltration, but the shape of the
infiltration profile is mot changed significantly by changes in the
flow properties. The infiltration simulation further illustrates the rate
of freezing of the'penetrating water. One-dimensional finite-difference
simulation of the ice-cap re-freezing gives approximate times required

for complete phase change.
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CHAPTER I
INTRODUCTION

Resource development in arctic and sub-arctic regions of Canada,

in recent years, has resulted in a series of new engineering and multi-
disciplinery problems.

A study by Adam [1] indicates the importance of ice and compacted

snow. roads for transportation purposes in remote northern regions during

the winter season. The main thrust of the study was towards

defining a wihter road capable of withstanding the high intensity of
traffic along a proposed pipeline route during the construction phase.
The implications associated with such a study are very far ranging, and
reach from the logistics of materials transport to environmental
protaction. It was concluded that an ice-capped snow road will have
the most important advantages of both asnow road and an ice road. - The
ice—cappédsnow road is a processed and‘compacted snowbed which has water
applied to the surface to increase its density and strengthen the road.
Thg results of tests performed by Adam indicate the final densities of

the ice-cap should be in the range of 0.85 g/cms; pure ice has a density

of 0.917 g/cms.
This study is a response to the general lack of conceptual and

predictive information available for the ice-capping process. The objectives

of this study include: the identification of general relationships and
controlling parameters of the process, the development of-guidelines for
practical use in the ice-capping of snow roads,and to further the under-

standing of the mechanisms of water flow in snow.




2.

Penetration of water into snow below 0°C is governed by the linked
effects of fluid flow, heat transfer and phase change. Most investigations
of water flow in snow have related to hydrological studies, in particular
spring snowmelt, and consider the snow to be isothermal at 0°C.

Colbeck [7 - 13] has performed a comprehensive series of physically
based studies of water flow in snow that were instrumental to this inves-
tigation. This series of studies deals with a Darcian approach to water
flow in snow during snowmelt situations.

A dual approach to the ice-capping problem is used in this study.

A empirically based investigation to identify overall trends is supplemented
and complemented by a physically based analysis to yield a more mechanistic
understanding of the complex process. The water movement is treated.as
one-dimensional infiltration into a porous medium with associated one-
dimensional heat transfer. Although the major part of the study considers
the flow to be one-phase in nature, two-phase flow effects are considered.

Infiltration tests for this research were conducted with com-
pacted snow samples and Selkirk Silica Sand. A high speed data gathering
system and a scintillation scaler were used to investigate details of the
coupled fluid flow and heat transfer processes. Physically based numerical
simulation models were developed to study the infiltration and re-freezing
of the ice-capped zone.

Results of this research are discussed in both practical and more

conceptual manners.




CHAPTER II

THEORY AND BACKGROUND

In this chapter, the thecretical background relating to the
penetration of water into a packed snowbed as well as the results of
pertinent studies are summarized. The scope of this study limits
itself to a one-dimensional treatment of the problem. Infiltration,
water flow through snow, snow as a porous medium, heat transfer, and

thermal properties of snow will be discussed.

INFILTRATION

The movement of water into a flooded, compacted snow surface may
be likened to infiltration phenomena importantAto hydroleogists and soil
scientists.

"Infiltration is the entry into the soil of water

made available at the ground surface, together with

the associated downward flow."t

In this section, infiltration will be considered as an isothermal
process so as not to obscure the results obtained by previous studies.

Until the past six or seven years, infiltration has been
treated as a one-phase problem. The assumption was made that the water
influx and subsequent redistribution in the soil was unaffected by the
dynamics of the air phase. Viscous forces of flowing air and pressure
build-up in the air phase were considered negligibie. Recently, more

complete treatments of infiltration have inclﬁded-these considerations.

Comparisons between the two approaches indicate when the more complete

Freeze, A.R. Water Resources Research, Vol. 5, No. 1, 153-171,
1969, p. 153.




model is needed.

General Equations of Flow

Cne-phase flow of water in isotropic porous media is character-

ized by Darcy's equation.

where:

If water is assumed to be incompressible (pw = constant),

k_ k
_ YW ow

tt

(Ewpw) = -

” Vip, - o g2)
W

3 2
bulk water flow, cm /cm /sec
eq e 2
water permeability, cm
relative permeability of water, @ function
of water saturation, dimensionless
water viscosity, g/cm-sec
2
water pressure, dynes/cm
water density, g/cm3

s . 2
gravitational constant, cm/sec

relative vertical position, positive downwards, cm.

¢ 2 (o, 8)
ot

porosity, dimensionless

(D

associated continuity equation for the unsaturated flow is:

(2)

water saturation (fraction of voids filled), dimensionless

time, sec.

equations (1) and (2) combine to give




5.

krwkow 93,
div F———::—- v (pw ~p, 82 Y = ¢ prealilt . (3)

‘Capillary pressure for the air-water system is defined as the

pressure difference across the interface of the two immiscible fluids.

P, =P, - P (u)

c a W
where:
P, = capillary pressure, dynes/cm2
p, = air phase pressure, dynes/ch-
Thus
Py = P, - P, (5)
Substituting equation (5) into equation (3) and considering
one-dimensional vertical flow:
3S
w_ 1 3 3
3t Pu, 9z eifow 37 (Pa = P~ 0, 82)1 - - (6)
- .. The air phase will be assumed to have a constant pressure
throughout the system (Bpa/az = 0). Therefore
.98 op
Wo_ 1 9 c
ot ou 3z [krwkow ( 9z )+ P8l (7)

The more common form of the vertical, one-dimensional Richards

equation is given by McWhorter [35].

a6

S y (3h _
= 5 (c) G- 1)) (8)

where:




pressure head, cm of water

h =
- Py 8 krwkré
C(h) = ——————— , hydraulic conductivity, cm/sec
M
] = volumetric water content, dimensiocnless.

I1f the two-phase approach to infiltration is pursued, equation

(7) is rewritten as

L - (-—I-Di+—P—°+ )] (9)
3t ¢u 3z W ow oz 9z P&

that is, apa/az £ 0.
The general Darcy and continuity equations for the air phase

are similar to equation (1) and (2) for the water phase.

_ krak
= - =2 .0a -
Y i v (pa Pa gz) (20
a
and
3(p_S )
s g= - aa .
div (up. ) = - ¢ —3—— (11)
where:
- : . 3, 2
u = bulk air flow, cm /cm /sec
a
ka = air permeability, cm?
kra = relative permeability of air , a functicn
of air saturation
B, = air viscosity, g/cm-sec
. 2
P, = air pressure, dynes/cm
p = aip density, g/cm3 .




Combining (10) and (11) and simplifying for one-dimensional

vertical flow yields:

3(S p_) ’ :
wa' _ 109 ra oa _ a
Tt ¢ ez ( ug ( 3z +pag)) ’ (12)
The identity
+ 8 =1.0 (13)

W a

willihold if air and water are the only phases present in the pores.
Thus Sa can be expresses as l—Sw- Relative permeability and capillary
pressure may also be expressed as functions of water saturation, or

each other, for a particular porous medium.

Approaches for Solution of Infiltration Problems

Early investigators of infiltration, such as Green and Ampt
(Hillel [28]) derived largely empirical equations to predict the rate
of infiltration and cumulative infiltration into soils from a ponded
surface. In early treatments of the infiltration process a distinct
saturation front waé assumed to.move through the poroué medium, behind
the front, wetting phase saturation was assumed to be uniform at the
value corresponding to the residual air content. The rest of the soil
water saturation profile, deeper than the front, was assumed to be
uniform at an initial water saturation. Although the saturation profile
is controlled by the assumptions made, the Green and Ampt approach
does yield reasonable results for coarse?grained soils with relatively
low initial water saturations.

Recently, Morel-Seytoux and Khanji [39], and Mein and Larson [36]




have shown that the two constants in the Green and Ampt equation

- Ly — s { v
I=¢C(H+ Zf+Hf)/Af = A + \B/Zf) (14)
where:

I = infiltration rate

5
n

fully saturated water conductivity
H = depth of ponded water

Zf = vértical extent of saturation zone
Hf = capillary pressure at wetting front

A,B = empirical constants .

do actually have a physical basis although the assumptions made will
limit the equations validity in many practical situations.

Philip [41] presents a complete summary of the one-phase
approach to infiltration. Using the éne—dimensional, horizontal

(neglecting the gravity term), one-phase flow equation in the form

96 3 L)

5t ax O ax) (15)
where:
- gh
D = c(h) 53
. . IR ¥ 4 .
and applying the Boltzman transformation, ¢ = xt » results iIn a

1/2

solution for infiltration rate being proportional to t . This
would hold for the vertical case when t is small, the effects of
gravity are negligible compared with capillarity. Philip [41] presents
his own series solution for the saturation profile in the infiltration

’

problem as well as an approximate form:




I=1/2 St

1/2

S = sorptivity, a function defining the influence of

capillarity over a step change in saturation for a

particular porous medium, cm-sec

~1/2

- A = constant embodying effects of gravity.

As Philip [u1] points out,"A" is a fraction of saturated con-

ductivity depending on which development model is used. Brutsaert [6

Bessel functions.

solves the gravity term by transformations that employ the use of

At large times, it is usually assumed for the one-

phase approach that the infiltration rate from a ponded surface will

asymptotically approach a low value equal to the conductivity at

+ At (16

]

- saturation,(De Wiest [16]). That is, only gravity effects are significant.

From Philip [41], the time at which gravity effects are as great as

capillarity is

t~grav

where:

equal to

=) (1

time when gravity and capillarity effects are egual,
sorptivity, cm—secol/2

hydraulic conductivity at saturation, cm/sec

7

hydraulic conductivity at initial saturation, cm/sec.

Whisler and Klute [59], Hanks and Bowers [26], Freeze [18],

Giesel [21] and Pikul et al. [42] use finite-difference techniques to

o solve the one-dimensional, one-phase infiltration equation of the

general form:

sec




K (n) oL emy

).\
where:

96

K (h) = 3

? C (n)

10,

(18)

* Rubin and Steinhardt [u8] use the diffusivity form of the one-

phase equation for their finite-difference solution,

3 C (8)

36 _
=— = ——-(D(a) ) - pps

ot 8z
where:the diffﬁsivity is defined by:

an(e)

D(®) = c(0)

(19)

Bruch [4] solves the same equation by finite-element techniques.

More recently, Rubin [46] has used another transformation to

solve the infiltration problem. Rubin defines

1 (B
v=v (h) == J C (h) dn
\'
h
max
and
hi :
V= J C (h) dn
h
max
where:
h =
max
- h, =
i

Then, using equations (20) and (21) along with the Richards

equation (8), results in

upper bound of pressure head in the porous medium

lower bound of pressure head in the porous medium -

(20)

(21)




11.

2
L,y OV _ 3V v
Y (v) -5 2 (v) 3% (22)
9z
where
- 1238
Y (v) = V 9z
_1l3cC
2 (v) = V av

The solution of equation (22) is then obtained by finite-

difference approximations.

‘Morel-Seytoux [37]1,[38] summarizes the two-phase flow theory and

approached the solution of infiltration problems on this basis.

Phuc [437, Green [23], and Vachaud et al. [56], base finite-~difference
solutions for two#phase flow on cqmbinations of equations (1), (2),
(4}, (9), (10), (11), (12), and (13). McWhorter [35] summerizes the
theoretical approach to two-phase flow and develops scaling factors
applicable to infiltration problems based on the two-phase approach.
Brustkern and Morel-Seytoux [5] develop a semi-analytical method for

solving the two-phase infiltration problem. Noblanc and Morel-Seytoux

[40] describe a perturbation technique (semi-analytical) with assumptions

that are not as restrictive as the Brustkern method. This technique yields

results that are not significantly better for infiltration rate pre-

diction but the water saturation profile is better defined.

stteresis

The overall infiltration process is characterized by two distinct
stages. A wetting stage (imbibition) at any point in the porous medium
will normally be followed by a drying stage (drainage) while the

wetting fluid saturation decreases. These two stages will most often
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p

occur near the surface with imbibition being followed by drainage after
the amount of water available at the surface is decreased. This
redistribution will be'accompanied by hysteretic effects that may or

may not be significant depending on the particular system and its

boundary conditions.

The discussion of hysteretic effects will be limited to
saturation-capillary pressure relationships. Relative permeability
hysteresis may also occur but this phenomenon will not be discussed

here. -

Rubiﬁ [47] used a finite-difference model to simulate hysteretic
effects of post-infiltration redistribution in Rehovot sand. The
results obtained from this study indicate that the redistribution from
the higher saturated soil nearer the surface to the dryer scil below is .
slower when hysteresis is considered. Whisler and Klute [59] invegtigated
hysteretic effects at the wetting front during infiltration. Using the
main drainage saturation-capillary pressure curve resulted in an over-~

estimation of front advancement in comparison with the advancement pre-

dicted when hysteretic effects were modeled.. Estimation of front advance-

ment using the main wetting curve underestimated the rate compared with

the hysteresis case, but was much closer to the hysteresis-effected
movement than the results obtained from the drainage curve.

Ibrahim and Brutsaert [29] analyzed intermittent infiltration, and.

found that neglecting hysteresis during redistribution after infiltration
wetting has a negligible effect on the saturation profile up to a dimension-

less time 1 = 0.10, where




where:

13.

= 8 - Y1 A and |
T tCo/[(o er,] z > | (23)
t = time , sec
Bo = saturated volumetric water content, dimensionless
Sr = residual volumetric water content, dimensionless

AZ = finite difference interval, cm

C_ = capillary condﬁctivity at 90 , cm/sec.

Hysteresis considered in the two-phase approach of Phuc [43.]

slowed the infiltration rate by 2.5% with an impermeable boundary at a

depth of 435 cm. During redistribution stages, the more saturated zone

near the surface dried more slowly and the drier two areas at greater

depths wetted more slowly whemr hysteresis was considered. The significance at

larger times is not great,but no information was available for distribution

effects immediately after infiltration at the surface stops.

Experimental work by Vachaud and Thony [55] indicates that once

the water saturation in the upper zones reaches saturated conditions,

the redistribution for these zones will take place along the main

drainage curve.

Conceptual Differences of Infiltration Mcdels

Philip [41] and Hillel [28] both offer qualitative descriptions

of the saturation profile during infiltration under a constant depth of

ponded surface water, assuming air phase effects are negligible. Four

saturation regions exist from the surface downward; saturation zone, trans-

mission zone, wetting zone, and wetting front, are used to characterize
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the profile. The saturation zone near the surface is presumed to be
saturated to Sw = l-Sra where Sra is the residual air saturation.
Under shallow ponding conditions this saturation zone could be present
to a depth of one centimetre. The transmission zone is characterized by

a saturation profile that changes very little with time and position, but

is lengthening. Next follows the wetting zone that is characterized by
a saturation profile with increasing gradient with respect to depth

until the wetting front is reached. Here the saturation gradient is

steep enough to define a clear boundary between the wetting zone and the

soil still at initial water saturation below the front.

The initial saturation of fhe porous medium will affect the
infiltration rate and the rate of front advancement, (Philip [41]).
Lower initial saturations will increase the influx of the wetting phase
through the surface, at larger times the effecf will disappear. The
saturation front will advance at a faster rate through porous media with

‘a higher initial saturation. ~'Decreasing the unsaturated fraction,
(higher initial saturation) has much more influence on the wetting front
advancement than the associated decreased caéillary potential.

Rubin [46] investigated numerically the results of different

rainfall intensities on infiltration into air-dried Rehovat sands. At
an intensity of 30 times the saturated conductivity the sand at 0.5 cm
was saturated within 25 seconds and surface ponding began by 90 seconds.

Decreasing the intensity to 1.5 times the saturated conductivity resulted

in saturation at 0.5 c¢m after 110 seconds; ponding did not occur until
approximately 580 seconds. Rubin [46] also indicated that the depth of

front advancement at ponding time, decreases as the intensity of rainfall
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increases. Saturation gradients are steepervin the unsaturated zone
at the wetting front when higher rain intensities are experienced.

In the two-phase treatment of infiltration,air is considered
in a dynamic sense. Phuc and Morel-Seytoux [u44] indicate that implicit:
in fherone—phase approach are assumptions that the viscous resistance
to airflow is negligible and that there is no. compreSsion of the air
Below the wetting front. Either of these situations céuld élow the
wetting front advance as well as effect the saturation profile.
| | Experiments by Adrian-and Franzini [2] for onewdiménsional
infiltration into a column with an impermeable lower boundary indicated
that the pressure buildup in the air phase resulted in significantly
decreased infiltration rates. The upward flow of air during infiltration
was also obsefﬁed. The resuits of Vachaud et al. [56] confirm that once
the air phase is not allowed‘to escape freelj,énd éompression and counter-
flow fake Place,the one-phase approach is inadequate to describe the
infiltration.

Vachaud et al. [56] found that, at low infiltration rates
the satﬁrafion profileé are identical fbr more than an hour whether fhe
air was allowed to escape freely or not.

Phuc and Morel-Seytoux [44] explain that infiltration into a
porous medium with impermeable sidesvand bottom displaces the air downward
and blocks its escape to the surface. As the amount of water infiltration
increases the air is compressed more; when the pressure is high enough
the air will be able to displace some of the water above the wetting
front and form paths to the surface. The results of Phuc (%3]

indicate a lower water saturation near the surface as a result of the




escaping air from the counterflow. This lower saturation at the surface

will tend to decrease the infiltration rate.

Wilson and Luthin [61] observed the same type of infiltration
rate decrease when impermeable boundaries are considered. The conceptual
explanation suggested was that behind the wetting front air saturation
increases as the pressure in the air phase increasesf Fingers of aip
are considered to be penetrating upwards from the front; with further
wetting-front advancement some of the fingers are separated from the
air phase ahead of the front. The existance of these fingers will
increase the tortuosity of the downward flow of water thus slowing the
infiltration. Wilson and Luthin [61] indicate that even for some semi-
infinite porous media columns subject to one-dimensional infiltration
the air pressure will exceed atmospheric conditions. Shorter columns with
an air escape from the bottom are considered to be affected negligibly
by air pressure effects.

During infiltration, the closer an impermeable boundary is to
the surface a greater influence from the air phase_is_experienced,
(Phgc'and Morel-Seytoux [4u4])

" If the viscous resistance to airflow and pressure build-up in

the air phase can be neglected then the one-phase approach to infiltration

is valid Vachaud et al. [56]. The results of Phuc and Morel-Seytoux [uui],
indicate some pressure buildup in the semi-infinite case (as suggested

by Wilson and Luthin [61]) but the effect is not sufficient to warrant
the two-phase approach. Where the aif is allowed to escape freely, the

- one-phase approach will be adequate to describe the infiltration process.

Finally, Phuc [43], Burstkern and Morel-Seytoux [5], and
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Noblanc and Morel-Seytoux [u40], all estimated limiting infiltration
rates below the saturated conductivity limit assumed in most one-phase

approaches.
WATER FLOW THROUGH SNOW

The flow of water through snow is.of particular interest to
hydrologists predicting spring peak flows in temperate and Arctic
watersheds. Treatment of thé snowmelt waterflow is usually by an
empirically based method. Physically based models are hard to test and
verify as the physical properties of a snowpack are time and temperature
-dependant, and the properties are affected by the actual presence of
liquid water. A description of physically based models employed

to date, for flow of water through snow is given in this section.

Flow of Water Through Wet Isothermal Snow

Water movement through wet snow, as noted by de Quervain [15],
was investigated as early as 1925. de Quervain [15] describes three
physidally based models of waterflow through a snovaack.

"~ Film flow is associated with small saturations and low water
flux. = Conceptually this flow is considered as a thin film of water
moving along vertical ice crystals; the thickness of the film is small
compared to the size of the ice crystals and the flow is in response to
gravitational forces.

The channel flow model recognizes that water.percolation
through a snowpack is not uniform. As the water movement from film
flow increases, the film thickness becomes significant, capillary forces

collect the water and drainage through preferred randomly spaced
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channels takes place. The saturated flow through these channels is
considered as Hagen-Poiseuille flow. de Quervain [15] presents an
expression to relate the growth of pore diameter to time while exper-

iencing gravitational water flow at 0°C,

_ 2 1/2 .
a(t) = do/(l - do Cdt) | (24)

where:

(@)
it

2
a= P8 /32L v‘pi

d = pore diameter, cm

do = original pore diameter, cm

t <= time, sec

vg = gravitational acceleration, cm/sec

. . 3
p,» P; = density of water, and ice, g/cm

L = latent heat of fusion, erg/g
v = kinematic viscosity, cm /sec .
de Quervain [15] notes . conflicting observations of grain

growth in thé.presence of melt water at isothermal 0°C conditions.
Fujiéo [20] notes that as the ratio of channel flow to film flow
increases, the vertical velocity of water also increases.
| The third physically based model of water flow in snow

considered by de Quervain is that of saturated Darcian flow. Application
of this type of model usually is for the case of water flow along the
base of a snowpack over a sloped impermeable boundary.

Male and Norum [33] and Male,.Norum and Besant [34] perform a
thermodynaﬁic analysis of the dynamic proceéses, including water flow,

within a snowpack. The latter publication discusses the dimensionless
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groups relevant to the analysis of snowpack processes. Unfortunately
due to the delicate equilibrium balances in a snowpack, many of the
parameters necessary for this type of approach are exceedingly difficult,
if not impossible, to measure with available instruments.

Male, Norum and Besant [34] outline seven assumptions that
must be satisfied before the unsaturated Darcy flow approach cduld be
applied to water flow in snow. Firstly, the porous medium, snow, must be
ineiastic, crystal movement should be negligible compared to water flow.
Secondly and thirdly, viscous and inertial effécts should be insignif-
icant. The fourth constraint and possibly most critical assumption.to
the present study is that liquid water movement is not affected by
temperature gradients in the snowpack. Surface characteristics of the
water, contact angle, surface tension as well as viscosity and intrinsic
density are considered constant for the fifth restriction . Sixth,
viscosity and density of air are considered to be negligible. The last
assumption is that the air phase has a uniform pressure throughout and
that gravitational effects on the air phase are insignificant.

Recent studies by Colbeck, [7], [81, [9],[10]1, [11],[12], and
Colbeck and Davidson [13], represent the first concerted effort to
develop physically based models to quantitatively predict the unsaturated
flow of water through snow.

Colbeck [7] and [8], develops the equations for flow assuming a
homogeneous snowpack, other than allowing a density gradient with depth.
Darcy equations are written for both air and liquid water phases, and
hysteresis is considered negligible. After numerous simplifications

and approximations, the model for flow is reduced to a one-phase,. one-




dimensional gravity flow where vertical velocity (positive downwards)

is given by

krwkow (apc asw - ‘Pe 9
asw 3z 0 dz

S - (25)

+ p_g)
W “w W

The effects of capillarity and density gradient, other than
relative permeability being a function of both, are considered neg-

ligible compared to gravity in the air-water-snow system dealt with by

Colbeck. Thus
- P g .
u = ¥- kx k (26)
W u W ow
w .
In particular, 9Sw/3z is assumed to be less than 0.01 cm_l.

Although Colbeck [7] mentions the use of n=3 in the relation-

ship
*n
—_— S (27)
where:
% Sy Sui -
S cyi-s . o (28)
wi

in both publications [7] and [8], Colbeck uses n=2 for the relative

permeability-effective saturation function. The wetting front advance
. is considered to be as a "shock-front", that is SSW/SZ + o in the
region of the front.

Predicted results by Colbeck's [7] treatment compared with
previous observations on Seward Glacier yield a wave propagation three
to four times faster than actual rates. vColbeck attributes this to the
inhomogeneities of ice lenses.

This will lower the permeability - and

promote build up and horizontal flow above the lenses.

- 20.
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Colbeck [8] discusses his fundamental assumpticn that capil-~
larity may be ignored and generalizes that the assumption holds in "mid-
ranges" of saturation. Thus when saturations near the residual value
or near fully saturated conditions are experienced, capillarily effects
will not be negligible. In these regions Spc/SSw is not small; the
so-called "shock-front" region where 3Sw/32 + © will have large
magnitudes of ~8pC/BSQ ‘and capillarity effects will not be insignificant.
Colbeck [8] indicates that observed front advancement is not as well
defined as the assumed "shock-front" but assumes that the front region
may be handled sufficiently by using continuity relationships.

- Colbeck and Davidson [13], in response to the difficulties of
laboratory measurement of relative permeability-saturation relationships,
used an indirect method for estimating n  in equation (27). The
four values of n estimated from actual snowpack percolation were;

3.1, 2.8, 4.0 and 3.3. Although the average of these values ié n=3.3,
for mathématical ease Colbeck and Davidson [13] use n=3; the theoretical
value for uniform spheres. The gravity-drainage "shock-front" model

was comnared with observed melting homogeneous snowpacks by Colbeck

and Dav1dson £13] with considerable success. The snowpack columns used

in these tests were uniformiy mixed and packed before the tests were
begun; no ice-layer effects were encountered as with the previous attempt
of data matching, (Colbeck [7]).

A discussion of the effect of stratigraphic layers is presented
by Colbeck [10]. Formation of ice layers in a snowpack is thought to be
mainly a result of refreezing percolating water; surface phenomena
(metamorphism) plays a minor role. As noted earlier, the ice layers

are usually accompanied by developing channels of preferred drainage.
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Colbeck [10] treats the problem as a perched-water-table-flow to drains,
situation common to groundwater hydrology and irrigation problems (see
Glover [22]). The analysis indicates that accumulation of water above

an impermeable ice layer is significant during normal snowmelt percolation
if the drain channels are spaced in the order of 1 meter or greater.
Langman [32] noted that in naturally occurring snowmelt situations, the
channels may be spaced as close as one centimeter.

Colbeck [12] takes a more detailed approach in analyzing
capillarity effects but still concludes that during most naturally
‘occurring snowmelt, the "shock-front'" approximation is adequate. The
fronts observed by Colbeck and Davidson, not distinctly defined, are
attributed to fingering effects and not capillary forces at the wave
front. At the surface when S* decreases to 0.1 the capillary
effects are 23 times as greater as gravity effects but Colbeck concludes
that the magnitude of discrepancy introduced bj assuming capillarity will
be negligible due to the low flow associated with small vales of saturation.
Colbeck tl2] does indicate that in neafly saturated zones, capilléry
forces will have an appreciable. influence on the water flow. The un-
satu?ated vertical percolétion through snow is combiped with saturated flow
over an impermeable boundary to simulate the runoff process from a

typical arctic watershed.

Flowvof Water in Snow Below 0°C

A conceptual description of 0°C water percolating through
sub-zero dry snow is proposed by de Quervain [15]. As the water moves
through the snow, enough freezes to release the heat required to raise

the temperature of the snow to 0°C. Another fraction of the water
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remains as residual saturation with the rest available free for further

percolation, freezing and residual saturation. This proceeds-with no
thawing of the ice crystals until the front is frozen, possibly where

the temperature gradient of the snow steepens. Ice lenses are formed

with the lateral expansion. de Quervain [15] notes that the location
of these lenses will be partially controlled by stratified layers in
the snowpack. Ensuing meltwaters break through the ice layer at
discrete locations and drain through channels as in previously
mentioned observations.

The U.S. Army Corps of Engineers [54] developed a simple

expression for the penetration of water into a uniform snowpack,

t (ir + m)
D= — e (29)
s . .b__ "
ps(yg5 + 1007

where:
D = depth of penetration, in

ir’ m = rain, and melt intensities, in/hr

t = duration, hr

density of snow, g/cm3

ps =

TS = snow temperature ,- degrees below 0°C
£ 11

P = liquid water holding capacity .

This technique will be discussed in fruther detail in

Chapter IV.



SNOW AS A PQROUS MEDIUM

If the flow of water through snow is conceptualized as immiscible
flow through a porous médium, it will be necessary to estimate the para-
meters for porous media flow. Relationships between permeability and
porosity, saturation and capillary pressure, and saturation and relative
permeability are needed for a complete treatment.

Compared to usually encountered porous media systems, the
air-water-snow system has very limited empirical data available for the
desired rélationships. Phase equilibrium and thermal complications
prevent extensive experimental.analysis of the parameters for this
particular porous media system. Metamorphism of snow grains with time

contributes to the non-ideality of the system.

Capillary Pressure - Saturation Relationships

Three capillary pressure-saturation investigations of snow
during tﬁe drainage cycle have been carried out. Colbeck [12] used
keroséne at ;10°C, Friesen [19] used Soltrol-C with two densities of
snow‘at -15°C. A snow-water system was studied under adiabatic
conditions by Colbeck [3]. No capillary pressure-saturation tests have
been performed for the imbibition cycle.

Snow grains for the Colbeck test with kerosine were approximately
one mm in diameter, the snow used for the Friesen tests had grains less
than one mm in diameter. There is no mention of gréin size for the Colbeck
snow-water tests.

All of the capillary pressure-saturation curves exhibit a

relatively flat region in the middle saturation ranges, that is, there
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exists a region where ch/BSW is small. This behaviour is characteristic
of porous media having a more uniform pore-size distribution. Although

a uniform pore-size distribution seems likely considering that the snow
grains in a pack will normally be fairly constant in size, the existence
of bonding between the grains and hence structure favours a wider range of
pore sizes. Laliberte [31] indicates that porous media with a wide range
of pore sizes have secondary porosity as a result of structure.

Residual wetting fluid saturations for the drainage cycles in

‘Colbeck investigations [9] and [12] was approximately 0.07.
Friesen [19] obtained residual saturations of 0.094 and 0.035 for. snow
with densities of 0.48 g/cm3 and 0,40 g/cms, respectively.

The most significant differences in the Colbeck and Friesen
results is the entry pressure, the pressure at which the snow begins to
desaturate. ' Friesen's [19] results indicate entry pressure heads of
approximately four and two cm for the snow densities of 0.40 g/cm3 and
0.48 g/cms. All of the Colbeck curves indicate that the entry pressure
approaches zero. The problems encountered by Friesen [19] in attempting
a rgiative permeability-capillary pressure test indicate low entry

pressures.

Pore-Size Distribution Index

&
>

A log-log plot of effective saturation, S', versus capillary
pressure head, expressed as pc/pg will indicate the pore-size
distribution index; A , Laliberte [ 31]. The‘negative slope of the
straight line portion of the curve represents the pore-size distribution
index, the larger the index the more uniform is the pore-size distribution.

Friesen [19] obtained A = 9.9 and A = 6.2 for snow densities
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of 0.48 g/cm3 and 0.40 g/cm3, respectively. From Laliberte [31], the
pore-size distribution index for glass beads is 7.3 while for fine
sand it is 3.7 .

Plotting Colbeck's [9] and [12], capillary pressure-saturation
curves in the same manner indicates a pore-size distribution index of
4.9 for the snow-water system of densities 0.55 and 0.59 g/cm3 and an

index of 2.4 for the snow-kerosene system with snow density 0.56 g/cms.

Bubbling Pressure

The bubbling pressure head, pb/pg, of a porous media-fluid
system is defined as the intercept of the straight line in the log-log
plot of S* versus pc/pg,>Lalib§rte [31]. This head is normally
very close to the minimum capillary pressure head where the non-wetting
fluid permeability can be measufed during drainage. The magnitude of
this pressure head may give some indication as to the range of the
residual non-wetting phase saturation during imbibition.

Bubbling pressure is a function of the largest continuous
porgs of.the particular porous medium; a lower bubbling pressure
indi;ates larger continuous pores.

The bubbling pressure head for the snow-kerosene system of
Colbeck - [12], is found to be five cm while for the snow-water system the
head is 3.7 cm. Friesen [19] estimated a bubbling pressure head of

eight cm for the snow density of 0.u48 g/cm3 and a head of nine cm for the

snow density of 0.40 g/cms.

Saturation - Relative Permeability Relationships

The relative permeability of the wetting phase, krw , at sat~
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uration, S, can be approximated during the drainage cycle by

-
. [ 5
(.S-Sr) 18

_ o
kw = 7128 1 as (30)
r J =
O

2
Pe

Burdine's equation,from Laliberte {31].
Corey [14] showed that equation (30) could often be approximated

by

=5 | (31) -

Porous media of completely uniform pore-size distribution

will have a relative permeability relationship
(32)

where n=3, LaliberteA[3l], while unconsélidated sands of one grain
structure have an exponent n=3.5.

As previously cited, Colbeck and Davidson [13] indirectly
measured the exponent in equation (32) to average n=3.3 although for

simplicity in calculation, they used n=3.

At capillary pressures above the bubbling pressure Laliberte [29]

shows that n may be approximated by

n = _ (33)

Applying this to the Colbeck, [12], snow-keroséne system with
A = 2.4 results in n=3.8 ; the snow-water system investigated by
Colbeck, [9], A = 4.9, yields n = 3.4 . Friesen [19] found that

n=3.3 andn = 3.2 for the snow densities of 0.40 g/cm3 and
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0.48 g/cm3 in the snow-Soltrol-~C systems.

Permeability: Porosity Relationships

For a fully saturated porous medium with relatively uniform
pore size distribution and low eccentricity the permeability may be

approximated by the Kozeny-Carman equation (Laliberte [31]):

. -9
kow T2 (34)
5s ’
where:
e s 2
kow = saturated permeability, cm
¢ = porosity, dimensionless
s = specific surface, ratio of surface area of solid pore

. 2 3
boundaries to bulk volume of the medium, cm /cm .

Again this type of relationship breaks down for a porous medium
containing secondary porosity. Although snow does exhibit structure, its

pore size distribution is very uniform.

Several empirical studies of the saturated permeability of snow

have been performed. Shimizu [ 50 defined a relationship for permea-

bility as a function of both crystal size and density by:

k. = 7.7 x 107" a® (exp (~7.8 x 107%0)) (35)
where:

d = grain diameter , cm

p = snow density » g/cms.

de Quervain [15] compares the saturated water conductivity of
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snow with grain size:

Grain Size Conducgivity (cm/sec)
d < 1 mm 0.57
0.8mm < d < 1.5mm 1.20
d > 2 mm- . 2.24

Moskalev (noted by de Quervain [15]) proposes a conductivity

based on structural parameters:

C., = 2.88 ¢ at % em/sec ' (36)

Colbeck and Davidson [13] observed permeabilities during water

percolation in snow:

Snow Density (gm/cm) ) kow(cmz)
0.653 0.32 1.2 x 10°°
0.623 0.36 3.2 x 10°°

Colbeck [8] refers to Kuriowa's general relationship for the

permeability of snow as a function of porosity:

k,, = 1.17 x 1079 exp (15.99) cm® (37)

A complete study of saturated conductivity as a function of
snow density and metamorphism stage (i.e. grain size) in a snow-kerosine
system was performed by Kuriowa [30]. The proposed expression for

saturated conductivity is:




Couw = W=3
where:
COW = sgturated conducfivity,cm/sec
¢ = porosity of snow, dimensionless
a,N = empirical constants dependent on snow structure.

The results include examples of fine grained snow in the field, or

cold room, coarse grained snow, and artificially compressed snow.

(38)

30.

Colbeck's [1l0lanalysis of a snowpack with ice bands results in a

- 2
permeability of 1.5 x 10 6 cm , one half the value expected from that

particular density using the general Kuriowa equation (37). With a

porosity of 0.485 Colbeck [12] uses a permeability of 3.0 x 10_6 cm2

HEAT TRANSFER

The general one dimensional, heat conduction equation without

sources or sinks is

3_.[a 3T 5.22
ox Ix~ - 9t
wheré:
T = temperature, °C
t = -time, sec
x = spatial coordinate, cm

o = k/pCp: thermal diffusivity, cmz/sec
p = density, g/cm3
k = thermal conductivity, cal/cm-sec-°C

C_ = specific heat, cal/g-°C.

(39)




31.

Equation (39) may be solved by a number of methods depending upon
the characteristics of initial and boundary condutions and whether
thermal diffusivity, a , varies. An explicit finite-difference solution
for the conduction equation is presented in Appendix D .

The solution of the combined heat conduction and phase change
situation (Stephan's problem) is.solved in one dimension by Eckert and

Drake [17] as

% = k()2 _ (%0)
where:

X = position of the interface between phases

t = time

K = an empirically derived constant.

Trupp [53] indicates that the movement of the phase interface in

a soil-water-ice system is defined by

dx._ _1- aT |- T
dat pL [kl 9x ~ h k2 X N ] ' (41)
) X=X X=X
where:

L = latent heat of fusion, cal/g
p = weight of water per unit volume,'g/cm3 ‘
kl = thawed thermal conductivity, cal/cm-sec-°C
k2 = frozen thermal conductivity, .cal/cm-sec-°C,

Recent activity in northern Canada and Alaska has resulted in
numerous investigations into heat conduction - phase change problems

associated with freezing and thawing in soils. Wheeler [58] presents
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a technique for modeling the movement of the freezing or thawing front
by finite-element techniques. Trupp [53] utilized the "excess degree"
method for solution of Stephan's problem by finite-difference techniques.
The "excess degree” concépt described in Appendix D is particularly
well suited for simple geometries.

If the liquid phase is flowing,the heat exchange process is
complicated by convection. Guyman and Luthin [25] and Harlan [27] use

finite-element and finite-difference techniques respectively to solve

oy Lo aem XG0 (42)
9x 3x W 09X at
where:
k -= .thermal conductivity, cal/cm~sec-°C
v = fluid flux, cm/sec
Cw = volumetric heat capacity of water,,cal/cm3—°C
Ca = "apparengg volumetric heat capacity of system, :al/cm3~°C
= C-Ieg 5p
C = volumetric heat capacity, cal/cm3-°C'

L = latent heat of fusion, cal/g
p; = ice density, g/cm3

. s 3
6. = volumetric ice content, cm /cm3.

The heat balance equation (42) was coupled with unsaturated |
porous media flow relationships, such as equation (7), to study moisture
redistribution‘in freezing and thawing soil systems by Harlan [ 27] and
Guyman and Luthin [25]. Convective terms in these redistribution cases

will be considerably less than in the ice-capping process.
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THERMAL PRQPERTIES QF SNOW

Pounder [u45] indicates that the specific heat of pure ice at

constant pressure, as a function of temperature, is

¢, = 0.5057 + 0,001863 T_ (43)
where:

Cp = specific heat capacity, cal/g-°C

TS = snow temperature °C .

The volumetric specific heat of snow is calculated by multiplying
the specific heat of ice by the snow density.

Thermal-conductivity of snow is usually discussed in terms
of effective thermal conductivity that includes effects of all heat
transfer mechanisms through the snow grain porous medium. This enables
the net effect of these mechanisms to be approximated by the conduction
equation (39). Yen [61] summarizes the empirical and theoretical
investigations of heat transfer in snow.

- Effective thermal conductivity will include effects of heat

transfer by conduction between snow grains in contact, conduction
through the pore space, radiative transfer across the pore space, and
moleculdr diffusion. Yen [61] indicates that in most cases dealing with
natural snow conditions, both radiation and conduction across air in the
pore spaces is negligible.

More empirical results discussed by Yen [61] define the effective
thermal conductivityvas a quadratic function of snow density with.

. 3
reasonable accuracy over density ranges of 0.5 g/cm . Over a smaller
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density range, a linear function is adequate to fit empirical data

ke =a + bpS (ul)
where:

ke = effective thermal conductivity, cal/cm~sec~°C

bs = snow density, g/cm3

a,b = empirical constants.

In dense snow the conduction through snow grains and through
the pore space are the most significant of the heat transfer mechanisms.

The effective normal conductivity for dense snow may be approximated

by
2k, + k_ - 2¢ (k.-k_)k.
K = i a i a’i (45)
e 2k. +k_ + ¢ (k.-k)
i a iTa

where:

ke = effective thermal conductivity, zal/cm-sec-°C

ki = ice thermal conductivity, cal/em-sec-°C

ka = air thermal conductivity, cal/cm-sec-°C

¢ = snow porosity, dimensionless.

For a liquid saturated porous medium Somerton [51] proposes

k
= _im
ke = kS (k ). (u6)
s

where:

ke = effective thermal conductivity, cal/cm-sec-~°C

ks = solid thermal conductivity, cal/cm-sec-°C

kl = liquid thermal conductivity, cal/cm-sec~°C’

m = C¢
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-~
1"

solid porosity, dimensionless

(@]
1]

empirically derived correction factor (=1.0)-

Pounder [45] suggests that for ice containing air bubbles, the

conductiﬁity is approximated by

- 1-9
k, = 2k, (G3 ¢) (47)
where
ke = effective thermal conductivity, cal/cm-sec-°C

k. = ice thermal conductivity, cal/cm-sec-°C

¢ = ice porosity, dimensionless.




CHAPTER III

EXPERIMENTAL TECHNIQUES

The laboratory tests were performed with two primary objectives
defined. Initially, relationships between dependent and independent
variables, for the process of water infiltration into a packed sncwbed,
should be identified for predictive purposes. The preliminary tests
would then provide direction for a more in-depth, physically based
treatment of the process in an attempt to identify actual controlling
mechanisms. Laboratory investigation was supplemented by numerical

modeling in pursuit of this second objective.

Infiltration into Sand

Selkirk silica sand, because of its local availability and ease
of handling, was chosen for a series of water infiltration tests into
a porous medium below 0°C. Infiltration experiments, varying the sand
sieve size, gr, the amount of water applied, W, the sand temperature,
‘Tsé’ the water temperature, Tw, and the type of flow, either one-phase
or tﬁo—phase, were executed. The porecsity of the sand used was approx-
imately constant at ¢ = 0.37. 1In all cases, the sand was oven dried
before testing took place.

Cylindrical PVC containers 2.15 cm in height, inside-diameter
of 10.0 cm, and wall thickness of 2.0 mm, were filled within approx-
imately 5.0 cm from their top. Containers for two-phase, counterflow

tests had airtight bottoms and sides. Air was allowed to escape

freely through holes in the bottom of the containers for one-phase

. 36.




flow conditions. The samples were placed in a Cold Stream environmental

room and allowed to cool to the control temperature before water
application. The containers were wrapped in glass wool insulation to
minimize heat conduction and convection effects in the radial direction
during infiltration.
Nominal water temperatures of 0°C were actually 0.1 fo 0.5°C

thus eliminating latent heat effects of sub-ccoling the water
before application. The water was poured by hand directly on the sur-
fade at an approximate rate of one cma/ch/sec.Infiltration time was
recorded as the time from water cohtact on the sand surface until no
water remained ponded. As infiltration was taking place, surface
characteristics were observed.

After the samples had been allowed enoﬁgh time to tofally
re-freeze, they were removed from their containers for further

observation and photographing.

Infiltration into Compacted Snow

The initial tests of water infiltration into snow used sample
containers identical to those used in the sand tests.

Natural snow from within Winnipeg during January and February
1975 was used for these experiments; ambient temperatures varied from
approximately -30°C to -5°C during this time. The snow was collected
so as to avoid the depth hoar or any crusted layers; in all cases, the
snow grain diameter was between 0.25 and 1 mm. Snow was uniformly
mixed, then tamped in the sample containers with a hand plunger to the

desired density. Care was taken to minimize distinct layering.
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During each series of tests, one sample was prepared solely
for the purpose of estimating the temperature of the actual test samples.
A thermometer was used to measure the snowpack temperatures, inserting
it into one of the test samples would have destroyed the geometry of
the one-dimensional flow. Glass wool was again used to insulate the
sides of the containers.

To facilitate visual observations of the water penetration, a
smail amount of common food colouring was added to the application
water. It was determined by tests beforehand that the small concen-
trations used neither induced an appreciablie freezing point depression,
nor a change in surface tension for the water.

Various sample tests were run altering the parameters; snow
density, > SnOW temperature, TS. amount of water applied, W,
tempgrature of water, TW, the age-hardening time, t , and the type
of flow, either one-phase or two-phase. The age hardening time was
measured from the time - of compaction to the time of water application.
Infiltration time and surface observations were noted for each
appl}cation.

"When the samples were completely refrozen, they were removed

from“their containers for further observation and photographing.

Continuous Temperature Measurement Tests

This series of experiments was performed in the same manner as
the previously described snow tests with the added feature of continuous
temperature measurement.

A series of glass-sheathed thermocouples was inserted radially

to the centre line of the snowpack through 4 mm diameter holes in the




side of the sample containers. The sheathed thermocouples and containers

were sealed to prevent air or water escape radially. The copper-
constantin "Type-T" thermocouples were placed at approximately 2 cm
intervals from the surface downwards.

The difference in electrical potential between each thermo-
couple and a reference junction at 0°C was measured by a Hewlett
Packard digital voltmeter, Data Acquisition System. The scanning
was:controlled by a Hewlett Packard HP 9830A mini-computer that
enabled measurements between thermocouples over time intervals of

less than 0.2 seconds. The data acquired were recorded, stored, and

processed by the HP 9830Ausing a program prepared specifically for this

series of tests.
All other observations were carried out in the same manner

as the previous snow infiltration tests.

Scintillation Tests

Average densities of the ice capped zone for 22 of the snow
infiltration tests were measured with a Nuclear~Chicago Model 8770
scaler. Cobalt 60 was used as a gamma-ray source which was directed

as a beam through machined lead shielding bricks. Container and

sample were placed between the radioactive source and detector tube, and

least ten counts of one-minute duration were made for each sample.

Standards for an empty container and one filled with water were

measured for each series of tests to establish the linear density/count

relationship.
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Refreezing Test

The observation of temperatures within an ice-capped snowpack
from time of water application until freeze-back was performed using

a larger-diameter container to decrease the effects of radial heat

transfer. A 20 cm inside-diameter PVC container with wall thickness
1.0 cm was packed with 30 cm of snow, simulating an actual snow road
thickness. "Type-T" thermocouples were placed at the surface and 2,

4, and 8 cm below.it. Glass wool insulation was wrapped about the

container to minimize radial heat transfer effects. The temperatures
were measured for 23 hours from the time of application with the

Hewlett Packard Data Acquisition System.
Simulations

Three finite difference models were developed to compliment
and expand upon the laboratory tests. The models were written in
Fortran and run on the University of Manitoba IBM 370/158 system.

Both implicit and explicit models were developed for the

solution of infiltration saturation profiles while only an explicit

scheme was used for the heat transfer-phase change model. Details of

the solution equations for each of the models are gi&en in Appendix D.
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CHAPTER IV

RESULTS AND DISCUSSION

- The results of laboratory and simulation tests are given in
Appendices A,B,C,E, and F. This chapter discusses the implications of

these results.
INFILTRATION INTO SAND

The 38 tests of water infiltration into sand are tabulated in
Tables A-1, A-2, and A-3. Selkirk silica sand of sieve size 35-50 and
water at 0°C was used for all the tests of Table A-1l; various water
temperatures with the same size sand are summarized in Table A-2. Sand
sieve sizes of 10-20 and 20-30 were tested with water at 0°C as
indicated in Table A-3.

Front penetration indicates the depth to which the total cross-
section of the sand sample has been wetted. Maximum penetration re-
presents the furthest depth of water penetration; full penetration of
the sample (approximately 16.5 cm) was usually accompanied by some
builé—up of water on the container bottom. |

The most significant difference between the one-phase and two-
phase experiments was the infiltration time. During infiltration,
escaping air bubbles were observed in all two-phase tests. This counter-
flow was neither homogeneous across the surface nor steady with time.
Between one and three discrete locations would open on the sand surface
to allow the air to escape; usually only one location of air escape

would be. evident at any time. In some instances no air bubbles would
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be visible and the height of ponded water would remain constant until
another location of air escape appeared. Infiltration for the two-phase
testSA 20 stopped at 330 sec. and then started again at 440 sec.;

Figure A-1 is a photograph showing the final air escape location. Some
of the two-phase infiltration tests exhibited a build-up of air a few
millimeters below the surface, and when the pressure was great enough the
whole surface would heave to allow the air to escape. None of the one-
phase tests exhibited any counterflow of air through the surface.

Average front penetration for sand temperatures above -10°C were
slightly greater in the two-phase flow tests. Compare tests SA § and
"SA 10 with tests SA .11 and SA 12. The.maximum penetration for there two-
phase tests is significantly greater than the corresponding one-~phase
tests. When sand temperatures were as low as -20°C, the one-phase
tests penetrated further than the two-phase; compare SA 21 and SA 22
with SA 23 and SA 24; or SA 25 and SA 26 with SA 27 and SA 28.

A photograﬁh of SA 20 Figure A-1, shows a frequently encountered
form of penetration. The average front penetration is 6.0 cm whereas
what!gppears to be the beginning of fingering action is halted at 7.25 cm.
Figure A-1 indicates more evident fingering development in tests SA 35
and SA 38. Test SA 35, grain seive size of 20-30, shows multiple develop-
ment of fingers from the wetting front and their joining before being
frozen off from further development and penetration. The largest finger
of SA 38almost fully penetrated the sample container before it was
frozen off. From the front penetratién of 6.0 cm a number of fingers
develop; the dominant finger developed along the side of the sample, in

most cases of observed fingering the dominant finger would be offset from




the centerline of the sample.

Linear Regression Models for Sand Infiltration

Nine linear regression modéls, MSA'l to MSA 9 were tested on the
one-phase water infiltration into sand results. Table C~1 indicates
which-variables and tests were applied to each model, while Table C-2
summarizes the results of the models. Table C-2 indicates that for

the sand tests:

FP o Tsa’ Tw, gr, W
MP o Tsa’ Tw’ -gr, W

IT o —Tsa’ Tw’ gr, W

where:

FP = front penetration, cm
MP = maximum penetration, cm
IT = infiltration time, sec
TSa = sand temperature, °C

Tw = water temperature, °C
gr = mean sieve size of sand
W = applied water, cm3/cm2 .

Regression models MSA 1, MSA 2, and MSA 3 tested front penetration,
maximum penetration and infiltration time respectively as functions of
sand temperature, Tsa’ water temperature, Tw’ median sieve size of sand,
gr, and amount of water applied, W. The results of MSA 1 indicate that
there is an extremely high correlation between water applied and the
front penetration, also the grain size appears to be reasonably correlated

with front penetration. Sand temperature and water temperature
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are poorly correlated with front penetration in MSA 1 but the variable
coefficients for each are large.

Grain size correlates with maximum penetration to a greater
extent than water amount for modelMSA 2; both sand and water temperatures
are poorly correlated.

All four independent variables correlate with infiltration time
in modelMSA 3 with correlation coefficients between 0.3 and 0.7.

- "Models MSA 4, MSA 5 and MSA 6 use only the tests with sand of
sieve size 35-50 and water temperature 0°C. Multiple correlation

coefficients for the three dependent variables, front penetration,

maximum penetration, and infiltration time, are all over 0.9. Infiltration

time is the only dependent variable that correlates well with sand
temperature.

Three tests fron each of three different grain sizes were used
for models MSA 7, MSA 8 and MSA 9. Front penetration, MSA 7, does not
correlate well with grain size; as well the variable coefficient is
negligible. Sand temperature does exhibit some correlation with front
penetration but the amount of water applied is definitely the controlling
Variaﬁle. Grain size and water amount both correlate with infiltration
time inMSA 8, with a coefficient of approximately 0.6 . The correlation
with sand temperature and infiltration time is not as significant.

Grain size is correlated much better with maximum penetration in

MSA 8 than either sand temperature or amount of water applied.

Summary of Infiltration into Sand

As indicated before, the porosity of all three Selkirk silica

sands is approximately 0.37, thus a change in grain size is accompanied




by changes in permeability, caplllary pressure=-saturation curves, etc.,
but not in porosity. It appears from model MSA 1 and MSA 7 that the
unsaturated flow characteristics of the porous medium have little
influence on the average unifeorm front penetration. Even though the
correlation coefficient with grain size is not insignificant in MSA 1 the
variable coefficient, 0.0039, for the defining equation is negligible.
Both the correlation and variable coefficient are insignificant for
grain size in model MSA 7.

.From models MSA 2, MSA 8 and MSA 8, it is apparent that.the flow
properties of different media are significant for both infiltration time
and maximum penetration.

Permeabilities for Selkirk Silica Sands 10~20, 20-30, and
35-50 are approximately 850, x lOf6 cm2, 320. x 10;6 cm2 and 60. x 10—6 cm2,
respectively. Even though the smallest grain size sand, 35-50, has
greater capillary suction the significantly higher permeabilities of
the coarser sands tend to increase maximum penetration and decrease
infiltration tiﬁe.

) "Models MSA 3, MSA 5 and MSA 8 indicate that the sand temperature is
also a significant variable for infiltration time. Although sand

temperature does not correlate well with the maximum penetration models,

its variable coefficient makes it a significant parameter.

INFILTRATION INTO SNOW

The 66 samples of water infiltration into compacted snow are
summarized by tests SN 1 to SN 48 in Table A-4 and the continuous

temperature scan tests TS 1 to TS 18 an Table A-5.




In all of the observed tests there cccurred a reasonably well
defined, within #0,25 cm, wetting-front penetration, where the total
cross-section of the samples had been wetted. Beyond this front
penetration, the water invariably continued to flow, developing in a
fingering or channeling fashion. The extent of this further flow
depended upon such variables as snow density, snow temperature, amount
of water applied, temperature of water, age hardening time and whether
the flow was one-phase or two-phase. The amount of flow past the
penetration front in turn affected the saturation in the ice-capped

upper zone. If fingers totally penetrated the sample containers, much
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of the water above the wetting front penetration level would be drained.

A set of representative photographs will serve to iliustrate
the different types of penetration encountered. Well controlled pene-
tration with little fingering effect is exhibited by tests SN 16, TS 7
and TS 10 in Figures A-3 and A-6. TFigure A-2 shows the cross-sectional
view of the ice-capped zone in sample SN 7.

A finger developing but frozen off before complete penetration
and desaturation coﬁld occur is illustrated by Figure A-5 from test
TS6. " A partial desaturation is visible near the surface of this sample
(lower left of photograph). Figure A-2 of testsN 8 shows a substantial
penetration of water past the wetting front with more desaturation
evident near the surface of the sample.

Test SN 30 Figure A-3, éihibited an even desaturation near
the surface; finger development here occurred along the side of the
sample.

A cross-section of the ice-capped portion of test SN 24 in




Figure A-3 shows that, " with 3 cm water being applied, the
top 1.0 to 1.5 cm has desaturated even though there was only slight
finger development past the wetting front.

Three cases of total penetration with partial desaturaticn are

7.

shown 'in Figure A-4 for test SN 33 and Figure A-5 for test TS 1. The finger

for SN: 34 is off to one side in the sample and has a diameter of approx-
. imately 2 cm; the 3 cm diameter channel of test TS 1 is down the center
of the sample. Desaturation in the ice-capped zone for test SN 34,
Figure A-4, is substantially more than in test TS 1, Figure A-5.

A photograph of test SN 12, Figure A-6, indicates complete
penetration by fingering with a capillary build-up fron the bottom of
vthe container. Figure A-6, a cross-section of the ice-capped zone for
SN 12 illustrates almost total desaturation with the exception of a
thin layer at the surface and an ice lens type of formation 4 cm down.
Test TS 5 is shown apparently desaturated in a cross-sectional view,
Figure A;S.

A quite>regularly appearing occurrence for highly saturated
uppgf zones -is indicated inlfigure A-3, of test SN 18. This cross-
section shows varying intensities of light across a horizontal layer.
In all very saturated cases there were extremely small air bubbles
visible, trapped in the nearly solid ice. The darker areas of
Figure A-3, SN 18, were the zones of lower concentration of these en-
trapped air bubbles.

Figures A-4 and A-6 of samples SN 48 and TS 12respectively, show
some of the effects of varying water temperature. Test SN 48with 3 cm

of water at 5°C experienced total penetration of the container down one
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side, but was not completely desaturated in the icewcapped zone. The

upper surface of TS 1 was partially desaturated although complete

penetration did not occur, Figure A-6. Tests SN 45, SN 47, SN 48, TS 11

and TS 15, 311 with applied water at 5°C had partially eroded surfaces

with randomly spaced pores developed up to a diameter of 4 mm. The

samples which had 10°C water applied to their surfaces, TS 12, TS 16

and TS 18, all developed pores at the.surface as large as 7.5 mm.in

diameter that extended down at least 3 cm. These pores are desaturated

in Figure A-6 of test TS12.

Linear Regressicn Models for Snow Infiltration

Twenty-six linear regression models were applied to the one-

phase compacted snow infiltration tests. A summary of the model forms

and tests used is given in Table C-1. Results of the model fitting are

summarized in Table C-3 for cases MSN 1 to MSN 9; Table C-4 for MSN 10 to

MSN 15, and Table C-5 for models MTS 1 to MTS 11.

Overall results for the series MSN 1 to MSN 9 indicate the

following general results:

where :

FP a Ts’ Tw’ ps, W, -t
MP a TS, Ts’ Py W, t

ITa T -T , p_, W, -t

s? i s

FP = fronf penetration, cm.
MP = maximum penetration, cm,
IT = infiltration time, sec
T = snow temperature , °C

p_ = snow density, g/cm3
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=
1

applied water, cm3/cm2

t
n

age hardening time, hrs.
The summaries for models MSN 10, tc MSN 15 reveal the relationships:

FP o _Ts’ Tw’ DS’W’ T, —(psTs)

MP o T_, T, -p_, W, t, —(pSTS)

- Similarly the fitted models MTS 1 to MTS 11 result in:

FP o Ts, Tw, Pes W
MP o Ts’ Tw’ —ps, W

“IT a TS, =TS, Pes W

The amount of water applied, W, in all but two cases, MSN S
and MTS 9 correlated better with the dependent variable than did any
other independent variable.

Each of the series of linear regression models will be dis-

cussed in more detail.

Models MSN 1 to MSN O -

~ Front penetration, from models MSN 2, MSN 4, and MSN 7, correlates
with applied water for a stronger than with an§ other independent variable,
the lowest correlation cecefficient being 0.91. In each of these models
the fitted variable coefficient (constant) is large enough to make the
amount of applied water the dominant factor in any of the linear
equations for front penetration. Age hardening time does correlate
with front penetration, MSN 2,but the fitted variable coefficient results

in this variable becoming negligible. Snow density has a reasonably
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strong correlation with water penetration and becomes a significant
variable second to amount of water, Both water femperature and snow
temperature become negligible variables in models MSN 2, MSN 4 and MSN 7
Models MSN1, MSN 6, and MSN 9 show that maximum penetration
is primarily correlated and dependent upon the amount of water applied.
Snow density, although not well correlated with maximum penetration does
become. a significant variable in these three models. Age hardening time
and water temperature are correleted quite well with maximum penetration
and are significant variables in the tested models. The correlation
coefficient of maximum penetration with water temperature, 0.52, in
model MSH 9 is actually greater than that with the applied water.
Iﬂfiltration time is correlated with snow density, with
coefficients between 0.45 and 0.50 for models MSN 3, MSN 5 and MSN 8
Again,amount of applied water correlates strongly with the dependent
variable; both snow density and applied water become significant
variables in the tested linear equatiéns for infiltration time. Both
age hardening fime and water temperature are significant to the model
forméf Although snow temﬁerature does correlate with infiltration time,

the fitted variable coefficient makes the term insignificant.

Models MSN 10 to MSN 15

The multiple correlation coefficient front penetration in the three
models, MSN 10, MSN 12 and MSN 14 is greater than 0.99. The correlation and
significance of applied water in all three cases is strong. Snow density
becomes an important variable and correlates quite well. Snow temperature,

water temperature and pSTS are of moderate importance. Age hardening
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time correlates with front penetration. Model MSN 14 illustrates that for
the tests used front penetration may be accurately represented as a
function of applied water alone.

Models MSN 11, MSN 13 and MSN 15, all result in a correlation
coefficient between maximum penetration and applied water of approximately
0.66. All other independent variables are moderately significant with

p Ts’ and pSTS being equally important although none of their

s’
correlations with maximum penetration are particularly strong. Snow
density does have a greater correlation than either snow temperature or

the combinied independent variable.

Models MTS 1 to MTS 11

The models in this section.were fitted to the data from the
temperaturg—scanned'tests; the snow densities varied over a small range
from 0.46 to 0.50. All models in this series had multiple correlation
coefficients greater than 0.92, Table C-5.

Applied water has a correlation coefficient of over 0.9 with
front penetration for models MTS 1, MTS 3, MTS 7 and MTS 10. In these
fou£-ﬁodels snow density and water température are _the other significant
variables. -

Models MTS 6 and MTS 9 illustrate that the four dépendent variables,
snow temperature, water temperature, snow density, and applied water |
amount, are all fitted significantly to the independent variable, maximum
penetration. Water temperature is particularly well correlated with the
maximum penetration in these samples.

Infiltration time from models MTS 2, MTS 4 and MTS 11 is strongly

related to the amount of applied water. Snow temperature, water tempera-
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ture and snow density are all important variables in the model relation-
ship for infiltration time. Snow temperature, in particular, exhibits its
strongest correlation with any of the dependent variables, here in model

MTS 11.

Penetration of Water

Incidents of partial infiltration and fuli penetration are in-
dicated on the plots of Figure C-1. All of the one-phase, one water appli-
cation, snow tests of both the SN and TS series, with water temperatures of
0°C are represented. For each of the three density ranges, the coordinates
are snow temperature and amount of applied water. The region to the lower
left of the dashed line indicates conditions free of total penetration of

the 16.5 cm samples.

Two~Phase Infiltration into Snow

Five tests, SN 3, SN 4, TS 13, TS 17 and TS 18 were performed as
two—phase.flow examples; the air couldbonly escape by counterflow back
through the surface. In all cases, the front penetrations of the two-phase
tests were the same as cémparable one-phase.tests.

Samples SN 3, SN 4, and TS 13 were not fully penetrated but -the
maximum penetration was significantly greater than in the associated one-
phase cases. Tests TS 17 and TS 18 were both penetrated completely as
~were their similar one-phase samples.

All two-phase samples had infiltration times much greater than
similar one-phase tests. With water temperatures of 0°C, the infiltration

time for the two-phase tests are:
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Applied Water TwowPhase Infiltration Time
(cm) (as a multiple of one-phase
o infiltration time)

1 2.3
2 3.4h
3 5.8

Discrete locations of air bubble escape from the snow surface
were observed for all the two-phase flow samples, similar in nature to
those observed for the two-phase infiltration into sand. The air bubbles
appeared after 25 seconds for test TS 13 but not until 70 seconds for
testTS 17,2 cm and 3 cm of water, respectively, were applied to the two
samples. Air pressure build-up would need to be greater for escape from
the higher pressure surface with 3 cm water applied. In test TS 18, the
air counterflow was visible from the beginning of water application.

The multiple effects of the location and timing of the air
escape routes is a possible catalyst for the greater maximum penetrations
obtained in the two-phase tests. Instability of flow in porous media,
near the wetting front tends to manifest itself as a fingering type of
pene;fation. Air pressure build-up in pockets with éorresponding lowep
pressure regions would tend to reinforce this fingering or channeling

and would be consist nt with the discrete locations of air counter-flow.

Delayed Water Application

Nine delayed application trials, SN 31,5N 32,SN 33, SN 35, SN 36,
SN 39, SN 40,SN 42, and SN 43 were tested. Six of these resulted in total
penetration of the compacted snow samples. In three of the four cases

. 2 . .
where the interval between the 1 cm3/cm applications was 30 seconds, the




 front penetration was less than the front penetration when the time
interval was 10 seconds., Tests SN 35 and SN 36, with delays of 10 seconds
and 30 seconds, respectively, both had front penetrations of 40 cm. The
front penetration also exhibits a direct relationship with snow density.

- Single applications of 2 and 3 cm3/0m2 respeétively in tests SN 24
and SN 24 did not result in full penetration by the water. Delayed
application tests SN 33, SN 35, and SN 36, with all other independent
variables comparable, were all totally penetrated, Similarly, the dual
application tests SN 39 and SN 40 both had full penetration while the

single-application test SN 37 had only partial penetration.

Ice~Capped Densities

The twenty-two snow samples that were measured by the scintillation
apparatus for final density in the ice-capped zones are summarized in
Table B-1. Air and water saturations at the time of.freezing are cal-
culated from the initial snow porosities and final ice-capped densities.
Cases in which complefe penetration, and hence severe desaturation
did not occur are characterized by high ice-capped densities. All such
saﬁples have final densities above 0.87 g/cms from corresponding water
saturations above 0.8. 1In Figure A-5, a photograph of test TS 5, with
the highest measured ice-capped density, shows the sélid ice-type appearance
of these saturated samples; Pure ice has a density of 0.917 g/cmS,
whereas that measured for sample TS 5 is 0.94 g/cm3. The high‘
reading is probably a result of lateral expansion of the ice upon
freezing with a corresponding expansion of the container diameter. This
would result in a lower count from the scintillation scaler and thus a

slightly high density measurement. In most cases, the compression of the
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residual aip would allow for the density change of water, upon phase
change, without distortion of the sample container.

The samples which were fully penetrated by water exhibited much
lower“densities‘in the ice-~capped region indicating substantial drainage.
In all cases of full penetration, the final densities for the ice-capped
region were below 0.81 g/cms, with the majority of samples having densities
of approximately 0.70 g/cmg.vThe water saturation for these cases were all
below 0.70,with many falling in the range 0.4 to 0.65. Figure A-5 is a
photograph of the sample TS 5. drained to a water saturation of 0.21
resulting in the final ice~capped density of 0.58 g/cm3.

The five tests with water temperatures significantly above 0°C
have calculated water saturation . that will probably be somewhat below
those that actually existed in the upper portion of the icewcapped zomne.
This is a result of the formation of larger pores, as discussed earlier,
by meliting.

The residual air saturation is.probably between 0.07 and 0.04
which were the lowest calculated air saturations, from tests SN 37 and

TS 10, respectively.

Results with Implanted Thermocouples

Temperature-time profiles for the thermocouples of the eighteen
tests TS 1 to TS 18 are plotted in Figures B-1 to B-18. Each set of
symbols repreéents the equivalent temperature of the thermocouple reading,
varying with time; at a particular depth. The one characteristic common
to all of the tests is the abruptness of temperature change indicating
progression of the wetting front during infiltration. The sharp rise

in temperature at the surface is coincident with the application of water
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to the snow pack.

For tests TS L4 and TS 5, the temperature at a depth of 2 cm appears
to rise to 0°C immediately after water application. In both of these
cases, fyacturing of the upper snow pack occurred when the thermocouple at
the 2 cm depth was inserted. Vertical fractures from the surface down to
the thermocouple would result in an almost immediate penetratioh of water
to the thermocouple.

'Tﬁe rapid changes from initial snow pack temperature to 0°C
tend to suggest that the heat transfer associated with the infiltration
is convection controlled. During the time scale of infiltration, tem-
perature changes appear to be the result of water movement only. In many
of the temperature profile figures the last thermocouple rising in tempera-
ture exhibits a slower rise than the other thermocouples for the same
sample. This phenomenon will be discussed in fruther detail shoftly.

In each case, except test TS 18, the deepest thermocouple plotted
snowed no change gron its initial temperature over the time considered.
Test’TS 18 was fully penetrated with a channel running off-centre; tﬁus from
Figufg B-18 the channel has probably developed by 75 sec. and there is
radial -heat transfer taking place from the warmer channel to the cooler
surrounding snowpack.

Table B-2 presents some of the previously summarized data along
with two new variables for the tests TS 1 to TS 18. The column headed
"Water / (0.95 x Porosity)" indicates the depth of snow required.to absorb
the water applied if the residual air saturation was considered to be
0.05 and the snow was saturated to that point. It has been discussed

earlier in this study that the residual air saturation may be as low as
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0.05.

Apparent fronf penetration at infiltration time, in Table B-~2
represents the depth toc which thermocouple measurements indicate.water
penetration, from water appiication to the observed infiltration time.

for all cases where the water temperature is 0°C the observed
front penetration is always greater than, but within 0.5 cm of the
calculated saturated penetration value. The fracturing in tests TS 4 and
TS 5"does-not seem to have effected front penetration in this respect.
When'the water temperature is greater than 0°C the front penetration is
more than 1 cm greater than the calculated saturated penetration. Test
TS 11 is the only exception with the difference being 0.6 cm.

In all éases, the apparent front penetration at infiltration
time is very close to the observed front penetration. When the water
_temperature is 0°C this is also close to the saturated penetration depth.

Tests TS 2, TS 4, and TS 9,(Figures B-2, B-U4 ,and B-9)illustrate
the slower approach to 0°C for the deepest thermocouple indicating a
temperature rise over the time interval. In each of these cases, the
thepmocouple in question is near the penetration front and hence did not
experience the magnitude of flow past it that less deeply placed thermo-
couples did. The slower change to 0°C is indicative of this lower flow
thatAis-also coqpled with the freezing at the front which will partially
determine how great the maximum penetration will be. In cases where the
thermocouple reading indicates a rapid change to zero, the water at that
depth is able to give up enough latent heat to bring the snowpack into
thermal equilibrium Qith the water of 0°C. For the deepest thermocouples
showing temperature rise,the amount of latent heat required for thermal

equilibrium between the snow and water ' is not available from the water




present. This situation could be a combination & two effects, Firstly,

as the water has been flowing through the snow pack more and more heat
has been taken out of it, specifically in the front region; at & certain
level the leading water may be without sufficient latent heat due to the
previoﬁs cooling. Secondly, the first water penetrating any level during
infiltration will be at considerably less than full saturation quantities;
if this fringe is not rapidly followed by higher saturations the amount
of water at the level of penetration may limit the latent heat availéble
to raise the snow pack temperature.

From the five figures B-11, B-12, B-15, B-~16, and B-18 of tests
TS 11, TS 12, TS 15, TS 16 and TS 18, it is clear that even when water
of temperatures as high as 10°C is flooded onto these snowpacks, the

temperatures at the 2-cm depth do not go above 0°C.
SIMULATION OF INFILTRATION

The numerical simulation examples of infiltration into snow cited
in this study are summarized in Tables E-1 and E-2 and Figures E-1 to E-7.
Al results‘presenfed are from the explicit model, Appendix D, as the
steep séturation gradients resulted in instability of the implicit
finite-difference scheme.

For all cases, one-phase flow assumptions are in effect; the air
phase is stationary and has a pressure of one atmosphere. Only the
initial infiltration is modeled; hysteresis is not considered.. A 10-cm-
long model of 20 finite-difference intervals, each being 0.5 cm, is used.
Water density and viscosity taken at 0°C are 1 g/cm3 and 0.0170 poise,

s . . . 2 -
respectively; the gravitational constant is 980 cm/sec”. Initial




saturation throughout the snowpack is assigned a value of 0.002; the

residual air saturation is assumed to be 0.05 on the imbibition cycle.
Permeability of snow is either 3.0 x 10 © cm2 or calculated from

Kuriowa [28].

k, = 117 x 1072 exp (15.9 ¢) (48)

. as indicated in Tables E-1 and E-2. Relative permeability is assumed to

be defined by the relationship

(49)
where n is defined as either 2.5; 3.0 or 4.0.

Infiltration Without Phase Change

The first simulations discussed, Table E-2, assume no physical
changes to either the snow or water during infiltration.

figure E-1 illustrates the response of the finite difference
model to different capillary pressure-water saturation curves. The

drainage curve in Figure E-1 is similar to that found by Colbeck [12] but is

shifted to the left to fit a residual air saturation of 0.05 and a residual
water saturation of 0.0. The imbibition curve is constructed by arbi-
trarily lowering the flat portion of the curve by approximately 1500

2 . . . . . .
dyne/cm”. This relative difference in capillary pressure-water saturation

relationship would also be anticipated with variations in porosity

(which consequently represent variations of average pore size). Lower-
porosity snow, with smaller pore sizes, would have rélatively higher flat
portions. in the capillary pressure-water saturation curve than would higher-

porosity snow. From Figure E-1 it is clear that these different curves do
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effect the rate of advancement Qf the wetting front but the relative
shape remains the same.
There is not enough information in either the work by Colbeck [9]

[12]1 or Friesen [19] to define a set of capillary pressure-water saturation

curves for various snow porosities. For the remaining simulations only
one curve is used. This curve is illustrated in Figure E<2; it is the
same as the imbibition like curve of Figure E-1, except at higher water
saturations. The gradient of this capillary pressure water saturation curve is

flatter, at greater water saturations, then approaches a capillary pressure

of zero, slowér. The data from Friesen [19] indicate that the capillary
pressure relationship will exhibit this type of behaviour; the Colbeck
v[9], [12] data does not define the desaturation curve in detail near
complete saturation.

The top boundary of the numerical model had a narrow interval of
0.25 cm to enable finer treatment of upper boundary conditions. Simulations
CB 1 to CB 4 illustrate the model respbnse to two types of conditions.

First CB 1 and CB 3 consider the upper boundary to be under a pressure

head'of the calculated poﬁded water while the second type of boundary

condition used in simulations CB 2 and CB 4 considers the top interval to

be saturated, with no ponding effeet. In Table E;l these conditions are
referred to as ponded and saturated, respectively.

Figure E-3 shows the infiltration profiles of these four cases.

A faster front advancement for a porosity of 0.49, is indicated, when the
top surface is considered to be under ponded conditions. Final infiltration
time for CB 1 and CB 2 are 2.68 and 2.95 seconds respectively; the
relative shapes of the profiles are the same for both upper boundary

conditions.
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For a porosity of 0.56, Figure E~3, the rate of advancement for
the two boundary conditions is nearly the same; final infiltration times
for CB 3 and CB 4 are 1.1 and 1.15 seconds, respectively. Both of these
are more than twice as fast as the infiltration in the 0.49 porosity
simulations. Permeability for the higher-porosity cases is approximately
three times greater than for the lower-porosity examples. The similar
rates of advancement for -CB 3 and CB 4 area result of very limited ponding
predicted by the model.

Figure E-4 gives a more complete illustration of the model response
to porosity and permeability differences under saturated surface con-
ditions. The simulation with a porosity of 0.48, CP 4, indicated an
infiltration time of approxiﬁately 8.6 seconds for 2 cm of water. With
a porosity of 0.56, CP 5, it took only 3.1 seconds for the 2 cm of water
to infiltrate.

Figure E-5 .represents the infiltration profiles of simulations
CP 1, CP 2 and CP 3, under ponded conditibns, one second from the start
of infiltration, for porosities of 0.56, 0.50 and 0.45. The relative
shapé of each wetting front profile is very similar.

The model response to varying the exponent in the relationship
(50)

is shown in Figure E-5. Assigning values of n ovér the range 2.5 to
4.0 slightly changes the shape of the wetting front. As the exponent
n Iincreases the wetting front does tend to become mofe abrupt. The in-
filtration time increases with increasing magnitude of nj; for CN 1,

CN 2, and CN 3 the calculated infiltration timés are 3.1, 2.85, and 2.7

t

seconds, respectively.
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Pseudo Freezing

A series of simulations was designed to inyestigate the time
scale of the freezing process upon infiltration of water into a snow-
pack. The tests for this section CF 1 to CF 7, are summarized in
Table E-2. In all cases 1 cm of water was applied over one second; the
ponding upper boundary condition was used.

For each simulation, the initial snowpack temperature was assumed
to be uniform at -20°C, Once any interval has reached a predetermined
"saturation at freezing", an amount of water that will release sufficient
heat, through phase transition, to raise the snowpack temperature of the
interval to 0°C, is assumed to freeze. The newly frozen water becomes
part of the pore matrix; the porosity, saturation, and permeabilities are
accordingly adjusted as shown in Table E-2. As indicated before, not
enough information is available to make adjustments to the capillary
pressure-water saturation relationship, for different porosities. The
larger the assigned value of "saturation at freezing', the longer each
interval will stay at the initial porosity.

- Although this is a crude method of observing the dynamics of the
phase change process, it does offer some instructive information.

Most conceptual models of simultaneous fluid flow and heat
transfer in porous media consider that the intimate contact of the fluid and
the solid pore matrix is sufficient to justify the assumption of
complete thermal equilibrium, with the flow rates encountered.
de Quervain [15] assumes that enough ﬁater, percolating in snow below 0°C
will freeze to bring the snow temperature to 0°C. Alexeev et al. [3], in
fheir discussion of snowmelt water infiltration into frozen soil; makes the

same assumption. If this assumption were followed, the "saturation at




.63,

freezing" would be less than 0.1.

Figure E-6 indicates the effect of an imposed phase change with a
"saturation at freezing" of 0.9, With initial porosities of 0.49, sim-
ulations CF 1, without phase change, and CF 2 with phase change, indicate
that there is a noticeable change in the rate of front advancement. The
infiltration times are L4.25 and 2.85 seconds for the simulations with
and without phase change, respectively. The wetting profile is not as
abrupt for the case with phase change.

Initial porosities of 0.56 are used for simulations CF 3 and CF 4.
Phase change occurs at a saturation of 0.9 for CF 4, the infiltration time
is 1.5 seconds, slightly more than the 1.1 second infiltration time for
CF 3. Again the wetting profile for the simulation with phase change is
not as well defined, Figure E-6.

Figure E-7, of simulations CF 2, CF 5, CF 6, and CF 7, shows the
effect éf varying the "saturation at freezing" for an initial porosity
of 0.49. The.infiltration times are 4.25, 4.75, 5.85 and 6.1 secénds for
freezing saturations of 0.9, 0.75, 0.5, and 0.1, respectively. The lower
valués for "saturation atAfreezing" result in'greater infiltration times,
as well as more abrupt wetting fronts.

Snow tests TS 6 and TS 9 with temperatures of approximately
-12°C and -17.5°C, both with porosities of 0.49, had infiltration times
of 3.6 and 3.4 seconds, respectively, for one cm of water. From the results
of simulations CF.1l, CF 2, CF 5, CF 6 and CF 7, it is tempting to postulate
a "saturation at freezing" between 0.90 and 0.85. It would be dangerous
at this time to fit one of many parameters to match a limited quantity

experimental data. The effectsuof porosity change on the capillary
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pressure-~water saturation curye are not anticipated to be extreme

on the infiltration over the parcsity ranges encountered with freezing.
At least a small moderation in the time delay could be expected, with the
greatest decrease of infiltration time for the smallest “saturation at

freezing" value.

Summary of Infiltraticn Simulation

A more detailed and quantitative approach to the infiltration
simulation could be used if the capillary pressure-water saturation
relafionship was defined over a range of snow porosities. ' Although the
results of this portion of the study cannot be directly applied and
compared with the experimental results certain qualitative statements
are of importance.

Firstly, it is evident that the hydraulic  properties of snow
do effect the rate of infiltration, but at the same porosity these changes
will not affect the éhape of the wetting front significantly.

Similarly, upper boundary conditions do have an effect on the
infiltration time, but whether the water is ponded, or just supplied at
a rate sufficient tb keep the surface saturated without ponding, the

infiltration profile has the same shape. Even changing the exponent

ofs
«

he relative permeability relationship, krw =S n’ ohly changes the shape
of the profile a small amount.
Finally, the simulations modeling phase change suggest that

contrary to similar studies, the first water infiltrating into a frozen

porous medium does not necessarily freeze.
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OVERVIEW OF INFILTRATION INTO SNOW

Validity of One-Phase Approach

The infiltration of water into a packed snowbed is a process where
one-phase flow assumptions should normally be valid. In the first place,
water application on a snow.road surface will not be uniform over the
entire surface at any particular time. 'This would allow air to escape
upwards through the surface where no water has as yet been applied.
Secondly, lateral flow of air would take place through the side of the
road bed. In any case, the experimental tests discussed earlier indicate
front penetration will not be significantly different whether counter-
flow of air is experienced or not.

If the pressure build-up in the aif phase is significant in
localized areas, counter-flow of air in discrete locations could occur.
This in turn may result in a greater maximum penetration by the water
with possible desaturation of the ice-capped zone.

At this point, the simﬁlation of two-phase flow ié not warranted

as the occurrence of the fluctuating counterflow with combined effects. of

freéiing passageways 1is not predictable.

Channeling/Fingering

When full penetration of a snow test sample occurred. a distinct
channel formed from a zone of random-like penetration below the well
defined front penetration. As noted earlier, there was no preference for
location of the channels over the cross—séction of the sample,

The channeling or fingering activity is probably the result of

interrelated phenomena. The most obvious explamations for the discrete




86,

location of these channels are; firstly, that the channles are developed
along paths of higher permeability, and secondly, that the channels form
in areas where the water is not frozen as readily across the reat of the
cross-section. Relating to both of these, inhomogeneities of a snow-pack
in the horizontal plane may result in distinct locations of lower density.
The lower density in these areas would result in higher permeabilities.

As well, these low density areas would not be capable of absorbing as
much heat, as the higher density areas, by a rise in temperature to the
equilibrium 0°C. Thus, these low density areas would be locations of less
freezing as well as higher permeability.

In a study by Gupta et al [24], the characteristics of fingering
formation in Hele-Shaw models are discussed. It is noted that irregularities
in a porous medium may cause perturbations that will result in fingering
phenomena along a drainage or imbibition front. Numerous fingers would
begin to form at the front in the Hele-Shaw models but would normally
merge into one; some of the shorter fingers would be damped out without
merging.

From a wave length perturbation analysis discussed by Gupta et al.
[24], a higher fluid velocity requires less significant irregularities
in the medium to result in fingering. Once fingering has started, viscous
forces and pressure gradients within the porous medium will tend to favour
the developmentvof one of the fingers.

For the snow infiltration tests where water only penetrated the
snow sample partiélly, freezing controlled the development of all.fingering
or channeling. When snow samples were fully penetrated, freezing across the
sample, other than where the channeling was‘occurring, would reinforce the

fingering phenomena of development of one major finger.
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freezing across the sagple, other .than vhere the channeling was occuring,
would reinforce the fingering phenomena of development of one major

finger.

Laminar Flow

The Reynolds number for saturated flow in porous media is
defined
Re = — (51)

where:

Re = Reynolds number, dimensionless

- . 3 2
u = Darcy or bulk velocity, cm /cm /sec
d = average grain diameter, cm
. . . . 2
v = kinematic viscosity, cm /sec .

It is normally considered that below a Reynolds number of
approximately 1.0, the flow is in the linear laminar range and Darcy;s
law holds. The transition range from Reynolds numbers 1.0 to 10.0
indicate the beginning of departure from Darcian flow.

From Laliberte [31]

u=vse Sw (52)
where

- . .. 3, 2

u = Darcy or bulk velocity, cm /cm /sec

v = average velocity in porous medium, cm/sec

¢ = porosity, dimensionless

S. = water saturation, dimensionless.
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v is approximated from Figures B«7, B<3, and B~16 of tests TS 7, TS 9
and TS 16 by the apparent front penetration at infiltration time.

As indicated below, the calculated value of u, using Sw = 0.95, is very

close to the amount of water applied divided by the infiltration time.

- -

Test \Y u - W/LT ‘Re
{em/sec) (cm/sec) (cm/sec)

TS 7 0.435 0.20 0.22 0.84

T8 9 0.59 0.28 0.30 1.19

TS 16 0.67 0.30 0.26 1.26

The calculated Reynolds numbers above are based on the indicated
values of u, water kinematic viscosity at 0°C, 0.0179 cm2/sec, and
average snow grain diameter of 0.75 mm. If an average grain diameter of
0.50 mm is used, the Reynolds numbers for tests TS 7, TS 9 and TS 16
are 0.50, 0.80, and 0.84, respectively.

From the Réynolds number calculations, it seems that the flow
for the infiltration tests into snow are in the laminar range but may
experience - slight non-linearity. This non-linearity could cause a
slight departure from Darcian flow. However, the effects should not be
great, particularly because the infiltration is actually unsaturated flow,
and the above calculations of Reynolds number will over-estimate the

actual relatidﬁship of inertial to viscous forces.

Significance of Snow Permeability

From the experimental tests and the simulation of infiltration,

it appears that the permeability of the snow is critical in determining
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the final character of the ice-~capped zone. Whether the upper zone
desaturates or not, probably depends to a large extent on the rate of
front advancement. Although the capillary suction of. lower permeability
media is greater, the greater premeability controls the penetration.
This is also substantiated by the results of tests with Selkirk silica
sand of different grain sizes.

The work of Friesen [19] indicates that for higher density
snow, the capillary pressure curve tends to be flatter for the more dense
snow, especially at lower saturations. The average capillary pressures
across the flat portion of Friesen's curves [19] for densities of
0.48 g/cm3 and 0.40 g/cm3 are approximétely 10% higher for the denser
snow. The permeability for the less dense snbw, from Kuriowa's equation

(37), would be approximately 400% greater than the high density snow.

Effect of Age Hardening of Snow

A proéessed, compacted, snowrroadwill undergo metamorphism,
called sintering, as the snow grains bond together at their points of
conﬁact. This preocess will result in a reduced surface area of the grains
withiﬁ the snowpack. The joining of the snow grains is what gives a
normal snowroad its strength. TFor fhé ice-capping proéess, this
metamorphisis has further implicatioms.

The decrease in surface area of the snow grains results in a decrease
of specific surface, s, in the Kozeny-Carman equation (34), kow = ¢3/552.
Thus, the longer the interval between preparation of a snowbed and the
application of_water; the greater the permeability.

The results of linear regression models‘MSN 1, MSN 2, MSN 10

and MSN 11, all substantiate a reduction of specific surface. Increased
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permeability will have a significatn effect on the maximum penetration. In
cases where total penetration is a strong possibility, the age hardening

time may be critical.
THERMAL EFFECTS

Freezing of Water

The latent heat lost by watér freezing at 0°C is 79.7‘¢al/g.
Snow with a density of 0.5 g/cm3 and a specific heat of 0.5 cal/g -°C
requires 0.25 cal/cm3 for each 1°C its temperature is raiséd. Thus, over
a rise of 20°C, 1 cm3 of this snow would absorb 5.0 calories, the equi-

valent of only 0.063 g of water freezing.

Pore Changes

From de Quervain [15], equation (2u), when initial pore diameters
are as small as 1 mm the diameter changes are insignificant even after
month of gravitational water flow at 0°C. The thermal gradients associated
with snow grain growth in there cases are small, Colbeck [9]. The
increased pore sizes observed in tests SN 45 to SN 48, TS 11, TS 12,

TS 15, TS 16, and TS 18 are probably a result of rapid melting due:to

the high water temperatures.

Evaporation

An analysis of energy requirements due to the evaporation within
the snowpack shows that the effects wéuld be‘negligible in contributing
to the freezing of the penetrating water. As an extfeme case consider the

air to be saturated at -20°C; when infiltration occurs, assume enough

water evaporates to saturate the air at 0°C. Using the saturated vapour
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pressures and ideal gas law, approximately 2.25 x 10’56. g<moles, or

n,05 x lO“6 g of water per cm3 of air need to evaporate in order to

saturate the air at the higher temperature., The latent heat of vaporization
at 0°C is 597 cal/g, thus the amount of heat lost by the water would be

only 2.42 x J_O"3 calories per cm3 of air undergoing this temperature

rise.

Heat Loss in the Radial Direction

A simple analysis of natural convection heat transfer from the

side of a uninsulated sample indicates that during the infiltration process,

heat loss in the radial direction for the tests performed is not significant.
For this analysis the area of interest considered is the

top 6 cm of the sample where infiltration has occurred and the wall

temperatures are 0°C. Ambient air temperature is assumed to be -20°C.

The Prandtl number

uC ’ .
Pr = —& (53)
where
Pr = Prandtl number, dimensionleéss’
¥ = viscosity, g/cm-sec
CP = specific heat capacity, cal/°C
k = thermal conductivity, cal/sec-cm-°C .

The Grashof number

2.3 '
Gr, = E_gﬁ%ﬂ. : (54)
u
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where
GrL = grashof number, dimensionless
8 = coefficient of thermal expansion for air, °Chl'
. . 2
. g = acceleration of gravity. cm/sec
I. = characteristic length for heat exchange, cm
AT = temperature difference between side of sample and bulk

air temperature, °C

¥ = air viscosity, g/cm-sec .

hen L = 6 cm, and AT = 20°C , GrL = 1.1 % lO6 « Thus for GrLPrﬁ

7.9 x 105 . the convective heat transfer coefficient from Welty,
Wicks, and ¥ilson [57] is ‘h = 5.25 x 10—5 cal/sec—cm2—°C. The rate of

heat exchange is defined as

q = hA(AT) (55)
where

q = heat flux, cal/sec

h = convective heat transfer coefficient, cal/cm-~sec~°C

A = surface area of exchange, cm2

AT = temperature difference, °C .

The top 6 cm of a 10-cm diameter sample haé an area of 188 cm2. The

heat flux without insulation would be approximately 1.98 x lO“l cal/sec.
Even without the insulation the heat loss from the sides of the test

samples, over the time period of infiltration, is small.

Freezing. at the Front

The extent of freezing at the wetting front determines whether
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the ice-~capped zone will remain saturated, or will experience drainage
through channeling. Simulation of infiltration into snow predicts a
sharp,well defined wetting front, but not as well defined as the
experimental results indicate., Cross-sections of the snow infiltration
tests showed a definite boundary between totally unsaturated snow below
and almost totally saturated snow above.

As the last water from the surface has infiltrated into the
snow and desaturation at the top begins, the wetting front is moving
much more slowly than during initial stages of infiltration. At the front,
the advancing low saturation portion will begin to freeze, decreasing
the permeability of the snow and slowing the rate of wetting front
penetration even more. This will result in more water freezing and
continually sliower front advancement. Finally, the front is
completely frozen off, and saturated above. This slowing of advance rate
is consistent with the thermocouple observatioﬁs noted earlier. Of course,
fingering or channeling may subsequently take place, past the frozen front.

If the capillary pressure relationships, permeabilities and other
medium pr§perties associated with the infiltration simulation, model
actual snow characteristics well, it appears that little freezing of water
takes place until the frontiis close to its final penetration depth.

Relatively high velocities above the final front penetration may result

in latent heat effects being distributed over a volume of water significantly

greater than the low saturation zone of the front. Sub-cooling of the
water with little freezing could result. If any turbulence were present
at the front,the cooling of the water would definitely be over a greater

volume.
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The validity of the capillary pressure and permeability relation-
ships for snow of different age-hardening times will have to be investigated

further before this type of description can be completely accepted.

RE-FREEZING TEST AND SIMULATION

Compacted snow, with a density of 0.42 g/cms, at approximately
-18°C was ice-capped with 2 cm of 0°C water. The cooling of the ice-cap

is indicated in Figure F-1. It takes approximately one day for the snow

in the sample container to return to its initial temperature. The front

penetration for this sample was approximateiy 4.5 cm with significant
penetration to 6 cm. The upper ice-capped zone was observed to be
partially desaturated.

A simulation of the re—fréezing, using the one-dimensional finite-
difference '"excess-degree" technique of Appendix D, is compared with the
experimental test in Figure F-1. The model has a 0.5<cm interval at the
top wifh thirty 1.0-cm intervals Eelow; thus nodes afe at the surface,

-1 cm, -2 cm, etc. with a total model depth of 30.5 cm. Water saturation
is approximated as being 0.60 over the top 5.5 cm. The top boundary

temperature is fitted to the observed results while the bottom boundary is

held constant at -18°C. Initial temperatures are 0°C where water has
penetrated and -18°C where it has not.

The effective thermal conductivity of dry snow is approximated as

ke = (5.35 - 6.6 ps) x 0.001 cal/cm-°C-sec. When liquid water and snow
co-exist the expression from egquation (45) is used.

From Figure F-1 it is evident that the freezing of the one-
dimgnsional simulation model is somewhat slower than for the actual test.

Several conditions are responsible for this. Firstly, over the time period
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considered, radial heat transfer will not be negligible. The heat trans-
fer will be accelerated due to the heat requirements necessary to raise
the temperature of the l-cm thick PVC container. On a more localized
scale, the glass sheathing of the thermocouples will result in a higher
conductivity away from the area_directly around the thermocouples.
Conseguently, the freezing times predicted by the simulation model are
probably reasonable even if they are somewhat conservative.

Five simulations were carried out with snow densities of 0.50 g/cm3
and water temperatures of 0°C. For snow and ambient temperatures both
at -18°C or -10°C, water applications of 2 and 3 Cmg/cm2 are
simulated. The penetration for these cases is assumed to be uniform to
depths of 4.5 cm and 6.5 cm; equivalent to final densities of approximately
6.9 g/cms. The upper boundary is temperature controlled from cbserved
surface temperatures. Predicted times for re-freezing are given in
Table F-1.

The bottom boundary temperature used in not critical. Simulations
RF 1 and RF 5 are identical except the bottom boundary temperature for RF 5
is 8°C higher than RF 1; the re-freezing time for RF 5 is only 0.3 hours
greater.

The use of a temperature controlled top boundary condition has
been shown to be effective over longer periods of time,(Wilson [60]).
More accurate results would be obtained for this short-time -freezing
situation with a complete energy balance at the surface. This would
include radiative, convective and evaporative considerations that would be
unique for any given location and time. The top boundary temperatures
used were from experimental observations in a controlled cold room.

Convective heat transfer from the surface with limited air circulation
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would be small, and although the surface of an ice—cépped snow road is
relatively smocth, the convective surface heat exchange in natural con-
ditions would be greater.

The predicted times for re-freezing should be assumed to be an

upper boundary.
PRACTICAL IMPLICATIONS

One of the major objectives of this study was to develop guidelines
for practical use in ice-capped snow road construction.

The U.S. Army Corps of Engineers equation (29), for penetration of
water into cold snow is unsuitable for this ice-capping process where ap-
plication fates are high, and where freezing at the wetting front can retain
high saturations near the surface.

From an efficiency and conservation point of view, the less water
wasted, in arctic and sub-arctic regions, the better. It will be more
desirable to achieve a high saturation in the ice-capped zone on the first
application of water. It would be undesirable to have the ice-capped zone
desaturate significant;y. Figure C-1 defined relatively safe conditions
for . .the applicatién of water to a compacted snowbed without significant
desaturation. In all cases, the water temperature is 0°C. The guidelines
of Figure C-1 should be used for field operation; the snow temperature is
the average temperature in the upper 2 to 7 cm depending on what front
penetration is expected. Water temperatures significantly greater than 0°C
result in greater drainage of the ice-capped zone with slightly increased
front penetration. |

If more detail is required, in the response of infiltration to
variations in independent variables, any of the linear regression models of

Appendix C, for the particular range of variables should yield
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further information, In all cases, the front pénetration will be
well defined. For most situations the models MSN 4, MTS 7 and MTS 8

- should be suitable,

MSN 4: FP = -0.68 + 0.013 TS + 1.18 o + 2.36 W
MTS 7: FP = -0.11 + 2.30 W

MTS 8: FP = -3.90 + 8.27 Py +. 2.24 W

Model MSN u.was fitted over a density range of 0.35 to 0.50 g/cmS,
both MTS 7 and MTS 8 were fitted over a range of snow densities 0.u45
to 0.50 g/cm3.

The problem of estimating maximum penetration is not as well
defined due to its randomness. Different models will have different
critical values, for various water application amounts, indicating when
significant desaturation could occur. Tests SN 30 and SN 38 had maximum
penetrations of 11.5 cm and "Full penetration', respectively; Using
the data for these %wo tests, model MTS 6 predicts maximum penetrations
of 8.6 cm and 9.8 cm, respectively. Model MSN 6 on the other hand
preaibts maximum penetrations of 14.6 cm and 15.9 cm for tests SN 30
and SN 38. In both cases a critical range of predicted maximum water
penetration is defined for 3 cm3/cm2 of water application, If model
MTS 6 were being used,a prédicted maximum penetration of approximately
9.0 to 9.5 cm would indicate a strong possibility of significant
desaturation ih.the ice-capped zone. Similafly when using model MSN 6,
the critical depth of predicted maximum penetration would be approximate
15.0 cm.

The application of water to a packed snowbed should be a one-

ly
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step process. To ensure small losses from run-~eff the water application
rate should be estimated from one of the linear regression models for
infiltration time. This will ensure that onlj limited ponding at the
snow surface will occur. Slower infiltration rates will be experienced
when only limited ponding is allowed; this could tend to reduce the
occurrence of channel formation. Uneven fléoding should be avoided as

it could result in localized pressure build-up in the air phase; égain
contributing to channel formation and desaturation of the ice-capped
zone. A snowpack with few heterogeneities will be 1less préne to de-~
saturation than one that has significant permeability differences; The
proceésing of the road surface should be reasonably uniform. Re-freezing
of the ice-capped zone will take place within approximately one half day

from the time of water application.
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CHAPTER V
CONCLUSIONS AND RECOMMENDATIONS

The laboratory and numerical simulation results of this study have
identified the controlling parameters, and some general relationships,
of water infiltration into a packed snowbed. Consequently, guidelines for
practical use are recommended, and phenomena important to further in-
vestigations of water flow in snow are cited.

The infiltration of water into a packed snowbedb results in two
distinct zones of penetration. To‘a depth, referred to here as the front
penetration depth, the penetration is uniform; this is the ice-capped
zone. Below this level, penetration may occur to significant depths
by developing discrete channels or fingers. Well defined relationships
for the depth of front penetration have been established by this study.

In all cases when the water temperature was 0°C the front penetration was
slightly greater than the depth required to hold the applied water at a

saturation 0.95. For an initial snow density of 0.50 g/cm3 the front

penetration will be approximately 2.2 cm per cmg/cm2 of water applied.
Formation and penetration of channels past the front penetration

is not as well defined. The further these channels or fingers penetrated

past the front penetration, the more desaturation occurred in the ice-

capped zone. Higher values of water temperature, amount of water applied,

snow temperature and lower values of snow density favour the formation of
channels and hence desaturation. The linear regression models of
Appendix C provide details of the response of maximum penetration to the

various independent variables.
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Figure C-1 indicates operating conditions that should be followed
in order to minimize the effects of desaturation. If 3 cm of water is

applied the snow temperature willneed to be lower than -20°C to

®

nsure
limited desaturation.

In order to obtain highly saturated ice-capped zones of greater
than 7 cm, more than 3 cm of water will need to be applied to a snowpack
of density significantly greater than 0.50 g/cm3 at a temperature
significantly .less than -20°C.

Final density determinations indicate that the residual air
saturation for the imbibition of water into'snow is approximately 0.05.
When desaturation of the ice-capped zone occurs, the final water saturation
above the front penetration may be as low as 0.30. The saturation in the
ice-capped zone may be high enough to result in a density approaching
that of pure ice.

From high speed thermocouple measurements it appears that heat
transfer duriﬁg the infiltration process is convection controlled.

If the hydraulic propérties of snow used in the infiltration
model are reliable, the actual freezing of significant amounts of water
does\ﬁot take place near the surface, although sub-cooling certainly
-occurs. |

Analysis of experimental data indicates thaf metamorphism during
the age-hardening time has a significant effect on increasing the permea-
bility of the snow. This,in turn,increases the possibility of channeling
and associated desaturation.

The infiltraﬁion simulation indicates that changes in propertiés
of snow do not significantly affect the shape of thg wetting front

although the infiltration time can be greatly affected. Permeability
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controls the rate of infiltration more than any other porous medium
characteristic of snow.

Several studies that could further the work of this, and other
investigations of water infiltration into a packed snowbed are desireable.
These include:

i) “Further laboratory work using snow of high densities at
low temperatures to investigate the possibilities of saturated ice-capping
to a depth greater than 7 cm.

ii) TFull scale field tests are needed to substantiate and, if
‘necessary, modify the results of this‘study.

iii) A detailed investigation into the occurance and formation
of channels during the infiltration process.

iv) More information about the physical properties of snow as a
porous medium are.needed. Capillary pressure relationships, during
imbibition, and for a range of densities.

v) The effect of change of physical properties during age
hardening metamorphism needs to be investigated in greater detail.

vi) Tests should be performed with continuous monitoring of
singié thermocouples during the infiltration process in order to more
thoroughly understand the coupling of fluid flow and heat transfer.

vii) Further lab testing with non-linear data analysis, and
dimensional analysis should be pursued placing emphasis on identification
of desaturation situations.

viii) Re—freezing simulation should be dealt with in more detail

using a complete surface energy balance.
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APPENDIX A

EXPERIMENTAL DATA AND PHOTOGRAPHS OF

INFILTRATION TESTS




. Table A1
Selkirk Silica Sand (35-50) Tests: Water Temperature 0°C

Test No. Sand Flow Type Water Infiltration - Front Maximum
Temperature  (em®/cm?) Time Penetration ' Penetration
(°C) : (sec ) (cm) (cm)
SA 1 -5 2 Phase 2 118 6 7.5
SA 2 -5 2 Phase 1 11 3.25 m
SA 3 -5 1 Phase 2 41 6 7.5
SA 4 -5 1 Phase 1 15 3 4
SA 5 =20 1 Phase 1 30 2,75 3
SA 6 =20 1 Phase 2 174 5,25 6
'SA 7 =20 2 Phase 1 78 2.5 3
SA 8a -20 2 Phase 2 | 196 5.5 7
SA 8b . -20 2 Phase 2 222 5.5 8
SA 9. -5 1 Phase 1 9 3.75 4.5
SA 10 -5 1 Phase - 2 21 8 9.5
SA 11 -5 2 Phase 1 1 4.5 6
SA 12 -5 2 Phase 2 U5 9.25 penggiition

“06




Table A-1

(continued)
Test No. Sand Flow Type Water Infiltration  Front Maximum
Temperature ' © (em®/cm?) Time Penetration Penetration
(°c) . (sec ) (em) {cm)
SA 13 - 8.5 1 Phase 1 18 3.75 4.75
SA 14 - 8.5 1 Phase 2 46 6.5 : 8
SA 15 - 8.5 2 Phase 1 29 3.75 4.5
SA 16 - 8.5 2 Phase 2 oy 6.5 7.5
SA 17 - 8.5 1 Phase 2 43 5.75 6.5
SA 18 ~ 9.5 1 Phase 3 112 9.75 11
‘SA 18 - 9.5 2 Phase 2 137 7 8
SA 20 - 9.5 2 Phase 3 800 10,25 11.5
SA 21 ~20 1 Phase 2 188 | 6.25 7.5
SA 22 -20 1l Phase | 3 281 9.5 11.5
SA 23 -20 2 Phase 2 960 v 6.5 7
.SA 24 -20 2 Phase 3 >20 'J 8.25 10.5

min

‘16




Table A-2
Selkirk Silica Sand (35-50) Tests

Test No. Sand © . . Water Flow Water Infiltration Front Maximum
Temperature Temperature Type (em3/em?) Time Penetration Penetration
(ec) (°c) (sec) (em) (cm)

SA 25 -20 15 1 Phase 2 205 6.5 8

SA 26 -20 0 | 1 Phase 2 | 150 6.0 7.25
SA 27 -20 15 2 Phase 2 15 min. ' 4.75 5

SA 28 =20 0 2 Phase 2 7 min. 5.25 . 6

'SA 29 -10 5 1 Phase 2 42 6.5 8.5
SA 30 -10 0 1 Phase 2 49 6.5 8

SA 31 =10 5 2 Phase 2 >15 min. 7.5 8.5
SA 32 ~-10 0 2 Phase 2 130 6.5 7

R4S




Table A-3

Selkirk Silica'Sand Tests: Water Temperature 0°C, 1 Phase Flow

Test No. Sand Sand Water Infiltration Front Maximum

Temperature (cm /cm2) "Time Penetration Penetration
(°c) (sec) (em) (cm)
SA 33 20-30 -10 1l 3.5 3.0 : 6.5
SA 34 10-20 -10 1 2.5 2.75 full
penetration
SA 35 20-30 -20 1 7.5 : 2.75 6.5
SA 36 10-20 -20 1 , 4.5 3.0 6.75
SA 37 20-30 -20 2 40. 5.75 10.25
SA 38 - 10-20 -20 2 1. 6.0 15.75

‘€6




Table A-4

Snow Tests

Test No. " Snow Snow Aging Water2 Water Infil?ratidn Front. Maximuw
Density - Temperature (hrs) (cm®/cm®)  Temperature - Time Penetration Penetration
. (o]
(g/end) (°C) (°C) (sec ) (em) (cm)
SN 1 0.38 - 8.0 . 1 1 0 L.5 2. 8.0
SN 2 0.37 - 8.0 ' 1 1 0 5.0 2. 8.5
sN 3!* 0.37 - 8.0 1 1 0 11.0 2. 12.0
sN ui” 0.38 - 8.0 1 1 0 11.5 2. 9.0
SN 5 0.4y - 8,0 1 1 0 4, 2.24 5.0
SN 6 0.4l - 9.0 1 2 0 13. 4.5 _ full
v penetration
SN 7 0.35 - 9.0 1 1 0 3. 2.0 5.5
SN 8 0.35 - 9.0 1 2 0 12. 4.0 8.5
SN 9 0.43 -10.0 24 1 0 4, 2.25 4.5
SN 10 0.43 -10.0 24 2 0 13.5 4.5 9.5
SN 11 0.35 : -10.0 24 1 0 2.5 2.0 9.5
SN 12 0.35 -10.0 2U 2 0 7. 4.0 full
penetration
SN 13 0.4y -18.0 1 1 0 4.3 2.0 4,0

SN 14 0.4 -18.0 1 2 0 13.2 4.5 6.5




Table A-4

(continued)
Test No. Sndw Snow Aging Water Water Infiltration Front Maximum
?en3i5§ Tempgrature (hrs) (em3/cm?) Tempsrature Time Penetration Penetration
g/cm (°c) (°c) (sec ) (cm) (cm)
SN 15 0.35 -18.0 -1 1 0 4,0 2.0 4.0
SN 16 0.35 ~-18.0 1 2 0 10.2 4.25 6.5
SN 17 0.43 - =20.0 24 1 0 5.4 2.0 4.0
SN 18 0.43 -20.0 24 2 0 12.7 4.0 6.0
SN 19 0.35 ~-20.0 24 1 0 . 2.9 2.0 6.0
SN 20 0.35" ~20.0 24 2 0 8.3 4,25 7.0
SN 21 | 0.4l -19.0 24 2 0 1.7 4.0 7.0
SN 22 0.44 -19.0 “ 24 3 | 0 26.1 7.0 10.0
SN 23 0.43 -19{0 24 2 0 14,0 4,75 : 6.0
SN 24 0.43 -19.0 24 3 0. 24.6 : 7.0 10.0
SN 25 0.35 -19.0 24 2 C AR b.25 10.0
SN 26 0.35 ~19.0 24 2 0 8.8 4.0 7.0
SN 27 0-35 ~19.0 24 3 0 | 11.0 7.0 ﬁeneigi%ion
SN 28 0.35 -19.0 2 3 0  10.3 7.0 full

penetration &




Test No.

SN
SN
SN
SN
SN
SN
SN
SN
SN
SN
SN
SN
SN

SN

37

38

+
39

Lo

41

42

Snow

Densigg

(g/cm

0.49
0.49
0.49
0.49
0.43
0.43
0.41
0.4l
0.50
0.49
0.49
0.51
0.40

0.42

Snow
Temperature
(°c)
-19.0
~19.0

-19.0

Aging
(hrs)

24
21
o
24
24
24
24
2u
24
24
on
2

24

24

Table A-hH

(continued)
Water Water
(cm3/cm?)  Temperature

(°c)
2 0
3 0
1+1 0
1+l 0
1+l 0
2.5 0
1+l 0
1+1 0
2 0
3 0
1+l 0
1+1 0
2 0
1+1 0

Infiltration
Time
(sec )
10.9
23.4
5.0(10)10.2
3.4(30)10.6
2.5(10)3.7
9.9
2.2(10)3.6
1.9(30)2.4
9.0
15.6
2.7(10)5.9
3.3(30)7.0
4.0

2.2(30)3.0

Front
Penetration

(cm)

4.25

3.75

Maximum
Penetration
(cm)

9.5
11.5
11.0

8.0

full
penetration
full
penetration
full
penetration
full
penetration

10.0

full
penetration
16.0
full
penetration
full
penetration
full
penetration
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Table A-4

(continued)
Test No. Snow Snow Aging ‘Water Water - Infiltration Front Maximum
Densi%y Temperature o Temperature Time Penetration  Penetration
(g/cm®). (°c) (hrs)  (em®/cm?) (°c)  (sec ) (cm) (cm)
SN 43+ 0.42 -16.0 24 1+1 ' 0 1.8(10)2.6 L.5 full.
penetration
SN by 0.41 -16.0 S o2n 3 0 7.6 6.25 full
_ ‘ penetration
SN 145 0.41 -19.0 2y 2 5 .2 4.0 full
penetration
SN 146 0.41 ~19.0 2y 3 5 6.3 6.0 full
penetration
SN 47 0.49 -19.0 24 2 5 13.4 5.0 9.0
SN u8 0.50 -19.0 o 3 5 18.1 8.0 full
_ - penetration

Two-Phase Flow

Delayed Application: tw0<-li.cm3/cm2 applications of water, infiltration time for
the first application is followed by the time delay in brackets,
then infiltration time for the second application

L6




Table A-5

Snow Test with Temperature Measurement

Test No. Snow Snow Water Water Infiltration - Front Maximum
Density  Temperature Temperature Time Penetration  Penetration
(g/cm®) (°C) (cm3/cm2) (°ec) (sec) (cm) (cm)
TS 1 0.46 -17 2 0 7.0 4.5 full
. penetration
TS 2 0.46 -18 2 0 7.2 4.5 fuli =
. penetration
TS 3 0.48 -16.5 3 0 12.8 7.0 full
penetration
TS 4 0.47 11 2 o 5.8 4.5 full
: penetration
TS 5 0.48 -11.5 2 0 5.8 4.5 full
penetration
TS 6 0.47. ~-12 1 0 3.6 2.25 7.5
TS 7 0.47 ~-20 2 : 0 9.2 - h.25 8.0
TS 8 0.47 -19.5 3 0 15.0 6.5 full
penetration
TS 9 0.47 ~17.5 1 0 3.4 2.25 5.25
TS 10 0.u8 -19 2 0 9.4 b,5 7.0
TS 11 o.u8 -18.5 2 5 9.8 5.0 8.0
TS 12 0.48 ~18 2 10 7.8 5.75 12.0
TS 13% 0.48 -17.5 2 0 31.8 4.5 8.5
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Table A-5

(continued)

 Test No. Snow Snow Water Water Infiltration Front ‘ Maximum

' Density  Temperature 3 2 Temperature Time Penetration  Penetration
(g/cm®) (°c) (em®/cm®) (°c) (sec) (cm) (cm)

TS 14  0.50 -16 3 0 1.2 7.0 full
penetration

TS 15 0.49 -16 3 5 15.0 7.75 full
penetration
TS 16 0.49 -16.5 3 10 11.6 8.5 full —
penetration

TS 17% 0.48 -17.5 3 0 82.2 7.0 full
. _ penetration

TS 18% 0.49 -18 3 10 36.0 7.75 full .
penetration

)

* Two Phase Flow
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APPENDIX B

EXPERIMENTAL RESULTS FROM SCINTILLATION AND

THERMOCOUPLE MEASUREMENTS
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Test No.

SN
SN
SN
SN
TS
TS
TS
TS
TS

TS

TS
TS
TS
TS
TS
TS
TS
TS

T8

39
41

iy

10

11

Snow
Densi?;
(g/cm®)

0.50
0.49
0.40
0.41
0.46
0.46
0.u48
0.47
0.48
0.47
0.47
0.47
0.47
0.48
0.48
0.48
0.u8
0.50
0.49

0.49

Table B-1

Scintillation Results

Porosity Capped

0.45

0.56

0.u8

0.49

0.48

.49

0.48

0.48

0.u8

0.45

0.47

0.47

Density

(g/cm3)

0.92
0.91
G.56
0.63
0.81
0.80
0.62
0.69

0.58

0.72

0.92

0.88
0.87
0.88
0.70
0.68

0.71

Water
Saturation

0.93

0.90

0.29

0.40

0.70

0.21

0.84

0.88

0.51

0.90

0.96

0.83

0.81

0.83

107.

Air
Saturation

0.71

0.60

.0.30
0.32
0.71
0.5u
0.79

0.16

0.10

0.04

0.17

6.19

0.17

0.56

0.60

0.53




Table B-1
(continued)
Test No. Sncw Porosity Capped
Densi Density
(g/cm®) (g/cm®)
s 17%% 0.u48 0.48 0.78

TS 18t 0.49 0.47 0.78

ate

full penetration

* two phase flow

Water
Saturation

0.63

0.62

Saturation

0

0.

Air

.37

38

108,




Table B-2

Front Penetration Summary

Test No. Snow Water Infiltration - Front Water + Apparent Front Penetration
Porosity  (em®/cm?) Time Penetration  (0.95xPorosity) at Infiltration Time

(sec ) (cm) (cm) (cm)
TS 1 0.50 2 | 7.0 4.5 4.2 4
TS 2 0.50 2 72w 4.2 iy
TS 3 0.u48 3 12.8 7.0 6.6 >6
TS 4 0.49 2 5.8 b.5 4.3 <y
TS 5 0.u48 2 5.8 4.5 by >4
.TS 6 0.49 1 3.6 : 2.25 2.1 >2
TS 7 0.49 2 9.2 4,25 4.3 4
TS 8 0.49 | 3 15.0 6.5 6.4 >6
TS 9 0.49 1 3.4 2.25 2.1 2
TS 10 >0.48 2 | 9.4 4.5 b4 >4
s 117 o.u8 2 9.8 5.0 4oy <6
7s 127 o0.u8 2 7.8 5.75 4.y >y
15130 o.u48 2 31.8 s by >y
TS 14 0'45, 3 1.42 7.0 7.0 >6

*60T




Table B-2

(continued)
Test No. Snow Water Infiltration Front Water + Apparent Front Penetration
Porosity  (cm3/cm?) Time Penetration  (0.95xPorosity) at Infiltration Time
(sec.) (em) (cm) (em)
TS 15+ 0.u7 3 15.0 7.75 6.7 <8
TS 16" 0.147 3 11.6 8.5 6.7 <8
%
TS 17 0.48 '3 82.2 7.0 6.6 8
TS 18T 0.47 3 36.0 7.75 6.7 | >g

)
%

' two phase flow

* water temperature above 0°C
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ANALYSIS OF INFILTRATION DATA
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Model

MSA 1

MSA 2

MSA 3

MSA 4

MSA 5

MSA 6

MSA 7

MSA 8

MSA 9

MSN 1

MSN 2
MSN 3
MSN 4
MSN 5
MSN 6
MSN 7
>MSN 8

MSN 9

130.

Table C-1

Empirically Fitted Linear Models

Dependant Independant Tests
Variable Variables
FP T ,T,g ,W SA3-SA6, SA9, SA10, SAl3,
sa’> w> °r

SA14, SA17, SA18, SA21,
SA22, SA25, SA26, SA29,
SA30, SA33-SA38.

MF Tsa’ Tw’ s W same as MSA 1
IT T , T ,g . W same as MSA 1
sa W T
Fp T 2 W SA3-SA6, SA9, SA10, SAl3,
s SAl4, SA17, SAl8, SA21,
SA22, SA 26, SA30.
IT T W same as MSA b
sa
MP T o W same as MSA 4
sa v
P Tsa’ g, W SA5, SA6, SAl3, SA33-SA38.
IT Tsa’ gr, W same as MSA 7
MP Tsa’ gr, W same as MSA 7 -
MP Tsn, Tw, pgs W, T ~ SN1, SN2, SN5-SN30, SN344,
' SN37, SN38, SNul, SNuh-SN48.
FP Tsn’ Tw’ S W, t same as MSN 1
IT TS, Tw’ pgo W, t same as MSN 1
FP Tsn’ P> W SN1, SN2, SN5—§N30.
I
IT Tsn’ Pg W | same as MSN
MP T s p.s W same as MSN 4
E sn s .
rP Tw’ I W ' SN24, 'SN26, SN27, SN29,
SN30, SNu5-SNu8.
IT Tgs Pgs W ' same as MSN 7

MP T,» P> W ~ same as MSN 7




Model

MSN

MSN

MSN

MSN

MSN

MSN

MTS

MTS

MTS

MTS

MTS

MTS

MTS

MTS

MTS

MTS

MTS

10

12

13

14

15

10

11

Depéndant
Variable

FP

FP

MP -
FP

MP

IT
FP
MP
FP
FP
MP
PP.

IT

Table C-1
(continued)

Independant
Variables
TQTW sw’ts
T T

s's

S

)

TS’ Tn, pS’ W, t,

(pSTS)

Tgs Pgs W, (pSTs)

T Pgs W, (OSTS)

W, (pSTS)

W, (pSTS)

131.

Tests

SN1, SN2, SN5, SN7-SN11,
SN13-8SN26, SN29, SN30,
SN37, SNu7.

same as MSN 10

SN1, SN2 , SN5, SN7-SN11,
SN13-SN26, SN29, SN30,
SN37.

same as MSN 12

same as MSN 12

same as MSN 12

TS1-TS10, TS1y

same as MTS 1
TS1-TS12, TS51L4-TS16.
same as MTS 3

same as MTS 3

TS6, TS7, TS9-TS12.
same as MTS 1

same as MTS 1

same as MTS 6

same as MTS 6

same as MTS 6




Table C-1

LEGEND

Dependant Variables:

FP = front penetration, cm
IT = infiltration time, sec
MP = maximum penetration, cm

Independant Variables:

TSa = sand temperature, °C

TS = snow temperature, °C

Tn = water temperature, °C

p, = Snow density, g/cm3

gr = sand grain size parameter
. 3, 2

W = applied water, cm /cm

t = snow age hardening, hrs

Linear Regression Models

All linear regression equations tested are of the form:

n .
y - b+ 'X SR (c-1)
i=1
where
y = the dependant variable
b = the intercept
X.i,ci = independant variables and their coefficients
n = number of independant variables

The linear regression program was part of the University of

Manitoba's Statistical Package.



Table C-2

Model Fitting Results for Sand

Model  Dependant Multiple Intercept Coefficient for Independant Variables and
Variable Correlation Correlation with Dependant Variables
Coefficient
sa Tw Er L
MSA 1 FP 0.9769 0.2667 0.0468 0.0321 0.0039 3.2427
(0.0017) (0.1484) (0.4390) (0.9654)
MSA 2 MP 0.8303 15.5535 0.1915 0.1346 -0.3335 L4,2059
(-0.0853) (~0.0084 (-0.5429) (0.3134)
MSA 3 IT 0.8767 -232.,4821 -6.7059 | 3.0427 3.1661 53.3938
(-0.u4847) . (0.3560) (0.4374) (0.6710)
MSA 4 FP 0.9677 0.513 0.0559 - -- 3.2624
(~0.0919) (0.9540)
MSA 5 IT 0.9128 -131.9158  -8.0588 - -- B4. 8486
(-0.7657) (0.6795)
MSA 6 MP 0.9579 0.9789 0.0756 - - 3.7635
(0.0619) (0.9389)
MSA 7 rp 0.9729 0.6870 0.0367 ~— =0.0002 2.8595
(-0.3758) (0.0047) (0.9653)
MSA 8 IT 0.8163 ~131.7007 -0.8239 - 2.5772 59.6746
(-0.3262) ' (0.5648) (0.5854)
MSA 9 MP +0.8455 . 18.9111 0.4666 - -0.3386 5.1998
(0.1762) _ (-0.7128) - (0.2467)

"‘

bracketed values are the correlation coefficients
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Table C-3
Model Fitting Results for Snow Tests

Model  Dependant Multiple Intercept Coefficient for Independant Variables and

Variable Correlation Correlation with Dependant Variables®
Coefficient
TS TW ps W t
MSN 1 MP 0.7902 13.5362 0.5697 1.0647 -19.8370 6.3098  0.1007
(0.0593) (0.3515) (0.0909) (0.6716) (0.3544)
MSN 2 FP 0.9657 ~1.2557 0.0099 0.0412 2.7382 2.3291 -0.0031
(0.4263) (0.28u4Y4) (0.3598)  (0.9614) (0.4656)
MSN 3 IT 0.8151 -19.0267 -0.0862 -0.8778 43,8984 5.8623 -0.0934
- (-0.3271) - (0.0359) (0.4950) (0.7146) (0.2629)
MSN 4 FP 0.9692 -0.678Y4 0.0129 - 1.1831 2.3605 -
: (-0.4083) (0.2826)  (0.9682)
MSN 5 IT - 0.8538 -15.0647 0.045Y4 - 32.9266 6.5118 -
(~0.3468) : (0.4639) (0.8121)
MSN 6 MP 0.7230 11.0237 0.4798 - ~14.2122 6.5445 -
(0.03u5) (0.0284)  (0.6202)
MSN 7 FP 0.9347 -2.8292 - 0.0107 4.8885 2.5255 -
(-0.0180) (0.2148)  (0.9114)
MSN 8 IT 0.8609 -~32,1143 - -1.3595 © 72,7202 6.6025 -
(-0.3831) (0.4792) (0.5277)
MSN 9 MP 0.8046 10.9113 - 1.4472 ~33.3755 5.6820

(0.5220) (-0.1694) (0.4550)

bracketed values are the correlation coefficients’

TheT




Table C-4

Model Fitting Results for Snow Tests with (psTS) as a Variable

Model Dependant  Multiple Intercept Coefficient for Independant Variables and
Variable Correlation : Correlation with Dependant Variables®
Coefficient
Ts T Ps | W t . osTs
MSN 10 FP 0.9934 -2.9092 ~0.1120 0.1173 . 6.,9381 ©2,3378 ~-0.0001 0.3092
(-0.4751) (0.1600) (0.4488)  (0.9881) (0.4526) (-0.5773)
MSN 11 MP 0.8322 21.6845 1.139¢ 0.2021 -40.1925 2.5533 0.6605 -2,2520
(0.0089) (0.1451) (0.2503) (0.6620) (0.3834) (-0.1154)
MSN 12 FP 0.9932 ~2.9056 ~0.1118 - 6.9295 2.3375 - 0.3087
: (-0.4634) (0.4253 (0.9910) (-0.5621)
MSN 13 MP 0.7818 16.8940 0.8620 -~ -28.5603 2.8195 - -1.6856
: (0.0295) (0.2181) (0.6592) (-0.0822)
MSN 14 FP 0.9910 ~0.3473 -~ -- ~- 2.3393 -~ -0.0037
(0.9910) (-0.5621)
MSN 15 MP 0.7466 . 5.0423 - - - 2/9653 - 0.4322
‘ ‘ (0.6592) (~0.0822)

o

i3
bracketed values are the correlation coefficients
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Table (-5

Model Fitting Results for Snow Tests with Temperature Measurement

Model Dependant Multiple Intercept Coefficient for Independant Variables and
Variable Correlation Correlation with Dependant Variable®
Coefficient
' T T P W IT
] w S
MTS 1 FP 0.9971 - 3.0591 0.0146 - 6.8751 2.2688 -
(-0.2368) (0.5062)  (0.9955)
MTS 2 IT 0.9776 -36.8185 0.3668 - 63.4502 4.4578 -
» : (-0.4870) (0.4960)  (0.9369)
MTS 3 FP 0.9972 - 2.8094 0.0251 0.1403 6.3722 2.3430 -—
(-0.1841) (0.5180) (0.6596)  (0.9552)
MTS 4 IT 0.9687 -43.0501 -0.3811 -0.1338 76.3543 4.4639 -
: (~0.4056) (0.2141) (0.5874)  (0.9289)
MTS 5 FP 0.9974 - 14,4523 0.0106 0.1352 9.2860 2.5134 " -0.0382
, (-0.1841) (0.5180) (0.6596)  (0.9552) (0.8690)
MTS 6 . MP 0.9693 98.3641 0.4091 0.4591  -190.9102 3.7728 -
(0.1032) (0.8727) (0.5123) ~ (0.5507) -
MTS 7 FP 0.9955 - 0.1065 -- -— - 2.3009 --
(0.9955)
MTS 8 FP 0.9968 - 3.8956 - - 8.2705 2.2397 -
(0.5060)  (0.9954)
MTS 9 . MP 0.9285 9.0102 °  0.3426" 0.3652 R 2.4188
(-0.1032) (0.8721) . (0.8507)
MTS 10 FP 0.9984 0.2092 0.0073 0.1352 -- 2.1478 —
' (-0.6282) (0.7423) (0.9354)
MTS 11 IT 0.9869 - 1.9648 0.0560 -0.1359 - 6.2907 -
: (~0.7444) (0.3085) (0.9732)

of

"
Bracketed values are the correlation coefficients
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APPENDIX D

FINITE-DIFFERENCE MODELS
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Infiltration

Implicit Finite Difference Formulation '

For one dimensional, one phase vertical infiltration

as o

3 Pe
ot oy 9z [krwkow( 3z * pwg)] (D-1)

in terms of capillary pressure

p ap 9S ’

c 1 9 c \4

—< - _ L —_—r D-2
ot ¢uw 9z [krwkow(az * pwg)] / aPC ( )

Expressing this in finite difference form, similar to theAdevelopment

of Giesel [217],

j+l j_A j 3 J
jog -p 3 =25 [k ) (p - P 7+ Azp g)
c; c; ¢u rw ow i+1/2 Cii1 ¢ W
- ] .y 2 .3 D-3
(kPWkOW)l 1/2 (P,” =P ¥ Aprg)]/(Az) Cs (D-3)
i 1-1
= A.j
i
where
At = time increment

Az

spatial increment

i,j: refer to space and time intervals respectively

c= 8§ / P ,
j = j ) . B _EAZ:'Z
(k ™ ow)1+l/2 - [(krwkow)i ¥ (krwkow) +l]/2 . T
3 - J J'
(krwkow)l 1/2 [(krwk w)l * (k k )i—l]/z

In Crank-Nicholson form

Z(pcq-l.l - p ]) = A_:] + A. s (D_q‘) '::_:7"‘.‘
i Ci 1 1 » S
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rearranging for Jacobi iteration

) Ty s B.j+l
C 1 1

)/2
P N N — - , (D-5)
i 1 - (p.772)
1
where
Jj+l _-At ; j+1 j+1
B, = —— [(k_x )3 (p + Azp_g)
i ¢uw W ow i+1l/2 Cii1 W
_ j+l I 2 j+l -6
(krwkow)i-l/z ( pci—l + Azpwg)]/(Az) Ci, , and (D-6)
j+1 _ At j+1 A’ 2 . j+1 D7
Di - ¢uw [(krwkow)i /(bz) Ci 1. ( )

For each time step initial values of Bij+l and Di3+l are

estimated from the current capillary pressures 3 during successive

j+1

.

. . . i+ i+
iterations the new estimates of p are used for BiJ 1 and Dij L

calculations. The iteration proceeds until the change in predicted

kAl

P, between iterations is within a specified tolerance. The process is

i

repeated from time step to time step. New saturations and permeabilities

are calculated from a given saturation - capillary pressure curve and an

estimated relative premeability - saturation relationship.




Infiltration

Explicit Finite Difference Formulation

For one dimensional, one phase vertical infiltration

BSw op

= __+ ° <
3t ¢u o [krwkow(a + oug)].
w Z z

Darcy's law is written as

ch
7t pwg).
w pA

k _k
oW rw
u = ——— (
W H

. . ' 3.
Volumetric flow rate for a basic area of 1 c¢m~ is then,

k ap
_ _OW rw c
W Gt eve)-
W b
Using an approach similar to Phuc [43] flow into, qi, and out of ,

qo, a finite-difference interval will be defined as

j i
k koo i - Fe
qi =W g, 3 5 —=+ pwg], and
Y R
( ) . Pe. . 7 P,
qo = —LTw 3 tl —¥ pwgl.
H 1 Az

At = ghz (9 - )
Rearranging, the explicit finite-difference form for

infiltration is

A . )
Iy ot (gi - qo).

j+1
Swy i " bz

= Sw

New relative premeabilities and capillary pressures will be

calculated from the new saturation.

5 1ym

The explicit scheme is stable for <
' ' (az)
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Heat Transfer

Finite Difference Formulation

Conduction

1u2.

One dimensional, transient heat conduction without sources or

sinks is defined by

3 3T L _ 3T
% 0T 71T o
9%
where
" T = temperature, °C

t = time, sec,

x = spatial coordinate, cm

a = k/pCp: thermal diffusivity, cmz/sec_

k = thermal conductivity, cal/cm-sec-°C,

. 3
p = density, g/cm
Cp = specific heat (at constant pressure), cal/g-°C.
. . 3T .
The finite-difference form of pvs is
Jtl . ]
[ S N
At At
2
and of 37 is
2
ox
2 T J - T T. - T

1 S NP S Nt S SR C3

(Ax)2 Ax Ax Ax
where

(D-15)

(0-186)

(D-17)

Ax,At: spatial and time increments in finite-difference model

"i, j @ refer to space and time intervals respectively .

Similar to Trupp (53), reorganization into explicit form yields a form

suitable for a non-homogeneous, non-isotropic system
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j+1
. = I, .Y, o+ F, . T, o . -
Tl Pl—l,l Tl—l Fl,l Tl * F1+1,1 Ti+l (p-18)
where
Km 0 At
-— 3
Fm,n T Co
.M
Km nA
K k)
m,n (Ax)m,n
A(Ax)
Com,m - pC
P

(Ax) = size of interval m
m,m

(Ax)m - distance between nodes m and n

i}

A = cross sectional area

km n = lumped thermal condustivity between nodes m and n ,
b

The explicit form is convergent for

Com m

3

t < — (D-19)
Km,n

Cco
m,m

m+l

Y K

m,n
n=m-1 ?

n=m-1

for the smallest in the finite-difference model.

Excess degree method

The method of "excess degrees" used successfully by Trupp (53)
is used here to model the phase change effects in the snow water system.
A mode which has liquid water present is held at 0°C until sufficient
heat has been transferred out of the interval to account for the latent
heat of freezing. This technique is particﬁlarly simple to incorporate’
with the afore—mentioned‘finite differenée scheme. During the freezing
précess, the vélues of Tij+l, for the node in consideration, are accum-

ulated until their sum equals the excess degrees required for freezing,

ED.




18k,

L_s ¢V
f
ED, = —%——  (°C) (D-20)
= Pav

where

=
i

latent heat of freezing 79.7, cal/g

£

Sw = water saturation, dimensionless

¢ = porosity, dimensionless

V = volume of grid interval, cm3

CPav = average heat capacity of grid interval, qal/g-OC.
Until EDf degrees have been.accumulated, the Tij for the node

undergoing freezing is kept constant at 0°C. After the node is totally
frozen, the procedure continues allowing the temperature to vary as

determined by the finite difference approximation.

'




145,

APPENDIX E

INFILTRATION SIMULATION




Table E-1

'Summary of Infiltration Simulation

Simulation Snow Permeability Water Application Exponent for Upper
Porosity  (em2x10°) (cm3/cm?) Time Relative Boundary
(sec) Permeability Condition
CAl 0.45 | | 3.0 2 1 3.0 Saturated .
CA 2 .45 3.0 2 1 » 3.0 Satufated
CB 1l 0.49 3.0 1 1l 3.0 ‘Ponded
CB 2 0.48 3.0 1 1 3.0 Saturated
CB 3 0.56 8.6 . 1 1 3.0 _ Ponded
CB 4 0.56 - 8.6 1 1 3.0 Saturated
CP 1 0.56 8.6 1 1 3.0 Ponded
CP 2 0.50 | 3.3 1 1 3.0 Ponded
CP 3 0.45 1.5 1 1 3.0 Ponded
CP 4 0.49 3.0 2 2 3.0 Saturated
CP 5 0.56 8.6 2 2 3.0 Saturated
CN 1 0.49 2.8 , 1 1 4.0 Ponded
CN 2 0.49° 2.8 1 1 3.0 Ponded

“ahT

CN 3 0.49 2.8 1 1 2.5 Ponded




Table E-2

Simulation of Infiltration with Phase Change

Simulation Snow Porosity- Permeability Saturation at Infiltration
Initial Final Initial Final Freezing (:;me)
(em2x108)  (em?x106) ¢
' .
CF 1 0.49 - 2.8 - - 2,85
CF 2 0.49 0.43 2.8 1.0 0.9 4.25
CF 3 0.56 - 8,6 - - 1.1
CF 4 0.56 0.51 8,6 3.85 0.9 1.5
CF 5 _ 0.49 0.43 2.8 1.0 0.75 4,75
Cr 6 - 0.49 0.43 2.8 1.0 0.5 5.85
CrF 7 0.49 0.43 2.8 1.0 0.1 6.1

“LhT
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APPENDIX F

ICE~-CAP RE-TREEZING
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Figure F-1: Re-Freezing Temperatures: Test and Simulation




TABLE F-1

RE-FREEZING SIMULATION TESTS

Simulation Ambient and Snow Bottom B'oundary Water Penetration = Time for Re-freezing
Temperature Temperature 3 9 (cm) of Ice-cap Zone
(°c) _ (°c) (em™/cm™) (hrs)
RF 1 -18. -18. 2 4.5 6.35
RF 2 _ -18. : ~-18. 3 6.5 8.7 _
RF 3 -10. -10. 2 4.5 8.2
RF 4 ~10. -10. 3 6.5 11.95
RF 5 -18. -10. 2 4.5 6.65




