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ABSTRACT

The design principle and the data acquisition processing of a full-curve computerized deep-
level transient spectroscopy (DLTS) system are described in detail. This system is more reliable,
flexible and accurate than the conventional methods in the determination of deep level traps in
semiconductor devices. The procedures for the evaluation of the bulk traps for p-n junctions and
for the evaluation of both the bulk traps and interface states for MOS capacitors are fully dis-
cussed. For MOS capacitors, the analysis is based on the rate window concept. The method of
minimizing the error in determining the trap energy levels from the transient capacitance spectra
is given. We have used the MOS capacitors produced in our Materials and Devices Research
Laboratory as an example to demonstrate how to use our new DLTS system to determine their
trap parameters. It is found that there are two deep trap levels in the semiconductor bulk and that
the interface states are distributed in the forbidden gap.
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CHAPTER1

INTRODUCTION

Semiconductors (such as silicon, etc.) and insulators (such as SiO,, etc.), which form elec-

tronic devices, contain defects in the bulk as well as at the interfaces when two different materials
are made in contact with each other. Generally, there are two main types of defects, namely
chemical defects and physical defects. The chemical defects are due to the incorporation of for-
eign impurities into the material, while the physical defects are due to the defects of crystallo-
graphic points (e.g.vacancies, interstitial, etc.) or the defects in the structure (e.g. stacking faults,
dislocations, etc.). In general, defects act as traps which may trap either electrons or holes
depending upon the nature of the traps. Traps are also classified into shallow traps and deep traps.
The activation energy levels for the shallow traps are generally located far from the Fermi-level in
the forbidden band gap (i.e. close to the conduction or valence band edges), while those for the
deep traps are close to the Fermi-level. Since all traps tend to capture free carriers, they tend to
result in the reduction of electrical or photo-conductivities.

Defects resulting from the irregular crystalline structure or impurities inevitably introduced
into the material are mainly due to the fabrication processing. However, impurities intentionally
introduced into the material in order to create deep traps may produce desirable effects in elec-
tronic devices. For example, deep traps created by incorporating gold into silicon act as step-
stones to promote recombination of minority carriers in p-n junctions, thus shortening switching
times. Impurity photoconductivity detector is another important application of the effects of deep
impurity levels in semiconductors. Deep impurity levels are also of use as temperature sensors in
thermister-type applications.

Aside from the valuable effects of deep impurity levels, there are other aspects which are
undesirable. For example, deep impurity levels are almost inevitably present in large band gap
compound semiconductors, and they can result in undesirable trapping, oscillation, and negative
differential resistance phenomena that may lead to considerable frustration to the users of these



materials.

Deep impurities levels are generally characterized in terms of capture cross sections or cap-
ture probabilities for electrons, holes or photons. Capture cross sections are usually determined
from the lifetime measurements, and photon capture cross section from the absorption coefficients
at proper wavelengths. This indirectly gives information about the concentrations and the energy
levels of traps.

There are many methods available for the measurements of carrier lifetimes. In general, the
concentrations of impurities are measured electrically, while their energy levels are determined
optically. In both the electrical and the optical measurements it is normally assumed that the
defect level in question is the only imperfection in the material or that the presence of the other
unwanted levels can be simply ignored since the spectral lines of deep levels are generally broad.
However, such assumptions may encounter some difficulties in interpreting resuits. Furthermore,
in the presence of several levels in the forbidden gap or the level distributed in energy, their frac-
tional occupancy, depends very much on the recombination paths which may vary with illumina-
tion intensity, temperature, etc.. Indeed, the ideal situation of considering only one single
discrete deep level in the forbidden gap is most unlikely to happen, and extra effort is needed to
eliminate the muiti-level effects from the observed spectra.

However, to meet this challenging situation for characterization of deep impurity levels, a
bias-pulse technique called the deep level transient spectroscopy(DLTS) has been developed.
This method of characterization of deep traps is capable of providing relatively accurate and rapid
information concerning the capture cross section, the concentration and the energy levels of the
traps. Unlike most other techniques for the study of deep levels, DLTS emerges as a direct means
to understand the deep levels in technologically important semiconductors as well as a major
source of technical information about the deep levels. Of course, the interpretation of transient
capacitance experiments is strongly linked to the theory of the deep levels in materials.

The main purpose of the present investigation is to study the measurements of the transient
capacitance and the ways of interpreting the experimental results. To know the up-to-date devel-
opment of this DLTS technique, a brief review is given in chapter II. The design and operation of
the DLTS system, including a computerized data-acquisition system are described in chapter III.
Some experimental results to demonstrate the use of the DLTS system for the characterization of

MOS devices and discussion are given in chapter IV. Conclusions are given in chapter V.



CHAPTER 2

REVIEW OF THE PRINCIPLES AND APPLICATIONS
OF DEEP-LEVEL TRANSIENT SPECTROSCOPY(DLTS)

Semiconductors and insulators used for electronic devices all contain impurities and physical
defects due to structural irregularities. Some impurities, for example, are intentionally introduced
into semiconductors in order to form donor or acceptor centers for producing free electrons or
holes, or to create deep-level recombination centers to reduce the lifetime of minority carriers.
However, some unavoidable impurities and structural irregularities are always inevitably incorpo-

rated into semiconductors or insulators during fabrication processing.

The incorporation of impurities results in the formation of trapping states in the forbidden
gap. These states with energy levels close to the edge of either the conduction band or the valence
band are called the shallow-level impurities, while those with energy levels close to the Fermi
level are called the deep-level impurities. Charge carriers in the conduction band or in the valence
band tend to fall into the impurity levels and are trapped until they can gain enough energy to
escape from the trapping centers.

The characterization of shallow-level impurities is normally carried out by means of both the
electrical and the optical methods, which would provide information about the concentration and
the energy levels of the impurities. However, for the characterization of deep-level impurities the
methods used are generally related to the effects of the charge carriers trapped in the impurity cen-
ters, such as those methods involving capacitance-voltage (C-V) characteristics measurements,

current-time, or charge-time, or capacitance-time characteristics measurements commonly used

for this purposell-4M6-91,



In this chapter we review mainly the method of deep-level transient spectroscopy(DLTS)
which, in general, involves capacitance-time characteristics measurements.

2.1 Basic Principles of DLTS

To describe simply the behavior of deep-level traps, we consider the capacitance of a one-
sided abrupt p*n junction, of which the n-side has a doping concentration N, a deep-level elec-
tron trap concentration N7 and a deep-level hole trap concentration Py, and both the electron and
the hole traps are uniformly distributed throughout the n-side semiconductor with the trap activa-

tion energy of Er as shown in Fig. 2.1. For simplicity, only the trapping events are considered and

the generation-recombination events are ignored.

EC
Cn €n
_ —_— — — —f — —— — —_— — E[.
p ©p
(@) (b) (c () B

Fig. 2.1 Electron energy band diagram for a semiconductor with deep-level traps.

Figure 2.1 shows that a trap can capture an electron(a) and emit the trapped electron(b), this
trap is generally referred to as an acceptor-like trap; and when a trap can trap a hole(c) and emit
the trapped hole(d), this trap is generally referred to as a donor-like trap. A trap can assume only
one of the two charge states, either a filled state which is occupied by an electron, or an empty



state which is unoccupied.

Supposing that the capture and emission of electrons are dominating, then the total electron
trap concentration can be expressed as

Np=n,+N, 2.1)

where n, is the concentration of the trapped electrons (occupied states), N is the concentration of

unoccupied states. Similarly, if the capture and emission of holes are dominant, then the total

hole trap concentration is:
PT = pt+ PO 22

where p, and Py, are respectively the concentrations of trapped holes (unoccupied states) and neu-

tral traps (occupied traps).

Depletion region

e

i p;\\\\ n 1

Fig. 2.2 The p*n junction and the depletion layer.

In the following, we consider an n-type semiconductor containing only electron traps. For a

p*n abrupt junction, when a bias voltage V is applied across the junction, a depletion layer of

width W will be formed as shown in Fig. 2.2. The depletion layer capacitance per unit cross-sec-

tion area without trapped charge is given by[m]:



d_Q- d(Q(Nd)W) _ € _ qes(Nd) 23
mf{ﬁwwﬂ' - (2.3)

- S
c= w 2(Vy,,+"
2es

where Vj; is the built-in potential; V'is the bias voltage, positive for forward bias and negative for
reverse bias.

19 v=o
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N semiconductor

e
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Fig. 2.3. The schematic illustration of a majority injection pulse sequence and energy band bending . (a) bias-time;
(b) Capacitance-time; (c) and (d) the energy band bending during the pulse and after pulse.



Supposing that a forward bias pulse AV is imposed across the junction which is already in
steady quiescent condition with a reverse dc bias -V; as shown in Fig. 2.3(a), then the capacitance

prior to the application of the forward bias pulse is:

q9eN,
C, = S 2.9
0 -
,Jz[ V.. Vo,

When a pulse [AV] <|V| is applied, electrons will be injected into the n-side and they will gradu-

ally fill the traps. After a certain period of time, the capacitance will decrease due to the filling of
traps.

gc. (N 1)
C= s\d Tt 2.5)
2(V,,— Vg +AV)

When all traps are filled with electrons, n, = N. T

At the moment when AV = 0 at ¢t = O as shown in Fig. 2.3(b), the capacitance C drops to:

qe (N, ,~N7)
C(t=0) = | (2.6)
J 2(Vy; = Vo)

After AV = 0, the trapped electrons are gradually re-emitted to the conduction band as shown in
Fig. 2.3(d). This implies that n_ gradually decreases with time and finally n, = 0, then Eq.
(2.6) returns to Eq. (2.4) and C becomes Cy. The change of the capacitance C with time after

t = 0 is referred to as the capacitance transient, which can be written as:

172
_ qes[Nd-n,(t)]}
c® = { TURA @7

or expressed as:



1 = Vei= Vo = Vi~ Vo (2.8)
(cw1®> %&W-n1  KIN @]
where K2 = q&_, is a constant.
By defining S (1) = -dV/d( 1/c2), we obtain:

S(=) =5(0) = K’[n,(0) ~n,(=)] @9

Assuming n, 0) = N.I. and n, (o) =0, then from Eq. (2.9), we have

S -S(t

= 0l-e= 5010 (2.10)

T K
Thus, from Eq. (2.10), the deep-level impurity concentration can be determined by the measure-
ment of the C-V characteristics.

Since the change of capacitance with time is due to the emission of the trapped electrons

from traps, the capacitance transient reflects the emission process of trapped electrons, and thus
the emission rate depends upon the trap activation energy E.., the trap capture cross section G, ,
the temperature T and the degeneration factor g, (for simplicity, we assume g, = 1). Therefore,
the capacitance transient spectroscopy can be used for the determination of these trap parameters.

For impurities with a single level of activation energy, the capacitance of a p*n junction after

the removal of the forward bias pulse varies with time, and it can be expressed as:

= n: (0) _t
cw = Co[l'_zzvd exp( te)] @.11)

where n(0) the concentration of trapped electrons at ¢ =0, Ny is the doping concentration which

can be considered as the free electron concentration, T, is the trapped electron emission time con-



stant, which is given by:

kT

E.—-E
exp[ =]
fe = ‘Y,,O',,Tz

(2.12)

where vy, = (ﬁ/ Tl/z)(N c/ TS/ZJ , is the body factor, U is the electron thermal velocity and

N, is the election effective density of states in the conduction band. For a given semiconductor,

the body factor is a constant. If the trap concentration is uniformly distributed in the depletion

region and n, (¢t = 0) = N, then Nrcan be expressed as:

[Co-C(0)]
Np= 2w, 108 @13)

From Eq. (2.11), Eq. (2.12) and (2.13), we can determine the trap energy level Ep; the trapped

electron emission time constant T, and trap concentration Np-through a series of proper C-t mea-
surements at various temperatures.

The capacitance transient spectroscopy is a powerful method for the determination of deep
level trap parameters. Recently, the automated data acquisition techniques have been widely used
to replace the very time-consuming and tedious single-shot measurements by using a dual-gated
integrator or a double boxcar. All those techniques provide detailed information about capaci-
tance as a function of time as a spectrum. This is why it is generally referred to as deep level tran-

sient spectroscopy(DLTS){!417,



2.2 Various Techniques for DLTS

I. Boxcar DLTS

Boxcar DLTS is an automated data acquisition method for the capacitance transient measure-
ments. The basic concept of this method is the rate window. To a capacitance decay curve, a rate
window is set at time ¢ = t; and ¢ = z,. The capacitance at the two points C( t;) and C( ¢,) are

taken by a boxcar which outputs a differential signal. Thus

8C = C(r1) -C(12) (2.14)
Figure 2.4 illustrates schematically the process of this technique. With a rate window set at
At = t,~t,, 8C varies with temperature and reaches a peak 8C,, . at a certain temperature
when the emission time constant T . is in the same order of At as shown in Fig. 2.4(a). This indi-
cates that T, changes with the temperature according to Eq. (2.12). The 8Cm ax Peak shifts along

with the temperature as the rate window At changes as shown in Fig. 2.4(b)
Figure 2.5 is an Arrhenius Plot which is drawn based on the relation between rate window
and temperature at which the peak occurs with this rate window.

Experimentally, the capacitance decay waveform is corrupted with noise, and DLTS is to
extract signal from the noise in an automated manner. The boxcar DLTS technique is one of the
correlation techniques. It is a signal-processing method in which the input signal is multiplied by
a reference signal, a weighting function w(z) and the product is averaged by a linear filter. The

output is

1 Yl
5C = Tjo F(tyw (o) dt 2.15)

The input signal f(t) is in fact C(z) given by Eq. (2.11). Equation (2.15) can be rewritten as

10



o n(0)
- 0 _t L
5C = = I: [1 N exp( te)]w(t)dt (2.16)

CAPACITANCE TRANSIENT

-
(a)
=
g
S
» T
Rate window I At = ft,-1
() (h =t1-4
Rate window I At (Il <At (I)
Rate window IIl A¢ (1) < At (IID)

Fig.2.4 (a). The DLTS signal derived from the capacitance change at time t; and t;. At high temperatures, the time
constant is much smaller than the window, and at low temperatures the time constant is much larger than the window,
while a peak is seen when the emissicn rate falls within the window; (b). Shift of the peak of DLTS signal as the rate
window is varied(!6h[18],

11



For boxcar DLTS, the weighting function is defined as:

w() =8(-1)-d(t~-12) .17

and At is the rate window width which equals (¢, —t,) . The DLTS signal then is obtained from
Eq. (2.16) and Eq. (2.17) as

HOLE TRAPS
10%+— IN n- GaAs —
A 044eV
= \
g \
< \
et \
= \
= \
\
g \
% 10 -
=
P
m
< B 0.76eV
é 10+ -
=
[
1000/T (K™
1 | | | ") |
24 2.8 3.2 3.6 4.0 44 4.8

Fig. 2.5 Thermal emission rates vs. 1000/ T determined from the DLTS spectra. The solid lines are determined from
careful fixed temperature measurements of the capacitance transients; The dash line are extrapolations of this data.
The error bars on the DLTS data represent the uncertainty in locating the peaks in the spectra . The experiments were

carried out on an n-GaAs junction [after Miller, et al.[161],

12



8C = C(t1) ~C(1) = ‘C%n‘[v(fl[e"f’(‘%)'e"p(‘%)]

(2.18)

Differentiating Eq. (2.17) with respect to T, and setting it to zero, we obtain

. . h-n

(2.19)
e, max log( t_2 )
ty

which is the T, for the maximum output signal 8C,,,, at a certain temperature. From Eq. (2.12),

we obtain
AE, = E.-E, = kT{log‘re +log ((v,0,) + 2logT)] (2.20)
The emission rate is e, = —1;, hence
€n,max = m—g,z(—t_zél”—) (2.21)
It is also known that
e, = (O‘nﬁNc)exp [ (E;—- E’c) /kT]
or e, = AT%exp [ (AEy) /KkT] (2.22)

where A = ¥, 0, is considered as constant. Thus, from Eq. (2.22), we can also obtain

13



2
AET = 1000/:{“'% (teT ”} 2.23)

1000)
A( T
or in the form
e
A( logT—;)
AET = 1000k N 000 2.29)
T
Thus, from Eq. (2.23) or Eq. (2.24) and Arrhenius Plot, we can obtain AE.
HOLE TRAPS IN n-GaAs n = 5.0x10°cm™
A LP-256-1
DLTS 10 mm scan
Injection pulse
0.5usec/SmA
A B -6V BIAS
2 | Vol
2 '
Z
) t; /t; (msec)
&
< -+ (0.02/0.2
5
< <«—005/0.5
© 0.1/1.0
| | ] [ | | ]
100 150 200 250 300 350 400 450

Temperature (K)
Fig. 2.6. Typical experimental DLTS spectra for hole traps in n-GaAs. The two traps are labeled A and B and have

energies measured from the valence band of 0.44eV and 0.76eV, respectively [after Miller, et al.[!61],

Assuming n, (0) = N, substituting t, from Eq. (2.19) and letting ¢, /¢, to be , then put-

ting all together into Eq. (2.18), we obtain

14



-1

N,.= .
TS ¢, (D 223)

The boxcar technique usually needs 5 to 10 Arrhenius Plot points, each of which requires 5
to 10 temperature sweeps (from 5-10 AC ~ ¢ plots with different rate windows by changing ¢, ¢,).
The sampling time can be varied in three ways: (1) vary r, with ¢, fixed, ; (2) vary ¢; with £,
fixed, and (3) vary t; and #, with¢,/ ¢; fixed. Way (3) is preferred because the peaks shift with

temperature without much change in curve shape shown in Fig. 2.6 .
For a typical Y = 2 in Eq. (2.25),

-8N d8Cmax
NT = T (2.26)

The minus sign represents the fact that dC <0 for majority-carrier traps.

I1. Double-Correlation DLTS

One of the main refinements of the boxcar DLTS technique is Double-Correlation DLTS
(DDLTS or D-DLTS) method!'"], in which a double-pulse capacitance transient and a double-cor-
relation are used to obtain a higher sensitivity for the detection and analysis of deep level traps.
Figure 2.7 shows that in D-DLTS, two pulses of different heights are used to charge the space
charge region (SCR). The weighting function gives the output signal

AC = [C(t1)-C(r2)] - [C" (1) -C"(r2)]
= [C'(r) -C(1)] - [C'(r2) ~C(r2)]
= (AC(11) -AC(12)) (2:27)

In the first correlation, the capacitance transients after the two pulses are related to form

AC(t1) and AC(t) at corresponding delay times after each pulse. In the second step,

15



[AC(t;) ~AC(t2)] is used in the same way as AC for boxcar DLTS to resolve the emission

rate through a temperature scan.
§°
- -.—.—P—'—.—.--—-‘-—.—.—--
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Fig. 2.7. Schematic illustration of the pulse shape, capacitance signal and correlation weighting function as used in
DDLTS [after Lefevre et al.[!]].

The D-DLTS has the following advantages over the boxcar DLTS:
(1). All the traps in the rate-window are exposed to approximately the same electric field and thus

16



a smear-out of the time constant due the field dependence is avoided;
(2). The D-DLTS leads to the subtraction of studious signals and drift to reduce the measurement

noise.
The D-DLTS measurement though requires either a four-channel boxcar integrator or an

external modification to a two-channel boxcar integralor[m].

III. Lock-in Amplifier DLTS

Better signal / noise ratio can be achieved by using a standard lab instrument -~ lock-in ampli-

fier21-22]. The lock-in amplifier uses a square-wave weighting function shown in Fig. 2.8 with
periods set by the frequency of the lock-in amplifier. The DLTS output peak is observed when this
frequency bears the proper relationship to the emission time constant at the temperature. Figure
2.8 also shows the signals in both directions, which can be expanded by adjusting the time base

generator. The T is the pulse period. A minimum delay time T4 = 0.17, is normally sufficient

to eliminate the overload problems[23'26].

For the weighting function
[ 0 OStsTd
W(t) = 9 1 TdSIS.T/Z (2.28)
-1 T/25t<T-T,
[ O T-Ty<t<T

The output is given by[2°1~[211

_ n,(0) T, ( Td) (-T-sz) 2
8C = -GCo N T exp| -3, [l-exp 3T, ] (2.29)

where G is the lock-in amplifier and capacitance meter gain.

Differentiating Eq. (2.29) with respect to T, and setting it to zero, T can be determined

e, max

from the transcendental equation:
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Fig. 2.8. The waveform of weighting function for the lock-in amplifier and the output signals from the pulse genera-
tor, capacitance meter, time-base hold generator and track and hold [after Kimerling!1).
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Ty T-Ty4 T-2T4
(l + ) =1+ tema;exp( ZTe,max) (230)

For a typical delay time Tg = 0.17, the trap concentration is given by

N. = -8 5Cmax1\—f4

2.31)

The active energy level AE,. can be obtained from the Arrhenius Plot.

IV. Correlation DLTS

Although the DLTS described before are of correlation techniques, Miller et el.[?2] estab-
lished a lower noise/signal system based on correlation and optimum filter theory. The block dia-

gram of the system is shown in Fig. 2.9.

CORRELATION SPECTROMETER
Input signal
Integrator
Multiplier
Baseline restorer
= : . Output
a |
Sy
R,
TRIGGER FUNCTION
ouTPUT¢— GENERATOR

Fig. 2.9 The block diagram of a correlation spectrometer [after. Miller et al.[22]],
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Fig. 2.10 A representative decaying exponential signal (upper waveform) together with three weighting functions
w(t) [after Miller oﬁ.ﬁn:.

Suppose that a given signal, of unknown amplitude A, but of known shape s (¢) , in the pres-
ence of noise n (?) , is processed through a linear filter with a weighting function w () . The best

estimate E of the signal amplitude
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E = jr[As(t) +n(®)w(t)]dt (2.32)
0

can be matched only when

w() =s() (2.33)

This means that the optimum weighting function has the same shape of the noise-free signal itself,

and therefore, for the DLTS system, w (t) should be a decaying exponential function.

Figure 2.10 presents a comparison of weighting functions for boxcar, lock-in amplifier and
correlation DLTS. It is obvious that the weighting function largely affects the information collec-
tion and hence the resulting noise/signal ratio.

The optimum weighting function for correlation DLTS makes the best signal/noise ratio

among the three techniques. Later, some researchers(27-29131] have analyzed the correlation
method and confirmed that correlation DLTS has a higher signal / noise ratio than either boxcar or

lock-in DLTS3%, In other hand, they also found that since the small capacitance transient rides on
a dc background, it is not sufficient to use a simple exponential because the weighting function(?7]

and the base line restoration(28! are required.

V. CC-DLTS

The basic difference between the Constant Capacitance DLTS ( CC-DLTS ) and the others is

that the capacitance is held constant during the carrier emission measurements. In the meantime

the applied voltage is the transient response through a feedback circuit32-341, A block diagram of
an improved CC-DLTS system is shown in Fig. 2.11.
Just as the capacitance decay curve contains the trap information in the constant voltage

method, so does the time-varying voltage in the constant capacitance method. Because the SCR
width is held constant and the resulting voltage change is directly related to the change in the SCR

charge in CC-DLTS, an equation valid for arbitrary N is given
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V= [N,~n,(0) exp (~/T,)] + Vj; (2.34)

Equation (2.34) shows that the V-t relationship is exponential in time, the principle of DLTS
can then be used in CC-DLTS to geta AV ~ 1/T plotin order to find out T, and AET, Ny. The
CC-DLTS has advantages in G-R center depth profiling and interface charge measurements!>3]
due to its high energy resolution and its ability to solve spatial distributed charge densities. CC-
DLTS can also be refined by combining with D-DLTSP7). However, the most successful
improvement of this technique is the new designed fast responding feedback circuit®3], which

enables the CC-DLTS system to reach a stable value in 0.2ms after a switching event so as to be
practical in the deep-level measurements. For the DLTS analysis on MOS, the CC-DLTS even

provides a slightly simpler formulation for the interface-state density calculationsB®7].

. ‘
| CLOCK
AP
Cq
, v, Vs | DLTS
diff CIRCUIT DATA
1 MHz FEEDBACK
CAPACITANCE CIRCUIT ACQUISITION
METER
Vb Vf SYSTEM
| test ) BIAS
Cs
SAMPLE HP 85
T-2000
TEMPERATURE

Fig. 2.11. The block diagram of an improved CC-DLTS system [after Shiau, et al.[351].
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2.3. Computerized DLTS

L. Full Curve Acquisition Computer System

As the fast and cheap digital apparatus and computer became available in the late 70’s, Wag-

ner et el.3®! initiated computer application to DLTS. Figure 2.12 shows a simple block diagram

of a computer DLTS system.
COMPUTER
TIMER
""""" A/D T DA T
)
TEMPERATURE CRYOSTAT | SAMPLE CAPACITANCE
CONTROLLER ; METER

Fig. 2.12 The block diagram of a simple computer-controlled DLTS system [after Jack, etc.0M

The entire C-t curve is obtained at each of different temperatures by digitizing and storing the
capacitance waveform (represented by a reasonably large number of digital data points), and only
one scan of sampling temperatures are needed for DLTS measurements, which dramatically

reduces the experiment time('%1 ( In conventional DLTS, such a scan of temperatures can just pro-
duce one of the 5-10 points in the Arrhenius Plot ).

II. Full Curve Analysis Method

Standard equipment and computer software have simplified the experimental process(0l. A
digital filter can be employed to smooth the data waveform stored in the disk so as to improve the

signal/noise ratio*!). Figure 2.13 indicates the function of the digital filter.
The computerized full-curve digital data acquisition technique has made various ways for full
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curve analysis. The easy way to use the full-curve data which are collected at a certain tempera-
ture is to simply choose different data points as C(¢1) and C(#2) to get AC. Repeating this
process with varying the rate window a number of times without further experiments can lead to
one point in the Arrhenius plot, the analysis procedure is the same as that in boxcar DLTSP#391.
The method though needs a wide rate window, i.e. large (#1 —#2) for accuracy, which limits the

usage efficiency of datal33]. This method also needs improvement in the noise/signal ratio.

1 _ 4

(a)

TRANSMISSION
r

C(y)-C(1)

Temperature (K)

Fig. 2.13 (a). Filter characteristics used in the digital filter routine of the analysis program, the period is given in
degree; (b) Illustration of the effect of the filter procedure applied on noisy DLTS spectra [after Holzlein, et al.l4h),
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In order to deal with non-exponential or multi-exponential decays and improve the signal/noise
ratio, a number of analysis methods have been developed.

1. Fast Fourier Transforms ( FFT )

The Fourier transform has the properties that make it useful for the analysis of exponential

transients. The basic principles of this method is discussed as followingl42431,

The FFT method proved to fit single exponential accurately through many fits for both synthe-
sized and experimental data. One very important feature of this method is that it is very fast (A
typical fit to a 256-point transient requires about 2.5 sec. of microcomputer time in the early 80’s).
However, FFT is not stable when applied to non-exponential or multi-exponential cases (see

Table 2.1). Lately, this problem was somehow improvedt*4! by decomposing a capacitance tran-

sient of a two-exponential waveform with two Fourier transforms.

2. The Method of Moments

The method of moments was transplanted to the DLTS data analysis from biochemical stud-
ies*?! which had the similar problems in that they dealt with sums of exponential in levels of
noise comparable to those common in DLTS. This method was further improved(*3).

The Observed response function F () is assumed to be the convolution of an idealized,

delta-function response f(f) and excitation function H (t) as given by

F(r) = J‘H(u)f(t—u) du (2.35)
0

and the idealized response f(z) is assumed to be the sum of the multi-exponential with the form:

N
fo) = Y A (2.36)

i=1
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where the amplitudes A; and emission rate constants o; are the parameters to be extracted by this

method.

Define

U = mth(t) dt
0

™ &
% = t'H(t)dt (2.37)
J0
N
Gs = ZA,T';
i=1

With I[senberg and Dyson’s theory[“"m, the individual time constants can be determined

from the set of G;’s, using

1 2 ... ¥
G G2 G3 ... GN
G2 G3 G4 ...Gn+1]| =0 (2.38)

GNGN+1 GN+2 ... G2N

A comparison of the boxcar, FFT and method of moments in Table 2.1 shows that the method
of moments is superior for both simulated and experimental data. It was later enhanced by adding
a fast Fourier transform to improve the base-line offset determination and to facilitate its removal
from the data prior to application of the method while incorporating the mean displaced ratio

algorithm for noise reduction.
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Table 2.1 The activation energies in ¢V and cross sections in cm? for the discernible traps, as obtained by the three
methods: boxcar, moment and FFT [after Kirchner, etc..[4?] I

Trap energies and cross section for different methods
METHOD Trap I Trap I Trap III Trap IV Trap V
HB/HL.1 EB2/EL2 HL10 HL3 HB4/HLA4
Refs. 0.78/0.94 0.83/0.825 0.83 0.59 0.44/0.42
5x10%/4x10™  2x10%/1x107"° 2% 10" 3Ix10®  3x10%/3x107"
Boxcar 0.55 0.74 0.71 0.25 0.39
1x10'8 Ix107" 6x10"° a/107% 1x107"¢
Moment 0.84 0.82 0.80 0.53 0.46
4x107” 2107 g8x107¢ 5x107'6 axio0
sx107"* 1x10"! 8x10°2 3x10°®

3. Temperature Dependent Pulse-width DLTS

Supposing that a p-n junction has two deep levels with activation energies AET) and AET>.
A saturation pulse will fill up traps in both levels, but a certain shorted pulse can leave the deeper
level uncharged so that the DLTS signals on the latter case only contains the trap information of
the one with less activation energy. Comparing the capacitance transients from puises with differ-
ent widths gives a way to study multi-level traps.

In practice3), the capacitance transient is also approximated by a muliti-exponential function
of time with the form

N
C(1) = Co+ 2 Ciexp (—eit) (2.39)
i=1
By applying various pulses with widths of six orders from 10 us to ls upon an A/, Ga;_,

GRINSCH-SQW laser diodes, three trap levels were successfully obtained in the measurements,
among which two levels had a very small energy difference of 0.049 eV. The experimental pro-

cess is explained in Fig. 2.14.
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Fig. 2.14 Curves A, B, C, D, E and F correspond 0.1, 1, 10, 102, 10° and 10* times capture time constant of E,, trap,

respectively. Curve B corresponds to the averaged or weighted capture time of curves A and C. As long as the
applied pulse width follows a curve between curves A and C, a decomposition of the DLTS signal for the shallower

trap can be obtained [after Wang, et al.[“sll.

Supposing that we have two trap level with emission rate e;, and e;;, which could only be

seen as one trap e; in a conventional rate-window full-width pulse DLTS. First., by filling th shal-
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lower trap e,, with a certain narrow pulse, a DLTS signal peak can be obtained in the DLTS spec-
tra, and the active energy AEna can be obtained for the shallower trap. The second step is
following with a wide enough pulse filling both traps whose DLTS peaks are mixed in an ordinary

transient. The new DLTS spectra peak is then compared with the former one appears in the first
step. For the latter DLTS spectra is a result of two traps, the substitution of the two DLTS spectra

will give the solo curve for the deeper trap, therefore, the active energy AEL,, can be evaluated

for the deeper trap.
Equation (2.39) for this case is rewritten as

t
ACC"E - Cra-exp-(ey,-1) +Cyp-exp(-€4-1) (3.40)

where ¢, and ey, can be obtained by general analysis on the Arrhenius plot shown in Fig. 2.14.
The amplitudes C;, and C;, are proportional to the concentration of each component, and the

height of the DLTS peak is also proportional to the trap concentration,

_le . _la (3.41)

From Eq. 3.38 and Eq. 3.39, C;, and C;, are easily fitted.

4. Multi-point Correlation DLTS.

For a broad response linewidth of the conventional DLTS standard peak as a function of tem-
perature severely restricts the energy resolution of deep level defect measurements, the multi-

point correlation DLTS was invented?”} and then improved™?) . Itis actually an n-th order filter-
ing correlation method. More than two points are taken in the capacitance decay curve instead of
two to get the AC curve. The multi-point correlation DLTS with n >3 allows obtaining more
narrow individual DLTS peaks, which is shown in Fig. 2.15 with simulated DLTS spectrum.
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C(tl)-C(12)

—t T

Fig. 2.15 Simulated DLTS spectrum for the energy level AE, = 0.49¢V as a function of the normalized temperature
T/T,,,. withr=2 and n as a parameter [after Dmowski, etc.[49]].

5. Parameter Evaluation DLTS

The former described methods either somehow simply follow the conventional DLTS analy-
sis method (like multi-point correlation DLTS and temperature-dependent pulse-width DLTS) or
use rate window as the basic concept for the data-acquisition ( FFT and moment method). Since
we have Eq. (2.39) as a general model for capacitance transient of more than one deep-levels,
numerical resolution based on a full-curve-data acquisition has full utilization of the data.

After some early works¥%-33] on linear predictive modeling for the analysis of DLTS measure-

ments, Nener et al.’* established a method to evaluate the activation energy AE,, capture Cross

section G, , and density of deep-level traps N, from the capacitance transient, called parameter

evaluation DLTS. Figure 2.16 shows the schematic diagram of the automated DLTS system. The
temperature scan was taken with the step of SK.

Taking advantage of the full-curve-data acquisition system (fast digital capacitance meter, fast
computer, etc.), this method simply uses one of the mature data modelling methods to evaluate the

desired parameters in Eq. (2.39) with assuming one, two or even more trap levels.
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Fig. 2.16 The block diagram of the automated digital DLTS system [after Nener, etc.[541].

The parameter evaluation with the help of an automated digital computer system has impres-
sive advantages over the methods mentioned above:
1). This technique requires only a single temperature scan;
2). It can resolve multi-exponential transients;
3). The whole system is automated and the calculations can be programmed in a computer;
4). In contrast to FFT and method of moments, this method works directly in the time domain. It
is no longer necessary to estimate and remove the baseline before analysis;
5). No weighting function is needed in the data analysis, which will benefits the signal/noise ratio.
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III. MOS DLTS

DLTS has been successfully used for the determination of bulk and interface traps for MOS

systems. The principle of DLTS for MOS systems are briefly described as follows%-60l;

MOS system has bulk traps in semiconductor substrate, charge states in semiconductor-oxide
interface and inside the oxide. They are inevitably induced to the MOS during the fabrication
processing. Consider an MOS capacitor with an n-type Si substrate (Assuming that the oxide
charge state is negligible for its small amount). As illustrated in Fig. 2.17(a), a reverse bias V,, is

applied to the MOS to keep the Si substrate in deep depletion. The traps with the active energy
E.> E° Fs arcempty. In Fig. 2.17(b), A forward pulse V, changes the substrate from a deep to

a weak depletion or accumulation, so that the injected electrons are captured by the interface and

bulk traps which are between Fermi-levels E” Fs and E Fs- After V, is removed, the newly

captured electrons are emitted from both interface and bulk traps as shown in Fig.2.17(c). MOS

capacitance transient then consists of interface trap emission as well as bulk trap emission.

1. Electron Emission From Bulk Traps

The electron emission from bulk traps in an MOS system is identical to that in a p-n junction,
except that the capacitance of an MOS includes both oxide capacitance and semiconductor deple-
tion region capacitance in series.

Supposing that the boxcar DLTS is applied, and a discrete level bulk traps are considered for

simplicity, the capacitance correlation signal AC,,,, for the bulk traps can be expressed by:

AC. _=-§ CNy(Ep 2.42
max ~ (en) escade (2.42)
where S(e,) = exp (-e,t,) —exp (-e,t,) (2.43)

and C_, is the capacitance of the oxide.
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v » 0

Va Va

(a) Steady state

(b) Capture process

Va

(c) Emission process

Fig. 2.17 Sequence of the bias voltages and resulting capacitance transients. Energy banding and electron occupancy
of interface states and bulk traps in an MOS capacitance with an n-type substrate with a quiescent bias V, (a), in the

trap-filling process with a biasV, = (V,+ Vp) (b), and in the emission process with the quiescent bias V,(c).
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( (Ep~E()

T ), the correlation signal AC reaches to its maximum value

As e, = 0,0 N exp

nn c
when e, = ln(tz/tl)/(tz-tl) .

The energy level and the capture cross-section, the concentration of bulk traps can then be cal-
culated from an Arrhenius plot of the emission rates obtained by various ¢; and 75, using the same

procedure used for the p-n junctions discussed early in this chapter.

2. Electron Emission From Interface states

Assuming that the interface trap density is D, , and the capacitance produced by gD, is

much smaller than oxide capacitance C, .. The total capacitance of the MOS

ace [

FS
S(e (E))D. (E)dE (2.44)
t-:nCoxN P Ef-‘s n it

where Egs and E‘Iz:s are the Fermi-levels for free electrons at the end of the capture process
and in the emission process, respectively. If o, is not strongly dependent on energy, the energy

Eit, max which gives the maximum § (e, (E)) can be written as:

E

it, max

= Ec-len [cnunNc- (‘2"1)/1“ (’2/’1)] (2.45)
and the energy distribution range AE i at half-maximum of S (e n (E)) is estimated as:

AE, =kTln (2,/t, +10) (2.46)
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Assuming that D, varies slowly in the energy width of 3kT around E, the D, (E)

ir, max’

term can be taken out of the integral of Eq. (2.44). Then we have

C kT
AC = N D, (E,) - In(2,/t)) (2.47)
n'd “ox

Therefore, E.

it, max’

(2.45) , Eq. (2.46) and Eq. (2.47), using the same method used for the case of bulk traps, by a

D,. . and capture cross section G, can all be calculated from Eq. (2.43), Eq.

series of temperature scans.

3. Distinction Between Interface States and Bulk Traps

Equation (2.44) indicates that the AC versus T plot of the interface states is directly related to

the energy distribution within the energy window between E?rs and Eg-s , which are the Fermi-
levels at the SiO, / Si interface for the reverse bias V, and for the bias voltage with the pulse Vo
respectively. The change of pulse voltage V,, will bring the changes of the shape and the tempera-
ture for the peak of the AC versus T plot. In contrast, a bulk trap has a certain active energy level
so that its emission rate is constant at a certain temperature regardless of the changes of the pulse
voltage. Therefore, the shape and the temperature for the peak of AC versus T plot for a bulk
trap should not change with the pulse voltage.

A AC ~T curve of the MOS capacitor—-MOS DLTS spectra may contain several peaks: one
or more than one for the bulk traps and another one for the interface traps. The one which
responds to the height of the pulse voltage with changes of the shape and the position along the
temperature is treated as interface traps, while the one which does not change in position and
shape with the pulse voltage belongs to bulk traps.

4. Effects of Minority-carrier Generation

For an MOS capacitor, the minority-carrier generation can interfere with majority carrier DLTS
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spectrum, especially at high temperatures and at high EHP (electron-hole pair) generation. The
correlation signal AC due to the minority carrier generation increases with increment of the qui-

escent bias voltage V, in the negative direction, the signal due to emission does not. And the gen-
eration usually occurs at high temperatures, so that its effects to AC,  _~ T curve (DLTS spectra)

are also at high temperatures. This provides a measure for eliminating the effects of minority-car-
rier generation to the analysis of MOS DLTS.

The MOSFET’s have an advantage over MOS-capacitors for DLTS measurements®8! in two
aspects: 1)with a three terminal MOSFET, minority-carriers are collected by the reverse biased
source/drain to avoid the effects of minority-carrier generation, in the meantime, majority-carriers
are captured by pulsing the gate for the interface trap-majority-carrier characterization in the
upper half of the band gap; 2)with the source/drain forward biased, an inversion layer forms
allowing interface traps to be filled with minority-carriers while the majority-carriers flow to the
source / drain. Therefore, the lower half of the band gap can also be explored without the minor-
ity-carrier generation.

Many DLTS applications have been developed in MOS devices by many researchers with lit-
tle change in the conventional DLTS. The CC-DLTS provides a slightly simpler formula for the
analysis!>3]. But the entire curve analysis methods have difficulties to be used in the MOS inter-
face-state density detection for the interface-state densities distribute continuously with respect to
activation energy, which makes a different mechanism in the transients, and the DLTS spectra
contain both interface state and bulk trap emissions. Lately, the multi-point correlation method
has been successfully applied for bulk trap and interface state measurements for MOS system
with improved sensitivity.

Several researchers!%!-7% have used the DLTS as the most efficient tool in investigating the per-
formances of solar cell and other semiconductor devices. Various DLTS systems are recently
commercially available as a whole package for more and more DLTS applications in electronic

industries.
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CHAPTER 3

DESIGN OF A COMPUTERIZED DLTS SYSTEM
3.1. Design Principles

To build a full-curve computerized DLTS system, two key pieces of electric apparatus,
besides a fast computer and the generally necessary measurement instruments, are required for the
system.

I. A fast capacitance meter—~Capacitance measurements involve an integration process which
takes a certain amount of time to be completed. A fast capacitance meter has a short measurement
time and responds quickly to minimize the time gap between two data.

II. A memory card--A one-by-one data transportation from the capacitance meter to the com-
puter could make a C-t curve nonsense, because its processing time is variable . A memory card
stores a number of measurement data directly and releases them in a whole package to the com-
puter later when needed. This can secure the time gap between two stored data to be known and a
true C-t curve.

A GPIB ( General Purpose Interface Bus ) card is also required for the computer to control
and to operate the whole system automatically. All electronic components and hardware of the

system are commercially available and some are chosen from our laboratory.

3.2. The Details Of The DLTS System

The block diagram of the system is shown in Fig. 3.1. The system consists of three sub-
systems:
L. The direct measurement subsystem.
(i). Air Product cryostat.: This cryostat is capable of creating a laboratory interface of various
temperatures from 15 K to 480 K. It is operated in conjunction with a temperature controller and
a thermocouple so that the temperature can be stabilized and adjusted to any pre-determined
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value. Our experiments are performed at temperatures from 50K to 315K with 5K a step.

[P e e o e ar e e e Am SR D e G S SE S AR e AR R S S m———_— a9
: Thermocouple :
l Cryostat l
: Vacuum Temperature :
I Sample Controller ,
I |
: Heat Shelter ample Holder and Heater :
| Temperature Sensor I
| 1
| HP8S01A I
J Pulse o e e = - — 4
i| Generator | N .. - |
| & :
| | SRS DS335 ) Boonton 7200
| [ Function ‘ Capacitance
| | Generator Meter
| X
I /\ | Computer Subsystem
L ------- : ————— o i - epE» amEs J. l
: E !' IEEE 480 Bus —!
Direct Measurement co ! !
Subsystem : ' /
: Lo '
: Tektronix 320 " |
Data Acquisition : I
Subsystem ___ Oscilloscope Computer
(Memory Card) : :
e Lee——-——-—-4

Fig. 3.1 The block diagram of the system.
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(ii). Boonton model 7200 capacitance meter: This meter has a fast response feature. The specifi-
cations for capacitance measurements are:
Resolution: 0.001 pF for range 0 to 2 pF;

0.01 pF for range 2 to 20pF;
0.1 pF for range 20 to 200pF;
1 pF for range 200 to 2000pF;

Accuracy: 0.25% of reading + 0.2% of full scale.

By zeroing a standard capacitance or setting the capacitance under a quiescent bias condition
C) to zero, the capacitance output will directly equal to AC so that the measurement range can be
kept as small as possible (as long as AC’s are inside the measurement range) to obtain better res-

olution and accuracy.

(iii). SRS SD335 function generator and HP8501A pulse generator: The sample is applied with
the assigned quiescent bias V_ and pulse voltage V, -V, through the test terminal marked
“High” on the capacitance meter. Here, V) is the capture voltage. The pulse amplitude and dura-

tion are pre-set and adjusted to any assigned values. The error rate is 0.1% for the range chosen.
Figure 3.2 shows the bias voltages applied to the sample. The pulse duration is from 5ms to
200ms.

A Ty - pulse duration
0

Fig. 3.2 Schematic diagram showing the magnitudes and duration of the voltages applied to the sample.
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I1. The data acquisition subsystem

Since the Boonton 7200 capacitance meter is not equipped with a memory card, the digital
data directly converted from the capacitance meter can only be transferred to the computer one-
by-one. Therefore, Tektronix 320 oscilloscope is used to take the analog signal from the capaci-
tance meter and then convert the signal to digital data. These data are then stored in a built-in
memory card with a capacity of one thousand 8-digit data. The time gap between two data can be
monitored by the oscilloscope. This provides an excellent means of avoiding the unwanted one-
by-one data transportation. The data transportation takes place only after the one thousand desired
data have been recorded in the memory card with the time gap properly adjusted between two
data.

II1. The computer subsystem

A 486 PC computer with a Turbo C++ program compiler is the system controller and raw
data terminal. A GPIB card is installed in the system as a medium for the communication among
the computer and other apparatus. A set of general functions are pre-defined in the card, which
makes the control software much easier and the operation faster. The computer automatically
controls the whole system in a time sequence. It sends commands to and receives data from the

GPIB bus and puts every set of raw data into a corresponding opened file for further numerical

analyses. Here, each of the AC ~ ¢ curves is saved for 5 times.

3.3. The Computer Programs

A system-control program has been developed in Turbo C** for the automatic system opera-
tion of the capacitance decay curve measurements for both of the MOS capacitor and the p-n
junction. The program is organized in logical blocks shown in Fig. 3.3, and the program is given
in Appendix I. The data processing program for the DLTS of the MOS capacitor is organized in
a different way from the program for the DLTS of p-n junction.



Setup capacitance meter, oscilloscope
and pulse generator

Y

Store one set of data in
— the memory card

'

Transfer the set of data to
the computer

Is the

AC~-t curve
included?

Open an assigned file and
store the set of data (5 times)

!

End

.Fig. 3.3 The logical procedure of the control program.

L. Data processing program for the MOS capacitor.

The differential capacitance inside a rate window at a temperature T is 8C |T which is
directly taken from the raw data file, i.e., SC|T = [AC(t,)) —AC(1))] lr’ while AC (1) is the

raw data. The &C ’s from a temperature scan with one of the rate windows under a certain bias

condition are stored in the same file with a certain file name to form a DLTS spectra ( §C~T
curve). A data wave-form averaging function is added to the data processing program to elimi-
nate the noise of the system. The outline of the program procedure for the data processing of
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MOS analysis is shown in Fig. 3.4 which is the logical blocks of the program. The analysis prin-
ciple is based on the boxcar DLTS. Data processing and analysis for the MOS capacitor are dis-
cussed in chapter 4.

T =Ty (55K to start)
1 Do i=1, 10 for 10 different bias conditions [

Y

®1 Do j=1, 10 for 10 rate windows

y
Set 1) =2 4,()

y

Setrate window Az(j) = £, (j) —t; ()

y

Open each of the S raw data file and compute
8C() = AC (£, (D] -AC[, ()]

If j<10

No
Save the averaged §C (j)

Yes If i<l10

No

|Let T=Ty+5K and gotothetop

Fig. 3.4. The logical block diagram of the data processing program for the MOS data analysis.

II. Data processing program for p-n junctions.

The method of the parameter evaluation can be used in our computerized DLTS to take the
advantage of the full-curve digital data. The numerical analysis program outline is developed.
Before running the numerical analysis program, the raw data is also averaged to reduce the noise

level. The general expression for a multi-level trap transient of a p-n junction after the application
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of a pulse can be expressed as:

M
C() =Co+ 2 Ciexp (—ejt) (3.1)
j=1

where C; is the capacitance under the quiescent bias condition; C; is the constant for j-th trap
level; ¢; is the emission rate of j-th trap level; M is the number of trap levels. For mathematical

simplicity, all the parameters in Eq. (3.1) are replaced by a(j), where j<m = 2M+ 1 andm is
the number of parameters.
For M=1, i.e., in the case of one deep level, Eq. (3.1) can be simplified to:

C() =a(l)+a(2) {l-exp[-a(3)t]} (3.2)

a(j) apparently bas physical meanings: a(1)=C(1=0); a(2)=Cy-C(1=0) and a(3)=e, , which is the
emission rate.

For M 22, i.e. in the case of more than one deep levels, Eq. (3.1) can be simplified as

C() =a(l)~a2)exp[-a(3)t] —...—a(m-1)exp[-a(m)t]

(3.3)
where
Co = a(l) =  capacitance under the quiescent bias condition
C(t=0) = a(l)-a(2)-a(4)-----.-a(m-1)

Assuming that each data point (C; t;) has the same standard deviation O, then the Chi-square

fitting can be used to minimize this deviation.

N .
1@ = Z(C‘"C(;("a)))z (34)
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where & is the parameter vector [a(I), a(2),...a(m)], N is the number of data points, C; is the

experimental data at ith point, and C(z, & ) is from Eq. (3.1) .
With the aid of the Levenberg-Marquart method and the standard of nonlinear least-square

routine, we can obtain:

m
Z o'wda; = Pi (35)
=1

where day is the increment of the current a;, and
cki=ay(l+2A) k=1

Okl = Oy k#l (3.6)

Ol is defined as

Ak =z (3.7)

The parameter evaluating procedure is then as follows:
i. Take M=1 and Eq. (3.2) as the model:

ii. Pick an initial guess for & and G , while a(1), a(2) are from the experimental data directly, a(3)

is roughly estimated as _d ; O is the average fluctuation of C;;
dc(n t=0 "

2
ili. Compute ¥ @) ;
iv. Pick a modest value for A in Eq. (3.6) , say A =0.001;

2
v. Solve the linear equation Eq. (3.6) for 8& and evaluate p'd (& +82) , and compute G with

> .
the new a, using



N R 2)
Y (Ci-Ca) YN (38)

2 [
g =
i=1
vi. If |x2 (& +32) _xz (?z)l <107, g0 to step viii;
vii. If xz (2+82) > x2 (2) , increase A by a factor of 10 and go back to step v;

If x2 (2 +53) <12 (2) , decrease A by a factor of 10 and go back to step v;

viii.Compute the incomplete gamma function Q(O.Sv, 0.5x2 (3) J f Q(O.Sv, O.sz (3) )<

10-3 , 20 back to step ii with an increased new G by a factor of 3/2 ;

If IQ(O.SV, 0.5x2 (&) ) - ll < 0.1, go back to step ii with a decreased G by a factor of 2/3;

ix. otherwise, for the rule of thumb, a typical value of x2 (3) for a “moderately good fit is

x2 (2) = 0.502 (39)

Therefore, if |x2 (3) -0.50‘2| < 0.112 (3) , we have a reasonable solution for the parameter

evaluation;

X. Start from step i with M=2 and Eq. 3.3 as the model, carry out the whole process from step ii
to step ix;

xi. Compare the quantities of the incomplete gamma function Q for the models of M = 1 and
M = 2, the model with a larger Q is a better model.

The block diagram of the numerical program is shown in Fig. 3.5.
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—————>p! Inputthe initial} and © withM=1 =
A= 2 Compute y°(2) ., let), =0.001 A= gl
3 v
Solve Eq. (3.5) for 62 |-
Compute xz(a +903) andthenew ©
A = 10A A =0.1A
Is
1 (2+82) -1 (@)
<1037
Yes xz(a+8a) _xz(a) No
y = 502
Computer Q@[0.5v, 0.5¢%(2)]
Is
o[0.5v,0.50% )]
<1032
Is
N
g[0.5v,0.5¢2 ()] >——°—
W
2 No Y
% @) -6*721=0.1%% () -
N
°< 0o[o5v,05%2(2)]
¢ <102?
Printout 23, Q, xz, c Yes
— Print out “Track down what causes
Do M=2 the Q to be unreasonably small”

Fig. 3.5. The block diagram of the numerical program for the evaluation of the parameters evaluation DLTS.
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CHAPTER 4

EXPERIMENTAL DATA PROCESSING AND
DISCUSSIONS

In this chapter, we describe the experimental data processing using MOS capacitor samples
and discuss the results. The MOS capacitor samples were fabricated in our Materials and Devices

Research Laboratory. The SiO, films were deposited on n-type, <100> oriented, 2-4€2 -cm sili-

con wafers as substrates at 300°C using a microwave ECR plasma system!’!]. The substrates

were cleaned by the RCA method with 17x10°Q — cm deionized water. Prior to loading, the sub-

strates were dipped in a reduced HF/H,O solution(1/100 cm’) to remove the native oxide on the

substrate surfaces. Aluminium counter electrodes of 8601; in thickness and 7x10‘2cm2 in area

were vacuum-deposited through a shadow mask to form MOS capacitors.

4.1. Steady C-V Characteristics

The Boonton 7200 capacitance meter is programmed to automatically carry out the measure-
ments of the high frequency C-V characteristics. The voltage applied to the MOS capacitor
sweeps from -8V to 8V in order to obtain both the strong forward and the reverse bias conditions
for capacitance measurements. The frequency at which the capacitance is measured is 1.0MHz.
Because the minority-carrier response time is about 0.01--1 second('%, the rise rate of the applied
voltage is set at 0.1V/sec so that the C-V characteristics can be treated as steady high frequency C-
V characteristics. Figure 4.1 shows the C-V characteristics at room temperature(T=299K).

Assuming that the interface charge capacitance is much less than the oxide capacitance C

and can be ignored, the MOS capacitance C can be expressed as:
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Fig. 4.1. The high frequency C-V characteristics of the MOS capacitor at T = 299K . Cmax = 677pF,
c in = 224 pF,and C(V=0) = 523pF.

mit

1 1 1
- = = 4.1
c=c.'c @1
where C_ is the capacitance of the depletion region of the semiconductor. When the MOS capac-
itor is strongly forward-biased, C reaches its maximum value C,qx Which, in fact, is equal to
Cox ;when the MOS capacitor is strongly reverse-biased, its capacitance becomes the minimum

value C, . . With the measured maximum and minimum values of the MOS capacitance, the

capacitance of semiconductor in the strong reverse bias condition, Cgp - can be expressed as:
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1 = Cox"c = Cmax-cmin “2)
CSR Cox'c Cmax'c

min

With the known value of Cg,, the doping concentration of the n-type semiconductor for the
MOS capacitor can be determined by[nlz

20, . C
N‘{:M 4.3)

2
qK £,A

where ¢ is the surface potential in strong inversion, which is equal to 2., in which ¢ is the

i, inv

Fermi leve! of the n-type semiconductor with respect to the intrinsic fermi level. ¢ is given by:
ZkT) Ny
= | =—|ln} — ‘ “4.4)
* ( q ( "iJ
where n; is the intrinsic concentration of the semiconductor. Practically, ¢; ;,, is slightly larger

than 2¢ F[39b]. Thus, an empirical relationship between Cgp and N, has been developed for sil-

icon at room temperamte[73]. With Csg known, the doping concentration of n-Si can be deter-

mined by the expression:

log (N,) = 30.38759 + 1.68278log (Cy,/A) —0.03177 [log(CSR/A)]2 @4.5)

where A is the area of the electrode of the MOS capacitor. Using this equation, Csg isin F and A

in cm? and Ny in cm™. For the MOS capacitor samples used for this investigation, the electrode

area A = 7><10-'2¢:m2 . The measured values of C, and Cmin are, respectively, 677pF

and 224pF. The calculated Cgp from Eq. (4.2) is 334.83pF and N, from Eq. (4.5) is

4.79%10"® cm™3 for the temperature of 299K.
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4.2. Capacitance Transient Measurements

After a quiescent bias voltage (a strong reverse bias voltage) is applied to the MOS sample
and the quiescent capacitance C, is measured, a forward bias voltage is superimposed to the qui-
escent bias voltage and applied to the sample. This forward bias pulse results in the filling of both
the interface states and the bulk traps. As soon as the removal of the pulse at ¢ = 0, the capaci-

tance C (r) will gradually decay because of the thermally-activated detrapping process. In this
section, we shall describe the data collecting and processing in our DLTS system.

Because that the memory card in the digital oscilloscope can store only 1,000 data at once,
the typical capacitance decay curves appearing on the screen of the digital scope are like the one
in Fig. 4.2 (a) if a whole decay curve contains only 1,000 data points. Figure 4.2 raises a problem
for the one-thousand-data-point data collecting technique: For a whole decay curve, the fast
responding part of the curve gives information about the traps with activation energy closer to the
conduction band edge, and the slow responding part about deep levels with activation energy
closer to the Fermi-level. The number of data points for the fast responding part of the decay

curve could be too small for the further analysis (With ¢ < te, the curve in Fig. 4.2 (b) contains

only ten data points). If the one-thousand data points are only for the fast responding part of the
curve, i.e. the curve before ¢ < L in Fig. 4.2 (b), then the slow responding part of the decay curve

will be lost.

To secure the information for all-round energy levels of bulk traps and interface states above
the mid-gap in detail and in best resolution, and to provide a way to improve the signal/noise
ratio, we rearrange the data collecting procedure as follows:

I. Apply one of the assigned bias conditions on the sample after an assigned temperature has
been stabilized:

a. Apply a quiescent bias voltage on the sample and set the capacitance meter at zero. This
allows the capacitance meter to display and to transfer the measurement data on
AC = C(1) -C(0) ;

b. Since AC is much smaller than C(0), it is possible to use a smaller test range of the

capacitance in order to have a better resolution. For example, the test range of the capacitance
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Fig. 4.2. (a).Typical full AC~t curve for T = 210K. (b). the part of the curve fromt =0to t = t3. The time gap
between two data points is 2ms for both of (a) and (b).

51



meter can be reset to 0.000pF ~2.000pF for curves in Fig. 4.2 to get the best resolution of the
capacitance meter, which is 0.001pF rather than 0.01pF for test range up to 20.00pF;
IL. Adjust the settings of the digital oscilloscope until only the part of AC ~ ¢ curve before L

would appear on the screen (refer to curve in Fig. 4.2 (b)) within the full range(1,000 data points)
and, store them in the memory card built in the oscilloscope;

III. Transfer the digital data from the memory card to a computer, open a data file to store the
data. This step is repeated four more times so that this part of AC ~ ¢ curve is recorded five times
by five separated data files. Therefore, a data point can be later averaged to reduce the signal
noise;

IV. Adjust the settings of the oscilloscope so that the part of AC ~ ¢ curve before ¢, will fully

appear on the screen, and repeat step III;
V. Adjust the settings of the oscilloscope until the curve on the screen becomes flat to store

the whole capacitance decay curve, which gives more detail information for the deeper level traps

and the effects of minority-carrier injection. Then repeat step III.

4.3. Determination of Temperatures for the Peaks in DLTS Spectra

The mechanism of interface states is different from that of buik traps, so that the method of
parameter evaluation of DLTS for p-n junctions no longer applies to the DLTS analysis for MOS
systems. Thus, we have to use the rate window method with refinement by the automated full
decay curve acquisition technique.

The conventional rate window methods as described in chapter 2 have a limited number of
assigned rate windows and differential capacitance data. With our new data collecting technique,
we can have as many data points as needed in one temperature scan so that the choices and the
number of rate windows are unlimited. This gives another advantage of this system over the con-
ventional ones.

The modified DLTS procedure based on the rate window concept is as follows:

L. Collect the full AC ~ ¢ curves in the way described in section 4.2 to ensure that all needed
data are acquired;
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II. Improve the signal/noise ratio by averaging the five AC data taken at exactly the same

time in the five AC ~ ¢ decay curves acquired at the same bias conditions and same temperature;

III. Apply a number of carefully chosen rate windows to the AC ~ ¢ curves from the temper-
ature scan to obtain 8C ~ T, i.e. capacitance transient curves. 8C is C(t,) -C (t)) fora rate
window ( >ty );

IV. For any of the 8C peaks appearing in a C ~ T curve for a specific rate window, the tem-
perature at which the 8C peak occurs and the rate window are used to plot a point in an Arrhenius
plot;

V. Properly chosen rate windows give a complete Arrhenius plot for the determination of
deep level parameters. For instance, rate window (¢}, ¢;) has T, as the temperature at which the

8C peak occurs. The peak shifts to another temperature T, when the rate window is changed to

(¢,°,t,") . Assuming that the capture cross section G, is independent of the temperature,

Eq.(2.23) for the energy level AE. of traps can be rewritten as:

In (1,/1,) In ((£,)/ (1))
o Sl M

E.-E_ = — (4.6)

kT, " kT,

where Ec is the energy level of the conduction band edge.

Equation (4.6) indicates that the resolution of AET is defined by the resolution of the reading

of T; and T,. Practically, an error on the reading of the temperature for the occurrence of C
peak is inevitable and this is caused mainly by: 1). signal noise; 2). the uncertainty of the reading
of the temperatures at which §C peaks occur; 3). the measurement errors. The third cause can be
distinguished simply by comparing the data. By averaging the AC ~ ¢ data, the signal noise can
be minimized. The final resolution for AC reaches +0.0016pF (the fluctuation of the straight

line of AC~t curve after the decay process), which is close to that of the capacitance
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meter(0.001pF). Apparently, the key for the resolution of deep level parameters is how to prop-

erly determine the temperature at which the 8C peak occurs.
Experimentally, a temperature scan can only be taken at a number of temperature points
within the scan range rather than a perfect continuous scan. When the scan is at temperatures 5K

apart in our experiments, for a particular rate window, a §C, ax Peak can occur at a certain tem-
perature point T},, as well as at two temperature points T, and T}, + SK which happen to share
the same &C, _ peak if |8C (Ty) =8C (T, + SK)l <0.0032pF. The temperature for the
5C,, ., peak can then be taken as T, for the former case or as T, +2.5K for the latter. Appar-
ently, when a solo T, represents the temperature for the oC masx PEK, the actual temperature for

the 8C, _ peak for the particular rate window could be at anywhere within the range of

T,+1.25K, and T +2.5K could represent those within the range of T, +2.5K % 1.25K. The

experimental uncertainty of the temperature for AC,  peak, oT, is then 1.25K for any of the
temperature readings for AC,  peaks.

In the meantime, the resolution of the readings of AC of the decay curve transferred to the

data files also limits the resolution of the readings of the temperature for 8C, peaks. If a rate

window (¢, 1) gives a 8C,, , peak at T, , the capacitance peak 5C, , (7,) can be expressed

ax(

as:
8C,. .. (Ty) = A, [exp(—e,(Ty)t,) ~exp(-2(e,(Ty)t))] @.7)

when t, = 2¢t,, e (Tp) = 'f—lz and 3C, (Ty) = 0.25A, where A; is approximately
constant.

Theoretically, the difference between 8C at temperature 7, and that at 7,+87", ie,

A(8C)= 8C(T£8T) - 8C’mnt (Ty) , which can be evaluated by:
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A(SC) = A, [exp(-en( Tyt arJrIJ - expL—Zen( Tyt STJtlJ]—O.ZSAl 4.8)

where en( Tyt 81") = en( To) { [2 -2—1;1] (:S-TZ) + 1} 4.9)
oll ‘o

As we have the uncertainty of capacitance readings A (8C) =0.0032pF for capacitance
measurements at all temperature points, the fluctuation of 8C can cause an error 57 on the tem-

perature reading 7, for the 8C, _ peak. The error 8T’ can be expressed as a function of

A (8C)/3C,, ax> Jo and the activation energy level of the deep level AE,.. From Egs. (4.8) and

(4.9), we can write

AE
T)( 8T _ _
[2 - -k-i,—o-:l [i—Tg] = j(A 30 /SCmax) = const 4.10)

If AE;» 2kT,,, Eq. (4.10) can be approximated to:

KT}

0
+0T' = constA-—E-; @.11)

Equation (4.11) strongly indicates that the 8C (T) ~ T curve appears with the 8C,_ _ peak
occurring in the low temperature range with 87° < 37. In other words, the resolution of the deter-
mination of the temperature for the 8C,,,, peak calculated by Eq. (4.8) should not be larger than
1.25K, which is the experimental uncertainty of the temperature readings for 8C,, . peaks. A
pre-processing procedure is developed to set the highest temperature for the occurrence of the

8C, . peak so that the resolution of the temperature reading, 37" , equals the uncertainty of tem-

m

perature reading, 8T. The procedure is as follows:
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I. Set a maximized rate window to get a 8C (T) ~ T curve with the lowest temperature T,

for the occurrence of a chosen peak;
II. Set another rate window to give a reasonably low temperature T for the peak;

IIL. Obtain AE,. from Eq. (4.4). This AE,. will be refined later;
IV. Substitute A (8C) =0.0032pF and 8T’ = 1.25K into Egs. (4.8) and (4.9) to calculate
Ty. A peak occurring at a temperature higher than T, cannot be read with a resolution larger than

1.25K due to the fluctuation of AC.

The DLTS using the Arrhenius plot to determine the activation energy of deep levels usually
deals with the error processing with presuming no errors in temperature reading and the Arrhenius
plotting. Our DLTS methods can determine the trap parameters by the Arrhenius plot following

the 8C, peak processing with known errors in the Arrhenius plotting due to the uncertainty of

the temperature readings.
A 8C,, . peak can occur at different temperatures with various rate windows. For example,
a peak can occur at 7; and T, at two corresponding rate windows, the errors on the temperature

readings are 87 , 87T, with 87 < 1.25K, 8T, < 1.25K. In general, for these temperature read-

ing errors, the corresponding error for AE,. can be calculated from Eq.(4.6) as:

d(AE d(AE.
( T)8T+( e

ar, 17 T dT,

8(AE)) = 8T,

___( T,(AEp) 24T, ] T,(AEp) 24T ]sr
I\ (T,-T)) (T,~-T) ) ' \T,(T,-T) (T,-T) ) ?

...... 4.12)

Because that the experimental uncertainty of the temperature reading is fixed, when we have
|8T1| <1.25K, |8T2| < 1.25K, 8 (AE,) hasapredictable value. Forexample, T, >T,, T,

is the lowest temperature at which 8C,  peak occurs with maximum rate window. And T} is

obtained by the pre-processing procedure as T from Eq. (4.8). This ensures that neither 7', nor
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OT, is larger than the uncertainty of temperature readings which is 1.25K. Equation (4.12) then
can be used to accurately calculate the error rates of this model on the determination of energy
level parameters with the data pre-processing procedure defining the temperature range (7,7, ).
The reason that T; should be as close as possible to the up-bound of the temperature range defined
before is that Eq. (4.12) requires the maximum ITl - T2| for the minimum & (AE;) pqy-

4.4. The Effects of Minority-Carrier(hole) Generation

Figure 4.3 shows the generation and the flow of minority-carriers(holes) by diffusion. Vari-

ous quiescent bias V,’s are assigned for DLTS measurements to distinguish the effects of hole
generations on majority carrier emission from either bulk traps or interface states. V, varies from
very strongly to mildly reverse-bias (V, = ~-3.5V,-3.0V, 2.5V, —2.0V) while the capture volt-
age V, is kept at —1.0V, so that the effects of hole generation can be clearly seen in the DLTS

spectra. With ¢, = 2ms and t, = 2t , a DLTS spectrum with several peaks is shown in Fig. 4.4.

Depletion Layer
Gate A L Quasi-Neutral Region _
E |
lectrode \ 4 ~® Substrate
I Electrode
|
|| Trap Level ——— Trap Level
[
|
|

.

- _(1r

Fig. 4.3. Schematic illustration of minority-carrier flow through MOS (n-Si) by diffusion.
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In Fig. 4.4, peak L is in the very low temperature region and is not affected by the bias condi-
tions, therefore it can be excluded from the effects of minority-carrier generation. Peak J slightly

decreases and shifts towards a lower temperature with increasing V,; from -2.5V to -2.0V (the

change is too small to be clearly seen in Fig. 4.4), while no further change is observed when V,

changes from -2.5V to -3.0V and -3.5V. Later this peak is proved to be that due to the interface
states. Peak K does not show clear change with increasing V, from -2.0V to -3.5V. Only peak
G in the high temperature region constantly increases with increasing V,, in the negative direction
without shifting in temperature. Thus, peak G can be considered to be due to the hole generation.
The effects of the hole generation on DLTS spectra is at high temperature region (over 250K) so

that it does not affect the DLTS spectra of interface states and semiconductor bulk traps, which
can be seen in Fig. 4.4 as peaks I, J and K are in the low temperature region(below 250K for the

rate window at t = 2ms, ty, = 4ms).

V

= -1.0V
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Fig. 44. DLTS spectrum of the MOS capacitor with an n-type Si substrate. Peak [, J, and K do not change much
where peak G significantly drops when Va changes from -2.5V to -2.0V.
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4.5. The Distinction Between Bulk Traps and Interface States and for
the Determination of Their Parameters

L Distinction between Bulk Traps and Interface States

As discussed in Chapter 2, the peak due to the interface states in the DLTS spectra shifts
along the temperature but that due to bulk traps do not when the capture voltage changes with a
constant quiescent bias (or the quiescent bias changes with a constant capture voltage). In Fig.
4.5, the three peaks in the DLTS spectra I, J and K are due to bulk traps and interface states,
except peak G in Fig. 4.4, which is separated for the effects of hole generation. Peak J in Fig. 4.4
starts shifting when V, changes from -2.5V to -2.0V, implying that a proper reverse bias for the

distinction between bulk traps and interface states can be set in this range.

V =-25V
0.7 _ a
- = 2ms Vb =16V
0.6 - —_—
J t, = 4ms Vb = _17V
E.\ 0.5 e
K -
. .V, =-18V
S
>
fswsd 5 ___ -V, = -19V
S
53
S e V=20V
$ V, = -2.1V
<} ———
S
g N - - ——— Vb = -2‘2V
0-0 n T 7 T mJ T -T T T -1 1
S0 100 150 200 250 300 350
Temperature (K)

Fig. 4.5. Variation of DLTS spectra of interface states (peak J shifts along the temperature) and that of bulk traps
(peak I and K do not shift) with capture voltage Vj,.

59



Setting reverse quiescent bias V,, = —2.5V and changing the capture pulse V, from —-1.6V
to —2.2V with a step of 0.1V, we obtain the DLTS spectra for the rate window at ¢, = 2ms,
t, = 4ms, which are shown in Fig. 4.5. This figure shows clearly the DLTS spectra at various

pulse voltages. The peak J shifts to higher temperature as V, increases in the reverse direction

due to interface states, while peaks I and K do not shift. The three peaks are then sorted as: I and
K are that due to bulk traps, J is that due to interface states.

I1. Determination of Bulk Trap Parameters

Figure 4.6 shows the Arrhenius plot of ln(e n’ 12) ~ 1/kT for the bulk traps with the bias
conditions V_ = -2.5V, V, = -1.0V. For peak K in Fig. 4.5, the first rate window is set at
(tl, ) = (15s, 30s) and the temperature at which peak K occurs is found at T = 160K. The

second rate window is setat (¢,,¢,) = (ls,2s) in order to get a reasonably low temperature

K I
-2 =
-4-
Rl
J 4
o -8
N—
E -l
-10 -
-12 -
’14'Ifl'rfrrrfl'1ﬁl'ﬁ
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Fig. 4.6 Arrhenius plot for the determination of energy levels of bulk traps with V,=-25Vand V, = -10V.
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for the peak to occur at T = 175K. From Eq. 4.6, AE . is estimated as 0.4068 eV. By using this

estimated AE,, in Eqs. 4.7 and 4.8 with AC, ,_ = 0.1920pF , T, = 255K for peak K. The AE,.

is estimated as 0.1277eV for peak I by choosing rate windows at (25s, 50s) and (l1s, 2s) with cor-
responding temperatures T = 57.5K, 65K, respectively, for the occurrences of the 8C max PEAKS.

With AC, = 0.1728pF, the up-bound of the temperature for peak I is calculated from Egs.
4.8 and 4.9 as T, =95K. The Arrhenius plots are therefore drawn within the temperature range
(57.5K, 95K) and (160K, 255K) for peak I and K, respectively, by properly setting rate windows.

Table 4.1. The activation energy levels, the capture cross sections, the trap densities and their possible errors for bulk
traps of the MOS capacitor .

Energy levels AE7 Trap density Ny | Capture cross section
(Er-E.) (cm) G, (cm™)
(eV)
ﬂ
Bulk trap(peak I) ~0.406610.026¢ V 230x10""! 1.08x 10714
Bulk trap(peak K) | —0.1268+0.018eV 2.06x10"" 1.02x 10713

Table 4.1 gives the energy levels, the trap densities, the capture cross sections and their pos-
sible errors in the determination of the parameters of the two bulk traps. The errors in the calcu-
lated energy levels from Eq. (4.12) are within the maximum error in temperature reading

8T, = 8T2 = 1.25K. The capture cross sections are from Eq. (2.42) for which the coefficient Y

for the n-type silicon is:

v, = (0772w /1) = Lorad(ems7'K?) @.12)
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The trap densities are calculated by Egs. (2.40), (2.41) and (2.43), which can also be

expressed as:

eC Nd

N, = 4—2% SAc (4.13)

II1. Determination of Interface State Parameters
The energy distribution and capture cross section of interface states are determined by setting
V, = 2.2V and changing V, from —1.0V — 2.0V by a step of 0.2V. For each of the bias con-

a

ditions, the activation energy of interface states and capture cross section are determined using the

Va = 22V
2 - Vb = -2.0,-1.8,-1.6,-1.4,-1.2,-1.0V (from left to right)
0 = d Q K a..-
~ 2 - N, \\ N
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s - A \\
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Fig. 4.7. Arrhenius plot for interface states under various bias conditions.
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same methods used for the determination of the bulk trap parameters. When V, > 1.0V, peak J
and peak I interfere each other so that the temperatures and the heights AC, s for the peaks can

not accurately be read. When V, = -2.1V, the AC, _ is too small to be accurately measured

for the Arrhenius plotting.
Figure 4.7 is the Arrhenius plots at various bias conditions. When V  is kept constant , the

larger the V, in the reverse direction, the higher the emission rate of electrons from deeper inter-

face states. Therefore, the various pulse conditions can give a series of Arrhenius plots for the

determination of interface state parameters at different energy levels.
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Fig. 4.8. The energy distribution of capture cross section of the interface states.

Figure 4.8 shows the energy distribution of the capture cross section indicating that the cap-

ture cross section does not change much while the activation energy of the interface states

increases from ~-0.1659¢V to ~-0.3474¢V.
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Table 4.2. The parameters of interface states.

Capture voltage activation Energy | Capture cross section Interface density
V, (V) AEp (V) o, (cm?) D, @V 'em?)
W
-10V -0.1659 £0.014 2. 774x10~% 1.85x10"
12V -0.1913 £0.015 2.569x10~"° L.31x10"
14V -02162+£0.014 1412x10~%5 5.13x10'?
16V -0.2508£0.014 1.382x10°%5 2.65x10"
-18V -0.2928 £ 0.015 1.359x10°"5 1.78x10"
20V ~0.3474 £ 0.016 3.661x10°" 1.23x10"2
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Fig. 4.9. The energy distribution of interface state density measured from the conduction band edge.



Table 4.2 gives the parameters of the interface states. The energy levels are in the range of
about -0.1659¢V ~-0.3474eV. With Eq. (2.47) and the AC,_ ax T) — T relations at the rate

window (t,,t,) = (2ms,4ms) (randomly picked) for all the six pulse heights, we can obtain
the energy distribution of interface density Dh (E;) which is shown in Fig. 4.9.

However, the D,, ~ E., distribution can be obtained by the high frequency capacitance~volt-
age method, but this method has the disadvantage that only the Dit (E,) for E; close to the mid-
gap of forbidden zone can be determined. For similar MOS samples, Chaul”l] has reported that
D, ~ 6.0x10" lcm—ze V™" at around the midgap. Our result determined by the DLTS method is
D, = 1.23x10"2cm™2ev™" at 0.3474¢V below the conduction band edge, which is comparable
to Chau’s resuit. It should be noted that Eq. (4.40) indicates that Di: (ET) tends to decrease with

increasing AE, = E_—-E,.
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CHAPTER 5
CONCLUSIONS

A DLTS system has been designed and built for the measurements of capacitance transients
with the aim of determining the trap parameters in semiconductor devices. This system is relia-
ble, fast, automated, flexible and easy in handling data acquisition. Analytical methods have also
been developed for the determination of the trap parameters for p-n junctions and MOS devices.

Our new data collecting techniques have one major advantage, that is, we can have as many
data points as needed in one temperature scan so that the choice and the number of rate windows
are unlimited for the analysis of an MOS device. The parameter evaluation through numerical
methods can be applied to the analysis of a p-n junction.

The density of interface states of an MOS system can be determined by the measurement of
the high-frequency capacitance-voltage characteristics—a conventional method. But this method
can determine only the density of the interface states close to the midgap in the forbidden zone.
Our method is far better than the conventional method, we can determine the energy distribution
of the density of interface states as well as trap densities in the semiconductor bulk by only one

temperature scan.
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Appendix

Appendix I An Example of the Control Program

#include<iostream.h>
(#include<time.h>
#include “c:\\hpib\\cfunc.h”
#include “c:\\hpib\\chpib.h
#include <stdio.h>
fidefine isc 7L
#define scope 701
fidefine srgline 1
#idefine cmeter 718
// void initialize()
void cmetersetup();
void readout();
int error;
class timer
{
double start,end;
public:

timer\(\); //construtor
~timer\(\); //destructo

b

timer::timer()

{

start=(double) clock();
/I cout<<*start= “<<start<<*\\n”";
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timer::~timer()
{
end=(double) clock();
cout<<“end="<<end<<“\\n";
cout<<“elapsed time="<<(end-start)/CLK_TCK <<A\n”;
}
main()
{
long i;
long j;
char *codes
/fvoid readout();
timer ob;
for (j=1;j<=4;j++)
{
codes="DAT:SOURCE CH2";
error=[OOUTPUTS(scope,codes, 14);
codes="DAT:ENC ASCI”;
error=IOOUTPUTS(scope,codes, 12)
if (j==1)
{
codes="BI 0 VO BO";
error=[OOUTPUTS(cmeter,codes, 10);
/finitialize () ;
//cmetersetup (;
/hrigger O;
}
/I cout<<i;
if (j==2) {
codes= “WT BI 10 VO TM”
/I if (i==2) { codes="BI 15 VO”;
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error = [OOUTPUTS(cmeter,codes, 14);}
if (==3) {
codes="TR 0 VO IM TM”;
error=[OOUTPUTS(cmeter,codes, 13);}
codes="DAT:STAR 17;
error=[OOUTPUTS(scope,codes, 10);
codes="DAT:STOP 1000”
error=[0OOUTPUTS(scope,codes, 13);
codes="CURV?”
error=IOOUTPUTS(scope,codes,5);
readout();
}
}
void readout()
{
float readings[1000]
int i;
int numvalues;
numvalues=1000;
error=lOENTERA (scope,readings,&numvalues);
printf(“\\n the readings are:\\n");
for (i=0; i<numvalues; i++)
{
printf(“%f \\n", readings[i}/256)
}
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