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ABSTRACT

The wuse of microprccessors in implementing digital filters
for power system stability control leoeops was investigated.
A real system model which exhibits two natural frequencies
of oscillation, one associated with dynamic stability, the
other with transient stability, was developed and a digital
filtering system, acting as a dynamic stability compensator,
was designed and tested. The system can serve as a basis
for continued work. Results indicate that digital filters
are well suited for acting as controllers for power systems.
As a single compensator cannot provide optimal stabilization
for all operating conditions, a form of adaptive filtering,
easily performed with a microprocessor based system, should

be implemented.
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Chapter I

INTRODUCTION

Conflicting requirements often: limit the effectiveness
of a system design. Transient and dynamic stability criteria
of synchronous machines in a power system often pose such
conflicting requirements. Modern machines employing high
speed static éxciters have an inherent reduction in their
dynamic stability margin requiring supplementary stabilizing
signals. These signals generally provide an optimized damp-
ing of power system transients to maintain dynamic stabil-
ity. If additional signals are introduced, optimized for a
transient stability condition, they may produce unacceptable

modes of operation to the system.

To solve these conflicting requirements,Bayne,Kundar,and
Watson ( 3 ) inserted logic into their stabilizing scheme. A
continuously acting stabilizer was used to enhance the
dynamic stability of the system, while an additional stabi-
lizing signal was added only when transient stability was
threatened. The above mentioned paper served as a stimulus

for this thesis.

This investigation concerns a system which exhibits two

natural frequencies of oscillation, one associated with
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dynamic stability, the other with transient stability. As
done by Bayne et al., logic could be added to introduce the
required stabilizing signals. However, a power system is a
dynamic network so any particular solution to a stability
problem will probably have only a limited range of applica-
tion unless some means of updating the solution to changing
operating variables is found. As additional machines are
added to the system and interconnections between other sys-
tems increase in number, the transfer functions of the
required stabilizers change. 1In a hard - wired system, this
would require the replacement of part if not all of the sta-
bilizing system and also require the tuning of the new sys-
tem. Here, we implement all stabilizers and logic functions
with a microprocessor system. As all stabilizer functions
and the 1logic to choose them are performed in software,

changes are relatively simple.

To give a better understanding of the stability problems
involved, this chapter gives a brief overview of transient
and dynamic stability. The Heffron - Phillips machine
model, a linearized small perturbation model of a single
synchronous machine connected to an infinite bus through an
external impedance, is introduced. This model assists in
showing how excitation control <can affect synchronous
machine stability. Due to many excellent publications on
the subject, (6,10), only the most important aspects are

covered.
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Chapter II describes the conditions for the occurrence of
two natural frequencies of oscillation. Ontario Hydro's
solution to the problem is explained as 1is our proposed
solution. The two -frequency power system model that was
developed 1is described. Chapter III gives an introduction
to digital filtering and discusses the advantages, disadvan-
tages, and problems associated with digital filters. Chap-
ter IV discusses the realization of the continuous-acting
digital filter and the discontinuous system as required by
the two frequency power system model. The test results are

shown in Chapter IV.

1.1 SYNCHRONOUS STABILITY

Power system denerators connected through a transmission
network must run in synchronism. The ability of a system to
return to normal or synchronous operation after having been
subjected to some form of disturbance is called stability.
Synchronous stability can be divided into two areas, dynamic
stability and transient stability, dynamic stability being
concerned with small disturbances to the system such as con-
tinual load changes and transient stability being concerned

with major disturbances such as caused by faults.

The understanding of synchronous stability is simplified
by considering a single synchronous machine connected to an
infinite bus through an external reactance as shown in Fig-

ure 1.1 .



Figure l1.1: Synchronous Machine - Infinite Bus One Line
Model

This circuit provides insight when studying the stability
performance of one machine in a system. The external
reactance and infinite bus represent the system as seen from
the terminals of the machine in guestion. The stability
model of this generator is governed by three equations which
are presented here without development as this may be found

in most texts on power systems.

dow _ m e
dt - 2H .o (1.1)
) ) E1 Eb sin &
o = T — oo (1.2)
e
dé —
a - W -1 e (1.3)



where H = inertia constant 5

o = per unit speed = speed / rated speed
wy = N W,

N - = number of pole pairs

w, = rated speed

Pm = mechanical power

Pe = electrical power

E1 = machine terminal voltage

Eb = infinite bus voltage

§ = angle between the quadrature axis

and the infinite bus

<
I

equivalent system reactance

Equation (1.2) is plotted in Figure 1.2 . The system is
in equilibrium when Pe = Pm , thus a given %1 will result in
two equilibrium points 61 and 52 . However, for Pm > Pe ’
the system will respond by accelerating thus increasing g .
For %3 > Pm r the system will decelerate thus decreasing g .
From these characteristics it 1is obvious that for small
disturbances only 51 is a stable equilibrium point. The
power level %MX r called the steady state stability limit,

represents the stable limit of power transfer between the

generator and infinite bus.

Transient stability analysis is mainly concerned with the
effects of transmission line faults on generator
synchronism. When a fault occurs the power output of the

synchronous dgenerator 1is greatly reduced. However, the
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Figure 1.2: Power - Angle Diagram

input power E; is relatively constant. The rotor gains
speed in order to store the excess energy and hence the
rotor angle § increases. If the rotor is unable to return
to the system the energy gained during this acceleration

period, the generator will lose synchronism.

Mathematically,this can be looked at through (1.1)-(1.3).
By differentiating (1.3) and using the result in (1l.l1) and

(1.2) we get the system swing equation:

2 w
d<§ 0
dtZ i (pm - pe) e (1.4



Multiplying both sides by 2(d8§ / dt) gives

2 w
d§ . d7¢ _ dd o
2 55 -——dz) = 237 (P - P . (1.3)
t
or
d .48 2 _ % ds
T la) = & @ -P) coe (1.6)

Integrating both sides gives

p
( %%—)2 = T I (P, - P)dd cee (L1.7)

If a generator 1is to remain synchronized, the rotor will

swing until its angular acceleration reaches zero.

p
. J (P - P)ds = 0 ce. (1.8)

Thus the criterion for the machine to remain stable is that

the area between the P-§ curve and the line representing the
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input power must equal zero. This is called the equal area
criterion. The power angle diagram for the system shown in
Figure 1.3 clarifies these equations. The power éngle
curves are shown in Figure 1.4. The system is a generator
connected to an infinite bus through two transmission lines
in parallel. A fault occurs on one line and is cleared by
opening breakers at both ends of the line. The integral in

(1.8) may be separated into two parts.

S §
p c 6p
J (Pm - Pe)dd = [ (Pm— Pl sin §)d§ + (Pm - P2 sin §)dé = 0
s s max s max
o o) c
(1.9)
dc 6p
. (Pm - Pl sin §)dé = J (P2 sin § - Pm)d6 .. (110
max o max
60 6c
N Line 1 \/
AN 2N
Line 2 E
% < :

Fault

Figure 1.3: Fault on One Line of Two Lines in Parallel
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Figure 1.4: Equal Area Criterion

The left hand side of (1.10) is area Al in Figure 1.4 and

the right hand side is area AZ' If area Al is larger than

area A2 then the rotor is unable to return its excess energy

to the system and hence the machine goes unstable.
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High 1initial response excitation with high ceiling
voltage as provided by static exciters 1is an effective
method of improving transient stability. However, the use
of high gain static exciters results in decreased system
damping and may even cause small signal dynamic instability.
This 1is shown in the next section through the analysis of

the Heffron - Phillips machine model.

1.2 HEFFRON - PHILLIPS MODEL

The linearized small perturbation model of a single
machine connected to an infinite bus through an external
reactance is shown in Figure 1.5 . This model applies to a
2—-axis machine representation with the field circuit in the
direct axis but without armortisseur effects. As this model
is well known, it will not be developed here. The inter-
ested reader may refer to either (6) or (10). The parame-
ters Ki to K6, called the Heffron - Phillips constants, are
functions of machine and system impedances and operating
points. The equations for these parameters are shown in
Appendix A as given in ( 6 ). Due to their dependancy on the
operating point, Ki - K6 can vary considerably. Thus the
dynamic behavior of a machine can vary greatly over its
range of operating conditions. It should also be noted that
as this model is based upon small perturbations around a set

operating point, sections of the model can be isolated by

assuming a variable to be constant.
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Figure 1.5:

Heffron - Phillips Model
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Our primary interest when studying the stability of a
system is in the torque - angle relationship. If the forces
acting on a system restore the rotor angle of a machine
following a small displacement of this angle, the system is
considered dynamically stable. Figure 1.6 shows the torque
- angle relationship for the c;;dition of constant flux
linkages in the d-axis. The characteristic equation of this

system is

S + = 0 e, (1.1D)

The response of the system to a change in mechanical torque

would be a damped oscillation with a frequency of y 1 -z
n

where W is the natural frequency of c¢scillation of the

system and ¢ is the damping ratio.

377K,
w = o Lo (1.12)
r = D co. (1.13)
2/377K M

Damping in large systems is often almost negligible and so

the frequency of oscillation approaches CIE Note from
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AT
S
/_
AN 1 by <] 377 AS
Ms s
/ -
AT,

Figure 1.6: Linearized Torque - Angle Relationship

(1.12) that wnz is proportional to K] and inversely
proportional to M. As a result of this, small,light inertia
machines will have a higher frequency of oscillation than
larger machines. For normal ranges of inertia, impedances,

and loading values the oscillation frequency can vary from

0.1 Hz. to 4 Hz.

From Figure 1.6 it is seen that braking torques in phase

with both machine rotor speed and machine rotor angle are
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developed. These torques are called damping torques
( ATd==DAw ) and synchronizing torques ( ATS==K1A6 )
respectively. Lack of synchronizing or damping torque or

the condition of a negative damping torque can cause a

machine to go unstable.

The field circuit of a generator contributes to the
braking torques. Figure 1.7 shows the torque - speed -
angle loop including the effect of field losses for the case
of constant field voltage. The effect on the braking torque

is described by

AT K2 K3 K4
- = - I ...(1'14)
A‘G 1+ STy, v

In the steady state, AT =—K2K§%A6 and 1is a Dpure

synchronizing torque, opposed in sign to the synchronizing
torque ATS==K1A6 that was previously discussed. Stability
can only be maintained for Kl"K2K§Q;> o . For high
oscillation frequencies ( w>> 1/ sz,) the torgque component
is phase shifted by +90 degrees and 1is almost totally
damping torque. At these frequencies, though, the magnitude
of the torque is small and the effect on damping 1is

negligible.
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1 Aw 377 AS

Ms s

BEg 4

Figure 1.7: Torque - Angle Loop with Direct Axis Field
Effects

Finally, the effect of the voltage regulator on the
damping and synchronizing torques must be examined. Only
high speed static type exciters are considered as these tend
to improve transient stability as previously mentioned. An

exciter of this type has a typical transfer function of

Ge(s) T e—— co. (1.15)
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where Ké is the exciter gain and 23 the time constant
( typically 0.03 to 0.05 sec.). Two torque - angle paths

are apparent. These are shown in Figqure 1.8 .

AS AT
N 4
/]
K + N Kq
—_
1+ sT 1 + s’I‘d '
A+ € z
K6 <

Figure 1.8: Torque-Angle Effects as a Result of the
Excitation System

The torque - angle relationship through the Kg branch is

AT KZ KS K4 (1 + STe) (1.16)
AS T T 11 e .
1+ sTdZ,)(l + sTe) + K6K3Ke
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Since Te << 1, this can be shown as

AT L F2%5% - fo (1.17)
AS 7 (1 +s T, ,)+ KKK ST T )
dz! 6 3"e KK (1 + do!
6 e( K_K )
6 e
( recalling that Tyyw = %3044 ). With the exciter loop

included, the net steady state synchronizing torque due to
the K, branch 1is now Kl-K2K4//K6Ke as opposed to
Kl—-K2K3K4 for the case of no voltage regulator. This
improvement in stability is due to K, being high. The
effective field time constant is reduced to Tdo'/ RKe -
The oscillation frequency must be very high to produce a
phase lag of 90°. Therefore, the damping torque through the

Ké‘branch due to the exciter is negligible.

Referring to Figure 1.8, the torque-angle relationship

through the K5 branch gives the following expression:

AT 2 > e : .. (1.18).

1 e 2
K—-KK +S(K—3+Tdo,) + s (TerO‘)

Substituting jw for s in (1.18) and applying approximations
for the usual range of constants gives expressions for the

synchronizing and damping torque due to the K branch.
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ATS . K, KS/K6
S - 5 - (1.19)
1+ wz( Tao )
K6Ke
: Taor ¢ KoKg |
ATd N K6Ke K6
- 5 . cee (1.20)
2 do!' 2
L+ ()
K K
6 e

The Kg parameter is important to these two equations. If K5
is positive, which is the case for low to medium loading and
external impedance, the synchronizing torque is‘ decreased
but the damping torque is increased. For negative KS’ which
is the case for moderate and high loading and external
impedance, instability can occur due to the negative damping

destroying the small natural damping of the system.

Thus a trade—off exists. High speed static exciters are
effective in increasing transient stability. However, in
doing so, they cause decreased dampiﬁg of the
generators,possibly causing dynamic 1instability . An
effective method of counteracting this effect 1is to
introduce a stabilizing signal, optimized to give maximuﬁ
system damping. This stabilizing signal 1is generally

derived from rotor speed, power, or terminal frequency.



Chapter I1

POWER SYSTEM OSCILLATIONS

2.1  CONDITIONS FOR TWO NATURAL FREQUENCIES OF OSCILLATION

As discussed previously, the natural frequency of a

synchronous machine connected to an infinite bus 1is

£ - l_ 377K1 -
n 2m M <e0(2.1)

Typical values for K, of 0.6 p.u. and for M of 5 - 10 p.u.
give an oscillation frequency f,=1 Hz. This oscillation
can be considered a product of local generation against the

rest of the system.

For two areas of generation connected as shown in Figure
2.1 , tie - 1line oscillations may occur. Here, the base
power, the tie line power,equals 1 p.u. Area A could have
power generation of 20 p.u. K, remains typically about 0.6
p.u., but since inertia is directly proportional to power, M
in (2.1) is now typically 100 - 200 p.u. giving an oscilla-
tion frequency f =~1/5 Hz. This low frequency oscillation
is that of Area A against its neighbouring area through the

tie-line. An impact to the system could cause substantial

- 19 -
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oscillation on denerators close to the tie - 1line. A

typical example is shown in Figure 2.2.

base power =
tie -~ line power = 1 p.u.

Figure 2.1: Two areas of generation connected by a tie -
line /

2.2 ONTARIO HYDRO'S STABILIZING SCHEME

Synchronizing torque is needed to counteract the low fre-
quency oscillation shown in Figure 2.2. A stabilizer using
a signal in phase with §, easily obtained by integrating
speed or frequency, could be added to the excitation system
to provide the synchronizing torque. Due to the low fre-
quency, the reset time of the stabilizer would have to be
long for the signal to be effective. This contradicts the
requirement on excitation systems that sustained frequency

changes should not alter the terminal voltage.
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] Hz. oscillation due to local generation
against the rest of the system

1/5 Hz. oscillation due to Area A
against neighbouring area

+
4
T

1 2 3 4 5 ( sec )

Figure 2.2: Typical Rotor Angle - Time plot following
impact to system

Ontario Hydro's solution to this problem was to use a
discrete stabilizer that adds its signal to the excitation
system only when transient stability is threatened. The
stabilizer for the dynamic stability control remains in con-
tinuous operation. By removing the need to compromise
between the conflicting demands for transient and dynamic

stability , each stabilizer can be optimized separately.

The logic to connect the discontinuous stabilizer to the

system is controlled by three factors.
1. Terminal voltage drops by a specified amount.

2. The exciter is in positive saturation .
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3. Generator speed increases by a specified amount.

The reasoning behind these criteria is as follows. A fault
causes a drop 1in the terminal voltage , the magnitude of
which indicates the severity of the fault and hence whether
a potentially dangerous condition to transient stability
exists. The exciter goes into saturation and the generator
speeds up as a consequence of the electrical load decreas-
ing. By making speed change above a preset level one of the
criteria , the stabilizer will not be connected for a tempo-
rary voltage drop such as occurs when a large load is sud-
denly applied. Once the stabilizer has been connected , it
is removed by either the exciter coming out of saturation or
the generator speed dropping below the preset level. A
rise in the terminal voltage will not cause the stabilizer
to become disconnected. This is because the stabilizer acts
to keep the field voltage and hence the terminal voltage
high , minimizing the effect of the fault. When the logic
acts to disconnect the stabilizer from the exciter the sta-
bilizer output continues in an exponential decay preventing
sudden jolts to the system. The stabilizing system is shown

in Figure 2.3.

Ontario Hydro's modified stabilizers have proven to be
effective in improving transient stablity in the type of
systems where a low frequency inter - area oscillation is

dominant over the machine versus system local oscillation.
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TERMINAL VOLTAGE OUTPUT FOR
PRESET TIME
SEAL IN SIGNAL
Figure 2.3: Ontario Hydro's Stabilizing System
In one study they were able to increase the critical

clearing time from 3.75 to 7.05 cycles.

after 3.6 cycles,

For a fault cleared

the peak rotor angle was decreased from

115 ° to 61 °.
2.3 MICROPROCESSOR BASED STABILIZER
This 1investigation was intended to improve on Ontario

Hydro's solution by implementing both the continuously act-
ing stabilizer needed for dynamic stability and the discrete

stabilizer needed for transient stability using a micropro-

cessor. Any changes in stabilizer functions, necessitated by



24
a system change, could be achieved through a software change
rather than a hardware change. The project was divided into
four major sections, the first three which were successfully
achieved , the last still requiring extensive work. The

divisions were:

1. Implementation of a system with two natural fre-

gquencies of oscillation .

2. Implementation of an interface between the system

and a microprocessor.

3. Implementation of a digital filter for the case of

one natural frequency of oscillation.

4. Implementation of digital filters for the case of

two natural frequencies of oscillation.

2.4 SYSTEM EXHIBITING TWO NATURAL FREQUENCIES OF
OSCILLATION

A real system model was needed to investigate the use of
microprocessors as stabilizers. The scheme chosen is shown
in Figure 2.4. Machine 1 1is BICEPS ( Basic Instrumented
Controllable Electric Power System ) and is the machine that
is to be stabilized. BICEPS is a 120 watt base power system
which exhibits characteristics similar to those of a real
power system , including a natural frequency of oscillation

of =~ 1H=z. Full documentation on BICEPS is availilable 1in
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(17). Machine 2 , representing the large system shown in

Figure 2.1, is a large laboratory synchronous machine driven

by a D.C. motor.

M2
M Large
1 Lab
Machine ,NLJ
BICEPS
— Sl,wl 52,(02
X12
20085
%10 %50

Infinite Bus

Figure 2.4: Basic System exhibiting two natural frequencies

For a realistic simulation , Machine 2 had to be made to
oscillate at = 1/5 Hz. Attempts to achieve this by
adjusting its operating point (hence changing Kl) and by
adding large flywheels to increase the machine inertia
proved unsuccessful. The solution came through the control

of the D.C. motor driving the synchronous machine. The
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motor 1is operated as a shunt wound machine. A 1/5 Hz
decaying exponential signal is fed into the series field
causing the machine set to oscillate at the required
frequency. The 1/5 Hz signal is initiated simultaneously
with a change in the transmission line length between BICEPS
and the infinite bus causing both the 1Hz and 1/5 Hz.

oscillations to occur. The circuit is shown in Figure 2.5.

82 kQ R,
+5 v
TO D.C.
68 kQ 82 kQ POWER  AMP MOTOR
AN ’\ \ - | SERIES
FIEL
r&<///FJV\A' 741 D

+
100 uF =<
ik 44
Figure 2.5: 1/5 Hz. oscillation circuit
2.5 MICROPROCESSOR = SYSTEM INTERFACE

The microprocessor system had to be interfaced to BICEPS

since this was the machine to be controlled. The interfac-
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ing was facilitated by BICEP's transducers and the opera-
tional amplifier input of the regulator being at voltage
levels compatible to A/D and D/A converters. A block dia-
gram of the interface is shown in Figure 2.6. More detailed
representations are given in Appendix B. Frequency , termi-
nal voltage , and an on/off signal indicating whether or not
the exciter is in saturation are sufficient for implementing

the dynamic and transient stability filters.
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Chapter III

DIGITAL FILTERS

Digital filters have certain inherent properties that
make them more suitable than analog filters for certain

applications. These properties are:

1. Accuracy can be precisely controlled through a

filter's word length.

2., Components do not drift.

3. Component matching is unnecessary as the perfor-

mance of identical devices is non - varying.

4. Adaptive filtering is relatively simple.

5. Reliability is high.

These properties make digital filters ideal for low fre-
quency applications where analog components usually become
large and for high precision applications where analog £fil-
ters must be individually tuned to match a performance

standard.

A digital filter is a digital signal processor that con-
verts a sequence of numbers (input) to another sequence of

numbers (output). As the signals to be filtered are gener-
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ally continuous, they must be sampled at discrete times and
quantized to obtain the finite length sequence of numbers
that serve as input to the digital filter. The rate and
method of sampling the input signal affect the amount of
error that 1is incurred when the input signal is analog
reconstructed from the digital data samples. A sampled data
processing system is shown in Figure 3.1 . The various ele-
ments of this system are described in the following sec-

tions.

3.1 SAMPLED DATA SYSTEMS

%
A sampled signal, denoted as x (t) , 1s generated by

sampling a continuous signal x(t) with a train of impulse
functions as shown in Figure 3.2. The impulse train 1is

defined as:

§(t - n T) eeo{(3.1)

e~ 8

§p(t) =

where T is the interval between samples.

The sampled signal is thus

*
x () = =x(t) GT(t) .+.(3.2)
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ANALOG ANTIT S &H RECON. ANALOG
— B ALTASING &= > uP ~& D/ A B >
INPUT FILTER A/ D FILTER OUTPUT
ANTT ALIASING FILTER : Bandlimits input signal to reduce
distortion due to sampling.
S &H : Holds data sample for sufficient time to process.
A/ D: Analog to digital conversion generates a digital
word from the sampled analog signal.
P Performs the digital filtering.
D/ A : Converts the digital word back to an

analog signal.

RECONSTRUCTION FILTER : Smooths the quantized signal from the D / A.

Figure 3.1: Elements of a Sampled Data Processing System

or for t>0

x) = 7 £(aT 8t -nT ee(3.3)
n=0

as (t-nT) = 0 outside the sample moments.
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IMPULSE
MODULATOR

T

ST(t)

——— x"(¢)

x(t) — &

x(t)

x(nT)

Figure 3.2: Generation of a Sampled Signal
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If (3.1) is expanded as a Fourier series,

L jnw T
s(e) = T C e ° e (3.4)
n = —-OOn
where
1 T -jnw t
c,6 = T'é 8.(t) e dt eee(3.5)
Since the area of an impulse function is unity
1
Cn = T ees(3.6)
and
o jnw t
. 1 s
= = eee (3.7
§o(t) = z e (3.7)
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Substituting into the sampled signal equation, (3.2), we get

jnw t

x(t) = x(t) e S ... (3.8)

H|—
e~ 8

Taking the Laplace transform and applying the shifting

theorem gives

*
X (s) =

=l
3 8

X(s - jnws) «00(3.9)

-0

or

X(w) = = X[ 3w = )] ...(3.10)

e~3 8

—C0

n

From (3.9) and (3.10) it is evident that as a result of
sampling, the frequency spectrum of x(t) is repeated at

intervals of Nnw . This is shown in Figure 3.3.
S

An important outcome of this is the need to sample at a
frequency greater than twice the highest frequency component
of x(t). If this is not done the frequency spectra will
overlap one another and the original signal cannot be
completely recovered. The spectral overlap is referred to

as aliasing noise and is shown in Figure 3.4 .
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Figure 3.3: Frequency spectra of continuous and sampled

signals
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Figure 3.4: Aliasing of frequency spectra
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Generally, two measures are taken to prevent aliasing: an
anti-aliasing (lowpass) filter 1is iﬁcluded in the system
before the Sample and Hold / Analog -to- Digital converter
(S&H - A/D) combination as shown in Fiqure 3.1; the input
signal 1is sampled at a rate of 5 - 10 times the highest

frequency component.

Because of the infinite number of frequency spectra of a
sampled data signal, there is an infinite number of poles
and zZeros in the s - plane representation, making
analysis of a system in the s - plane quite difficult. This
is shown for a simple transfer function in Figure 3.5. The
Z-transform is used to simplify the analysis and design of
discrete systems much in the same way as Laplace and Fourier
transforms are used to simplify continuous systems. The

transformation is defined as

8

X(z) 2 z[x@ D] & 7 xa m " cea(3.11)

n=-—x

where Z is the complex variable

sT -(=0 = juw)T
z = e = e

0. (3.12)

or

T
2l = & [ = e.(3.13)
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L S O O.-.--— ws S_plane

s + aQ

82 + 2w s + W 2
n n

Figure 3.5: Multiple Pole - Zero Pattern for a Sampled
System

From (3.13) it is seen that the imaginary axis in the s -
plane maps into the unit circle in the z - plane and that
the left hand plane in the s- plane maps into the interior
of the unit circle in the z - plane. Thus all stability

criteria of continuous systems with respect to left hand
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plane poles apply to digital systems with respect to poles

inside the unit circle.

The most important effect of the Z - transformation,
however, is that the infinite number of poles and zeros of a
sampled data system (Figure 3.5) are now superimposed in the

z — plane to a single set of poles and zeros.

3.2 DIGITAL FILTER CONFIGURATIONS

Digital filters can be characterized by either a differ-
ence equation or by a transfer function. The transfer
function is the Z-transform, H(z), of the impulse response
to the 1linear time - invariant system. In generél the

transfer function has the form

H(z) = 9 1 o m = Y(z2) e (3.14)

From (3.14) it is evident that three types of devices are
needed to construct digital filters: adders, multipliers,
and delay units or shift registers (the term z~1 corresponds
to a time delay of one sampling period since z7l = 78T,
These devices may be implemented through either an algorithm
(software) or digital hardware. 1In this investigation only
the software implementation was considered. The computa-

tional algorithm for (3.14) is more clearly seen by writing
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the difference equation that realizes H(z) directly

3

n

a; X (m-1) _32183 v (m-3) ...(3.15)

y (m) =
i

It~

0

where x(m) is the input sequence
y(m) is the output sequence
¢ and 8 are the filter coefficients

This direct form is shown in Figure 3.6.

+
ag Qg ) 13

x(m) 1] -1 -1
+

z ‘:Z b 0 0 © mnfEDw

Figure 3.6: Direct Form

Digital filters may be divided 1into two <classes,
recursive and nonrecursive filters. Nonrecursive filters:
produce an output that is a function only of present and

previous inputs, hence the Bj terms of (3.15) and Figure 3.6
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would all be zero. As these types of filters have a finite
impulse response they are called finite impulse response
(FIR) filters. Recursive filters produce an output that is
a function of present and previous inputs and previous
outputs. The feedback in these filters causes an infinite
impulse response, hence the name infinite impulse response
(IIR) filters. IIR filters are more efficient than FIR
filters in terms of implementing high order filters and thus

are the only type considered here.

Direct form realizations become numerically inaccurate
for high order difference equations. Designs are generally
implemented using first and second order subfilters either
in a cascaded or parallel form. The second order section of
Figure 3.7 can be used to realize any desired filter and is
the type used here since it has been shown (12) to be one of
the forms least susceptible to instability due to filter

coefficient (a,B8) roundoff.

3.3 FILTER DESIGN

Once the filter specifications have been set, the problem
is to determine the filter coefficients ,a's and B8's, that
will satisfy them. The most common approach to this problem

is to determine a suitable analog filter transfer function,
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x{(m)

Figure 3.7: Recursive Second - Order Section

H(s), and to then digitize the analog filter. The standard
Z-transform can be used for certain types of filters ( low -
pass and most band - pass ) but is inadequate for high pass
and bandstop filters. For these non - bandlimited filters
it is impossible to prevent aliasing noise using the stan-
dard Z-transform, hence an alternative method such as the

bilinear Z-transform must be used.

The mapping between the s - plane and z - plane by the

bilinear z-transform is described by
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and is bandlimiting in nature since it maps the frequency
range 0 to « in the continuous case to 0 to T/T in the sam-
pled case. The frequency mapping of the bilinear Z2 - trans-
form is not linear and so the original cutoff frequency of
the analog design must be prewarped before applying the

transformation.

w = -,i—,tan(—-z— ) 119(3'17)

where

€
Il

desired digital cutoff frequency

€
il

prewarped analog cutoff frequency

The standard Z - transform and the bilinear Z - transform
are not the only transformations used, but are among the
most common. Using the appropriate transformation, it 1is
possible to completely design a filter as an analog filter
and then transform it to a digital filter. Alternatively,
it is possible to design a lowpass prototype, transform it
to a digital prototype and then use appropriate transforma-
tions to the type of digital filter desired. Transformation

tables for both methods are listed in Chen (4 ).
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3.4 SOURCES OF ERROR AND INSTABILITY

There are three basic sources of error when finite length

digital hardware is used to implement a digital filter:
1. Signal quantization in A/D converters.
2. Quantization of filter coefficients (a's,g's).
3. Arithmetic errors due to roundoff or overflow.

Quantization in the A/D converter is not a serious problem
but the errors due to (2) and (3) may cause instability or

limit cycle oscillations.

3.4.1 Quantization of Filter Coefficients

The standard Z-transform and the bilinear Z-transform
both theoretically yield stable digital filters if the
transformation is performed on a stable analog model. How-
ever,this 1is only necessarily true if the filter coeffi-
cients can be represented to a high degree of precision.
For finite, fixed-point, processor word 1lengths, small
changes in the ?j coefficients could cause a pole to move
outside the unit circle causing the filter to become unsta-

ble.

The exact pole locations are given by the characteristic

equation

N p
1 + Z B Z—J = 0 1:1(3-18)
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If one or more of the filter coefficients changes to a new

value Bj + ABi due to quantization, the characteristic equa-

tion becomes

i ver (3.19)

—
+
™=
w0
N
f
L.
+
>
w0
N
If
o

Referring to (3.13) it is seen that for high sampling fre-
quencies , all the poles are located near the unit circle
boundary at z = 1. Therefore, a value of ABi which could

cause a pole to move outside the unit circle is given by

v e e (3.20)

&

I
-
+

o~ =z
™

A comparison of the ABi term with the largest Bj coefficient

( ABi/Qj ) will give the resolution needed (hence the

required word length) to avoid instability.

B.
Jnax < o (w-1) e (3.21)

ABi

where w is the word length necessary.
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3.4.2 Limit Cycles

Fixed data word lengths cause a problem'with multiplica-
tion. An M-bit word multiplied by an N-bit word produces an
(M+N)-bit product. This product must be shortened by either
rounding or truncation. A consequence of rounding the data
is that small scale limit cycles may occur when there is a

zero or constant input.

Arithmetic operations with fixed data word lengths may
also produce an output value outside the allowed range of
values, ie. overflow (or underflow) occurs. Because of the
two's complement addition used by most processors, the over-
flow results in a "wraparound" characteristic, ie. a sudden
jump from the largest to the smallest value possible. When
overflow occurs it is possible for large scale limit cycles
to occur regardless of input. Ebert et al. (8) have shown
that 1f the two's complement adder is modified so that it

saturates when overflow occurs, no limit cycles will occur.




Chapter IV

DYNAMIC STABILITY FILTER: REALIZATION AND TESTING

Stage three of this project was the implementation of a
digital stabilizer for the condition of one natural fre-
quency of oscillation, ie. for the machine versus the system
case. The stabilizer had to meet specific criteria of both
the power system and of digital filters. The power system

criteria were:

1. The stabilizer signal should be in phase with Aw

to give optimum damping.

2. The stabilizer should be a lead-lag function opti-

mized to provide damping at approximately 1 Hz.

3. A washout term should be included so that sus-
tained frequency changes don't alter the terminal

voltage.

The above criteria can be met using a bandpass filter.
However, it must be realized that to implement an optimum
compensator, the system transfer function must be known
exactly. As this was not the case, a trial and error
approach had to be used for part of the design. An analog

computer model of BICEPS as given in (17) was set up and

- 46 -
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various second order bandpass filters of the form

Bs

G (s) = G (4.1)
C 2 ® 00
s + Bs + Wy

were tried to give an indication of the best bandwidth and

centre frequency. The best damping was achieved with:

B = 10 Hz
W, = 41 rad/sec
G = 80

From these values and the power system criteria for the
digital compensator, the following design specifications

were derived:
1. Three db. down points of 0.5 Hz. and 10 Hz.

2. Attenuation for frequencies smaller than 0.05 Hz.

and greater than 50 Hz. should be at least 20 db.

3. Sampling frequency was chosen to be approximately
10 times the highest frequency component which in
this case was the 60 Hz. ripple of the frequency
transducer. A clock signal of 580 Hz. was availa-

ble and so used as the sampling frequency.
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4.1 DESIGN PROCEDURE

The bilinear transformation was chosen as it is more
suitable for bandpass filters than the standard Z-transfor-

mation. The design sequence was as follows:

H(s) normalized analog lowpass Butterworth filter
frequency
warping

\J

H'(s) denormalized prewarped analog lowpass filter
bilinear
transformation

v

H(z) digital lowpass prototype
Chen
P:256

v

H(z) digital bandpass filter

As indicated in Section 3.3, a different order of procedure
could have been chosen with the resulting filter having the
same characteristics though not necessarily the same coeffi-

cients.

Figure 8.5 in Chen (4) shows the stop-band attenuation of
Butterworth filters of varying degrees. From this chart it
was determined that a second order Butterworth lowpass
prototype was needed to achieve the required digital filter
characteristics. After frequency warping the analog lowpass

prototype and performing the bilinear transformation, the
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resulting digital lowpass prototype was

2.4664298 x 1070 (z + 1) (z + 1)

H(z) = eeo (442)

2
z - 1,922410939 z + 0.864553317

This lowpass prototype met the required gain characteristics
but one of its poles was outside the unit circle and hence
unstable. This unstable pole would be carried through the
lowpass to bandpass transformation causing an unstable real-
ization. This was alleviated by replacing the problem pole
with its reciprocal pole. The validity in doing this 1is

shown by considering a digital filter

N(z)
H(z) = cel (4:3)
D(z) (z - reJe )

where re:Ie is the pole outside the unit circle (hence

ié

r >1). Replacing re' by its reciprocal pole gives

N(z) N(z)

H'(z) = ) = ves (408)
D) (z-rted®)y D@ (rz-eif)

where r'lé}6 is the reciprocal pole of reje. Thus all poles
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of H'(z) are within the unit circle. If| H'(z) |= | H(z) |
for all w then H'(z) has the same gain characteristics as
H(z) and is also stable. Expanding the denominator of H(z)

and H'(z) and eliminating the common D(z) gives

z - rel? | = |eyﬂj—rée[
= } cos wWT - jsin wWT - rcos O - jrsin © |
= {(cos WT - rcos 6)? + (sin wT - rsin 6)2}1/2 RO
rz - 3% | = | £ed¥T - Q30
| eijejG(re—je _ e-ij)! _ ! e—ij a re—je I
= {(cos wT - rcos 8)*> + (sin wT - rsin 9)2}1/2 ... (4.6)

Thus using reciprocal poles does not change a filter's gain
characteristics. Using the reciprocal pole, the lowpass

digital prototype becomes

2.466298 x 105 (z+1) (z+1)

H(z) = L@

2%~ 1,547539 z + 0,5955600

Transforming the lowpass prototype to a bandpass filter
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yields

0.0101716 (22 -1) (vz2 -1)
H(z) = 2 !Ov(4v8)
(z - 1.829441 z + 0,8299787) (22 - 1.,717056 z + 0,7175607)

The poles of this filter are

0.9147207 * 0.0820684

0.8585282 * 0.1396780

and are inside the unit circle and thus stable.

4.2 MICROPROCESSOR REALIZATION

Rearranging (4.8) gives the second order section filter

coefficients
o, = 0.0101716
%9 = 1.0 Oy = 1.0
% = 0.0 Oy; = 0.0
01y = -1.0 Ony = -1.0
Bll = ~1.829441 821 = -1.717056
812 = 0.,8299787 822 = 0.7175607

These coefficients, with the exception of %. , are the mul~-
tipliers shown in Figure 3.7. % is a gain constant that
allows the ao's of all second - order sections to be equal

to 1.0. To be realistically implemented in a microproces-
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sor, the processor would need a word length greater than the
eight bits of the M6800 (the microprocessor used in this
design) or else multiple precision arithmetic would have to
be performed. Multiple precision arithmetic, however, would
severely decrease the realizable filter bandwidth due to the
increased computing time, and was ;gnsequently eliminated as

a solution.

The multiplications can be realized to the resolution of
one bit through an alternating sequence of shift and add
operations on partial sums. A standardized routine could
have been developed for all multiplications but this would
not have been as efficient as a separate routine for each
multiplication in terms of execution time. Since speed was
more important than overall memory size, it was deéided to
write a separate routine for each multiplication. To sim-
plify the multiplications and hence further decrease the
execution time, computer analyses were performed to find the
frequency response when the B8 coefficients were rounded to
values requiring fewer shifts and adds. Suitable results

were obtained for the following values:

|
I
’-—J
)
00}
~J
(93]
|
|
‘._-I
o
~J
w

81 = 8,1

612 B22

The ¢ values were left unchanged as they were already

integer values.
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The digital filter program that was developed (Appendix

C) was made as general as possible with each second - order
section placed in a subroutine. A previously set parameter
tells the program how many second - order sections exist. A
sampling clock issues an interrupt to the system and causes
an analog value to be read andwﬁdigitized. This signal
serves as the input to the first second - order section.
The output of each section serves as the input to the next.
The final second - order section output goes through a D/A
converter and a smoothing filter to become the analog output

of the stabilizer.

The suppression of overflow oscillations 1is desirable
since they are a large scale disturbance. As discussed pre-
viously, this can be achieved through the use of saturation
arithmetic. This was  implemented in the digital filter
design by making the summer at the end of each second -
order section a saturation device. Though this did reduce
the accuracy of the filter, it was necessary. Tests made on
filters without saturating summers showed that they tended
to have large scale limit cycles except for the case of very

low level input signals.

4.3 TESTING
The digital filter was first tested apart from the power
system to ensure its proper operation. The testing was per-

formed using a wave generator as an input signal. The fil-




54
ter performed as desired and exhibited the multiple
passbands around integer values of the sampling frequency as
shown previously in Figure 3.3. One interesting fact to
note is that even though the signal being inputted to the

filter at the various passbands is from Nwg = W, to nw_ +

P p

(where n is an integer, mp is the passband bandwidth, and W
is the sampling frequency), the actual output signal will be
a lower frequency signal varying from mp at the nws - wp and
w o+ wp frequencies to a D.C. value at w - This is more
clearly shown in Figure 4.1. However, this is merely aca-
demic as a properly constructed digital signal processor
will have an anti - aliasing filter prior to the A/D con-

verter preventing the appearance of these higher frequencies

at the filter's input.
The in-system testing was comprised of two basic tests:

l. An IN - OUT - 1IN test of the stabilizer to
determine its effectiveness in 1increasing the

stability limits of the generator.
2. A transmission line switching operation.

The tests were repeated using a second order analog filter

to use as a comparison.

The following oscillograms show the signal from the power
transducer of BICEPS. Figure 4.2 shows the ability of a

stabilizer to increase the dynamic stability limit of a gen-
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a) signal frequency is close to sampling frequency

,——*"""—””””~‘—‘~“‘~\“-~ o

b) apparent signal frequency

w
out

s S P

c¢) frequency output in one passband

Figure 4.1: Frequency Output of a Digital Filter
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erator. With the stabilizer in, the system is stable; with
it out, the power oscillations increase and the generator
would 1lose synchronism if the stabilizer was not put back
in. There 1is a difference in the amplitude of the power
oscillations between the system when using the analog filter
and the system when using the digital filter. This could be
due to a phase difference between the two filters. Figure
4.3 shows a transmission line switching operation, with the
equivalent reactance being switched from 1.5 p.u. to 0.5
p.u. and then back to 1.5 p.u. This is equivalent to
suddenly reducing the length of a line and is really a tran-
sient stability problem, whereas the stabilizer is designed
to act as a dynamic stabilizer. However, it is useful for
showing that the stabilizer is not effective for all operat-
ing conditions. It would probably be worthwhile to investi-
gate modifying the filter (through software) to implement

gain changes for different operating conditions.

In comparing the digital and analog results, it is seen
that there 1is 1little difference 1in their effectiveness.
However, the digital filter is more easily modified, if
desired, to include gain compensation for different operat-

ing conditions.
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.a) digital filter

0

b) analog filter

Figure 4.3:

Transmission Line Switching
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Chapter V
CONCLUSIONS AND RECOMMENDATIONS

The purpose of this project was to investigate the use of
digital filters, implemented through the use of micro-
processors, in power system stability control loops. It was
desired to wuse a microprocessor to control and implement
multiple stabilizer functions for a system in which two
natural frequencies of oscillation occur. Though the
project was not completed to the stage originally planned, a
solid basis has been developed for continued work. A real
system model was developed that exhibits characteristics
similar to those of a real power system. An interface
between the system model and a microprocessor was imple-
mented. Digital filter structures were studied and methods
suitable for use with microprocessors were noted. A digital
filter for the case of one natural frequency of oscillation
was designed and successfully implemented into the system.

The digital stabilizer was compared to an analog stabilizer.

The following conclusions and recommendations became
evident during the course of this study. The recommen-
dations are included in hope that they will assist in future

work.



60

A software digital filter worked satisfactorily
for the continuously acting part of the power
system stabilizer. The implementation of an
Ontario Hydro type two mode controller is feasible
using an M6800 microprocessor and is worth pursu-

ing further.

As a single compensator cannot provide optimal
dynamic stabilization for all operating conditions
encountered on a system, better stabllization
might be achieved by varying the gain for differ-
ent operating conditions. Variable gain is easily
implemented with a microprocessor and future
projects should consider this possibility. The
Same situation exists for the transient

stabilizer(s) that will be utilized.

A large part of this project became a study of
digital filtering, a relatively new area. In the
future there will be more literature available to
assist in the design of digital filters, especial-
ly with respect to microprocessor implementation.
Better software packages should be developed to
assist 1in design, perhaps with some optimization
routines for coefficient roundoff. This would be

most beneficial for microprocessor implementation.
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Analog filters are necessary for systems dealing
with high frequencies, but as power systems have
low frequency oscillations, digital filters are
quite suitable for use as controllers. Eight bit
microprocessors such as the M5800 are sufficient
for these low frequency ranges. The precision and
stability of a digital filter can be increased by

using a wider word size (say 16 bits instead of 8

bits), but this can also be achieved using an 8
bit microprocessor. The developed filter used a
sampling frequency of 580 Hz. With an

anti-aliasing filter added to the system, the
sampling frequency could be lowered to 60-100 Hz.
This would allow more computing time and multiple
precision mathematics would +then Dbe possible,

eliminating the need for a 15 bit microprocessor.

It is difficult to simulate large power system
characteristics on laboratory sized machines. The
1/5 Hz. oscillation of the 1large 1laboratory
machine 1in the developed system is artificial in
that it is totally controlled. A real system can
give many unexpected results. For this reason a
better laboratory model, such as a motor - genera-
tor set 1ike BICEPS, should be developed to
replace the presently wused 1large laboratory

machine.
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Appendix A

HEFFRON - PHILLIPS CONSTANTS

change in electrical torque for a
change in rotor angle with constant

flux linkages in the d - axis

change in electrical torque for a
a change in d - axis flux linkages

with constant rotor angle

impedance factor

demagnitizing effect of a

change 1in rotor angle

change in terminal voltage with change

in rotor angle for constant Efld

change in terminal voltage with change

in thi for constant rotor angle



dz!

do!
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effective field time constant under load

field open circuit time constant




Appendix B

PROCESSOR - POWER SYSTEM INTERFACE

User Memory Addresses (HEX)

Heathkit

0000 - OOFF (Refer to Heathkit manual)

Additional memory

0800 - OBFF
or
0C00 -~ OFFF

PIA Addresses (HEX)

PIA A 8#*0) ~ 8#*3
PIA B 8#*3 - 8#*B
$# 0 — 7

* don't care state

Notes:
1. A/ D is located at PIA A DRA (8000)
2. D / A is located at PIA A DRB (8002)

3. System 1is designed to run off of a Heathkit ET-3400
Trainer. No additional power supplies are needed.

4. Analog input should be limited to + 4.7 volts.

5. Analog output is limited to + 4.7 volts.
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RST RESET
$2 E PORT A ke—
DO-D7 DO-D7
1kQ
+5 v AAA CB1 PORT B }—t
CB2
SAMPLING +5 v
CLOCK Eff PTIA A
Alé cs2 1K€
Al3 O ol S|
Al2 _t;EE:::::>C S0 TRQ A
AO RSO IRQ B TRQ
Al RS1 CA2 ———te
R/W R/W
lzo _Ll
All —
A3 +5 v b
IS Same as PTIA A
—1 RESET
—E
— D0O-D7
—| cB1
— CB2
VMA ' AL | pra B
Cs2
Al5
All ) cs1
A3 ] Cso
A2 —{Rrs0
—1{RS1
R/W
N b

l

Figure B2: Microprocessor - PIA Interface
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Sampling CA2 X
Clock — CAl ‘_:::::>o————{::>o——~—D Q Start
Conversion

PIA

|
|
!

Clk
A/D
E IRQA B TRQ of uP Clk  EOC
92
02 ] N s N s (PR e I
I I
{ |
. 1 {
Sampling
Clock | ! :
! |
I | l
—] je—  lus
—_ ]
TRQA 1 | ; :
! l |
— ket— 2 us |
51
CA2 ! l"‘:‘““-"——16 :clock cycles min.*® ;}
i
[ !
Fr I
40 | clock cycles Y ——
noc ] » 7
| I
I I
|
i
|
|

X ]
I

Start

Conversion ] I

. % Minimum time for CA2 remaining high is 16 machine cycles (clock
cycles for 6800). This comes from the 12 cycles for IRQ and 4
cycles for LDAA (DRA), ie. the PIA data register A must be read
in order to change CA2 from high to low state. This should be
done immediately once the interrupt routine has been accessed.

Figure B4: PIA - A / D Interface Timing



Appendix C

FILTER SOFTWARE

MOTOROLA M68SAM CROSS-ASSEMBLER

M68SAM IS THE PROPERTY OF MOTOROLA SPD. INC.
COPYRIGHT 1974 TO 1976 BY MOTOROLA INC

MOTOROLA M6800 CROSS ASSEMBLER, RELEASE 1.3

0000

0000
0002
0003

0004
0005

0002
0001
0001

0001
0001

W F % N ¥ B N N o o % N N N o K ¥ *

LOC1
LOC2
LOC2A

LOCX
LOCB

NAM FILTER
ORG 0000H

THIS ROUTINE REPEATS FOR EACH OF THE N
SECOND ORDER SECTIONS. IT ROTATES THE
PSEUDO STACK FOR EACH SECTION, DROPPING
OFF THE OLD VALUE AND SAVES THE NEW
VALUE (A). A,B,C ARE USED TO CALCULATE
THE OUTPUT OF EACH SECTION WHICH THEN
SERVES AS THE INPUT TO THE NEXT SECTION.
IN THE CASE OF THE FINAL SECOND ORDER
SECTION, THE OUTPUT IS THE OUTPUT

OF THE FILTER. THE ALPHA AND BETA
COEFFICIENTS OF EACH SECTION HAVE BEEN
PREVIOUSLY CALCULATED. EACH SECTION HAS
ITS OWN STACK IMMEDIATELY FOLLOWED BY
ROUTINE TO CALCULATE THE SECTION OUTPUT.
THE FIRST STACK AND ROUTINE STARTS AT
0800H. INPUT IS THROUGH A 5357 A/D AND
THE OUTPUT IS THROUGH A 1408 D/A. THE
MICROPROCESSOR USED IS AN M6800.

RMB 02
RMB 01
RMB 01
RMB 01
RMB 01



0800
0800
0801
0802
0AOQO
0AO0O
0AO01
0A02

0010
0010
0011
0012
0013
0014
0016

0018
001B

001D
0020
0023
0026
0029

0024
002cC

002E
0031
0040

0040
0043
0045

00
00
00

00
00
00

01
01
01
OF
86
97

CE
DF

CE
FF
CE
FF
OE

96
88

B7
20

B6
9F
cé

7E
F7

0040
F8

0027
8004
FFO4
8006

04
7F

8006
F7

8006
00
01

*

CONT

*

ORG 0800H

FCB 00H,00H, 00H

ORG 0AO0O0H

FCB 00H,00H, 00H

ORG 0010H
NOP

NOP

NOP

SEI

LDA A #S7E
STA A $F7

LDX #50040
STX $0F8

PIA INITIALIZATIO

LDX #$0027
STX $8004
LDX #$0FFO04
STX $8006
CLI

OUTPUT Y(T) OF FI

LDA A LOCX
EOR A #$7F

STA A $8006
BRA CONT
ORG 0040H

INTERRUPT ROUTINE
LDA A $8006

STS LoC1
LDA B #5501

INTERRUPT VECTOR
LOCATION

N

LTER

2°S COMP.- OFFSET
BINARY

CA2 GOES LOW

NUMBER OF 2ND ORDER
SECTIONS
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0047 D7 05 STA B LOCB
0049 8E 0800 LDS  #$0800
004C 30 LOOP  TSX
004D 09 DEX SET X SAME AS S.P.
004E 32 PUL A ROTATES B TO C
004F 34 DES DROPPING OFF OLD C
0050 36 PSH A AND ROTATES A TO B
0051 31 INS S.P. IS AT ORIGINAL
0052 31 INS POSITION AT TOP OF
0053 32 PUL A SECOND ORDER
0054 34 DES STACK WHEN
0055 36 PSH A FINISHED
0056 GE 03 JMP  03,X CALC A AND Y
0058 7A 0005 RTN DEC  LOCB
0058 27 OC BEQ  RTI
005D 9F 02 STS  LOC2
005F 96 02 LDA A LOC2
0061 8B 02 ADD A #5%02
0063 97 02 STA A LOC2
0065 9E 02 LDS  LOC2
0067 20 E3 BRA  LOOP
0069 9E 00 RTI LDS  LoCl
0068 3B RTI
0A03 ORG  O0AO3H
* SECOND 2ND ORDER FILTER SECTION
* PROGRAM INCLUDES OVERFLOW MINIMIZATION
0A03 96 04 LDA A LOCX INPUT FROM FIRST
SECTION
0A05 01 NOP
0A06 47 ASR A
0A07 2C 03 BGE  LOCOK
0A09 7E O0AA4 JMP  LOCF
0AOC E6 00 LOCOK LDA B 00,X REGISTER C
0AOE 2C IE BGE  LOCG
0A10 E6 01 LDA B 01,X REGISTER B
0A12 2D 3C BLT LOCH
0Al4 1B ABA
0A15 28 03 BVC  LOCPK
0A17 7E 0A9C JMP  LOCXX

0A1A 57 LOCPK ASR B



0A1B
0AlC
OA1lE
OALF
0A20
0A22
0A24
0A25
0A26
0A28
0A29
0A2A
0Aa2cC

0A2E
O0A2F
0A30
0A31
0A32
0A34
0A36
0A37
0A39
0A3A
0A3B
0A3D
OA3E
0A3F
0A41

0A43
0A44
0A46
0A47T
0A48
OA4A
0A4B
0A4C
OA4E

0AS50
0A51
0A53
0A54
0A55
0A56
0A57

1B
29
57
1B
29
E6
57
10
29
57
10
29
20

57
10
57
10
E6
2E
1B
29
57
1B
29
57
1B
29
20

1B
29
57
1B
29
57
1B
29
20

1B
2D
57
1B
57
1B
E6

7E

7A
00

74

70
47

01

0D

67

63

5F
32

56

52

4E
25

10

00

LOCG

LOCJ

LOCH

ABA
BVS
ASR
ABA
BVS
LDA
ASR
SBA
BVS
ASR
SBA
BVS
BRA

ASR
SBA
ASR
SBA
LDA
BGT
ABA
BVS
ASR
ABA
BVS
ASR
ABA
BVS
BRA

ABA
BVS
ASR
ABA
BVS
ASR
ABA
BVS
BRA

ABA
BLT
ASR
ABA
ASR
ABA
LDA

o8]

LOCXX

LOCXX
00,X

LOCXX

LOCXX
LoCA

01,X
LOCJ
LOCY

LOCY

LOCY
LOCA

LOCXX

LOCXX

LOCXX
LOCA

LOCK

00,X

74

REGISTER C

REG B

REG C



0A59
0AS5SA
OA5B
0A5D
0AS5E
0AS5SF
0A61

0A63
0A65
0A66
0A67
0A68
0A69
0A6B
0A6C
0A6D
OA6F
0A70
0A71
0A73

0A75
0A77
0A79
0A7B
0A7D
CA7E
0A80
0A81
0A83

0A86
0A87
0A89
0A8B
0A8D
OA8F
0A90
0A92
0A94
0A96
0A98
0A9A
0A9C
OA9E
0AAQ
0AA2
0AAL
0AAG
0AAS8

57
10
29
57
10
29
20

E6
57
10
57
10
Eb
57
1B
29
57
1B
29
20

A7
2¢C
E6
2F
10
29
47
97
7E

10
20
E6
2F
20
10
29
20
86
20
86
20
86
20
86
20
E6
2E
57

3F

3B
12

00

01

31

2D
00

02
10
00
09

14

04
0058

F7
0o
02
F7

06
EC
80
E8
7F
E4
7F
D5
80
D1
00
22

LOCK

LOCA

END

LOCQ

LOCP

LOCR

LOCS
LOCT
LOCXX
LOCY

LOCF

ASR
SBA
BVS
ASR
SBA
BVS
BRA

LDA
ASR
SBA
ASR
SBA
LDA
ASR
ABA
BVS
ASR
‘ABA
BVS
BRA

STA
BGE
LDA
BLE
SBA
BVS
ASR
STA
JMP

SBA
BRA
LDA
BLE
BRA
SBA
BVS
BRA
LDA
BRA
LDA
BRA
LDA
BRA
LDA
BRA
LDA
BGT
ASR

=]

LOCXX

LOCXX
LOCA

00,X

01,X

LOCY

LOCY
LOCA

02,X
LOCP
00,X
L0OCQ

LOCS

LOCX
RTN

END
00,X
LOCR
LOCQ

LOCT
END

#$80
END

#$7F
END

#S7F
LOCA
#$80
LOCA
00,X
LOCL
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REG C

REG B

NEW A REGISTER VALUE

OUTPUT REGISTER




0AA9
0AAA
OAAB
0AAC
OAAE
0ABO

0OAB1
0AB3
0AB4
0ABS
0AB7
0OABS
0AB9
0OABB

OABD
OABE
0ACO
0AC1
0AC2
OAC4
0ACS
0ACS
0ACS

0ACA
0ACC
0ACE
OACF
0AD1
0AD3
0AD4
0ADS
0AD6
0AD7
0AD9
OADA
0ADB
0OADD
OADE
0OADF
0AE1l

OAE3

10
57
10
E6
2E
1B

29
57
1B
29
57
1B
29
20

1B
29
57
1B
29
57
1B
29
20

E6
2F
1B
2F
E6
57
10
57
10
E6
57
1B
29
57
1B
29
20

57

01
0D

ED

E9

E5
B8

bC

D8

D4
AB

01

25

12

00

01

BF

BB
92

LOCM

LOCL

LOoCo

SBA
ASR
SBA
LDA
BGT
ABA

BVS
ASR
ABA
BVS
ASR
ABA
BVS
BRA

ABA
BVS
ASR
ABA
BVS
ASR
ABA
BVS
BRA

LDA
BLE
ABA
BLE
LDA
ASR
SBA
ASR
SBA
LDA
ASR
ABA
BVS
ASR
ABA
BVS
BRA

ASR

B 01,X
LOoCM

LOCY

LOCY

LOCY
LOCA

LOCXX

LOCXX

LOCXX
LOCA

B 01,X
LOCN

LOCO

B 00,X

B 01,X

LOCXX

LOCXX
LOCA
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OAE4
0AES
OAE®6

" QAE7

0AE9
0OAEA
OAEB
OAED
OAEE
OAEF
0AF1

OAF3
0AF4
OAF6
0AF7
0AF8
OAFA

OAFB
OAFC
OAFE
0BOO
0BO1
0B02
0BO4
OBOS5
0BO7

0803

0803
0806

0808
0809
080A
080B
080C

080E
080F

1B
57
1B
E6 00
57
10
29 B3
57
10
29 AF
20 82

1B
29 AA
57
1B
29 A6
57

1B

29 A2
E6 00
57

10

29 9¢C
57

29 99
7E 0A75

B6 8004
88 7F

47
47
47
47
E6 01

1B
1B

LOCN

ABA
ASR
ABA
LDA
ASR
SBA
BVS
ASR
SBA
BVS
BRA

ABA
BVS
ASR
ABA
BVS
ASR

ABA
BVS
LDA
ASR
SBA
BVS
ASR
BVS
JMP

ORG

00,X

LOCY

LOCY
LOCA

LOCY

LOCY

LOCY
00,X

LOCY

LOCY
LOCA

0803H
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FIRST 2ND ORDER SECTION

LDA
EOR

ASR
ASR
ASR
ASR
LDA
ABA
ABA

A
A

W

$8004
#$7F

INPUT FROM A/D
COMP. OFFSET BINARY

TO

2°S COMP.



0810
0811
0812
0813
0814
0815
0817
0818
0819
081A
0818
081D
081F
0820
0822

SYMBO

0000
002A
0AlA
0A75
0A94
0ABD

57
57
10
57
10
E6
10
57
57
1B
A7
E6
10
97
7E

L

00

02
00

04
0058

TABLE

LOoC2
LOOP
LOCG
END

LOCT
LOCL

0002
004cC
OA2E

0A80

0A98

0ACA

ASR B
ASR B
SBA
ASR B
SBA
LDA B
SBA
ASR B
ASR B
ABA
STA A
LDA B
SBA
STA A
JMP
END

LOC2A
RTN
LOCJ
L0CQ
LOCXX
LOCO

00,X

0003
0058
0A43
0A86
0A9C
OAE3

LOCX
RTI

LOCH
LOCP
LOCY
LOCN

0004
0069
0A50
0A89
0AAO
0AF3

LOCB
LOCOK
LOCK
LOCR
LOCF

78

0005
0AQC
0A63
OA8F
0AAL



