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ABSTRACT

The use of mieroproeessors in implementing digital filters

for power system stability control loops was investigated.
A real system model which exhibibs two natural frequencies

of oseillation, oûe associated wibh dynamie stability, the

other with transient stability, was developed and a digital
filtering system, acting as a dynamie stability compensator,

was designed and tested. The systern ean serve as a basis

for continued wor^k. Results indicate that, digilal f ilters
are well suited for aebing as controllers for po\^rer systems.

As a single eompensator cannot provide optimal stabil ization
for all operating eonditions, a form of adaptive filtering,
easily performed with a mieroprocessor based system, should

be irnplemented.
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Chapter I

INTRODUCTIOIJ

ConfJ-icting requirements often, limit the effectiveness

of a system design" Transient and dynamic stability criteria
of synchronous machines in a power system often pose such

conflicting requirements. Modern machines employing high

speed static exciters have an inherent reduction in their
dynamic stability margin requiring supplementary stabilizing
signals. These signals generally provide an optimized damp-

ing of power system transients to maintain dynamic stabil-
ity. If additional signals are introduced, optimized for a

transient stability condition, they may produce unacceptable

modes of operation to the system.

To solve these conflicting requirements,BaynerKundarrand

Watson ( 3 ) inserted logic into their stabilizing scheme. A

continuously acting stabil izer \^¡as used to enhance the

dynamic stability of the system, while an additional stabi-
lizing signal \^ras added only when transient stability was

threatened. The above mentioned paper served as a stimulus

for this thesis"

This investigation concerns a system which exhibits two

natural frequencies of oscillation, one associated with

t-
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dynamic stability, the other with transient stabirity. As

done by Bayne et ar., logic could be added to introduce the

required stabilizing signals. However, a power system is a

dynamic network so any particular solution to a stabirity
probrem will probably have only a limited range of apptica-
tion unless some means of updating the sorution to changing

operating variables is found. As additional machines are

added to the system and interconnections between other sys-

tems increase in number, the transfer functions of the

required stabirizers change. rn a hard - wired system, this
would require the repracement of part if not arr of the sta-
bilizing system and arso require the tuning of the new sys-

tem. Herer \dê implernent arl stabilizers and logic functions
with a microprocessor system. As all stabirizer functions
and the logic to choose them are performed in software,

changes are relatively simple.

To give a better understanding of the stabitity probrems

involved, this chapter gives a brief overview of transient
and dynamic stability" The Heffron phirlips machine

moder, a rinearized small perturbation moder of a single
synchronous machine connected to an infinite bus through an

external impedance, is introduced. This model assists in
showing how excitation contror can affect synchronous

machine stabirity. Due to many excellent pubrications on

the subject, ( 6 r10), only the most important aspects are

covered.
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Chapter II describes the conditions for the occurrence of

two natural- frequencies of oscillation. Ontario Hydro's

solution to the problem is explained as is our proposed

solution. The two -frequency power system model that was

developed is described. Chapter III gives an introduction

to digitaJ- filtering and discusses the advantages, disadvan-

tages, and problems associated with digital filters. Chap-

ter IV discusses the rea}ization of the continuous-acting

digital filter and the discontinuous system as required by

the two frequency power system model. The test resulLs are

shown in Chapter fV.

I .I SYIJCHROT]OUS STABILITY

Power system generators connected through a transmission

network must run in synchronism. The ability of a system to

return to normal or synchronous operation after having been

subjected to some fcrm of disturbance is called stability.
Synchronous stability can be divided into two areas, dynamic

stability and transient stability, dynamic stability being

concerned with small disturbances to the system such as con-

tinual l-oad changes and transient stability being concerned

with major disturbances such as caused by fauLts.

The understanding

by considering a sing

infinite bus through

ure t. I

synchronous stability is simplified
synchronous machine connected to an

external reactance as shown in Fig-

of

1e

an
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Figure I . I: Synchronous Machine InfÍnite Bus One Line
llode I

This circuit provides insight when studying the stability
perforrnance of one machine in a systern. The external

reactance and infinite bus represent the system as seen from

the terminals of the machine in question. The stability
model of this generator is governed by three equations which

are presented here without development as this may be found

in most texts on po$/er systems.

e

dt¡
dr

P -Pme---zjH-

E, E. sin ôl-D
e

dô
dr

e

(r-r)ûJ
o

, (r.2)

(1.3)



where H

ü)

tdg

ìi

OJr
P

m

P
e

E I
E

b

ô

Transient stability analysis is

effects of transmission line
synchronism. Vlhen a f ault occurs

synchronous generator is greatly

X=
e_

inertra constant

per unit speed = speed / rated speed

Itror
number of pole pairs

rated speed

mechanical power

electrical power

rnachine terminal voltage

infinite bus voltage

angle between the quadrature axis

and the infinite bus

equivalent system reactance

Equation (L.2) is plotted in Figure L.2 . The system

in equilibrium when P = P, thus a given P will result
two equilibrium points ô, and 6, . However, for P* r n" r

the system will respond by accelerating thus increasing ô.
For P > P , the system will decelerate thus decreasing 6 .em
From these characteristics it is obvious that for small

disturbances only ii1 is a stable equilibrium point. The

power level P , called the steady state stability limit,
max

represents the stable limit of power transfer between the

generator and infinite bus.

is

in

mainJ-y concerned with the

faults on generator

the power outpuL of the

reduced. However, the
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Figure 1"2: Power - Angle Diagram

input power P, is relatively constant. The rotor gains

speed in order to store the excess energy and hence the

rotor angle ô increases. If the rotor is unable to return
to the system the energy gained during this acceleration
period, the generator wiII lose synchronism.

ItÍathematically,this can be looked at through (1.I)-(f .3).
By differentiating (1.3) and using the result in (f.I) and

(I.Z) we get the system swing equation:

..)

d'6
=_)dt-

tù

d ro, -Pl (1.4)



t,f ultiplying both s ides by 2 (d ô / dL) g ives

"dôrd2ô\ _ rdô'oro _rt dl l i l = 2 d,t zH (Pr - P") ... (1.s)

Integrating both sides gives

rf a generator is to remain synchronized, the rotor wirl-

swing until its angular acceleration reaches z_el.o.

Thus the criterion for the machine to remain stabre is that
the area between the P- 6 curve and the rine representing the

ô

.d6.2 0o Ie(ä)- = f I cor-Pe)dô
I

ô
o

rP.t
I rp_ - P ) dô - 0Jme

ô
o
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input po\^ler must equal zero. Th is is called the equal area

criterion. The power angle diagram for the system shown in
Figure I .3 clarifies these equations. The power angle

curves are shown in Figure 1"4. The system is a generator

connected to an infinite bus through two transmission Iines
in paralle1. A fault occurs on one l-ine and is cleared by

opening breakers at both ends of the line. The integral in
(I.B) may be separated into two parts"

(P -Pìdô-m e' (Pr- Pt sin ô)dô +

max
(P, - PZ sin 6)dô =

max

( 1.s)

,|','
_ l'"- 

Jo

ô

,l,'
o

= J' P )dôm'
(1.10)(P_ - P, sin ð)d6'm I

max
(P^ sin 6 -'z

Fault

Figure 1.3: Fau1t on One Line of Two Lines in Parallel
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the right hand side is

area A, then the rotor

to the system and hence
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(f"I0) is area At in Figure I.4 and

area AZ" If area At is larger than

is unable to return its excess energy

the machine goes unstable.

I

I

I

I

¡

I

I

I
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High initial response excitation with high ceiling
voltage as provided by static exciters is an effective
method of improving transient stability. However, the use

of high gain static exciters results in decreased system

damping and may even cause small signal dynamic instabitity.
This is shown in the next section through the analysis of

the Heffron - PhiIlips machine model.

L.2 TIEFFROIJ - PHILLIPS ¡{ODEL

The Iinearized small perturbation model of a single

machine connected to an infinite bus through an external

reactance is shown in Figure I.5 This model applies to a

2-axis machine representation with the field circuit in the

direct axis but without armortisseur effects. As this model

is well known, it wilI not be developed here. The inter-
ested reader may refer to either ( 6 ) or ( l0 ) " The parame-

ters K r to R,- t cal-led the Hef f ron - Phitlips constants, are
IO

functions of machine and system impedances and operating

points. The equations for these parameters are shown in
Appendix A as given in ( 6 ). Due to their dependancy on the

operating point, Kt *U can vary considerably. Thus the

dynamic behavior of a machine can vary greatly over its
range of operating conditions" It should also be noted that

as this moder is based upon smarl perturbations around a seL

operating point, sections of the model can be isolated by

assuming a variabl-e to be constarrt"
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I*sT¿

Figure 1.5: I{effron - Phillips I'lodel-
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Our pr:imary interest when studying the stability of a

system is in the torque angle relationship" If the forces

acting on a system restore the rotor angle of a machine

following a smaII displacement of this angle, the system is
considered dynamicalry stable. Figure 1.6 shows the torque

angre rerationship for the condition of constant flux
linkages in the d-axis" The characteristic equation of this
system is

s2*
377\

M

The response of the system to a change in mechanical

would be a damped osciLlation with a frequency of ,r,

where ûr is the natural frequency of cscillationn

sys tem and ç j.s the darnp i ng rat io .

ûJ=n

D

2ßTlT rl
I

D^
Mb* (1.11)

torque

,ñ-
of the

Damping in large

the frequency of

systems is often almost

oscillation approaches

(r . 12)

( 1 , 13)

negligible and so

(¡ " ltrote fromn
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Figure I .6:

(f.f2) that t,l 2
n

proportional to t1. As

machines will have a

Iarger machines. For

and loading values the

0.1 Hz. to 4Ilz.

From Figure I"6 it is

with both machine rotor

Linearized Torque Angle Relationship

IS proportional to K I and inversely

a result of this, small,Iight inertia
higher frequency of oscillation than

normal ranges of inertia, impedances,

oscillation frequency can vary from

seen that braking

speed and machine

torques in phase

rotor angle are
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developed. These torques are called damping torques

( AT¿ = DAt¡ ) and synchron tzing torques ( AT" = KlAô )

respectively. Lack of synchronízing or damping torque or

the condition of a negative damping torque can cause a

machine to go unstable.

The field circuit of a generator contributes to the

braking torques. Figure L"7 shows the torque speed

angle loop including the effect of fietd losses for the case

of constant field voltage. The effect on the braking torque

is described by

*z *3 
"4

... (1, i4)
1 * sTU"r

In the steady state, AT = -KrKrKOAô and is a pure

synchronizing torque, opposed in sign to the synchronizing

torque AT, = KrAô that was previously discussed. Stability

can only be maintained for Kl - K2K3K4 t 0 . For high

oscillation frequencies ( cu >> I / Tdz, ) the torque component

is phase shifted by +90 degrees and is almost totally
damping torque. At these frequencies, though, the magnitude

of the torque is sma1l and the effect on damping is
negligibl-e.

AT

Aô



I * sTU"r

Figure L.7 z

'.+
: ^o. -"fld

Torque - Angle Loop with Direct Axis Field
Ef fects

Finarly, the effect of the voltage regulator on the

damping and synchronizing torques must be examined. onry

high speed static type exciters are considered as these tend

to improve transient stabirity as previously mentioned. An

exciter of this type has a typical transfer function of

c^ (s)
c

(1.1s)
1+sT

e
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where K is the exciter gain and T the time constante-e
( typically 0"03 to 0.05 sec.). Two torque angle paths

are apparent. These are shown in Figure 1.8

Figure l. B: Torque-Angle Effects as a Result of the
Excitation System

The torque angle relationship through the branch is

KZ KS Kq (1 * sTe)

K,
¿+

AT
AÒ

I * sT, ,oz

(1 + sTdz,)(1 + sT") + KuKrK" (1.16)



L7

Since T l-, this can be shown AS

AT-;;
AO

KzKsKq

(1+sTdr,)+KUK.K"
KzKq

K6Ke(1 .ffi' (1.17)

( 1.18)

( recalling that T dr. = *3tdo, ). !.lith the exciter 1oop

included, the net steady state synchronizLng torque due to
the R q branch is now Kt - K2K4 / f.r. as opposed to
Ki - K2K3K4 for the case of no voltage regulator. This

improvement in stability is due to K. being high" The

effective f ierd tirne constant is reduced to Tdo, / r"ru

The oscirlation frequency must be very hiqh to produce a

phase lag of 90o" Therefore, the damping torque through the

KO branch due to the exciter is negligible.

Referring to Figure r"B, the torque-angre relationship
through the K, branch gives the following expression:

AT
Aô

K^K-K¿5e
1

K-
-)

T
K,K * sl -9 * TJo,) * ,2{T"TOo,)oe'Kj(

substituting jo f.or s in (l.rB ) and applying approximations

for the usual range of constants gives expressions for the

synchronizing and damping torque due to the K, branch.
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impedance, instability can occur due

destroying the srnå11 natural damping

Thus a trade-off exists. High speed s

effective in increasing transient stabil

(1.1e)

(r.20)

the negative damping

the system.

tatic exciters are

ity. However, in

danping of the

AT q-
-F
AÔ

AT,Cl ::
Ã-ö-

K2 K5/K6

11I + o'( 'do' )
K.Koe

, Tdo, -. KzKs

t rc.r l( -6;- )
oe o

, 2 - Tdo' -2r'+(¡ trc-rc )
oe

The K5 parameter is important to these two equations. If KS

is positive, which is the case for low to medium loading and

external impedance, the synchronizing torque is decreased

but the damping torque is increased. For negative K5, which

is the case for moderate and high loading and external-

to

of

doing sor they cause decreased

generators,possibly causing dynamic instability . An

effective method of counteracting this effect is to
introduce a stabilizing signal, optimized to give maximum

system damping. This stabiliz ing signal is generally

derived from rotor speed, powert ot terminal frequency"
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Chapter II

POWER SYSTEM OSCILLATIOIJS

CONDITIONS FOR TWO }JATURAL FREQUENCIES OF OSCILLATION

As discussed previously, the natural frequency of

synchronous machine connected to an infinite bus is

. . .(2.1)

Typical val-ues f or Kt of 0.6 p. u. and f or M of 5 - 10 p. u.

give an oscillation frequency fr,=1 Hz. This oscillation
can be considered a product of local generation against the

rest of the system"

For two areas of generation connected as shown in Figure

2.I , tie line oscillations may occur. Here, the base

po\{êr: the tie line power,equals 1 p.u" Area A could have

power generation of 20 p"u" Kl remains typically about 0"6

p.u., but since inertia is directly proportional to power, M

in (2.f) is nov/ typically 100 200 p.u" giving an oscilla-
tion frequency f =I/5 Hz. This low frequency oscillation
is that of Area A against its neighbouring area through the

tie-l-ine. An impact to the system could cause substantial

ç_t
n2¡

377KL
-T--

19



oscillation on

typical example

generators close to the

is shown in Figure 2.2.

tie 1 ine.

20

A

base power
tie - líne por^rer =

Figure 2.Lz Two areas of
1i ne

generation connected by a tie

2 .2 ONTARIO HYDRO I S STABILIZ ITJG SCHEME

Synchronizing torque is needed to counteract the low fre-
quency oscillation shown in Figure 2.2. A stabilizer using

a signal in phase with ô, easily obtained by integrating

speed or frequency, could be added to the excitation system

to provide the synchronizing torque" Due to the low fre-
quency, the reset time of the stabilizer would have to be

long for the signal to be effective" This contradicts the

requirement on excitation systems that sustained frequency

changes shoul-d not alter the terminal voltage.

AREA A

= 20 p.u.
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I Hz. oscill-ation
against the rest

due to local generation
of the system

I/5 Uz. oscillation
against neighbouring

due to Area
area

E

sec )

Figure 2.22 Typical Rotor Angle Time plot following
impact to system

Ontario Hydrors solution to this problem was to use a

discrete stabilizer that adds its signal to the excitation
system only when transient stabiJ-ity is threatened. The

stabilizer for the dynamic stability control remains in con-

tinuous operation. By removing the need to compromise

between the conflicting demands for transient and dynamic

stability, each stabil-izer can be optimized separately.

The logic to connect

system is controll-ed by

Terminal voltage

The exciter is in

the dis.continuous. stabil-izer to the

three factors.

drops by a specified amount.

positive saturation2.
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Generator speed increases by a specified amount.

The reasoning behind these criteria is as follows. A fault
causes a drop in the terminal voltage , the magnitude of

which indicates the severity of the fauLt and hence whether

a potentially dangerous condition to transient stability
exists. The exciter goes into saturation and the generator

speeds up as a consequence of the electrical load decreas-

ing " By making speed change above a preset level one of the

criteria , the stabiLizer will not be connected for a tempo-

rary voltage drop such as occurs when a large load is sud-

denly applied. Once the stabilizer has been connected , it
is removed by either the exciter coming out of saturation or

the generator speed dropping below the preset Ieve1. A

rise in the terminal voltage will not cause the stabilizer
to become disconnected. This is because the stabitizer acts

to keep the field voltage and hence the terminal voltage

high , minimizing the effect of the fault. When the logic
acts to disconnect the stabilizer from the exciter the sta-
bilizer output continues in an exponential decay preventing

sudden jolts to the system. The stabitizing system is shown

in Figure 2 "3.

Ontario Hydrors modified stabilizers have proven to be

effective in improving transient stablity in the type of
systems where a low frequency inter area oscillation is
dominant over the machine versus system local oscillation"

3.
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Figure 2.3: Ontario Hydro's Stabitizing System

In one study they were able to increase the critical

crearing time from 3.75 to 7.05 cycres. For a faul-t cl-eared

after 3.6 cycles, the peak rotor angle was decreased from

115 o to 61 o.

2,3 MICROPROCESSOR BASED STABILIZER

This investigation was intended to improve on Ontario

Hydrors solution by implementing both the continuously act-
ing stabil-izer needed for dynamic stability and the discrete
stabilizer needed for transient stability using a micropro-
cessor. Any changes in stabilizer functions, necessitated by

SEAL IN SIGNAL

TII'TER
MAINTA]NS
OUTPUT FOR

PRESET TIME
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a system change, could be achieved through a software change

rather than a hardware change. The project was divided into
four major sections, the first three which were successfully

achieved , the last still requiring extensive work" The

divisions were:

Impl eme ntat ion

quencies of osc

of

iI

a system with two natural fre-
lat ion

Implementation of an interface between the system

and a microprocessor.

Implementation of a digital filter for the case of

one natural frequency of oscillation.

Implementation of digital filters for the case of

two natural frequencies of oscillation.

2.4 SYSTETI EXHIBITIIJG
oscrt l,errox

T!'lO TJATURAL FREQUEI¡CIES OF

A real system model was needed to investigate the use of

microprocessors as stabilizers" The scheme chosen is shown

in Figure 2.4. Machine I is BICEPS ( Basic Instrumented

Controllable Electric PovTer System ) and is the machine that

is to be stabilized. BICEPS is a L20 watt base power system

which exhibits characteristics similar to those of a real
po\^/er system, including a natural frequency of oscillation
of = lHz. FulI documentation on BICEPS is available in

2.

3.
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F igure

byaD

Ilach ine 2

2"L, is a

.C" motor"

, representing

large laboratory

25

the Iarge system shown in

synchronous machine driven

Mz

Large
Lab
Machine

BICEPS

6z''2
xtz

Infinite Bus

Figure 2.42 Basic System exhibiting two natural frequencies

For a reâlistic simulation , Machine 2 had to be made to
oscillate at = L/5 Hz. Attempts to achieve this by

adjusting its operating point (hence changing Kt) and by

adding rarge frywheers to increase the machine inertia
proved unsuccessful. The sorution came through the control-

of the D.C. motor driving the synchronous machine. The
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motor is operated as a shunt wound machine. A r/5 Hz

decaying exponentiar signar is fed into the series field
causing the machine set to oscillate at the required
frequency. The L/5 Hz signar is initiated simurtaneously

with a change in the transmission line rength between BrcEps

and the infinite bus causing both the LHz and L/5 Hz.

oscillations to occur. The circuit is shown in Figure 2"5"

82 kQ

68 k0
TO D. C.
IiOT0R.
SERIES
FIELD

I
100 uF

Figure 2.52 L/5 Hz" oscillation circuit

2.5 IlICROPROCESSOR - SYSTE}Í INTERFACE

The microprocessor system had to be interfaced to BrcEps

since this was the machine to be controrred. The interfac-

I

POI^TER A},fP
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ing was facilitated by BICEP's transducers and the opera-

tionar amprifier input of the regulator being at vortage

level-s compatibre to A/D and D/A converters. A block dia-
gram of the interface is shown in Figure 2"6. t{ore detaired

representations are given in Appendix B. Frequency , termi-
nar voltage , and an on/off signal indicating whether or not

the exciter is in saturation are sufficient for imprementing

the dynamic and transient stability filters.
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Chapter III
DIGITAL FILTERS

Digital filters have certain inherent properties that

make them more suitable than analog filters for certain

applications. These properties are:

Accuracy can be precisely controlled through a

filter's word Iength.

Components do not drift.

Component matching is unnecessary as the perfor-

mance of identical devices is non varying.

Adaptive filtering is relatively simple.

Reliability is high.

These properties make digital filters ideal for low fre-
quency applications where analog components usually become

large and for high precision applications where analog fil-
ters must be individually tuned to match a performance

standard.

A digital fil-ter is a digital signal processor that con-

verts a sequence of numbers (input) to another sequence of

numbers (output). As the signals to be filtered are, gener-

2"

4.

29
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ally continuous, they must be sampled at discrete times and

quantized to obtain the finite tength sequence of numbers

that serve as input to the digital filter. The rate and

method of sampling the input signal affect the amount of
error that is incurred when the input signal is analog

reconstructed from the digital data samples. A sarnpled data

processing system is shown in Figure 3.I " The various ele-
ments of this system are described in the following sec-

t ions

3 .I SAI{PLED DATA SYSTEIIS

A sampled signal, denoted as

sampling a continuous signal x(t)
functions as shown in Figure 3.2

defined as:

6r( E)

(t) , is generated by

with a train of impulse

The impulse train is

6(r - n r) ...(3.r¡
@

_1_L
n=-@

where T is the interval between samples"

The sampled signal is thus

*
x (E) x( r) ôr(t) . . .(3.2)
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FILTER

S&H

^lD

R.ECON.

FILTER

ANTI AIIASING FILTER :

S &H:

^/D:
pP:

D/e:

RECONSTRUCTION FILTER :

BandlÍmit.s ínput signal to reduce
distortion due to sampling.

Holds data sample for sufficient time to process.

Analog to digital conversion generates a digital
word from the sampled analog signal.
Performs the digital filteríng.

Converts the digital word back to an
analog signal.
Smooths the quanti-zed signal from the D / A.

Figure 3. I: Elements of a Sampled Data Processing System

or for t>0

*x (r) i r(nr)ô(r-nr)
n=0

AS (t-nT) = 0 outside the sample moments"

. . .(3.3)
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x (r)
¿

x (r)

ôr(r)

&
x (r)

x (L)

ôr(È)

x (nT)

Figure 3.22 Generation of a Sampled Signal
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If (3"1) is expanded as a Fourier series'

æ jnul T
6(r) = I c . "L11

fL = -oo

where

Since the area of an impulse function is unity

and

@ inr¡ t1."sôr(E) = i ) e
Il=€

- T -ino t
c,' *¿urr',e "d'

11-tn-T

...(3.4)

...(3.s¡

...(3.6)

...(3.7)
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.2), we get

Taking the Laplace transform

theorem gives

*x (s) X(s - ¡nur= )

...(3.8)

and applying the shifting

...(3.e)

...(3.10)

¿
x (r)

jno
x(t) e

@

l.
I

TL Il=€

æ

1--TL
n=-æ

*x (io) I
T I x[j(o - "'-)]1=-æ Ð

From (3.9) and (3.f0) it is evident that as a result of

sampling, the frequency spectrum of x(t) is repeated at

intervals of no This is shown in Figure 3.3.

An important outcome of this is the need to sample at a

frequency greater than twice the highest frequency component

of x(t). If this is not done the frequency spectra will

overlap one another and the original signal cannot be

completely recovered" The spectral overlap is referred to

as aliasing noise and is shown in Figure 3.4
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lr r:"1 I

lF (jr¡) I

UJ
S

2

-ûJ
S

2

Figure 3 .3: Frequency spectra
s ignals

of continuous and sampled

I to(:r) 
I

tu
S

2

- [¡J
S

2

CONTINUOI-]S

,\

,2i,
¡lü\

t/-t

Aliasing,tút -/ Noisei2r
t-u/l

!Z)

Figure 3.4: Aliasing of frequency spectra
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General ly, t!^/o measures are taken to prertent aÌ ias ing : an

ant.i-aliasing (lowpass ) f ilter is includecl in the syst.em

before the sample and Hold / Analog -to- DigitaJ- converter
(S&H - A/D) combination as shown in Figure 3.I; the input

signal is sar,ipled at a rate of 5 - l0 times the highest

frequency component.

Because of the infinite number of frequency spectra of a

sampled data s ignal, there is an inf inite number of poJ_es

and zeros in the s - plane representation, rnaking

analysis of a systern in the s - plane quite difficult. This
j-s shown f or a simple transf er f unction in Figure 3.5. The

Z-Lransforr¡ is used to simplify the analysis and design of

discrete systerns rnuch in the same way as Laplace and Fourier

transforms are used to simplify continuous systems. The

transformation is defined as

x(z)
A zIx(n r)] I *(n t)t-n

[ì=€
.(3.rr)

...(3.12)

where Z is the complex variable

sT -(-o - jo)T

lzl oT
r¡T . . . (3.13)
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S

2

V

,

V
ûJ

S

2

û)
rt

?
s - plane

F7

s*q,
H(s) =

t2 * zr^ " + r¡ 2
-n n

Figure 3 " 5: l{ultiple Pole Zero Pattern for a Sampled
System

From (3.f3) it is seen that the imaginary axis in the s -
plane maps into the unit circLe in the z - plane and that

the left hand plane in the s- plane maps into the interior
of the unit circle in the z - plane. Thus all stability
criteria of continuous systems with respect to Ieft hand
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plane poles apply to digital systems with respect to poles

inside the unit circle.

The most important effect of the Z - transformation,

however, is that the infinite number of poles and zeros of a

sampled data system (Figure 3"5) are now superimposed in the

z - plane to a single set of poles and zeros.

3"2 DIGITAL FILTER CONFIGURATIOIJS

Digital filters can be characterized by either a differ-
ence equation or by a transfer function. The transfer
function is the Z-transform, H(z), of the impulse response

to the linear time invariant system. In general the

transfer function has the form

-l+az-*01 - Y(z)- Tør ". . (3.14)
*az

nH(z)
I + bl ,-L + +bz-n

n

From (3.f4) it is evident that three types of devices are

needed to construct digital filters: adders, mul-tipliers,
and delay units or shift registers (the term z-r corresponds

to a time delay of one sampling period since z-T = "-"1 ).
These devices may be impremented through either an algorithm
(software) or digital hardware. In this investigation only

the software implementation was considered" The computa-

tional algorithm for (3.14) is more clearly seen by writing
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the difference equation that realizes H(z) directly

n

Y(m) = I ù. x(m-i)
I

1=U
uJ y (m-¡ ¡

n
r_L

i=ì
.(3.rs)

where x(m)

v(m)

d and

This direct

is the input sequence

is bhe output sequence

I are the filter coefficients
f orrn is shown in Figure 3.6.

Figure 3 .6: Direct Form

Digital filters may be divided

recursive and nonrecursive filters.
produce an output that is a function
previous inputs, hence the ß: terms of

into two classes,

Nonrecurs ive f ilters
only of present and

( 3.15 ) and Figure 3 .6
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r,.rould aIl be zero. As these types of f ilters have a f inite
impuÌse response they are called finite impulse response

(FIR) filters. Recursive filters produce an output that is

a funct ion of present and previous inputs and previous

outputs. The feedback in these filters causes an infinite
impulse response, hence the name infinite impul-se response

(IIR) fil-ters. IIR filters are more efficient than FIR

filters in terms of implementing high order filters and thus

are the only type cons idered here.

Direct form real-izations become numericalJ_y inaccurate

for high order difference equations. Designs are generally

implemented using first and second order subfilters either
in a cascaded or paraller form. The second order section of

Figure 3.7 can be used to realize any desired filter and is

the type used here since it has been shown (IZ) to be one of

the forms least susceptible to instability due to filter
coefficient ( a, Ê) roundoff.

3"3 FILTER DESTGN

Once the filter specifications have been set, the problem

is to determine the filter coefficienLs rcrs and ß,s, that
will satisfy them. The most common approach to this problem

is to determine a suitable analog filter transfer function,



Figure 3 "7 z Recursive Second - Order Section

H(s), and to then digitize the analog filter. The standard

Z-transform can be used for certain types of filters ( 1ow -
pass and most band - pass ) but is inadequate for high pass

and bandstop filters. For these non bandlimited filters
it is impossible to prevent aliasing noise using the stan-

dard Z-transform, hence an alternative method such as the

bilinear Z-transform must be used"

The mapping between the s plane and z - plane by the

bilinear z-transform is described by

2,2-LÞ - TLz*11 ...;""("31{6)11

"",t:i;:, 
;'' ì i' "

"t.l

:

t.'
ír
';iÀ

a3-î.'- '
4-:it "'i,..,.':.1



42

and is bandlimiting in nature since it maps the frequency

range 0 to - in the continuous case to 0 to Tt/T in the sam-

pled case. The frequency mapping of the bilinear Z - trans-

form is not linear and so the original cutoff frequency of

the analog design must be prewarped before applying the

trans forma t ion .

tan ( ,,, (3.17)

where desired digital cutoff frequency

prewarped analog cutoff frequency

The standard Z - transform and the bilinear Z - transform

are not the only transformations used, but are among the

most common. Using the appropriate transformation, it is
possible to completely design a filter as an analog filter
and then transform it to a digital filter. Alternatively,
it is possible to design a lowpass prototype, transform it
to a digital prototype and then use appropriate transforma-

tions to the type of digital filter desired. Transformation

tables for both methods are listed in Chen ( 4 ).

2t"=T

t1

tù
c

t¡- T
1

2'
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3"4 SOURCES OF ERROR AT]D INSTABILITY

There are three basic sources of error when finite length

digital hardware is used to implement a digital filter:

Signal quantization in e/o converters.

QuantizaLion of f ilter coef f icients (cr's, ß's).

Arithmetic errors due to roundoff or overflow"

Quantization in the A/D converter is not a serious problem

but the errors due to (2) and (3) may cause instability or

limit cycle oscillations.

3 .4. I Quantization of Filter Coefficients
The standard Z-transform and the bilinear Z-transform

both theoreticalfy yield stable digital filters if the

transformation is performed on a stable analog model. How-

everrthis is only necessarily true if the filter coeffi-
cients can be represented to a high degree of precision.

For finite, fixed-point, processor word lengths, small

changes in the ßj coefficients could cause a pole to move

outside the unit circle causing the filter to become unsta-

ble.

The exact pole locations are given by the characteristic
equa t ion

2"

3.

N

+ L ß.2 J = 0'1
.i= 1'

,., (3,18)
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If one or more of the filter coefficients changes to a ner¡¡

value ß, + Aß= due to quantization, the characteristic equa-I 'r
tion becomes

N

+I
j=

_-í
o-Jp.4

,J
L

+ LBz^i = Q'i_ ,,, (3.19)

Referring to ( 3 "I3 )

quencies , al1 the

boundary at z = I.
cause a pole to move

it is seen that for high sampling fre-
poles are located near the unit circle
Therefore, a value of Oßi which could

outside the unit circle is given by

A comparison of the ¡ßi

( Lß,1ß, ) wilI giverJ
required word l-ength) to

term with the largest ßj

the resol-ution needed

avoid instability"

. . , (3.20)

coef f ic ient

(hence the

,., (3.21)

N

T ß.
- ''J-l

É.'J*u*

Aß.
L

, (w-1)

where w is the word length necessary"



45

3 "4.2 Limit Cycl-es

Fixed data word lengths cause a problem with multiplica-
tion" An M-bit word multiplied by an N-bit word produces an

(M+N)-bit product" This product must be shortened by either
rounding or truncation. A consequence of rounding the data

is that small scale limit cycles may occur when there is a

zero or constant input.

Arithmetic operations with fixed data word lengths may

also produce an output value outside the allowed range of

values, ie. overflow (or underflow) occurs. Because of the

twors complement addition used by most processors, the over-

flow results in a "wraparound" characteristic, ie. a sudden

jump from the largest to the smallest value possible. When

overflow occurs it is possible for large scale Iimit cycles

to occur regardless of input. Ebert et aI. (B) have shown

that if the two's complement adder is modified so that it
saturates when overflow occurs, no limit cycles will occur.



Chapter IV

DYNAI'4IC STABILITY FILTER: REALIZATION AND TESTING

Stage three of this project was the implementation of a

digitaJ- stabilizer for the condition of one naturaL fre-
quency of oscillation, ie. for the machine versus the system

case. The stabilizer had to meet specific criteria of both

the povrer system and of d ig it.al f ilters. The power system

criteria were:

The stabilizer signal- shoul-d be in phase with

to give optimum damping.

The stabitrizer should be a lead-lag function opti-
mized to provide damping at approximately I Hz.

A washout term should be included so that sus-

tained frequency changes don't al-ter the terminal

voJ-tage.

The above criteria can be met using a bandpass filter.
However, it must be realized that to implement an optimum

compensator, the system transfer function must be known

exactly. As this was not the case ¡ ã trial and error
approach had to be used for part of the design. An analog

computer model of BICEPS as given in ( 17) was set up an,l

1.

¿.

3.

&r

46
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various second order bandpass filters of the form

G"(s) = G

Bs

(4.1)

"2*8"+.,02

were tried to give an indication of the best bandwidth and

centre frequency" The best damping \^¡as achieved with:

B - 10 Hz.

,O = 4r rad/sec

G = BO

From these val-ues and the power system criteria for the

digital compensator, the following design specifications

\,vere derived:

l. Three db. down points of 0"5 Hz" and I0 Hz.

2" Attenuation for frequencies smaller than 0.05 Hz.

and greater than 50 Hz. should be at least 20 db.

3. Sampling frequency was chosen to be approximately

l0 times the highest frequency component which in

this case was the 60 Hz" ripple of the frequency

transducer. A clock signal of 580 Hz. \¡/as availa-
ble and so used as the sampling frequency.
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4"1 DESTG}J PROCEDURE

The bili

suitable for

mation" The

near transformation was chosen as it is more

bandpass filters than the standard Z-transfor-
design sequence \¡/as as follows:

s) normalized analog lowpass Butterworth filter
frequency
warping

(s) denormalized prewarped analog lowpass filter
bÍ-Linear
transformation

z)

Chen

P,256

z)

digital lowpass prototype

digital bandpass filter

As indicated in Section 3.3, a different order of procedure

could have been chosen with the resulting filter having the

same characteristics though not necessarily the same coeffi-
c ients .

Figure 8.5 in Chen (4) shows the stop-band attenuation of

Butterworth filters of varying degrees" From this chart it
was determined that a second order Butterworth lowpass

prototype vras needed to achieve the required digital filter
characteristics. After frequency warping the analog lowpass

prototype and performing the bilinear transformation, the

H(

HI

H(

H(
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resulting digital lowpass prototype $ras

2,4664298 x l0-3 (z+I) (z+1)
H(z) ...(4,2)

,2 - r,gzz4rog39 z r 0,864553317

This lowpass prototype met the required gain characteristics

but one of its poles was outside the unit circle and hence

unstable. This unstable pole would be carried through the

lowpass to bandpass transformation causing an unstable real-

ization" This was alleviated by replacing the problem pole

with its reciprocal pole. The validity in doing this is

shown by considering a digital filter

N (z)

HCz)

DCz) (z-r.jo)

where r"jo is the pole

r > 1). Replacing r"jo by

outside the unit circle (hence

its reciprocal pole gives

N(z) N (z)

H'Cz)

DCz) (z-r-1ej0) D(z) ( rz - .j0 )

. -1i0wnere r g is the reciprocal pole of r"jo. Thus all poles



50

of H'(z) are within the unit circle. rf I H,(z) I = ¡ H1z) 
I

for aIl r¡ then H' (z ) has the same gain characteristics as

H(z) and is also stable. Expanding the denominator of H(z)

and H'(z) and eliminating the common D(z) gives

| " -'.jo I
' ioT -i e ,

le- -re" I

I cos trlT - jsin t¡T - rcos O - jrsin 0 
I

{Ccos crrT - rcos 0)'+ (sin oT - rsin O7'¡'/' .".(4.s)

lrr-"iel I r"j'r - "jo I

I .j'T.j o 1."-j o

{ (cos r¡T - rcos

Thus using reciprocal poles

characteristics. Using the

digital prototype becomes

does not change a

reciprocal poIe,

- "-j'r) I =

e)t * (sin u-rT

-iulT -i ee- -re-
lr

- rsin A)'\ /' (4.6)

f ilterrs gain

the Iowpass

2,466298 xlO-3 (z+I) (z+1)
H(z)

,2 - r,54753g z * 0,5955600

Trans formi ng the Iowpass prototype to

(4,7 )

bandpass filter
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y ields

0.0101716 (r2 - t ) ( 12 - t )

H(z) = ... (4,8)
aLt(z - L.829441 2I0,8299787) (z'- L,7L7056 z*0,7L75607)

The poles of this filter are

0 .9I 47 207 ! 0.08 20684

0.8585282 ! 0 "1396780

and are inside the unit circle and thus stable.

4.2 MICROPROCESSOR REALIZATIOTT

Rearranging (4.8) gives the second order section filter
coef f ic ients

oc = 0"01017I6

010 = 1"0

qlt = 0.0

dIZ = -1.0

ßrr = -1 ' 829 44L

Btz = o'8299787

o2O = 1.0

o2l = 0.0

ozz = -1.0

ßzt = -1'7r7056

ßzz = 0'7175607

These coefficients, with the exception of oc, are the mul-

tipliers shown in Figure 3"7" oc is a gain constant that

a1lows Lhe o0'" of all second order sections to be equal

to 1"0. To be realistically implemented in a microproces-
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sor, the processor would need a word length greater than the

eight bits of the l,{6800 (the microprocessor used in this

design) or else multiple precision arithmetic would have to

be performed. MuItiple precision arithmetic, however, would

severely decrease the realizable filter bandwidth due to the

increased computing time, and was consequently eliminated as

a solution.

The multiplications can be realized to the resolution of

one bit through an alternating sequence of shift and add

operations on partial sums. A standardized routine could

have been developed for all multiplications but this would

not have been as efficient as a separate routine for each

multiplication in terms of execution time. Since speed v/as

more important than overall memory size, it r¡Jas decided Lo

write a separate routirte for each multiplication. To sim-

plify the mul-tiplications and hence further decrease the

execution time, computer analyses were performed to find the

frequency response when the g coefficients were rounded to

values requiring fewer shifts and adds.

were obtained for the following values:

Su itable resul-ts

Brr

ßtz

-t
0

.875

.1s

8rt

ßzz

unchanged

-1.
0.

75

75

The c values \^Jere

integer values.

lef t as they \dere already
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The digital filter program that was developed (Appendix

C) was made as general as possible with each second order

section placed in a subroutine. A previously set parameter

tells the program how many second - order sections exist" A

sampling clock issues an interrupt to the system and causes

an analog value to be read and digitized. This signal

serves as the input to the first second order section.

The output of each section serves as the input to the next.

The final second order section output goes through a D/A

converter and a smoothing filter to become the analog output

of the stabilizer.

The suppression of overflow oscillations is desirable

since they are a large scale disturbance. As discussed pre-

viously, this can be achieved through the use of saturation

arithmetic. This \^ras implemented in the digital filter
design by making the summer at the end of each second

order section a saturation device" Though this did reduce

the accuracy of the filter, iL was necessary. Tests made on

filters without saturating summers showed that they tended

to have large scale limit cycles except for the case of very

low level input signals"

4.3

The

sys tem

formed

TESTING

digital filter was first tested apart from the pov¡er

to ensure its proper operaticln. The testing was per-

using a \dave generator as an input signal" The fil-
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ter performed as desired and exhibited the multiple
passbands around integer val-ues of the sarnpling f requency as

shown previously in Figure 3"3. One interesting fact to

note is that even though the signal being inputted to the

filter at the various passbands is from no" ,p to rr" + ,o
(where n is an integerr oo is the passband bandwidth, and ,"
is the sampring frequency), the actual output signal wirr be

a lower frequency signal varying from oO at the nr" ,O and

rv¡_ *o frequencies to a D.C" value ato . This is moresPs
clearly shown in Figure 4.1. However, this is merely aca-

demic as a properly constructed digital signal processor

will have an anti aliasing filter prior to the A/D con-

verter preventing the appearance of these higher frequencies

at the filterrs input.

The in-system testing was comprised of two basic tests:

I.

2"

An IN OUT

determine its
stability limi

A transmission

Ili test of the stabilizer to

effectiveness in increasing the

ts of the generator.

line switching operation.

The tests were repeated using a second order analog filter
to use as a comparison"

The following oscillograms show the signal from the power

transducer of BICEPS" Figure 4"2 shows the ability of a

stabilizer to increase the dynamic stability limit of a gen-
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a) signal frequency is close to sampling frequency

b) apparent signal frequency

Ldout

0J.
l_ntt" -

c) frequency output

n(¡
S

one passband

Ld
p

í¡r

Figure 4"1-: Frequency Output of a Digital F ifter



56

erator. l.lith the stabirizer in, the system is stabl_e; with
it out, the power oscirrations increase and the generator

wourd lose synchronism if the stabilj_zer blas not put back

in. There is a difference in the amplitude of the pobrer

oscillations between the system when using the analog filfer
and the system when using the digital firter. This could be

due to a phase difference between the two fitters. Figure

4.3 shows a transmission line switching operation, wibh the

equivalent reactance being swibched from 1 .5 p.u. to 0.5

p.u. and then back to 1 .5 p.u. This is equivarent to

suddenly reducing the length of a line and is rearly a tran-
sient stabirity problem, whereas the stabilizer is designed

to act as a cynamic stabilizer. However, it is useful for
showing that the stabirizer is not effective for all operat-
ing conditions. rt would probably be worthwhile to investi-
gate modifying bhe filter (through software) tc imptement

gain changes fcr different operating conditions.

Tn comparing the digital and analog resurts, it is seen

that there is little difference in their effectiveness.
However, lhe cigitat filter is more easily modif ieri, if
desired, to include gain compensation for different operat-
ing conditions.



57

P

ON

OFF

P

a) digÍtal filter

ON

OFF

b) analog filËer

t (sec)
8 t2 160

Figure 4.22 Dynamic Stabilizer Operation
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P

P

-a) digital filter

_b) analog filter

1,5 p,u,

0,5 p.u,

1.5 p,u,

0,5 p.u.

Figure 4.3: Transmi s s ion Line Switching



Chapt,er V

CONCLUSTONS AND RECOMMENDATIONS

The purpose of fhis projecb was to investigate the use of

digital filters, implemented through the use cf micro-
processors, in por.Ier system stability control loops. It rnras

Cesired to use a microprocessor to control and implement

multiple stabilizer functions for a system in r,¡hich two

natural frequencies of osciltation occur. Though the

project was not completed to the stage originally planned, a

solid basis has been developeC for continueC work. A real

systern model was Ceveloped that exhibits characterisbics
similar to those of. a real power system. An interface
between bhe system model and a microprocessor was imple-

mented. Digital- filter structures were studied and methods

suibable for use wifh microprocessors were noted. A digital
filter for the case of one natural frequency of oscillation
\^tas CesigneC and successfully implemented inbo the system.

The digital stabirizer r¡Ias compared to an anarog stabilizer.

The folloi+ing conclusions and r-âcommendations became

evident during the course of this sbudy. The recommen-

dations are includeC in hope that they will assist in future

work.

- 59
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A softbrare digital filter worked satisfactorily
for the continuously acting part of the power

system sbabilizer. The implementation of an

0ntario Hydro bype two mode controller is feasible

using an M6800 microprocessor and is worth pursu-

ing f ur t,her .

As a single compensator cannot provide optimal

dynamic stabilization for all operating conditions

encountereC on a system, better stabilization
might be achieved by varying the gain for differ-

ent operabing conditions. Variable gain is easily
impì-emented with a microprccessor and future
projects should consider this possibility. The

same situation ists for the transient
stabilizer ( s) that will be utilized.

A large part of bhis project became a study of

digital filtering, a relatively new area. In the

future there will be more Iiterature avail-able fo

assist in the design of digital filters, especial-

Iy with respect to microprocessor implementation.

Better software paekages should be developed to

assist Ín design, perhaps with some optimizaLion

routines f or coef f icient roun,lof f . This would be

most beneficial for microprocessor implementation.
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3. AnaIog filt,ers are necessary for systems dealing

with high frequencies, but as power systems have

low frequency oscillations, digital filters are

quite suibable for use as controllers. Eight bit
microprocessors such as the M5800 are sufficient
for these Iow frequency ranges. The precision and

stability of a digital filter can be increased by

using a wider word size (say 16 bits insteaC of I
bits), but this can also be achieved using an B

bit microprocessor. The developed filter used a

sampling frequency of 580 Hz. With an

anti-aliasing filter added to fhe sysLem, the

sampling frequency could be lowered to 60-100 Hz.

This would allow more compubing time and multiple
precision mathematics would then be pcssible,

eliminating the need fcr a 15 bit microprocessor.

It is difficult bo simulate large poþrer system

characteristics on laboratony sized machines. The

1 /5 Hz. oscillation of the large laboratory

machine in the developed systern is artificial in

that it is totalì-y controlled. A real system can

give many unexpected resul-ts. For this reason a

better laboratory modeI, such as a mctor - genera-

tor set Iike BICEPS, should be developed to
replace the presently used large laboratory

machine.

4.



62

BIBL IOGRA PHY

Analog Devices. AnaIog - Digital Conversion Notes
Analog Dev iees

2. Antoniou, A. Digitql Filters: Analysis and Design ,McGr"aw-HifIm

Bayne, J. P. , Kundar , P. , Vrlatson, I¡1. "static Exeiter
Control to Improve Transient Stability". IEEE
Trans. Plq , Vot. 94, No. 4, pp. 1141-1,l46, JuftßTt--

Chen, C.T. 9fe-Dimensional Digibaì_ Signal processing
Mar c ef

lr

5. Dandeno, P.L., Karas, 4.N.,rrEffee.t of High
Systems on Gener ator
Trans. PAS , VoI. BT,

McClymont, K.R., lnlatson, !ü.
Speed Rectifier Excitation

Sbability Limits". IEEE
No.'l , January 1968

6. DeMello, F.P.
Machine
Control't.
316-329,

, Concordia, C. rfConcepts
Stab il it,y as Af f ecteC

IEEE Trans. PAS , Vo1.nprF

of Synehronous
by Excitation
BB, No. 4, pp.

Dor f , R. C. Mod ern Control Systems , 2nd Ed ition , Add i-
son -We s

B. Ebert, P.M., Mazo, J.E., Taylor, M.G. ilOverflow Oseil-
lations in Digital Filters'r. BelI Systems Teehni_
cal Journal, November 1969

El-Sherbiny, M.K. , Mehta, D.M. "Dynamic Syst,en StabiI-
ity Part 1 - Invesfigabion of the Effect of
Different Loading and Exeitation Systerns,r. IEEE
Trqqs. PAS , Vo1. 92, No. 5, Sepbember 1973

10. Heffron, W.J., Phi1lips, R.H. tEffeet of Modern AmpIi-
dyne Volfage Regulators on Underexc.ited Operation
of Large Turbine Generatcrsrr. AIEE Trans. (power
Apparatus and Systems) , Vof.--TT, pp. 692-69T ,AugusL 1952



11 Jae.kson , L. R.
Appr o ach
Filters'r.
Sepfember

63

B ÏBL IOGR A PHY

, Kaiser, J.F., McDonald, H.S. trAn
to the Implementation of Digibal
IEEE Trans. A.U. ,Vol. 16, No. 3,19m

12. Kaiser, J.F. "Digital Filters,'. Systems Analysis by
Digital Computer , Kuo, F.F.,m
rors). tlrti I ey I966

13. Kaiser, J.F. rrSome Pratieal Considerations in Lhe
Real ization of Linear Digital Filters'r.
Proe.eedings of the 3rd Annual Alterton Conferenee

1 4. Motorola Semieonduetor Produets Tne . M6800 Mie.ro-
proeessor Appl ications ManuaI , Motorõlã-f-c--T9"75

15. Oppenheim, A.V. , Sehafer, R.W.
ing , Prentic.e-Hall, 1975

Dig ital Signal Proc.ess-

16. Par ker , S. R. , Hess ,

Digital Filters'r
687 -697 , 197 1

S. F. 'rLimit
, ïEEE Trans

CyeIe 0sc illations in
C.T. , VoI. 18, pp.

17. Ryc,zowski, E.M. Some Compensation Techniques Applied
to -a__Labor at

18. Watson, W. , Manehur , G. rrExperience With Supplementary
Darnping Signals for Generator Static Exeibation
Systemsrr . IEEE Tr ans pAS , Vol . 92, No . 1 , pp .

199-204,.]anffi



64

Appendix A

HEFFRON - PHILLIPS CONSTANTS

change in electrical torque for a

Kt = change in rotor angle with constant

flux linkages in the d - axis

change in electrical torque for a

Rz = a change in d - axis flux linkages

with constant rotor angle

K¡ = impedance factor

Rq = demagnitizing effect of a

change in rotor angle

KS = change in terminal voltage with change

in rotor angle for constant trr.

^U 
= change in terminal voltage with change

in E_ for constant rotor angle
fld
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'dr'

T do'

ef f ect ive f ield t iine cons tant unde r load

field open circuit time constant
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Appendix B

3.89.qE9.9.q8-:-398E E-gIqIEg-IIIEEqåqq

User lt'Iemory Add.resses (HEX)

Heathkit

0000 - 00FF (Refer to Heathkit manual)

Additj-onal memory

0800 - 0BFF
or

0c00 - 0FFF

PIA Ad.dresses ( HEX)

PrA A 8#*0 - B#*3

PIABB#*8-B#*B

#0+7
* dontt carê state

Notes:

1 " A / O is located. at PIA A DRA (8000)

2. D / e is located at PIA A DRB (8002)

3. System is d.esigned to run off of a Heathkit ET-3400
Trainer. No additional power supplies are needed.

4" Analog input should be limited to + 4.7 volts.

5. Analog output is limited to + 4.7 volts.
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RST

þ2

DO-07

*5v

SAMPLING
CLOCK

A14
A13
þJ2

20

v
AS

+5
Same

AO

A1

R/ñ

At1
^aru
A2

VMA

A15

AT1
A3
Ð.

RESET

E

DO-D7

CBl

CB2

CA1

CS2

CS1

CSO

RSO

RSl

R/F

PORT A

PORT B

IRQ A

IRQ B

CM.

RESET

E

DO-D7

CB1

cB2

CAI

cs2

csl
cs0

RSO

RSl

Figure B2: Microprocessor - PIA Interface
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Sampling
Clock

Øz

Øz

CAI CAz Start
Convers ion

A/D
cIk EocIRQ of ¡:P

Sampl ing
Clock

IRQA

cA2

Start
Convers ion

I

I

þ-- r

I

I

--Þ{

I

-+{
I

lus

I

I

I

I+ us I

16 j clock cycles rnin.t

EOC

Minimum time for CA2 rernaining high is 16 nachine cycles (clock
cycles for 6800). This comes from the 12 cycles for rRQ and 4
cycles for LDAA (DRA), ie. the prA data regisËer A musË be read
in order to change cA2 from high to 10!¡ state. This should be
done immediately once the inËerrupt routine has been accessed.

clock cycles

Figure84: PIA-A/n Interf ace Tirning



M68SAM IS THE
COPYRIGHT

AppendLx C

FILTER SOFTWARE

MOTOROLA M68SAM CROSS-ASSEMBLER

PROPERTY OF MOTOROLA SPD. INC
L97 4 TO L97 6 BY }ÍOTOROLA TNC

cRoss ASSEMBLER, RELEASE 1.3

NAM FILTER
0RG 0 0 00H

THIS ROUTINE REPEATS FOR EACH OF THE N
SECOND ORDER SECTIONS. IT ROTATES THE
PSEUDO STACK FOR EACH SECTION, DROPPING
OFF THE OLD VALUE AND SAVES THE NEI^I
VALUE (A). A,B,C ARE USED TO CALCULATE
THE OUTPUT OF EACI{ SECTION WHICH THEN
SERVES AS THE INPUT TO THE NEXT SECTION.
IN TTIE CASE OF THE FINAL SECOND ORDER
SECTION, THE OUTPUT IS THE OUTPUT
OF THE FILTER. THE ALPHA AND BETA
COEFFICIENTS OF EACH SECTION HAVE BEEN
PREVIOUSLY CALCULATED. EACH SECTION HAS
ITS OI,IN STACI( IMMEDIATELY FOLLOII'ED BY
ROUTINE TO CALCULATE THE SECTION OUTPUT"
THE FIRST STACK AND ROUTINE STARTS AT
O8OOH. INPUT IS THROUGH A 5357 Ã/D AND
TI{E OUTPUT IS THROUGH A 14OB D/8" THE
MICROPROCESSOR USED IS AN M68OO.

MOTOROLA M6 8OO

0000

0000 0002
0002 0001
0003 000i
0004 0001
0005 0001

L0c I
LOC2
LOC 2A
LOC X
LOCB

RMB 02
RMB 01
RMB 01
RMB 01
RMB 01

*
*

3

*
*
*
¿

*
*
*
*
*
&

*
¿

*

- 77
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0800
0800 00
0801 00
0802 00
0A0 0
0A00 00
0A0 1 00
0A02 00

0010
0010 01
0011 01
0012 01
0013 0F
0014 86 7E
0016 97 E7

ORG OBOOH
FCB 00H,00H,00H

ORG OAOOH
FCB 00H,00H,00H

oRG 0010H
NOP
NOP
NOP
S EI
LDA A /I$7E
STA A $F7 TNTERRUPT VECTOR

LOCATION

0018 CE 0040 LDX /l$0040
0018 DF F8 STX $0F8

*
* PIA INITIALIZATION
*

0 01D C E 0027 LDX ll $0027
0020 FF 8004 STX $8004
0023 cE FF04 LDX //$0FF04
0026 FF 8006 STX $ 8006
0029 0E CLr

* OUTPUT Y(T) OF FILTER

OO2A 96 04 CONT LDA A LOCX
OO2C 88 7F EOR A /I$Z¡' 2'S COMP.- OFFSET

B I NARY
002E B7 8006 STA A $8006
OO31 20 F7 BRA CONT
0040 ORG 0040H

*
* TNTERRUPT ROUTINE
¿

0040 86 8006 LDA A $8006 CA2 GOES LOlr
OO43 9F OO STS LOCI
OO45 C6 01 LDA B #$01 NUMBER OF 2ND ORDER

S ECTIONS
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0047 D7
0049 BE
004C 30
004D 09
004E 32
004F 34
0050 36
00s1 31
0052 3 I
005 3 32
00s4 34
00s5 36
0056 6E
0058 7Ã
0058 27
005D 9F
005F 96
0061 8B
0063 97
0065 9E
0067 20
0069 9E
0068 3B

0A0 3

0A03 96

0A05 01
0A06 47

0A0 7 2C
0A09 7E
OAOC E6
OAOE 2C
0A10 E6
0Al 2 2D
0Al4 1B
0Al5 28
0A17 7E
0AtA 57

05
0800

LOOP

03
OOO5 RTN
OC

02
02
02
02
02
E3
OO RTI

03
OAA4
OO LOCOK
1E
01
3C

03
OA9C

LOCPK

LOC B

#$0800
STA
LDS
TSX
DEX
PUL
DES
PSH
INS
INS
PUL
DES
PSH
JMP
DEC
BEQ
STS
LDA
ADD
STA
LDS
BRA
LDS
RTI

ORG OAO3H
SECOND 2ND ORDER FILTER
PROGRAM INCLUDES OVERFLOII

SET X SAME AS S"P.
ROTATES B TO C

DROPPING OFF OLD C

AND ROTATES A TO B
S.P. IS AT ORIGINAL
POSITION AT TOP OF
SECOND ORDER
STACK WHEN
FINISHED
CALC A AND Y

SECTION
MINIMIZATION

03,X
LOCB
RTI
LOC2

A LOC2
A ll$02
A LOCL

LOC 2
LOOP
LOC 1

04 LDA A LOCX

NOP
ASR A

INPUT FROM FIRST
SECTION

REG I S TER

REG I S TER

BGE
JMP
LDA
BGE
LDA
BLT
ABA
BVC
JMP
ASR

LOCOK
LOCF
00,x
LOCG
01,x
LOCH

LOCPK
LOCXX
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OAlB IB
0A1C 29
0A1E 57
OAlF IB
0A20 29
0^22 E6
0A24 57
0A25 10
0A26 29
0A2 I 57
0A29 I 0
0A2A 29
0A2C 20

0A2E 57
0A2F 10
0A30 57
0A31 t 0
0A32 E6
0A3 4 2E
0A36 1B
0A3 7 29
0A39 57
OA3A IB
0A3B 29
0A3D 57
OA3E IB
0A3F 29
0A4 I 20

0A43 1B
0A44 29
0^46 57
0A47 1B
0A48 29
0A4A 57
OA4B IB
0A4C 29
0A4E 20

0A50 1B
0A51 2D
0A53 57
0A5 4 1B
0A5 5 57
0A5 6 1B
0A57 E6

7E

7^
00

74

70
47

LOCG

LOC J

LOC H

ABA
BVS
ASR
ABA
BVS
LDA
ASR
SBA
BVS
ASR
SBA
BVS
BRA

ASR
SBA
ASR
SBA
LDA
BGT
ABA
BVS
ASR
ABA
BVS
ASR
ABA
BVS
BRA

ABA
BVS
ASR
ABA
BVS
ASR
ABA
BVS
BRA

ABA
BLT
ASR
ABA
ASR
ABA
LDA

LOC XX

LOCXX
00, x

LOC XX

LOC XX
LOCA

01rx
LOCJ

LOC Y

LOCY

LOCY
LOC A

LOC XX

LOCXX

LOC XX
LOCA

B

B

LOCK

B

B 00,X

REG ISTER C

REG B01
OD

67

63

5F
32

56

52

4E
25

10

00 REG C
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0A5 9 57
0A5A i 0
0A5B 29
0A5D 57
0A5E I 0
0A5F 29
0A61 20

0A63 E6
0A6 5 57
0A6 6 10
0A67 57
0A6 8 10
0A69 E6
0A6B 57
0A6C tB
0A6D 29
0A6F 57
0A70 1B
0A71 29
0^7 3 20

0A75 A7
0A7 7 2C
0A79 E6
OATB 2F
0A7D I 0
0A7E 29
0A8 0 47
0A81 97
0A8 3 7E

0A86 r0
0A8 7 20
0A89 E6
OASB 2F
0A8D 20
0A8F 1 0
0A9 0 29
0A92 20
0A94 86
0A9 6 20
0A98 86
0A9A 20
0A9C 86
0A9E 20
0AA0 86
0AA2 20
OAA4 E6
OAA6 2E
0AA8 57

3F

ASR
SBA
BVS
ASR
SBA
BVS
BRA

LDA
ASR
SBA
ASR
SBA
LDA
ASR
ABA
BVS
ASR
ABA
BVS
BRA

STA
BGE
LDA
BLE
SBA
BVS
ASR
STA
JMP

LOC XX

LOC XX
LOCA

3B
T2

01

OO LOCK

31

2D
00

02 LOCA
10
00
09

L4
END

04
0058

B 00,X
B

B

B 01,X
B

LOCY
B

L OCY
LOC A

02,X
LOC P

00,x
L0cQ

LOC S

LOC X
RTN

SBA
BRA END
LDA B 00,X
BLE LOCR
BRA LOCQ
SBA
BVS LOCT
BRA END
LDA A #$80
BRA END
LDA A /I$Zr
BRA END
LDA A ll$tr
BRA LOCA
LDA A #$80
BRA LOCA
LDA B 00,X
BGT LOCL
ASR B

REG C

REG B

NEW A REGISTER VALUE

OUTPUT REGISTER
A
A

F7
00
02
F7

06
EC
80
E8
7F
E4
7F
D5
80
DI
00
22

LOC Q

LOC P

LOC R

LOC S

LOC T

LOC XX

LOC Y

LOC F
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0AA9 I 0
OAAA 57
OAAB 1 O

OAAC E 6
OAAE 2E
OABO iB

0AB I 29
0AB3 57
OAB4 1B
0AB5 29
0AB 7 57
OABS 1B
0AB9 29
OABB 20

OABD 1B
OABE 29
0AC 0 57
OAC I 1B
0AC2 29
oAC4 57
OAC5 1B
oAC 6 29
OAc 8 20

OACA E6
OACC 2F
OACE IB
OACF 2F
OAD 1 E6
oAD3 57
oAD4 l0
0AD 5 57
oAD6 1 0
OAD 7 E6
oAD 9 57
OADA 1B
OADB 29
OADD 57
OADE 1B
OADF 29
oAE I 20

OAE3 57

01
OD

SBA
ASR B

SBA
LDA B 01,X
BGT LOCM
ABA

BVS LOCY
ASR B

ABA
BVS LOCY
ASR B

ABA
BVS LOCY
BRA LOCA

ED

E9

E5
B8

DC

LOC M

D8

D4
AB

O 1 LOCL
25

L2
00

LOCXX

LOC XX

LOC XX
LOCA

0l,X
LOCN

L OCO
00,X

ABA
BVS
ASR
ABA
BVS
ASB
ABA
BVS
BRA

LDA
BLE
ABA
BLE
LDA
ASR
SBA
ASR
SBA
LDA
ASR
ABA
BVS
ASR
ABA
BVS
BRA

B

B 01,
B

B

B

01

BF

BB
92

LOCXX

LOCXX
LOC A

LOCO ASR



(t

OAE4 IB
0AE5 57
OAE6 IB
OAET E6
0AE9 57
OAEA IO
OAEB 29
OAED 57
OAEE 1 O

OAEF 29
OAF1 20

OAF3 1B
0AF4 29
oAF6 57
OAFT 1B
oAF8 29
OAFA 57

00

ABA
ASR B

ABA
LDA B 00,X
ASR B

SBA
BVS LOCY
ASR B

SBA
BVS LOCY
BRA LOCA

LOCN ABA
BVS LOCY
ASR B

ABA
BVS LOCY
ASR B

ABA
BVS LOCY
LDA B 00,X
ASR B

SBA
BVS LOCY
ASR B

BVS LOCY
JMP LOCA

OAFB 1B
0AFC 29
OAFE E6
0B 00 57
0801 10
0802 29
0804 57
0805 29
0807 7E

0803

0803 B6
0806 88

0808 47
0809 47
0804 t+7

0808 47
080c E6
OBOE IB
080F 1B

B3

AF
82

AA

^200

9C

99
0A75

8004
7F

A6

*
*

0RG 0803H

FIRST 2ND ORDER

LDA A $8004
EoR A #$7F

ASR A
ASR A
ASR A
ASR A
LDA B 01,X
ABA
ABA

S EC TION

INPUT FROM A/D
COMP. OFFSET BINARY
TO 2'S COMP.

0i
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0 810 57
0811 57
0812 10
0Bt3 57
0814 10
0815 E6
08L7 I 0
0 8 r 8 57
0 819 57
081A 1B
0BlB 

^70 81D E6
081F l0
0820 97
0822 7E

02
00

04
0058

SYMBOL TABLE

0000 LOC2
002A L00P
OA 1A L OCG
OA7 5 END
0A94 L0CT
OABD LOCL

ASR B

ASR B

SBA
ASR B

S BA.

LDA B 00,X
SBA
ASR B

ASR B

ABA
sTA A 02,X
LDA B 00,X
SBA
STA A LOCX
J}IP R TN
END

00

0002 L0c2A
OO4C RTN
OA2E LOCJ
0A80 L0CQ
OA98 LOCXX
OACA LOCO

0003 L0cx
OO58 RTI
OA4 3 LOCH
0A86 L0CP
0A9C L0CY
OAE3 LOCN

0004 L0cB 0005
0069 L0C0K 0A0c
OA5O LOCK OA63
OA89 LOCR OASF
OAAO LOCF OAA4
OAF 3


