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RESUHE 

On consirlerc Ie probleme inverse de la diffusion par des objets parfaite­

ment conducteurs a geometric rotationnelle (cylindre circulaire. ellip­

tique, sphere et ellipsoide pralonge) . Toutes les informations relatives 

a la g~ometrie de ces diffuseurs sont emmagasinnees dans les coefficients 

du d~veloppement qui entre dans la representation du champ diffuse. 

Cette propriete est a la base de la thearie presentee iei . On accede a 
ces co€fficients par une technique d ' inversion en utilisant les compo­

santes transvBrsales du champ diffuse supposees connues en amplitude , 

phase et polarisation pour un nombre fini de direction de mesures . Afin 

d'obtenir Ie maximum de precision lors de cette inversion, on optimise 

Ie determinant associe a la matrice du champ diffuse et exprime sous 

f orme analytique en fonction de ses singularites . Toute technique de 

me sure appropriee d~vra tenir compte des contraintes fondamentales 

resultant de cette optimisation . En suppo5ant qu ' une partie finie du 

developpement soit connue avec une precision suffisante . il est possible . 

de determiner la configuration geometrique des differents diffuseurs en 

exprimant l eurs rayons de courbure en fonctioo d'un nombre fioi de co­

efficients contigus du developpemeot . Ceci peut se faire d ' une facon 

exac t e dans les cas du cylindre circulaire et de la sphere . On trouve 

aussi des relations entre coefficients contigus de type electrique ou mag­

netique relatives au probleme inverse de la diffusion . Ces memes con­

cepts sont alors employes pour approcher les rayons de courbure du cy­

lindre elliptique et de l ' ellipsoide prolonge . On n ' a pas trouve de re-

l. 



ii 

sultats exacts pour ces geometries , les relations existant entre les co-

efficients du developpement et ces diffuseurs etant ici beaucoup plus 

complexes quP. dans les cas precedents. Unc methode , statistique et 

iterative, utilisant l es proprietes des sections efficaces mono-statiques 

est alors presentee . 
, j 

On recommande son emploi dans les cas ou la pre-

cis ion obtenue sur les coefficients est insuffisante . Cela arrive 

notamment d ' une part, lorsque Ie rayon de courbure electrique est beau-

coup plus grand que l ' unite , ce qui augmente l ' ordre de la matrice; 

d ' autre part lorsque l ' angle solide d ' observation est petit , ce qui rend 

la matrice du champ diffuse quasi-singuliihe . Ce probleme de la pre-

cis ion etant considere comrne tres important , la d~uxieme partie de la 

these decrit une nouvelle methode d ' optimisation qui prevoi e la locali-

sation exacte des directions de mesures pour lesquelles l'inversion de 

la matrice du champ diffuse est possible. Cette nouvelle methode est 

particulierement bien adaptee pour optimiser des determinants du type 

de Vandermonde impliquant des fonctions bornees. 



ARSTRACT 

The approach considered in this study of the inverse problem of 

scattering \dll be based on the assumption that all information pertain­

ing to the scattering geometry is contained in the expansion coefficients 

representing the scattered field . This approach will be applied to ro­

t a t ionally symmetrical perfectly conducting scatterers. namely , the cir­

cular and elliptic cylinders, spheres and prolate spheroids . These ex­

pansion coefficients are recovered via a matrix inversion procedure frorr. 

the transverse scattered field, Hhich is known in amplitude , phase and 

polar ization , for a l imited number of non-identical aspect angles . To 

achieve maximum ~ccuracy in the inversion, the closed form root factor­

ized representat:.ion of the det:.erminants associated with the particular 

scat:.tered field matrix are opt:.imized with emphesis placed on the basic 

constraints for any suitable technique limiting the measurements to a 

finite observation domain. Asswning that the required truncated set of 

expansion coefficients is found with a sufficient degree of accuracy, 

i t is then shown that the geometrical configuration of the various bodies 

can be determined by expressing the main radii of curvature in terms of 

a finite set of contiguous expansion coufficients. For the particularly 

simple cases of the circular cylinder and the sphere , exact formulae are 

a t tainable in order to retrieve the associated electrical radius . Fur­

thermore , it wes found that in these cases, unique relationships exist 

between contiguous expansion coefficients of both electrical and/or mag­

netic types. The same concepts are applied to obtain approximate re-

iii 



sults for the recovery of the main radii of curvature of the elliptic 

cylinder and the prolate spheroid. Exact formulae have not yet been 

developed for these more complicated geometries, due to the complex 

inter-relationship bett.cen the associated expansion coefficients and 

the geometry . An averaging iterative method is presented employing 

the relationsh;ip bet\-leen the magnitude of the scattered. field and the 

illuminated area of the scatterer . This alternative is recommended 

l>7henever there is an insufficient degree of accuracy in the recovery 

of the expansion coefficients. This usually occurs when the electrical 

radius of curvature is larger than unity, which increases the size of 

the scattered field matrix and/or when the observation domain is re­

stricted to a small solid angle, which producp.s pseudo-singular be­

haviour of the matrix. Since these aspects of accuracy are considered 

highly important, a separate section puts forward in detail a novel 

optimization procedure, in order to alleviate this problem. The 

theorems resulting from the optimization procedure determine the exact 

values of the bistatic aspect angles at which measurement data must be 

compiled in order to obtain ma.ximum accuracy in the inversion of the 

scattered field matrix . This novel method is anticipated to be well 

suited to optimize determinants of the Vandermonde type whose elements 

are band-limited functions. 
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ZUZi\l-Il-lENFASSUNG 

Ein besonderer Angriff des inversen Streuungsproblems fu"r rotationssym-

metrische . unendlich leitende Streukorper (kreisformiger und elliptischer 

Zylinder. Kugel und verlangertes Rotations-Ellipsoid) wird untersueht . 

Die Behandlung stutzt sieh auf die Annahme, dass aIle notwendigen Daten, 

die die Geometrie des Streukorpers besehreiben in den Koeffizienten der 

ReihenentHieklung des betreffenden Streufelds enthalten sind. Diese 

Entwieklungskoeffizienten ,,,erden dureh eine Matrixinversionsmethode vorn 

transversalen Streufeld bestimmt. das in Amplitude, Phase und Polarisation 

fur eine besehrankte Anzahl versehiedener Hessriehtungspunkte als gegeben 

angenommen ,",ird . Urn hoehste Genauigkeit der Matrixinversion zu guaran-

t ieren , Hird die gesehlossene analytisehe Wurzeldarstellung.der fur das 

behandelte Streuungsproblems 2utreffenden. Determinante optimisiert.und 

grundlegende Zto.'angsbedingungen der Messpunktverteilung, die fur geeignete 

Hessverfahren zutreffend sind. wurden besonders klargestellt . Mit der 

Annahme .die not,,,endige. besehrankte Anzahl von Entwieklungskoeffizienten 

mit hinreiehender Genauigkeit gefunden zu haben , wird dann gezcigt . dass 

die Geometrie der behandelten Streukorper so bestimmt werden kann, dass 

die Hauptkrummungsradien durch eine endliche Anzahl kontiguenter Entwiek-

lungskoeffizienten ausgedruekt werden konnen. Fur die besonders einfaehen 

FaI l e des kreisformiger Zylinders und der Kugel konnten exakte, geschl os-

sene Ausdrucke fur die zutrcffenden elektrisehen Krummungsradien 

formuliert werden . l<leiterhin hat sieh herausgestcllt. dass eindeutige 

Beziehungen z~isehen kontiguenten Entwicklungskocffizienten des elek-
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trischen und ocler auch des magnetischen Types fur diese heiden besol~deren 

Falle existieren . Die gleichen Hypothesen wurden auf die Inversions­

probleme des Ellipsoids angewandt um angenaherte Kriterien fur die 

Bestinunung der elektrischen Hauptkrum:nungsradien zu erhaltE'.n . Exakte, 

geschlossene Formulierungen konnten fur diese komplizierteren Geometrien 

jedoch, wegeo der komplexen Abhangigkeit der assozierteren Ent~.Jicklung s -· 

koeffizienten von der Geometrie, nicht gefunden werden. Deshalb wird 

eine statistische iterative Methode eingefuhrt wobei von bekannten 

Beziehungen des Iilonostatischen Streuungsquerschnitts Gebrauch gemacht 

wird urn die elektrischen Haupt~rummungsradien zu bestimmen . Dieses 

Annaherungsverfahren \'lird besonders fur jene FaIle empfohlen, in deneI'. 

die Genauigkeit nicht hi.nreichend ist. Solches is gc,.ohnlich der Fall, 

wenn der elektrische ~rUmmungsradius sehr gross ist und damit eben die 

ardnuug der Matrix rasch zunimmt, und oder aU<.:h wenn der Beobachtlmgs­

bereich recht begrenz t is t , wodurch pseudo--singulares Ha trixverhalten 

auftritt. Weil diese Gesichtspunkte der Genauigkc:Lt als besonders 

wichtig betrachtet werden mussen , wurde Teil B de~ Hauptkorper del' 

Dissertation hinzugefugt . Das Resultat dieses Optirnisationsverfahren 

wurde in zwei Lehrsatze zusammengefasst , die die genauen Werte jener 

Messrichtungspunkte bestimmen fur die genaue Hesswerte notig sind urn 

hoehste Genauigkeit in der Inversion der Streuungsmatrix zu erhelten. 

In dieser algebraischen Analyse winl ein neuer Optimisationsprozess 

fur Determinanten , die sieh als Vandermondsche von Funktionen begrenzten 

Gultigkeitberciehes ausdrueken lassen, in Einzelheiten behandelt. 
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INTRODUCTION 

The goal of science is to extend our human faculties to limitless 

hor izons . Researchers have been endeavouring since the turn of the 

century to devise equipment specially designed to identify ob j ects 

t hat we cannot see with the naked eye . Visual i dentification of ob­

jects by scattered light is an everyday experience and the mechanism 

wher eby the eye per ceives shapes is relativel y well understood. With 

the appearance of Doppler-radar , sonar-operated systems , Fourier op­

tics and apertu r e synthesis, it is now possible to localize and attain 

a good resolution of otherwise remote objects . These systems are em­

ployed extensively in the fields of air t r affic contr~l . oceanography , 

telemetry, satellite tracking , remote sensing, etc . 

However. no-one has yet succeeded in displaying actual configuration 

of objects illuminated by radar, although several atte~pts were ini­

tiated in the last few decades . Numerous techniques were developed 

and tested in order to increase the ability of radar - operated system~ 

to portray remote objects . These techniques organised the accumulation 

of radar data to reach its f ull potential, comparable in its develop­

ment to that of software techniques for the computer . These techniques 

a r e t he epitomy of r adar information as the most powerful extension of 

visual perception. 

Resea r ch in the fie l d of inve r se scatte r ing is directed towa r ds this 
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goal of target identification. The follmV'ing survey of the literature 

puts in evidence the lack of a general method of target identification. 

Presuming the existence of such an overall technique, there is also no 

indication of its development in the ncar future despite prodigious 

efforts devoted to this end . 

In practi.cal applications , various radar signatures are simultaneously 

considered [or any specific case encountered. Correlation of these sig­

natures usually a110,,",s a sigf!ificant reduction of ambiguity in the ob­

jectification of the body shape . In the light of the previous remarks . 

2 

any contribution to this extremely complicated problem \'1111 bring sub­

stantial insight iota the pro~lem of scattering and aid to define the ulti­

mate goal of defining the shape of remote objects. 

Within this framework , then, the present thesis t.,lUl 'be strictly con­

cerned with the objectification of the shape of rotationally sywmetrical 

bodies of revolution, for which separation into orthogonal functions has 

been well-established. The shapes we will consider are ; t he circular 

cylinder , the elliptic cylinder , the sphere and the prolate spheroid, 

which we ~!ill assume to be perfectly conducting bodies . Various factors 

dictate the choice of these particular geometries : the circular cylinder 

and the sphere have important applications in radar and antenna theories, 

and the elliptic cylinder and the spheroid are often used as models for 

the development and testing of approximate methods . Finally, since the 

exterior form of these $cat t erers is a level surface in a system of 



orthogonal co-ordinates, this investigation will be confined ~ithin the 

realm of classical electromagnetic theory . 
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chap-tVt one 

SURVEY OF THE LITERATURE 

1.1 SYNOPSIS 

The t heory of diffraction and scattering was developed for the express 

purpose of gaining insight into the interaction of propagating waves 

with known obstacles. I n its most general implications , this theory 

compares the behaviour of a non-stationary system as time tends towards 

zero with its asymptotic behaviour . as time tends tm-Iards infinity via 

a scatte r ing matrix . This scattering matrix , vlhich relates the prop­

erties of the system to the nature of the scatterer. constitutes the 

sole observable data when the scatterer is remote , or otherwise in­

accessible to direct observation . Lately, with the advent of radar 

tracking and identification. it has become essential to extract that 

information pertaining to the shape and material constituents of th~ 

scatterer direct l y from the scattering matrix . This incentive has 

opened up an entirely new area of research: that of the inverse theory 

4 

and t.echnique of diffraction and scattering in the field of electromagneti_c s . 

The inverse theory deals with the problem of recovering the shape of 

the scatterer from bistatic data for a given incident field , both of 

which are compiled in the scattering matrix . However , the delineation 

of the shape of the scatterer can be. accomplished only if the scattered 

field data is related to a given co-ordinate system . This data will 

. ,., 



then be expressed in terms of its co-ordin~te variables, and the asso­

ciated vector wave functions suitable for the problem at hand. 

Though the inverse scatte~ing field has generated an intense amount 

of interest in the past fe\,l years, the demand for net. basic model 

techniques is as strong as ever , since the formulation of a general 

overall model technique seems increasingly unfeasible, ot"ing to ex­

tensive mathematical complications . For this reason , only those shapes 

easily amenable to rigorous mathematical treatment will be considered 

within the scope of this thesis : namely, the circular and elliptic cyl ­

inders, the sphere and the prolate spheroid , for which the direct prob­

lem of scattering has been resolved. While none of these shapes repres­

ent the elaborate geometries one encounters in practice, the results of 

the present investigation of the inverse scattering field will prove 

highly encouraging to all those engaged in areas of target identifica­

tion and structural pattern recognition . 

As an initial approach to the inverse problem of scattering , the far 

scattered field will be expanded in terms of the associated vector wave 

functions. The transverse far scattered field components for non-iden­

tical aspect angles will then be related by means ·of the far scattered 

field matrix to the truncated set of the unkum.rfl expansion coefficients , 

which we assume to be extractible from the scattering matrix . The asso­

ciated expansion coefficients are further determined by a matrix inver­

sion technique which imposes severe restrictions on the distribution of 
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aspect angles. The matrix inversion J.lroceciur~ is inherently unstable, 

hot.,rever. due to the particular properties of the wave functions e;nployed; 

these instabilities can be examined from the properties of the deter­

minant associated Hith the scattered field matrix . To avoid these in­

stabilities, a novel determinate optimization procedure has been developed 

to deal '-1ith the closed-fo~m solution of these determinants. (This op­

timization procedure and its relevance to any suitable measurement 

technique is presented in Part B. In particular , it is shotm that ~ihen 

the derived optimization constraints are satisfied , the expansion coef­

ficients can be recovered with maximum accuracy . ) Assuming , therefore, 

that the scattered field matrix can be inverted, the prime objective of 

this thesis is to demonstrate the recovery of the electrical radii of 

curvature of that particular perfectly conducting scatterer under con­

sideration, from a limited set of contiguous expansion coefficients 

(as analysed in Part A) . In addition, within the course of the analysis, 

unique relationships between contiguous expansion coefficie:nts of the 

magnetic and/or the electric type , and fundamental properties of vector 

wave expansions have been derived. These may be favourably employed 

for improving the accuracy of the recovered expansion coefficients and 

are, therefore , consi.dered highly relevant to the inverse problem of 

scattering . 

However , this approach does not ascertain total accuracy in all cases. 

For example, when the electrical radius is very much greater than unity, 

or, when the domain of observation is restricted to a small solid angle, 

) 
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the inversion of the matrix remains a very l ong and involved operation. 

Therefore, an alternative approach had to be put f orward; the concept 

implied in this alternative will base itself up on the fa c t tha t the 

backscattered field depends on the radius of curvature of the illumin­

ated area of the scatterer. When the associated expansion coefficients 

cannot be reduced to a simple form, as was possible in the cases of the 

circular cylinder and the sphere, this alternative method will be ex­

pressly employed, in order to obtain a reasonable degree of accuracy. 

This thesis will be divided up into two major sections. Part A will 

be mainly concerned with the retrieval of the radii of curvature of the 

various scatterers; Part B will be reserved for the optimization pro­

cedure. 

Part A is further divided into four chapters. each of which deals with 

a different scattering geometry. 

ChapteA one consists of a selective critical survey of the latest articles 

on the problem of inverse scattering. However, due to the large amount 

of research in this area still considered classified information, this 

survey makes no claim to completely exhaust the field. 

ChapteA ~vo devotes itself to the problem of the perfectly con­

ducting circular cylinder; In dealing with this problem, we will in­

clude: 
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( i) The formulation of the fer scattered field in terms of circular 

wave functions 

(ii) The recovery of the electrical radius for the TE, TIl and mixed 

(iii) 

polarization cases 

A detailed discussion of optimum locations of histatic angles, 

in order to avoid the instabilities inherent in the Llatrix 

i nversion procedure . 

There arises a definite problem ill obtaining good accuracy here, due 

to the truncation of the infinite series representing the scattered 

field . and the matrix inversion procedure . This problem \o,'i11 he re­

viewed in detail. A description of the iterative averaging method 

is also presented , in order to obtain the degree of accuracy necessary 

to retrieve the shape of the circular cylinder . 

Chapt~\ thtee applies the theory developed at length i n chapt~ two to 

t he case of the elliptic cylinder . In particular . the difficulty of re­

covering t he contour of the cyl inder utilizing the first method is demon­

s t rated. This is due to the complexity of the Hathieu functions involved 

i n the formulation of the far scattered field . Ther efore. the alternative 

method is also applied 'in this case of the elliptic cylinder . 

A further application of thE: inverse scattering model to the three di­

mensional case is reviewed in cha.pt~ 60Wl . This chapter points out t he 

similarity existing between the far scattered field and the associated 

expansion coefficients in both the spherical and the cylindrical cases . 
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Once again, in order to recover the associated coefficients, we must 

avoid the inherent instability in the matrix inversion procedure by 

employing the optimization procedure for the mth degree of multipole 

geometr ies. This is . invaluable in determining the location of the op-

timum directions of measurement . 

The method of shape recovery for the prolate spheroid is proposed in 

chapt~ 6ive. This will be predominantly based on the representation 

of the far field as given by Stevenson(45) . However, this study will 

be limited by a lack of tabulated data, to a purely theoretical analysis . 

Part B is strictly concerned with the optimization procedure essential 

to accurately recover the scatterer shapes examined in Part A. As it 

is not, strictly speaking, included in the field of inverse scattering. 

it has been thought to reserve its development to a separate section 

of the thesis . This optimization procedure deals with t he closed-form 

representation of the determinants associated with the various scattered 

fie ld matrices. Of tantamount importance is the derivation of this 

novel det~rminate method, which can be used to optimize any analytical 

and band-limited expression written in terms of a factorized root ex-

pansion of its singularities . 

Part B is followed by five appendices. Appendix A.I presents a method 

to re cover the polarization angle from the expansion coefficients in 

the case of the circular cylinder. 
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App~ndix A. 2 is a brief reminder of the properties of the Vandermonde 

determinant . 

AppcncUx. A.3 formulates the expansion coefficients associated ,dth the 

TN case , in tenns of the expansion coefficients associated Hith the TE 

case, for the circul ar cylinder . 

Appel'1cUx. A. 4 formulates the TH coefficients in terms of the first five 

coefficients for the circular case . 

Appendix A. 5 derives the far field scattered by the elliptic cylinder 

in tems of the Nathieu functions-, 

1.2 CRITICAL EVALUATION OF THE LITERATURE 

The classical problem of scattering and diffraction of electromagnetic 

waves by an objec t originates within the field of optics. Research 

carried out so far on this problem primarily concerns itself with the 

formulation of the scattered and diffracted field when the scatterer 

and the sources (i.e . the incident field) are knotm. To detennine the 

field scattered by the object, we must find the difference betHeen the 

total field \>lhich exists when the object is present and the field ex­

isting in the objec t ' s absence . We then add the scattered field to the 

incident field to find the diffracted field. 
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The inverse scattering problem arises naturally as the situation is 

reversed, that is, ~lhen the nature of the scattering body is unkno~m, 

and the only information available is the incident and scattered fields. 

These fields are given in terms of a fix:ed co-ordinate system Hhose 

origin lies within the scatterer . 

A variety of problems fall under the general heading of inverse scatter­

ing and diffraction, due to the diverse interests of those engaged in 

this field. Therefore, we will divide our revie\~ into three major ap­

proaches : The first approach will be largely theoretical; the second 

numerical; and the third mainly concerned with those practical applica­

tions and experimental work of the type usually conducted under the 

supervision of the Departments of Defense. 

The purely theoretical approach endeavours to acquire the maximum data 

about the distribution of sources of finite extent from the far scattered 

field, which originated from those very same sources. 

The second approach attempts to discover methods of resolving simpler 

problems of inverse scattering, such as identification of bodies of 

revolution by employing certain approximations, \olhich then lead to 

numerical results . These methods also specify the conditions adequate 

in order to determine techniques of measUl:ement, thus eli.minating re­

dundant data , and cutting down on computation time. 

11 



The last approach deals essentially with estimating from radar data 

the size, configuration and characteristics of target motion, such as 

t he generalized vector of motion, which encompasses angular velocities 

of axial rotation and tumbling, and the i nclination of the target axis 

r elative to its mass-center trajectory . 

Although there is a lack of precise terminology about what exactly is 

inferred by the inverse scattering problem (I . S.P . ), the two latter 

approaches center on the common problem of determining the shape and 

material constituents of unkno\m scatterers from far field data when 

t he transmitted field is given and the received far scattered quantities 

are known in amplitude , phase and polarization. The problem is usually 

i nvestigated by resorting to two techniques often found in the litera­

t ure: continuous wave inverse scattering (C . t<1 . 1. S. ) and pulse wave in­

verse scatte~ing (P.W.I . S. ). 

However , when the scattering geometry is non- stationary , the problem 

a l so involves the description of the orbital vector of target motion. 

The orbital vector of motion includes : 

( i) 

(ii) 

(iii) 

the t r anslatory vector , giving direction of spinning; 

the spin vector, determining spinnili8 rate ; and 

a third vector , outlining the direction and rate of tumbling ; 

a l l t hree of which are specified in terms of a stationary fixed time­

space reference system. The translatory vector of motion is usually 

determined by monostatic \o.'ave-operated Doppler radar systems, whereas 
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the spin vector and the vector describing the direction and time r~te 

of t umbling must be determined from inverse scattering . 

these three approaches will be covered in sequence, emphasizing the 

problem of ascertaining target shape . However, the l ast approach will 

only be briefly sketched as most of the work in this area is unavailDhle . 

The last few decades have seen an important development in the theoret -

ieal analysis to the inverse scattering problem. Studies on the far 

field produced by a known 5catterer have led to research on the inverse 

problem: to \Olhat extent does a knowledge of the far field arising from 

f inite sources determine the distribution of these same sources? Thi.s 

problem, Hrst examined by Saunders (40) and Heyl (59), was further in­

vestigated by Hiiller(36,37) and Wilcox(60) in the scalar and vector 

cases. They discovered that the far scattered fie l d determines the 

rad ius of the minimum sphere enclosing t he sources generat ing this same 

field . However, the extension of these sources within this minimum 

sphere is not uniquely specified ; for instance , if the sources are dis ­

tr ibuted over a certain volume in such a manner that the far field can 

be expressed in a finite number of surface harmonics , as in the case of 

the sphere, an identical far field can be obtained from sources inside 

an i nfinitesimal sphere around the origin . These results also folloTl} 

from an expansion theorem given by \.J'ilcox(60) for the vector case . 

They are also verified by Atkinson(3) whil e an equivalent expansion 

theorem "as propounded by Karp(19) for the scalar case . The one-to- one 

13 



relationship betvieen the far field and the sources is nevertheless est-

ablished by assuoing that the integral : 

source 

is minimal . In this formula , " j" represents the currents originatipg 

f rom dipole den£ities on lines , surfaces , or domains wit hin the ndni-

mUI!l sphere . 

It 1s worthHhile ,at this stage, to note that the inverse scattering 

problem for the scalar case is well known in non··r:elativistic quantum 

mechanics . The time-independent Schroedinger equation : 

2 2 
V u + k (1 - V)u = 0 

which describes the quantum mechanical scattering has the same form 

as the Helmoltz equation : 

k
2 

+-
n2 

U :. 0 

In these f ormulae , I1U " represents the wave f unct i on or probability 

amplitude of particles moving in a potential "V" , "k" being the wave 

number and "0" the relative impedance . The problems resolv~d so far in 

quantum me~hanics are one- dimensional . They can be treated by the per-

t urba tion theory i.n which " V" must always be smaller than unity. This 

method could be carried over i nto electromagnetic theory . for the one­

dimensional case. by replacing (1 - V) by 1/0
2

. HO~lever. in scattering 

from remote objects , n :: 1 every\..-here outside the object and zero inside 

t he object, implying that "V" would be by no means smaller everywhere 

as compared to unity. Consequently, these methods are in general in-

appropriate . 
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HOI<leVer, using a slightly modified technique. a group of one-dimensional 

. (35) 
problems has been successfully treated by Hoses and de Ridder and 

K (21) 
ay • In his paper. Kay considers the feasibility of recovering 

for al l x a function potential V(x) associated with the followipg dif-

ferential equation: 

2 
du(x,k) 2[ 1 + k 1 - V(x) u(x,k) = 0 

dx
2 

from the reflection coefficient r(k) knotrn for all real k . He demon-

strates that this is indeed possible whenever r(k) is a rational function 

of k. Bargmann (4) found 'iH addition that potentials for the radial 

Schroedinger equation of quantum mechanics , as well as for the radial 

corresponding wave equation, can be explicitly determin~d under identical 

conditions. 
. (13) 
Faddeyev also presented an extensive bibliography of 

the quantum mechanics inverse scattering problem . 

A three-dimensional scalar problem is similarly treated by Petrina(38). 

The scattering body is assumed to be homQgeneous and isotropic ; so that 

the Helmoltz equation is satisfied with a wave number kl inside the 

body, and with. 8 wave number kO outside the body. Petrina indicates 

further that the relation between the !::c8ttering C'lllplitude and the 

shape of the scattering body is: 

a f(ko.k!' T) 

, (k~) 

j!..~ 

JJf e ds 

body 

The integration is to be performed over t he volume of the scattering 

body using: 
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'[ = k 
- "0 

with "~" being the wave vector of the incident . plane Have and ~ being 

in the direction of observation. The integral on the right-hand side can 

be considered as the Fourier transform of a function which is equal to 

unity inside the scatterer and vanishes outside. Thus, kno\V'ledge of 

the left hand side for all T determines the shape of the scattercr . 

Some properties for t\'lo-dimcnsiona.l. acoustically soft and hard obstacles 

are given by Karp(20) . He forms determinants with elements f . . , where 
. . l.J 

f .. =£(9 . • 9.) represents the far diffracted field at infinity, at an 
l.J l. J 

angle of observation 9. for an angle of incidence e . . He deduces the 
, J 

necessary and ·sufficient geometrical conditions relative to the shape 

of the scatterer for the vanishing of such determinants , when the 

boundary conditions are fulfilled . Furthermore , he proves that if 

depends only upon the difference (e
i 

- 9
j

) , the scatterer must 

be a circle . 

Whenever the target under investigation is stationary but not of a 

simple fornI , like the infinite circular cylinder or the sphere, approx-

imations must be made to obtain actual numerical solutions. These ap-

proximations ~esult from the fact that the shape of the body is either 

not a level surface in any co-ordinate system . or that the formulation 

of the solution to the direct problem is too complex to be exploited 

for the inverse study. This has been revi(>.wed from the standpoint of 

the inverse scattering 
(2) 

problem by Altman , Bates and Fowl e . In parti-



cular , they shot. that for good conductors , the direct solution is given 

t hrough the follot.i.ng integral equations of the second kind: 

!'. Ip jf n x C!!,. [ + okR] 1 + H ) x V ~·iS 0-

4~ --s 
scatterer 

IF 
1 

jf{+jw;J [nx 
+jkR 

E 8- (H + II ) J _e __ -
-s 4~ "'1. --s R 

scattercI; 

1 [ +jkR] 
jwe: [ n oV x (!!,;. + !!o) 1 V ~ his 

where H assumes its value on the surface S inside the integral sign , 
- 5 

"R" being the distance from the point of observation to the vector surf2ce 

e l ement ~s. 
, 
n being t he normal vector pointing outward from S. ,.,lith 

~ Bnd £ being the characteristic constants of the medium. 

I n a numerical approach, if one is given the far field 

at a sufficient number of bistatic receiver locations , 

ES Land Hs 10> 

the problem is 

r eversed and beco'mes that of determining the shape of the scatterer . 

Various techniques have been proposed employing the method of continuous 

wave inverse scattering (C . ~LI.S . ) , in order to approximate the overall 

structure of the unknown target . Fot· instance , t he i nversions of E 
- 8 

and ~s can be carried out in some restricted cases under physical or 

geometrical optics approximations . 

I n particular , Altman et al (2) demonstrate that , if the body is a flat 

plate of arbitrary shape, and if the scattered field falls within a small 

solid anele , the shape of this plate can be recovered . Thia is done 
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using the two-dimensional Fourier. transform of the scattered field as a 

function of aspect angles and using physical optics or the Kirchhoff approx-

imations . These approximations assume that the body dimensions and the 

wavelength are smaller than the range and that the total H field equals 

2 Hi on the body surface in the illuminated region and equals 

shadow region . 

zero in the 

The inverse scattering problem associated with the geometrical optics 

approximations (1<:-> 00) . has been investigated by LeHis(28) and Keller(23) 

for doubly curved convex bodies of revolution Hhose axis of symmetry is 

knO\m . From a given scattering amplitude and reflectipn cQefficient 

at the specular point , the specular point being that region perpendi­

cular to the radar line of sight, Altman et al(2) have obtained explicit 

formulae to determine the illuminated sur face area of t\~o-dimensional 

geometries. In the three-dimensional case , the bistatic radar cross 

section is proportional to the reflection coefficient and the product 

of the principal radii of c urvature Rl and R2. When the Gaussian cur­

vature G = R1R of a particular surface is given for all directions of 
1 2 

the normal to the surface , the shape recovery is entitled Minkowski ' s 

problem , and has a unique solution for smooth convex bodies . For a 

singly curved body of ' revolution (i . e . cone, cylinder, etc . ) whose axis 

of symmetry has been determined, the geometrical optics method no longer 

applies, since one principal radius of curvature becomes infinite . In 

this case, an approximate method originated by Blasberg, is described 

in Altman et a1(2). Using the geometrical optics approximations , they 



demonstrate that the backscattering is proportional to the Fourier 

transform of a function Ir(x) e2jkr (x). In this expression rex) is 

the radius of the cross section as a function of x along the axis of 

r evolution . This function is valid only for small values of that angle 

formed by the direction of propagation of the incident plane WBve and 

the direction perpendicular to the axis of revolution, the three di-

r ections being coplanar . Using this modified technique, they prove 

t he inverse Fourier transform to be a function of Ir(x) "e2jkr (x) for 

x inside t he body and zero outside, provided that the backscattering 

field falls within a small solid angle, as in the ease of flat bodies. 

Recently , using Kirchhoff approximations , J,.ewis(28) found a genera l method 

for solving the inverse diffraction problem, when the backscattering 

f ield is knmm at all aspect angles and frequencies . His method ) based 

on Bojarski ' s identity(9), states that the characteristic f unction yex) 

defining t he target where y(x) = 1 inside and zer o else.\OThere , is a Fourier 

transform of t hat gamma function 2w r(-) related 
c 

to the backscattering 

field. He ShOHS that only partial recognition is possible , when data 

is restricted to a frequency band and a limited cone of aspects. How-

ever, his results are somewhat l imited in their application since 

2w 
r (-), must be measured near the front and the rear of the target. 

c 

The site of intense involvement in inverse scattering since 1965 has 

been the University of Hichigan Radiation Laboratory where V. H. Weston 

and his research associates have developed a good variety of inverse 
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scattering techniques. As regards the one-to-one source field relatio!'!-

ship, they first of all examined the interdependence of the shape and 

material characteristics of the scattering body with the radius of the 

minimum sphere . The equivalent sources are enclosed by this minimum 

sphere , whose radius is given as the radius of convergence of the far 

f ield expansion in \Jilcox ' s paper(60). It is shown in particular that 

one can obtain different minimum spheres enveloping the target by chang-

ing the origin of the co-ordinate system . This report essentially con-

tribu t es a unique theoretical explanation of the recovery of scatterer 

shapes of convex configuration , under specific boundary conditions. 

These conditions require that the total E field vanishes on the surface 

if the body is <! perfect conductor or that E and H are related by the 

equation of the Leontovich type: 

R = n ;5: 
EO 

! - [! . R1 ti' x H 

where "a is the unit outward normal to the surface and n is the relative 

impedance of the body. 

In the light of the foregoing results , and in order to apply boundary 

conditions, Weston and Bmv.nan (56) have developed a technique for the 

recovery of the near field in terms of the far field data . This tech-

nique bases itself upon the representation of the far scattered field 

in terms of plane waves. An integral representation of the near field 

over a complex unit sphere has been derived for this purpose. The ex-

pression of the field in the far zone is then extended by analytical 
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continuation into the complex polar angle plane. The solution is best 

suited for the high frequency case since the integral may then be ev­

aluated by the stationary phase method . \veston , Bowman and Ar(57) ex-

atnine the possibility of recovering the near field into cavity regions, 

using an analytical conti~uation procedure in order to define the con-

tour of the scattering geometry . They derive further the necessary 

boundary condition !~ !~ valid for perfect conductors. This condition 

correctly portrays the scattering surface when expressed at two differ­

ent frequencies , as is demonstrated(49) for a perfectly conducting 

sphere. This necessary boundary condition 

is superior to the condition I~I - I~I 

far into the shadmY' region, whereas I~I 

';'.X E* . , --T tho~lgh not sufficient 

o since ~Tx ~f is applicable 

I.!;, I represents the geomet-

rical optics approximations usually restricted to a narrow cone around 

the specular point. Both conditions also yield maximum accuracy when 

the incident polarization is parallel to the generatrix of the scatterer, 

In a more recent publication dealing with the three-dimensional vector 

problem. Weston and Boerner(55) show that the total field produced by 

a plene wave inc,ident on a scattering body can be expressed as the sum 

of two contributions : the incident field and the Fourier transform of a 

quantity related to the scattering matrix , They deduce(55) the follow-

ing equation which is valid for all paints in space , including the in-

terior of the scattering body . 
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where ...00< P < 00 , ",!" is the direction of the incident wave 

i s a measurable function proportional to the far scattered field in 

the direction ~ related to the scattering matrix . They also examine 

what can be recovered about the body, when the measurements of the far 

field can onl y be carried out within a limite.d domain of aspect angles . 

In particular. they show that the near field representation can be de-

termined by a matrix i nversion for rotationally symmetric scatterers 

and end-on incidence. In this case , the far scattered field components 

are represented by a series expansion into spherical vector ",ave functions. 

These components a r e best displayed as the matrix formulation: 

[E] • [A] • [x] 

where X represents the unkno,m expansion coefficients . The matrix [A] 

is inverted in order to recover these coefficients and the near 

field is deduced accordingly . Unfortunately , this process involves 

instability and de~inite loss of accuracy . Following this line of 

thought , the direct problem is studied i n detail by Waterman and 

HcCarthy(49). They have gone so far as to develop a documented com-

puter program to evaluate the scattered field originating from per-

f ectly conducting symmetric bodies . The method is based on the gener-

at ion of elements of an N x N matrix, fol l owed by subsequent inversion 

to solve for the unknown surface currents on the scatterer which are 

obtained via an integro-differential equation . 
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In a r ecent pap:2:' , Imbria.1e and Hittr/I S) applied a technique similar 

t o t ha t of Heston and Boerne/
55

) . They employ a process of analytical 

continuation with translations of the co-ordinate origin to obtain t he 

near fie l d representation ; and geometrical optics boundary conditions 

t o def i ne the body shape contour . In particular , they demonstrate 

that the knoHledge of the incident and scattered field at only one 

frequency \-185 indeed, sufficient to recover the size , shape and location 

of the scatterer . They limited their study to elliptiC, cit'cular cyl-

inders and conducting strip geometries. 

When t he overall structure of the scatterer 1s knm-m , t he subsequent 

problem consists in defining the material char.acteristics of the body . 

Al though the P.W . I . S. method is more suitable for this purpose, some 

important details about those characteristics are acquired by using 

t he monostatic-histatic cross section theorem . This theorem states 

tha t f or bodies of sufficient smoothness (22) , t he bistatic cross-section 

f or transmitter direction ~ and receiver direction ~ is equal to the 

monostatic cross section for the transmitter-receiver direction (~ + ~) 

wi th ~ f 0 in the limit of vanishing wavelengths . It is then demonstrated 

i n (58) that for poor conductors , or perfect conductors coated with a 

mater ial of a high refraction index , the impedance of the coating , apar t 

from the sign of the imaginary part, can be determined from the know-

l edge of the bistatic cross sections O'l~'~) and 0'. (~.~). This i s 

possible \<.·hen both transmitting and receiving antennae are linearly 

pol arized , perpendicular or parallel to the plane defined by the vect.ors 

(!<., ~) . 
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Freedman describes a convenient ~ethod(14) for the identification of 

uniformly coated scatterers , using pulse waves, which requires only 

one or two mono- /bistatic receivers. In this me t hod , for an incoming 

modulated pulse wave , the scattered field in any arbitrary direction 

in t he lit region results i n the superposition of image pulses. These 

pulses li re generated at the scatterer discontinuities, with pulse mag-

nitude being proportional to generating discontinuity size and pulse 

phase depending on the total associated path . 

The echoes or image pulses for various shapes are then considered for 

. (24) 
the high frequency case with Kennaugh and Hoffar who give a more 

sophisticated treatment . Mitzner(33) approaches the transient problem 

by subdividing the scattering surface of a smooth target into incre-

mental belts. These belts are a l igned in such a way with the incoming 

wave front that the pulse response can be analysed in terms of t he body 

shape so decomposed. This is performed using an integral equation 

coupled with a ge.neral set of boundary conditions describing the local 

scattering surface . In general , this anal·ysis of the pulse returned 

from a target does yield more information pertaining t o the properties 

of the scatterer than the pure C. \.] . I. S. method as was demons tra ted in 

(5 ) f or the dielectric strip . It i s especially shown here that the 

leading wave front indicates some properties about the composition of 

the strip, as the trailing returned pulse is related t o its thicknes!'> . 

Hm-lever, in the last few years , it has been demonstrated(39) that the 
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C. H. I . S . method could feedback as much information as the P . W. I.S. method as 

'to the direct problem of scatte.ring when the C. H. I . S . method operates 

at high frequency and bases itself on scattering centers (i.e . l ocal-

i zed sources) . Models for the inverse solution are presently investi-

gated in orcler to identify the various scattering centers from the far 

scattered field . These centers , uhen compared to a catalogue of direct 

problem solutions , should lead to target r ecognition . 

Al t h ough it is difficul t to separate the numerical approach from thut ap­

proach used by the Departments of Defence , since both make recourse to 

computerized solutions , it is still possible to point out salient features 

which characterize the latter . In this ar.ea, informat i on on space vehicles 

is of top priority . This information can be l imited to a simple signature , 

such as a cross section obtained at a singl e polarization , frequency or 

bistatic angle , or to more complex signatures such as cross sections 

measured under various conditions of polarization, frequency . bistatic 

angles , etc .... This information is then used to identify the space object . 

Based on the assumption that physically similar vehicles exhibit equivalent 

signatures , the size and shape of those vehicl es are estimated via compara­

t ive studies with known results contained in catal og ues constructed under 

geometrical optics approximations . Of course , t hese hypotheses all predi­

cate the meaningfulness of the signature representation . A mo r e reliable 

degree of recognition is attained by increasing the resolution of the radar 

system . The practical sol ution often displays a choice between the 

be t te r equ i pped g r ound radar stations or more sophisticated signatures 
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r equiring ~ither highly trained cr oss section analysts or sophisticated 

compu te r ized decision-making processes . 

Experimen t ally , technicians are dealing with scattering matrix measure­

ments of various vehic l e mode l s , r epresenting a vast spe.c t r um of geo­

metrical complexity . These techniques could have been part of our re­

view of t he numerical approach as t hey use the scattering phase centers 

concept to identify objects and as they necessitate retrieval of cross 

sections at various polarizations . The purpose of most of the invest­

igation in this area is to determine adequa t e s ignatures of space ob­

j ects . The simpler signatures are used as this makes for significant 

r educ t ion in computer storage and analysis tice ; if the s ophisticated 

signa tures ~:ere used . th i s would result in heavy computer storage , 

l engthy decis i on- making and compl icated comparative programs . t hough 

eliminating ambiguity i n t arge t r ecognition . However . studies i n this 

area a r e for the most c lassified information ; we can onl y speculate 

that more t han one signature i s employed for better discriminat i on 

with subsequent theoretical verif i ca t ion . 

Both of these aspects are introduced end expl ained by Crispin et al (lO) 

who determine the complete scattering matrix for several aspec t s for 

J upi t er C, with or 'dthout the tail fins , and a l so for the Jupiter C 

nose cone . They observed t hat reasonab l y adequate matrix data coul d 

be obtained in the laboratory by measuring cr (AA) , cr(A, B) , cr(B ,B) and 

any two of the three phases associa t ed wi th t hese amplitudes vlhere 
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cr(I ,J ) denotes t.he cross section measure.d when the transmitted enel:gy has 

the polarization J, and the receiver polarization is along I . The symbols 

A and B designate two mutual ly orthogonal directions . A representative 

l ist of classified papers on the measurement of scattering matrices of 

laboratory models is given along \-lith a display of the block-diagram of 

the measurement equipment . 
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In conclusion , there is obviously much to be gained by orient ating research 

towards additional theoretical and experimental work relative to various 

scattering geo;netries . Further investigat i on twuld be advantageous , to 

optimize the methods used in reducing the measured data necessary to ob­

jectify the scatterer. Anal ysis should also be carried out to estimate 

the accuracy , p2rticular to any employed techniques , needed to predict (·!ith 

sufficient reliability the shape of the targe t. Finally , experimental 

methods should be developed in accordance I-lith the requirements im-

posed by the various theoretical methods . Those primary aims have been 

the concern of many authors and experimenters; hOHever , it is felt that 

a con t inued effort towards providing more and more reliable information 

along these lines is still highly desirable . 

1.3 FORHULATION OF THE PROBLEH 

This thesis presents a solution to the inverse scattering problem as 

applied to axially symmetric conducting bodies of revolution embedded 

in a uniform homogeneous and isotropic medium of electric permittivity 

£,magnetic permeability ~.and zero conduc tivity . It is assumed that 



for a given transmitted field, tile measured far scattered field compon­

ents can be accurate.ly obtained in amplitude , phase aod polarization, 

for a sufficier..t nunlber of bistatic receiver locations. If the scatterer 

possesses only one axis of revolution, then the incident plane wave will 

be propagated along the larger dimension of the body, in a direction 

perpendicular to its axis of revolution . In this case . the three-di­

mensional problem is then reduced to the two-dimensional scalar prob-

lem. In the general vector problem case, we consider the incident 

plane wave as propagating along the negativ~ 2-axis of a spherical co­

ordinate system , whose origin lies at the center of the unknO\m scatterer . 

The choice of time harmonic fields) with time dependence factor omitted 

throughout , is justified by the fact that this is a typical practical 

condition~ and by the fact that an arbitrary field can 81eays be de­

composed into the sum of mono-chromatic waves by Fourier analysis. 

In addition, we know from Hilcox ' s expansion(60) that the scattered 

field can arise from a set of equivalent sources located inside the 

scatterer . Hence, the scattered field can be represented in terms of 

orthogonal functions outside the sphere of minimum radius enclosing 

the scattering object. Therefore, the origin of any co-ordinate system 

used in this problem must be ~dentical with the center of this sphere 

outside which the representation of the fields is ccnvergent . The in­

finite series representing the scattered fields as a sum of orthogonal 

functions multiplied by associated expansion coefficients are then 

truncated to some order whose lower bound depends upon the larger di-
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mensien of the body. These coefficients are related to the shape of 

the scatterer. 

The interdependence between these coefficients and the salient features 

of the scatterer has been acknowledged for many years ; nonetheless, it 

has not been exploited to the extent that it deserves in its ability 

to portray the body shape. To resume, all the information concerning 
, 

the scattering geometry is contained in these coefficients and this 

cognizance constitutes the basic concept underlying the method de-

scribed in this thesis and applied throughout. The problem consists, 

then, in recovering these coefficients and to extract from their know-

ledge the desirable information. 

Therefore, in order to have access to the geometrical features of the 

scatterer, these coefficients are first recovered via a matrix inversion 

procedure . Relationships between the wave functions used in the formu-

lation of the scattered field are next exploited in order to relate them 

analytically with the radius of curvature of the object. 

However, if the analytical expression of these coefficients is too 

sophisticated to extract that radius of curvature or if the coefficients 

are inaccurately retrieved due to the inversion procedure, another 

method must be developed to alleviate numerical difficulties. 

An iterative averaging method is thus presented which bases itself 



upon the dependency of the backscatte!:cd field magnitude Hith the im­

pact area that is the vicinity of the specular point . In this netV' 

approach, the inve!:"se scattering problem is considered as the synthesiE 

of a system which includes the obstacle and the backscattcred field and 

whose parameter "ka" is unknmm . This perspective ~las e pparently ig­

nored in the literature, yet it could result in the practical imple­

mentation of system of target identification. 

This purely numerical method gives this dissertation the counter-poise 

to its purely theoretical aspects. They are both complementary and 

any initial work on this problem of target recognition ought to include 

them with their respective contribution to unity and thoroughness . 
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chap-teA ;two 

THE CIRCULAR CYLINDER 

2.1 INTRODUCTION 

The selection of this particular geometry among many others results 

from various considerations. First, there is a large amount of theor­

etical and experimental data published on the scattering by a cylinder, 

which \ .. i11 be necessary at a later stage in this investigation since no 

experimental \..rork could be carried out as yet . Secondly, the circular 

cylinder constitutes a practical model for the testing of methods of 

more general applicability. In the field of inverse scattering, its 

analysis generated an incentive to undertake and develop similar studies 

on other geometries . Finally, it is a shape of considerable interest in 

practical applications such as the portrayal of missiles, shells, etc. 

Therefore, the inverse problem of scattering for a circular cylindrical 

scattering geometry is first considered", namely, the shape of an UnknO\ffi, 

perfectly conducting , cylindrical scatterer must be determined from bi­

static fie.ld data fOl:" a given incident plane wave . This choice of a 

pl ane wave incidence as a primary field results fZom a practical con­

sideration; in radar scattering , the target is usually illuminated by 

a source located at infinity. Although measurements are usually per­

formed strictly within the Fraunhofcr region, the present analysis is 

valid in all spatial regions. 
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The transverse electric field components are first related to a prop-

erly truncated n~~ber of expansion coefficients in matrix formulation. 

These coefficients are then obtained from the scattered field components 

and tbe inverted scattered field matrix. To avoid instability in this 

inversion procedure, a novel optimization technique is derived, which 

maximizes the determinant associated with the scattered field matrix . 

The equivalent electrical radius of curvature "ka" of the cylinder is 

next recovered from a set of contiguous expansion coefficients . Simple 

formulae exist in all polarization cases \V'here only four coefficients 

are necessary in the TIl as well as the mixed TI[-TE cases and five in 

the TE case. Such recurrence expressions for "ka" result from the de-

finition of the expansion coefficienls and the recurrence relationships 

between three contiguous Bessel functions as sho\m in (7) . 

Although the expressions derived for the retrieval of "ka" are restricted 

only to circular cylindrical scatterers, the technique developed in this 

chapter (7) may be extended to other scattering geometries (8) without 

r equiring inverse boundary conditions (52) or methods of analytical 

continuation ('31 , 54) 

The problem of accuracy is revie~~ed next , in connection with both the 

order of truncation of the infinite series expressing the far scattered 

field and the matrix inversion procedure. An iterative statistical 
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method is presented Hhich is based on the dependence of the magnitude 

of the far scattered field with the local geometry of the illuminated 

area . Within the frameHork of this new method , the inverse scattering 

problem is considered as a synthesis of a system which includes the 

scat t erer, the back scattered field and the connection between that 

field and the curvature of the scatterer . The ter-minology of systerr. 

synthesis is hence used throughout . This alternative technique enables 

the recovery of the circular cylinder wich excellent accuracy and the::e-

fore is recommended Hhenever the measurement bistatic angles are ccn-

fined ... 1ithin a small wedge angle . 

2 . 2 ~lATRIX FORl'1ULATlON OF THE FAR SCATTERED FIELD COMPONENTS 

We will now consider the case of a plane electromagnetic wave which 

is normal ly incident on a smooth, perfectly conducting circular cylinder 

of electrical radius ka, with 11k" being the 2. wave number (r) and "a" 

the r adius of the cylinder . The three-~imensional vector problem is 

hence reduced to the t\-1o-dimensional scalar problem . 

The t r ansmitted field expressed in the (x , y,z) cartesian co-ordinate 

system, whose origin is on the axis of the cylinder, as shown in Fig . I , 

is given with exp(-jwt) time-dependence by 

H 
-t 

!t ", EO(sin 

. 0E 
IlO -t 

15 YO + cos cS zO) exp (jkR) 

X A 

"0 

(2 . 2.1) 

( 2 . 2 . 2) 
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""here <5 is the polarization angle , R the nmg~ . and (EO' J-l
O

) the char-­

acteristics of the propagation medium . 

For the perfectly conducting circular cylinder , the scattered field 

components (E • H ) can be expressed in terms of circular cylindrical 
--<; --<; 

(46) 
wave functions using the (R.<P) polar co-ordinate Gystem . The 

scattered field may be considered as the superposition of a TH and a 

TE field which are proportional to cos <5 and s~n 8 , respectively . 

The transverse electrical field compon~nts are given by Einarsson , 

Kl eirunan , Laurin, and uslenghi(ll). 

where 

ETI! 
~ 

= coso EO E 
s 0",0 

z 

ETE ~ 

" simS EO n~O s 
z 

=t-
n - 0 

< n 
2 , > 1 n 

a" 
.n H ( l) (kR) J a 

n n n 

J ( ka) n . 
a 

n - - --'H 7;( 1') -(k-a-) 
n 

b - ­n 

J I (ka) 
n 

H(l )' ( k a) 
n 

< a" cos (n41) 
n n 

(2 . 2 . 3) 

< b" cos (m/l) 
n n 

(2 . 2 . 4) 

(2 . 2 . 5a) 

(2 . 2 . 5b) 

(2 . 2 .6a) 

( 2 . 2.6b) 

where J (ka) represents the Bessel function of t he first kind, H(l)(ka) 
n n 

t he Hankel function of the f i rst kind . In equations (2 . 2) the deriva-

tives are with respect to the argument (kR) or (ka) . The polarization 
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angle 0 , assumed as known . is removed by normalizing E and H • although 
s s 

i.t will be shown in AppeHcUX A. I . how 6 can be theoretically. recovered . 

Therefo r e, the normalized field components are expressed as : 

TM 
e z 

• 1: 
n-O 

- 'f n=O 

E a" cos(ntt. ) n n • 

E: b" cos(n$) 
n n 

(2 .2 .7) 

(2.2.8) 

These infinite series can be truncated to the order M, whose lower 

bound depends directly on "ka" as given in Einarsson, Kleinman , Laur in , 

Uslenghi, 1966(11) by the relation 

M > 2ks; ka > 4 (2.2.9) 

This problem of truncation is reviewed in detail in section (2.6 . 2). 

In order tha t equations (2 . 2 . 7) and (2.2 . 8) may be expressed in the 

matrix form 

[eJ >= [q,(N)] • [X] (2.2 .10) 

N = M + 1 values of e~ or of e~E must at least be known for nonidenti-

cal aspect angles ($ ; r m 0, 1. 
r 

... .. N-l) 

The transpose, [e]T. of the column vector [e] is expressed as 

and the column vector [x] representing 

c oefficients is wr itten as(7) 

either the unknown a" or btl 
n n 

which determines the arrangement of the matrix elements as 

[~(N)l • 
(2.2.11) 
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To r ecover the unknmm Xv' the matrix must be inverted . The upper limit 

on N is determin~d by stability criteria inherent in the matrix inver-

(53) 
sion pr ocedure and is investigated in section (2 . 6 . 2)~ in connection 

with the problem of accuracy . 

- 2.3 CLOSED-FORM SOLUTION AND OPTIHIZATION OF THE DETERNINANT 

ASSOCIATED IIITH THE MATRIX [~(N) 1 

2.3 .1 CLOSED FOR>! SOLUTION OF THE DETERHINANT [</>(N) [ 

Employing the Tchebyscheff expansion of 
n n n-2k . Zk 

cos n$ = k~O (Zk) cos 4> 51n $-

cos n$ for n > 1 " 

n-6 
cos $ ± 

n 0-3 - -2 
1 

n-2 
cos 4> 

(2.3.1) 

the determinant !$(N)[ associated with (2 . 2 .11) is evaluated in closed 

form. Using general properties of the Vandermonde determinant as re-

ported in Appe.J1d.i..x. A. Z, !4> (N) [ ~educes to(7) 

where x = cos $ . 
r r 

2 2 N-l N-l 
2 x O· . ···· . ··· 2 Xo 

2 2 N-l N-l 
2 xl . . .... . ... 2 xl 

2 2 N-l N- l 
2 x

N
_
1

' ·· .· 2 xN_
1 

c 2 

(2 . 3 . 2) 

N(N- l) 
2 

IT (x 
,.-A---.r 

N-l '>r >5:::O 

- x ) 
s 
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2 .3 . 2 OI'TIHIZATION PROCEDURE 

To ensure most stable inversion, it is necessary(7) to optimize the 

closed-fonn solution of (2 . 3 . 2) which in turn affects the practical 

design of measurement techniques . Namely , the optimal distribut i on of 

aspect angles spread over some limited measurement wedge of half-angle 

$a ' as shown in Fig . 2, is sought for which Icjl(N)! becomes maximum . 

In addition to the mirror symmetry about ~ = 0 resulting from the cyl-

inclrical scattering geometry . it is observed that the value of the 

associated determinant increases for larger half-angle I~al ~ TI/2 . 

Since the two wedge-limiting aspect angles a and ~ may be fixed a pkiorvL. 

the number of unknown aspect. angles 41 • which must be optimized, is re-
r . 

duced to (N-2). To obtain the closed form solution of the optimal 

distribution of aspect angles , it is necessary to introduce $ ' in 
r 

such a way that 

where 

cos·q,o 
coset + cosB 

2 

(2 . 3.3a) 

(2 . 3 . 3b) 

The associated quantity u ' = cos $ ' is normalized with respect to its 
r r 

i 1 I ' I I ( COSC1 +2 cosS ) I • max mum va ue, namely u = coset-
r max 

Icoss _ ( coset; coss ) [ = [coset ; cosS so that 

This leads to : 

x '" cos $ r r 

; (-1 < u ~ 1 ) 
- r 

(2.3 . 30) 

(2 . 3 . 3d) 
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Therefore, Hith the cosi.nes ur symmetrical about cos 4>0' equation 

(2 . 3.2) results in 

I~(N) I ' (coso, - cosS) 

N(N-1) 
2 n(u 

,.--A--{ 
N- l '::'r>s'::'O 

In Part B, it is shown that the roots of 

- u ) 
s 

(2. 3 . 4) 

(2.3.5) 

r epresent the optimum distribution of the normalized cosines u • 
r 

1 where P (u) represents, with N = n + 2~ the associated Legendre n+l r 

function of the first kind and first degree and order n + 1 as .defined 

in Jahnke (16) Hence , ass~~ing that the measurements are compiled 

within an arbitrary polar \~edge over the unit circle of directions, 

as shown in Fig . 2, the optimization procedure" is: 

a) Choose the measurement wedge to l ie within the ranges of 

either 0 ~ $ .s.. n or n ~ <II 2. 2:r t o ensure maximum retrieval of info1." -

mation from the scattered field data. 

b) Normalize all non-identical aspect angles 4> with r espect 
r 

to the wedge-limiting aspect angles a and B shown in Fig . 3, so that 

with (2.3.3d) 

2 cos $ - (cosa + cosS) 
r 

ur ~ Icosa - cosBI 
_ 

U
2)1/2 1 c) Then the zeros of (1 r Pn+l(ur ) are t he desired nor-

namlized cosines of the determinant [$(N)I which , for a given half 

angle <p 
a 

= ft;a, is ma~imum if the centre wedge angle 4>w = 'in 

Fig . 2 is n/2 or 3n/2 , since in these cases (cosa - cos~) in (2 . 3 .4) 

i s maximum for a given $ . a 
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2.3 . 3 COHPUTATIONAL RESULTS 

Computational r esults are given in Table I , proving that an optimum 

distribution can be found for any $ and $ . These results are pres-
w a 

en ted in relation to uniform distribution of angles 4> as well as their 
r 

cos ¢ and sin <p distribution . Comparing these distributions,it is 
r r 

ob served that in all cases the optimum distribution satisfying (2.3.5) 

is the best. choice, although the uniform aspect angle distr i but i on 

( co l umn [4]) for l arge N, approximates the optimum distribution (col-

umn [1] ) most closely for ex and a synunetrical about 90 0
• However. if 

good accuracy is desired from the values of the coefficients , the l arge 

values of N are disregarded s ince i n that case , the matrix inversion 

woul d be exceedingly difficult to perform . This is the object of 

study of a s ubsequent paragraph (2 .6.2) r elated to truncation accuracy 

problems . 

2 . 4 DERIVAT ION OF THE ELECTRICAL RADIUS "ka" 

2 .4.1 INTRODUCTION 

Up to the present, inverse scattering boundary conditions (5~), or 

. (54 32) methods of analytical cont1nuation ' • were employed to recover 

the shape of the unknown , perfec tly conducting , scatterer . However, 

in the case of a ci r cular cylindrical scatterer , all information re-

qui red t o r etrieve "ka" i s explicitly contained in the se t of expansion 
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TABLE 1 : VERIFICATION OF THE OPTINIZATION PROCEDURE 

It(N)1 • (COS~ - cos~) 

N (N 1) 
2 

IT ( u -
r-"---'-. r 

N-l~r>s~O 

u ) 
s 

Optimization Procedure : Column [1}; uniform cosine distribution cos$r: 

column [2] ; uniform sine distribution sin$ : column [3]; uniform aspect 
r 

angle distribution : column [4] . 

a = 180°, 6 ~ 0° , Icosa - cosal - 2 

N [1] [2] [3] [4] 

. 

3 0 .1600 x 102 0 . 1600 x 102 0 . 0000 0.1600 x 102 

4 0 . 7327 x 102 0 . 6742 x 102 0 . 0000 0 . 7199 x 102 

5 0 . 3752 x 103 0 . 2880 x 103 0 .0000 0 . 3620 3 x 10 . 
6 0 . 2108 x 104 104 0 . 2000 4 

0 .1215 x 0 . 0000 x 10 

7 0 .1281 x 105 0 .4988 x 104 0 . 0000 0 . 1197 x 105 

8 0 . 8339 x 105 0 .1964 x 105 0 .0000 0 . 7863 x 105 

9 0.5762 x 106 0 . 7358 x 105 0 .0000 0 . 5242 x 106 

10 0 .4201 x 107 0 .2602 x 106 0 . 0000 0 . 3779 x 107 

11 0 . 3216 x loB 0 . 8643 x 106 0 . 0000 0 . 2B62 x 108 

12 0 . 2572 x 109 0 . 2682 x 107 0 . 0000 0.2267 x 1~9 

13 0 . 2143 x 1010 0 . 7751 x 107 0 . 0000 0 . 1872 x 1010 

14 0 . 1854 x lOll 0 . 2078 x lOB 0 . 0000 0.1606 x lOll 
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TABLE 1: (continued) 

a a 90°, a ~ 0°, Icosa - cos~1 - 1 

N [lJ [2] [3] [4] 

3 0.2499 0.2499 0.1160 0 . 2071 

4 0.1788 x 10- 1 0.1646 x 10-1 0 . 2020 x 10- 2 0 . 1061 x 10-1 

5 0 .3578 x 10- 3 0 . 2746 x 10-3 0.5125 x 10- 5 0.1309 x 10-3 

6 0.1963 x 10-5 0 .1132 x 10-5' a . 1853 x 10-8 0.3800 y. 10-6 

7 0.2913 x 10-8 0.1134 x 10-8 0 . 9418 x 10-13 0.2555 x 10-9 

8 0,1157 x 10- 11 0 . 2726 x 10-12 0.6651 x 10-18 0.3932 x 10-13 

9 0.1220 x 10-15 0.1557 x 10- 16 0.6475 x 10-24 0.1373 x 10- 17 

10 0.3393 x 10-20 0 . 2101 x 10-21 0 . 8653 x 10- 31 0.1081 x 10-22 

11 0.2476 x 10-25 0. 6656 x 10-27 0.1569 x 10-38 0.1907 x 10-28 

12 0 . 4724 x 10-31 0.4925 x 10-33 0.3869 x 10-47 0.7507 x 10-35 

13 0.2346 x 10-37 0.8483 x 10-40 0.1290 x 10-56 0.6568 x 10-42 

14 0.3024 x 10-44 0 . 3389 x 10-47 0 . 5798 x 10-67 0 .1273 x 10-49 

15 0.1009 x 10-51 0 . 3132 x 10-55 0.0000 0.5451 x 10-58 



coefficients (a" , h"; 0 < n < N} for either polarization case. This 
n n - -

cognizance is the foundation of the method presented here. This method 

will be later applied to other geometries as well . 

For the problem at hand, the expansion coefficients a" and b" are first 
n n 

obtained from the non-singular matrix inversion procedure previously 

mentioned . Furthermore, since measurements are made on a circular 

arc of known radius , the radial functions in (2 . 2.5a) and(2 . 2 .6a) are 

computed for each mode n and the corresponding values of an and b
n 

calculated. To ShOH how the procedure l eads to the retrieval of "ka", 

we consider the three polarization cases in detail. 

2 . 4.2 TM CASE : 6 '" 0 

Let (2 . 2.Sb) be rewritten in the alternative form J ~ - a H(l) where the 
n n n 

arguments are omitted and·p = ka . Employing the recurrence relations 

of cylindrical r adial functions 

(2.4 . 1) 

for v =< n and V n + 1, the square of the electrical radius may(7) then 

be expressed as' 

2 
P (2.4 . 2) 

An expression for (Zv+l I ZV_l ) in terms of the expansion coefficients 

an is obtained ' from (2 . 2.5b) and (2 . 4.1) where for Zv in (2 . 4.1) 
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(1) R- (H(l) H~i) + a H = + a + \l \l \l 2v v-I 
and for Z v J v in (2.4.1) and with (2.2.5b) 

a H(l) _R-
(a\)_1 

H(l) 
+ aV+l 

H (1» 
V V 2v v-I v+1 

which, when combined, result for general \l in 

H(l) 
8\)_1 

- av Jv+1 a'V-I_l (8\)_1 - a ) v+1 v 
(2.4.3) H(l) • or . -- (a -a - aV+I J a\)_1 av+l) 

v-I V v-I V 

Substituting either expression for the chosen \l = n, \) = n + 1 into 

(2.4.2) yields the desired recurrence relationship for the TN case 

2 (an _1 - an) (8
0
+1 - 2 0+2) 

(ka) • 4n(n + 1) -'(~a=~-a-"----) -'(7'a-"---a-"n"-+"'2) 
n-l 0+1 n 

(2 . 4.4) 

requiring only four contiguous expansion coefficients ; an_I' an' 

8 n+1 and 8
0
+2 for any n > 1. 

2.4 .3 MIXED TM-TE CASE: 0 < 0 < TI/2 

Assuming that 6 = 00 and both the an and the bn coefficients are avail­

able, the recurrence relationship for p is obtained from the definition 

J ' 
n 

of an given by (2.2 .5b) and that of bn given by (2 . 2.6b) 

b H(I) 1 Employing the recurrence relationship 
n n 

. -
rewritten as 

(2.4 . 5) 

together with (2 . 2.Sb) and (2 . 2 .6b) . another relationship for 
Z 

( V+1) (7) Z results in the following : 
v-I 
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Comparing 

J ' 1 ( \) ="2 J V_1 - J ) v+1 

(2.4 .6a) and (2 . 4 .6b) 

H(l} 
v+1 b 

V 
- a v-1 

H(l} = or bv - BV+l 
v- 1 

H(l) ) 
1 \) + 1 

leads to 

JV+1 av+1 __ c __ 

J v-1 8\1_ 1 

(2 .4 .6a) 

(2.4.6b) 

bv - a v-1 (2.4 . 7) bv - av+l 

Since (2.4 . 3) and (2.4. 7) hold in general , a nonlinear relationship(7) 

is obtained between one b
v 

and three contiguous 8
V 

coefficients , 

BV(aV_1 + av+l) - 28\1_1 8V+l 

2av - (a\l_1 + 8v+1) 
(2.4.8) 

which indicates that an inverse relationship between one 8
V 

and a 

finite number of contiguous b
v 

coef fic ients , similar t o (2.4. 8) , does 

not exist for general v . 

Employing (2 . 2.5b) , (2:2.6b) • (2 . 4. 5) and 

Z· = Z v (2 .4.9a) v- 1 - - Z v p v 

or Z' v 
- ZVi-I (2 . 4.9b) = - z v p v 

yields for general V 

VZv VZv 

[ 1 + ~V+1 ] 

(2.4.10a) p c 
- Z' 

=--Z Z 
v - 1 v v - 1 

v -1 
o r 
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VZv VZV 

r 1 

2 

] (2.4.10b) P ;-- . 
Z -Z' Z wl Z \.1-1 v \)"-1 

+-Z-· -

" Wl 
Z 

Substitution of ( Wl) in (2.4.10a) by its value as given in (2 . 4.3) 
Z 
v-l 

or (2.4 . 7) results in 

v H(l) 

[2(bv - aWl) ] 
v 

p ; 

H(l) 
2bv - av+l - 8 v _1 v-l 

(2 . 4.11a) 

or 
V H~l) 

[2(av - aWl) 1 
p ; ;(1)' aV_1 - av+l 

v-l 

(2.4.11b) 

Equating (2 . 4 . 11a) \-lith (2.4 .11b) leads to 

2(a
v - av+l) b - a 

V V (2.4 . 12) 
a v-I - 8v+l b

v - a v-1 

H (1) • (b _ a
v

) 
V \I (2 . 4.13a) p ; V • 

H(l)'(b - a ) v-I V v-l 

which gives 

Similarl y , if (2.4.10b) is employed with (2.4.3) or (2.4 . 7), another 

formulation is obtained, namely 

(2.4.13b) 

Multiplying (2 .4 . 13a) for V = n + 1 by the same expression for v n, 

or similarly (2 .4.13b) for v = n - 1 and v = n, yields 

2 
P n(n+l) 

(b -a 1) (b +l-a ) n n- n n (b -a +1) (b 1-a) n n n- n 

. -. 



which together \-lith (2.4 . 7) becomes 

(ka)2 = 0(n+1) 
(b 

n 
(b 

n 

or 

a ) 
n 

(2.4.14a) 

(2.4 . 14b) 

respectively . Here (2 . 4 . 14b) can be directly obtained from (2.4.14a) 

by changing V = n into V = n - 1 , which again requires only four coo-

tiguous expansion coefficients for n ~ 1 in (2.4.14) --- which re-

duces to (2.4.4) if (2.4.8) is properly substituted . 

2 . 4.4 TE CASE : 0 ~ ~/2 

We wish to recover " ka" solely from the given set of {b) coefficients. 

Since no recurrence relationship between three contiguous derivatives 

of cylindrical functions exists(7) . no expression can result for 

Z~l/Z~_l in terms of only three contiguous bv coefficients, similar 

to (2.4.3) or (2 . 4 .7). This can be observed from the recurrence re-

lationship between four derivatives of cylindrical functions 

(2.4.15) 

which involves non-contiguous Bessel functions and results, for V : n 

and V : n + 1, in 

2 
P = 4 (n-2)(n+3) 

z' 
[ (n+2) n+l_ 

n-2 Z' 
n-1 

Z' Z' 
[ (2~+3)(Z~+l) 

n-l n+l 

z' 
J [ n-1 n J 

1 (n+3) ~ - 1 
n+2 

z' Z I 

1 [ n-2 n 1 1 (Zr-l (z;-) - 1 
n n+2 

(2 . 4.16) 
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with either z(l}' = H(I)' or 2' ~ _ b H(l)' 
v v v v v Equation (2 . 4 .16) cannot 

be expressed , similar to (2.4 .4) and (2 .4 .14), explicitly in tenns of 

a limited number of contiguous bv coefficients for any n , since from 

(2.4.5), (2.4.3) and (2.4.7) it £ollm,s chat(7) 

H(l) 
1 _ 0+2 

H(l) ' H(l) 
n+1 n ::m' • ~--"---- = 

Hn _1 H~~~ 1 

H(l) -
n 

- a ) n-2 

- a ) n-l 

(2 . 4.17) 

which is not expressable in terms of the b coefficients. From 
n 

(2 .4.3) and (2 . 4 . 7) , 

(2 . 4 .18) 

results which demonstrates that no relation exists giving the a co­
n 

efficients in terms of three b contiguous coefficients, in contrast 
n 

with (2.4 .8) . It may now be argued that if the complete set {bv.N} 

is given , an expression for "ka" , explicit in b
v

' must exist as well 

as for the other two polarizations . To attain thiS, two contiguous 

BV coefficients must be determined in terms of a finite number of bv 

coefficients . This is shown in Appen~x A. 3 where a
O 

and a2 are for-

mula ted in terms of only 5 contiguous coefficients as given by the 

equations (A.3 . l6) and (A.3.l7) . All higher order av coefficients 

required in either (2.4 .4) , (2.4.14) or (A.3.l7) for the retrieval of 
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"ka" in the TE-case are then obtaine d using (A.3.16) and (A.3.17) and 

iteration of (2.4.8), Nevertheless, in contrast to the other two 

polarization cases, where any four contiguous expansion coefficients 

are necessary and sufficient to recover "ka'; in the TE- case the first 

five TE coefficients are necessary and sufficient only for n ~ I, an~ 

n; 2 in (2 .4 .4), n ~ I, 2 and 3 in (2.4.14), and n = 3 in (2.4.16). 

For any higher order n in (2 . 4.4), (2 .4.14) or (2.4.16) the entire 

set of {b
v

} coefficients is required . 

In the high frequency TE-case (i . e. for ka > 5) it is valuable to note 

that the zero-order TM coefficients 8
0 

may be approximated by 

"0 = - (1 + "1) = - (1 + bO) (2.4.19) 

This result together with the identity a1 = bO are important in as 

mueh as they may be employed favourably instead of the lengthy soph-

isticated equations derived in Appendix A. 3 to shorten the computation 

t ime of the retrieval. In chap~e4 nive, it will be demonstrated that 

this approximation becomes a true identity for the case of the coeffi-

cients associated with the spherical Bessel functions . Equation (2.4.19) 

results from the comparison of the numerieal values of J O' Yl , J I , and 

YO' In particular, it is shown(16, 1) that for argument p > 3 

which implies that 

Jo(p) = - Y1 (p) 

J
1 

( p) = YO( p) 

(2.4 . 20) 
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'0 • 

(2 . 4 . 21) 

which is identical Hith the relation (2 . 4 .19). 

2 . 5 COHPUTATION OF ka FROH THE EXACT VAl,UES OF THE an A.J.'m b
n 

COEFFICIENTS 

To verify and interpret the theoretical results already obtained. com-

putations are presented in Tables 2 to 5 for the three particular 

values ka _ 1.0. 5 .0 , 10 .0 , re?resenting the resonance and higher 

frequency cases. The coefficients an and bn are presented in Table 2. 

The values of 82 , computed for(A . 3 .17)in terms of the required set of 

coefficients {b }, is identical H'ith the value resulting from (2 . 2.Sb) 
n 

and presented in Table 3. It is shown in Table 4 that "ka" can be re-

covered for all three polarization cases , where PTN corresponds to the 

TM- case 85 given by (2 . 4 .4) , PTH-TE t o the mixed TH-TE case as given 

by (2 . 4.14) and PTE to the TE-case computed from (2 .4.14) , (2 . 4 .18) 

and (A.3 .17). The accuracy of the results based on (2 .4.4), (2 .4 .14) 

and (A . 3 .17) depends exclusively on the accuracy of the expansion co-

efficients a and b • which have been calculated with 6 digit accuracy . 
n n 

In practice, the overall accuracy would also be dictated by the resol-

ution of any suitable measurement technique for compiling amplitude, 

phase and polarization of the scattered field . The computed results 

in Table 3 fbr the high-frequency TE-case, ka = la, demonstrate that 
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TABLE 2 : TABULATION OF a AND b COEFFICIENTS 
n n 

ka :::: 1.000 

AN(O) - 0 .986913E 00 0.1138298 00 
AN(l) -0.240880E 00 - 0.427630E 00 
AN(2) - 0 . 482235E- 02 -0. 692770E-Ol 
AN(3) -0.112935£-04 - 0 . 3360648- 02 
1u'(4) - 0 . 553886E- 08 - 0 . 744250E- 04 
AN (5) -0.919887E-12 -0. 959103E- 06 
1u'(6) - 0 .663354E- 16 - 0 . 814455E- 08 
AN(7) - 0 . 241210£- 20 - 0.491127£-10 
AN(8) -0. 489961E- 25 -0 . 221350E-12 
1u'(9) -0 . 599390E- 30 - 0 . 774200E- 15 
AN(10) - 0 . 467864F- 35 -0.216301E-17 
AN (11) - 0.243944E-40 - 0 . 493907E-20 
AN(12) -0.881861E- 46 - 0 . 939075E- 23 
AN (13) - 0 . 227971E- 51 -0 .150985£-25 
Iu' (14) - 0 . 432561E- 57 -0.207981E-28 
A." (15) -0. 616015E- 63 -0 . 248196E- 31 
AN(16) - 0 . 671254E-69 - 0 . 259086E- 34 
AN (17) - 0 . 569174E- 75 - 0 . 238573E-37 
AN(18) 0 . 0 - 0 . 195235E- 40 
AN (19) 0 .0 -0 . 1'12927£-43 
AN(20) 0 .0 -0.941561£-47 

BN(O) -0. 240880E 00 
BN(l) - 0 . 12269/.E 00 
BN(2) - 0 . 691193E-02 
BN(3) -0.126362£- 04 
BN(4) - 0 . 575551E- 08 
BN(5) - 0 . 936609E-12 
BN(6) -0.6700278- 16 
BN(7) - 0 . 242697£- 20 
BN(8) - 0 .491955E- 25 
BN(9) - 0 . 601089E-30 
BN(10) -0. 468825E-35 
BN(l1) -0. 244317E- 40 
BN(12) -0 .882904E-46 
BN(13) - 0 . 228181£-51 
BN(14) - 0 . 432882E- 57 
BN(15) - 0 . 616384E-63 
BN(16) - 0 . 671581E- 69 
BN(17) - 0 . 569410E- 75 
BN(18) 0.0 
BN(19) 0 .0 
BN(20) 0 .0 

- 0 .427630E 00 
0 . 328094E 00 
0 . 8285198- 01 
0.355480E- 02 
0 .7 58667E-04 
0 . 967806E- 06 
0 . 818548E-08 
0.492636E-l0 
0 . 221799E-12 
0 . 775295E-15 
0 . 216523E-17 
0 .494284E-20 
0 . 939629E-23 
0 . 151057£-25 
0 . 208058E- 28 
0 . 248271£-31 
0.259149£-34 
0.238623E-37 
0 .195269E-40 
0 . 142948£-1.3 
0 . 941677E-47 

'" w 
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. TABLE 2 : (cont i nued) 

ka ::I 5 . 000 

AN(O) - 0 . 248892E 00 0 . 432371E 00 
AN(l) - 0.830741E 00 - 0.374981E 00 
""(2) - 0.157870E-01 0.124650E 00 
AN(3) - 0 .861524E 00 0 . 345400E 00 
AN (4) -0.805672E 00 - 0.395682E 00 
AN(5) -0.24 8855E 00 - 0.432350E 00 
AN(6) - 0.3247 99E- 01 -0.1 77271E 00 
AN (7) - 0.178316E-02 - 0.421898E-01 
AN(8) - 0 .425699E-04 -0.652442E-02 
AN (9) "0 . 505556E-06 -0.711025E-03 
AN (10) -0 . 341183E-08 -0.584108E-04 
AN(l1) - 0.143149E-10 -0. 378350E-05 
AN(12) - 0 . 396690E-13 -0.199171E-06 
AN(13) - 0 .7 59029E-16 - 0 . 8712228- 08 
AN(14) -0.103823E-18 -0. 322215E- 09 
AN(15) . - 0.10' .. 424E-21 -0.102187E-1O 
AN(16) -0. 790682E-25 - 0 . 281189E-12 
AN(l7) -0. 459783E-28 - 0 .678070E-14 
AN(18) -0.208892E-31 -0 .144531E-15 
AN(19) -0 . 752699E-35 - 0.274353£- 17 
AN(20) - 0 . 217 964 £-38 -0 . 466867£- 19 

8N(0) - 0 . 830741E 00 
8N(I) - 0. 990171E-01 
8N(2) -0 . 999995E 00 
8N(3) - 0.274878E 00 
8N(4) - 0.290032E-01 
8N (5) - 0.198326E 00 
8N(6) -0. 618447E- 01 
8N(7) -0.285374E-02 
8N(8) -0.541874E-04 
BN(9) - 0.576459E- 06 
8N(10) - 0 . 369961E-08 
8N(11) -0 . 151210E-10 
8N(12) - 0 . 412587E-13 
8N(13) - 0 . 781640E-16 
8N(14) - 0 .106197E-18 
BN(15) -0.106304E- 21 
BN(16) - 0 . 802100E- 25 
8N(I7) - 0.465204E- 28 
8N(18) -0. 210932E- 31 
8N(19) - 0 . 758859E- 35 
8N(20) -0.219476E- 38 

- 0 . 374981E 00 . 
0.298685£ 00 

- 0.23052 9£- 02 
-0 . 446453E 00 

0.16781 5£ 00 
0.39873 9£ 00 
0.240874 £ 00 
0.53344 2£- 01 
0.736101E-02 
0.75924 9£-03 
0. 608244E-04 
0.388857 E-05 
0.2031 22r~-06 

0 . 884104£- 08 
0.3258788-09 
0.103104E-1O 
0.283211E- 12 
0 .682054E- 14 
0.1452)4E-15 
0.27547 3E-17 
0.468482E-19 

<.n .. 
• 
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TABLE 2: (continued) 

ka '" 10 . 000 

AN(O) .- 0.951574E 00 - 0.215403E 00 
AN(I) - 0 . 295855E- 01 0 .16 9470E 00 
""(2) -0 . 999804E 00 - 0 . 230413E-01 
AN(3) - 0 . 511981E- Ol - 0 . 220440E 00 
AN(4) - 0 . 696771E 00 0 . 459906E 00 
AN(5) - 0 . 749508E 00 - 0 . 433585E 00 
AN(6) - 0 . 265382F.- 02 - 0 . 514554E-01 
AN (7) - 0.537689E 00 - 0.498758E 00 
AN (8) -0 .100032E 01 0 . 338324E- 02 
AN(9) - 0.682211E 00 - 0 . 465861E 00 
AN (10) -0 . 249627E 00 - 0 .432894E 00 
""(11) - 0 . 530354E- Ol - 0 . 22411.3E 00 
AN (12) - 0 . 647825E- 02 - 0 . 802399E- Ol 
AN(13) - 0 . 451472E- 03 - 0 . 212466E- Ol 
AN(14) -0.187737E-04 - 0 . 433350E- 02 
AN(15) - 0.501759E-06 - 0 . 708421E- 03 
AN(16) - 0.920020E- 08 - 0 . 959153E- 04 
AN (17) - 0 . 121334E- 09 - 0 . 110151E- 04 
AN (18) -0. 119004E-11 - 0 . 109087E- 05 
"" (19) -0.890730E-14 - 0 . 943777E-07 
AN (20) - 0.519445E- 16 - 0 . 720722E-08 

BN(O) - 0.295855E- Ol 
BN(l) - 0 . 985440E 00 
BN(2) - 0.887116E- 03 
BN(3) - 0 . 921109E 00 
BN(4) -0 . 363875E 00 
BN(5) -0.188809E 00 
BN(6) - 0 . 979578E 00 
BN(7) - 0.586266E 00 
BN(8) - 0 . 340482E- Ol 
BN(9) - 0 . 855564E- Ol 
BN(10) - 0 . 2.1.6543E 00 
BN(11) - 0 . 103121E 00 
BN(12) -0 . 123189E- Ol 
BN(13) -0.67733lE- 03 
BN(14) - 0 . 239356E- 04 
BN (15) -0 . 586153E- 06 
BN(16) . -0.102486E- 07 
BN(17) -0 . 131340E- 09 
BN(18) - 0 . 126471E- 11 
BN(19) - 0 . 934630E- 14 
BN(20) -0 . 540054E- 16 

0 .169470E 00 
- 0 .121149E 00 
- 0 . 297763E- Ol 

0 . 270139E 00 
- 0 . 481240E 00 

0 . 391437E 00 
o . 142592E 00 

-0 . 492701E 00 
- 0 .181384E 00 

0 . 279759E 00 
0 .411976E 00 
0 . 304174E 00 
o .110323E 00 
o . 260211E- 01 
0 . 489321E-02 
0 . 765747E-03 
0 .101247E-03 
o .114601E-04 
O.112458E-05 
0 . 966749E-07 
0 . 734877E-08 

~ 
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TABLE 3: EXPANSION COEFFICIENT 8
2 

AS GIVEN BY (2 . 2.5b) AND BY (A . 3.l7) 

I ka 

1.0 

5.0 

10 .0 

bO b13 L - b1 b03 M 

b
I3 

L - b
03 

H 

a
2

{Real} a2{Im.} 

-0.004822 -0.06921 

-0.01578 -0.12465 

-0.99980 -0 . 02304 
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ka .. 1. 

ka • 5. 

ka so. 10. 

TABLE 4 : DETERMINATIO:-i OF ka FOR tHE nt, TII- TE A.'10 Tf CASES 

(sn_l a ) 
PTH .. 4n(n+1} '(~'~n-~''-----".~:+-,') 

(b - a ) 
-;:~n_c"'n,-, 'TM-TE .. n(n+1) '( ) bn - 8 n+1 

(bn+l - an+!' 

(bn+l - 8 n+2) 

PTE" Pnl- T£ where an is computed frolll (2 . 4 .1S) and Table 1. 

'TIl Pnl-n: 'TE 

n Real 1. Real ,. Real I. 

2 1.000 -0 .14 x 10-6 1.000 0 .88 x 10-7 0 .999 0 .11 x 10-6 

3 1.000 0.0 0.999 -0 , 29 x· 10 -7 0.999 0.47 x 10- 6 

4 0 .999 0.23 x 10-9 0 . 999 -0.35 x 10-9 0.999 0 .13 x 10-4 

5 0 .999 0 . 29 x 10-10 
1. 000 -0.35 x 10-1 0 .982 0 . 56 x 10- 3 

4 5 .000 0.0 5.000 -0. 56 x 10- 6 5 .000 -0.47 x 10-6 

5 4.999 -0.20 x 10-5 5 . 000 -O . 4f. x 10-5 5 . 000 0.0 

6 5.000 0 .16 x 10- 5 5.000 0. B1 x 10-6 5.000 0.66 x 10- 6 

7 5.000 0.18 x 10-6 5.000 - 0 .47 x 10-6 5.000 0 .26 x 10-5 

8 5.000 0 .95 x 10 -7 5.000 0 . 35 x 10-7 5.000 0. 19 x 10-4 

7 10 .000 -0 . 73 x 10-6 10 .000 - 0 .12 x 10 7 10.000 -0.72 x 10- 6 

8 10.000 0.0 10.000 0.26 x 10-5 10.000 -0 . 57 x 10-5 

9 10. 000 0 . 22 x 10-5 10.000 -0 . 11 x 10-5 10.000 -0 . 34 x 10- 5 

10 10.000 -0.21 x 10- 5 10.000 -0.76 x 10- 5 10 .000 0 . 21 x 10-5 

. 
10- 6 10-6 10- 4 

11 10 . 000 0 .87 x 10.000 -0.69 x 10 . 000 0 .12 x 

12 10 .000 - 0.27 x 10-5 10 . 000 -0 .94 x 10-6 10 . 000 0.55 x 10- 4 

13 10 .000 0 .0 9.999 0.95 x 10-7 10.000 0 . 25 x 10 -, 
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TABLE 5 : DETER}:INATlON OF k<l FOR l'UE TE-C-'\SE EHPLOYING THE APPROX-

(b - a ) 
[PIE] approximate .. n(n+1) ,,~n-=---::,n,---, 

(bn 2n+1 ) 

[PTE1 approximate 

n Real I. 

ka '" 5. 3 4.850 -0.35 x 10-5 

t, 4 .803 0.71 x 10-6 

5 4 .958 0.30 x 10-6 

6 5,036 0.93 x 10-7 

7 5 .286 -0 . 14 x 10-5 

8 6.239 -0 . 53 x 10-5 

ka .. 10 . 7 10 . 070 -0 .46 x 10-3 

8 9 . 895 0 . 65 x 10-3 

9 9.992 0.46 x 10-3 

10 9 . 980 0 . 11 x 10-3 

1I 10 . 018 -0.11 x 10-3 

I2 10.112 -0.66 x 10-3 

13 10 .469 -0.24 x 10-2 

(bn+l - an+l) 

(bn+1 an) 

[PI,l approximate 

with selection routine 

Real 1m 

0.0 0.0 

0 . 0 0.0 

5.004 0.87 x 10-5 

5.003 0 . 10 x 10-6 

0 .0 0.0 

0 .0 0.0 

0 .0 0.0 

0.0 0.0 

10.018 -0 . 34 x 10- 5 

10 .001 -0 .49 x 10-5 

10.000 0 . 58 x 10-1 

0 .0 0.0 

0 . 0 0.0 
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the approximation (2 .4 . 19) may be applied "lith reasonable confidence , 

provided a selective subroutine is employed . Thi.s subroutine uses 

the a coefficients obtained from (2.4.8) and (2.4.9) and the knO\ffi 
n 

set {b } to recover "ka" from (2.4.14) . Employing the obtained value 
n 

of "·ka" in (2 . 2 . 6b), the resulting b coefficients are then compared 
n 

with the original ones , and if a difference in the third digit of b 
n 

is found, they are rejected. 

2 . 6 COMPUTATION OF ka FROM THE COEFFICIENTS VALUES OBTAINED 

AFTER INVERSION OF [~(N)l 

2 . 6 . 1 INTRODUCTION 

Results in Table 4 and 5 clearly illustrate that the electrical radius 

of curvature of a perfectly conducting cylinder can be recovered ac-

cording to the scattering model technique developed in section (2.4) , 

whenever the coefficients a and b are known accurately up to the 6th 
n n 

digit. However, in practice, the accuracy and the resolution of any 

measurement technique used to compile the amplitude, phase and polari-

zation information about the scattered field is not likely to be of 

t his magnitude . Finally, \Olhenever the electrical radius of curvature 

is relatively high, the order of truncation N increases, the size of 

t he matrix [~(N)J increases, and the results of its inver sion are bound 

t o be partially erroneous. This situation deteriorates further in the 

case where the bistatic angles are confined within a relatively small 
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domain of observation, even ~hen the optimizational method presented 

in Part B is employed. Though this whole accuracy problem may seem 

alien to those unfamiliar with practical c'alculations, it is to our coo-

cern, an essential part of this investigation. The aim of the follow-

ing sections is hence to . analyse the parameters involved in the deter-

mination of the final accuracy . In the light of the previous remarks, 

there are two main parameters: the order of truncation M and the avail-

able domain of observation . The first is connected with the size of 

the circular cylinder and the second with the importance of the re-

cording station. 

2.6.2 ACCURACY DEPENDENCE UPON THE ORDER OF TRUNCATION M 

The infinite series representing the far scattered field components 

are truncated to the order M, whose lower bound depends on ka, as re-

called in section (2.2), namely M ~ 2ka; ka> 4. Thi~ order of trun-

cation corresponds to a difference between ~(ka) and bM(ka) less 

-4 than 10 and to the ratio 

",,(ka) 

aO(ka) 
or 

-4 less than 10 which insures sufficient convergence. For ka < 4, M 

must be greater than 2ka, to accurately represent the far scattered 

field components . 

In a situation where ka > 4. the inversion of the matrix becomes l abor-
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i ous and vecy li t tle accuracy can be expected , since the sys tem o f 

equations formulated in the concise form (2.2 . 10) is to some extent 

overdetermined. To gain insight into this matter , one must only re-

call that , theoretically, the electrical radius can be recovered from 

4 to 5 contiguous expansion coefficients . Therefore, the other co-

effici ents expressed as a function of "ka" depend implicit l y upon the 

first four , and consequently ; the system of N > 4 equations is over-

determined . Hence, the first objective is to implement the formul ation 

of these coefficients an ' bn in terms of the first four. 

2.6.3 

Only t he case of the a coefficients is carried out, since the con­
n 

elusion of this section does not justify another lengthy derivation 

of limited interest . It is a l so conjectured that the conclusions 

drawn from the {an} set are also valid for the ibn} set. 

Employing equation (2.4 .4) for V = n + 1 and V = n + 2 , the coefficient 

a
o
+4 for n ~ 0 will be expressed as 

(2.6 . 1) 

with 

and (2 . 6 . 2) 
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where the notation a~v - a~ - av is used . 

Equations (2.6.1) and (2.6 . 2) as applied to the case n - 0 . gives 

with 

8 3 T4 - 82 U4 
T4 - U4 

T4 '" 3a218 20 

U
4 

8
32

3
10 

(2.6.3) 

(2.6.4) 

In Appendix A.4, an expression for the higher coefficlen~s 8
0
+

4
; 

n > 0 is derived in terms of (a
O

, 8
1

, 8 2 , 8
3

) . It is demonstrated that 

for any n 

with 

An+4 '" 
(n+3) 

2 

Bn+4 "" 
(n+3) 

2 

and 

8 3 An+4 - 8 2 Bn+4 

80+4 : An+4 - Bo+4 

831An+3 - An+2B4 } 
831Bo+3 - Bo+2B4 

n odd> 1 

} n even > 0 

together with the following definitions , namely 

A2 = 0; A3 - a21 

8
2 

: - 1; 8
3 

• 0 

B4 c U4 - 8 32810 

(2.6.5) 

(2.6.6) 

(2.6 . 7) 

(2 . 6 . 8) 

Equations (2.6.5) to (2 .6. 8) represent a closed-form solution of the 
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coefficients 3
0
+

4
, n'::' a in terms of the set {a

O
, a

l
,B

2
,B

3
:- , The de-

pendency of 3
0
+4 in terms of this set 1s highly nonlinear and there is 

no possible reduction of the system (2.2.10) into a system o f four un-

known variables. However, for ka z 4 , the values of 3
4 

to as ' as 

calculated from (2 . 6.5) , can be used as additional const raints to the 

9 simultaneous equations system, to gain higher accuracy . For a larger 

electrical radius.(M+1-4) additional constraints can be theoretically 

employed, but the relations involving {aO,Bl,B2,B31 are so complex 

that they cannot improve the final accuracy. Hence, some other means 

must be developed to circumvent this handicap in the retrieval of the 

coefficients. 

2 . 6.4 ACCURACY DEPENDENCE UPON THE DOMAIN OF OBSERVATION 

Although the formulation of the far field components as given by (2 . 2.7) 

and (2 . 2 . 8) is correct for any bistatic angle ~ , th~ cylindrical wave 
r 

functions used in the expansion are orthogonal within the interval 

(~ = O,n). The highest level of accuracy in the recovery of the 

a or b coefficients thus occurs when data is available within this 
n n 

interval. In other cases , results must be approximative. This is 

amplified by the fact that, when the domain of observation is limited 

to a small wedge angle , the bistatic angles are extremely closely-

packed, and the matrix [~(N)] becomes quasi- singular. The worst event-

uality occurs under the simultaneous presence of a large electrical 

radius (ka > 4), which requires many tenns in the formulation of the 
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scattered field components, and a finite small domain of observation 

whose center wedge angle $w is far from n/2 or 3n/2. In this case, 

the cumulative error is so great that the calculated coefficients are 

meaningless. 

In conclusion to these remarks, the theory developed in section (2.4) 

must be appreciably modified for practical use, though remaining of 

tantamount importance to its theoretical results. All the pertinent 

information regarding the circular cylinder is included in (2.2.Sb). 

(2.2.6b); however, a method is lacking for the actual precise retrieval 

of its electrical radius. The following section provides a practical 

means to portray various retationally symmetric bodies, when it is con­

jectured that all information concerning their shape is indeed included 

in the far scattered field components . 

2.7. ITERATIVE AVERAGING METHOD DEVELOPED TO RETRIEVE THE 

ELECTRICAL RADIUS OF CURVATURE OF THE CYLINDER 

2.7.1 INTRODUCTION 

The lack of accuracy inherent in the theoretical method derived in the 

previous section results from 

i) the truncation order M of the far scattered field matrix 

ii) the restricted domain of observation 

iii) the matrix inversion procedure. 

'.,. 
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In: connection with the practical aspects of the "inverse scattering 

problem" , an alternative technique is presented which can accurately 

recover the shape of the circular cylinder . In practical situations , 

as; it i s well_known(22, 32) , .deteIlDination of average characteristics 

in the form of cross-sections proved to be valuable in the study of 

t he general problem of scat t ering. Such quantities relating the mag­

nitude of the back- scattered field to the illuminated area of the 

scatterer should also be of practical interest in the case of the in­

verse problem, inasmuch as they could provide means to describe the 

obstacle fairly accurately. Although not analytically satisfying , this 

aspect is examined in this section . 

The fact that scattering geometries of identical curvature when illum­

inated by the same wave incidence , give rise on the average to back­

scattered fields of identical magnitudes has been acknowledged for many 

years . This forms the foundation of the following method since a 

knowledge of the field's magnitude necessarily reflects some informa­

tion on the curvature of the obstacle. Although there are no analytical 

formulae relating these two quantities, the larger the radius of curva­

ture the larger the magnitude of the back- scattered field is . Notwith­

standing this general overall behaviour small amplitude oscillations 

occasionally arise ; for example, a slight decrease in the magnitude 

of t he back-scattered field may occur due to a small increase in the 

body r adius of curvature and vice versa. This , however , is not the 

case for larger variations and in the following analysis, these oscil-
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lations are ignored at first . They will be reconsidered later in a 

refinement procedure . 

It is also valuable to note that the phase information contained in 

the far scattered field has been disregarded since it consists usually 

of a fast varying function of the overall configuration of the obstacle 

and is therefore not representative of the illuminated area of the 

scatterer. 

The aforementioned dependency being valid on an average statistical 

basis , any method based on this concept implies the measurement of the 

back-scattered field at various aspect angles. Since these angles can 

be arbitrarily chosen within a given domain of observation, the dis ­

tribution obtained via the optimization procedure is selected as a 

typical set of measurement locations. 

Obviously then, any alternative attempt to retrieve the local radius 

of curvature of the obstacle requires an iterative method. To illustrate 

the operating mechanism of this method, "the inverse scattering problem" 

is reviewed in an entirely different light. The association of the un­

known r emote scatterer with the back-scattered field for a given incid­

ent plane wave can be considered as a system. From this perspective, 

the objective of the "inverse scattering problem" is then reduced to a 

synthesis of this system , in other words, the recovery of the radius 

of curvature of the body around the illuminated area . The basic steps 

66 



invol ved in a system synthesis are then briefly described in order to 

introduce and explain the function of the iterative averaging method. 

In order , they are : 

i) the identification of the parameters which are significant to 

the sys t em . 

ii) the attribution of part icular numerical va lues to these parameters , 

iii) the evaluation of the system performance corresponding to that 

particul ar choice of parameters . 

These operations are then repeated if the desired results are not ob­

tained. As this iteration is proceeding , the quality of the selection 

of the parameters is estimated by comparing the actual results with 

the desired performance of the system . This quality is usually eval­

uated by a merit factor or quality function which must be optimized. 

That particular method of optimization chosen generally is conditioned 

by the time allotted to the synthesis; however. it does not affect the 

quality of the system . 

2 .7. 2 ITERATIVE AVERAGING HETHOD 

In following operational sequence usually adopted in system synthesis 

as described in (2 . 7.1) . the system relative to the " inverse scattering 

problem" is first presented and the influent parameters identified. 

Since no measurements were carried out. the far scattered fields for 

a given plane wave incidence are first calculated at "n" aspect angles 

67 



via an integral equation for the numerical solution of two dimensional 

diff r action problems as reported in (43) . The sum of the magnitudes 

of the fields at these aspects is then computed and denoted as Se where 
n 

"e" stands for exact values . This summation depends upon the curvature 

o f the inobservable body; the r efore , the electrical radius "kalt of the 

i mpact ar ea is selected as t he important parameter i n this synthesis ; 

i . e, the recovery of the obstacle. 

The transfer function "T" calculates the far field scattered by a cir-

cula r cylinder whose electrical radius is given by a particular value 

of t he pa r ameter. 

The initialization "ka
l

" is obtained employing equations (2.4 . 4) or 

(2 . 4.14) which are relative to the theoretical method developed through-

out this chapter . To avoid instabilities and inaccuracy in the inversion 

procedure, only five terms are considered in the expansion of the far 

scattered field components . This particular choice results from the 

compromise between the two alternatives of 

i) a good representation of the field components resulting· in poor 

accuracy in the recovery of the associated coefficients. 

i i) a misrepresentation of the field components with no inversion 

accuracy problem. 

For the particular case of a circular cylinder ano t her method may also 

be considered employing the additional constraints as defined in (2 . 6 . 5) .• 
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This option can be of interest only if 2 ~ ka ~ 4 . Nevertheless, 

even for ka ~ 4. "kal" wi l l be approximate because we assume the data 

to be available only within a small domain of observation. Consequently , 

even in the case of the circular cylinder a more general technique must 

be implemented. 

In this t echnique . the far scattered field originating from a hypothet-

'ieal cylinder of electrical radius "kal" is first calculated using "T". 

The magnitudes of the fields at the "n" aspects considered earlier are 

added and the result is denoted 

proximate . A merit factor " F" 

by Sappr .• where "appr~' 
o 

is then defined as Se -
o 

stands for ap-

sappr. . From 
o 

its value and according to its sign , " ka l " is modified to "ka2" and 

the process r epeats itself. 

This process is best visualized by considering t he symbol ic block-

diagram of the system as shown in Fig . 4 and the associated flow-thart 

as shown in Fig. 5 . 

---iJJo-1 INITIALIZATION I T 
I 

MODIFICATION 
- OF ka

1 

sappr. 
o x 

s· 
o 

FIG. 4 BLOCK- DIAGRAM OF THE ITERATIVE AVERAG I NG J>lETHOD 

• 
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Se 
n 

of "ka" 
to F n 

Is 
The last value of "ka" is retained 
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ite of the pre-
vious one? 

FIG. 5 FLOW-CHART OF THE ITERATIVE AVERAGING METHOD 
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2 . 7.3 FLOW-CHART AND CO}WUTATIONAL RESULTS 

The flow-chart as it is shown in Fig. 5 i.s self-explanatory except 

for the refinement branch which leaves the logical statement (is F 
n 

greater than 11) when the decision is "no". At this junction a naw. 

merit factor Fn_1 is introduced. Although this branch may seem re­

dundant at first, it has the purpose to refine the proposed metliod 

. 
by taking into account the small oscillations which exist in connection 

with the magnitude of the back- scattered field and the curvature of 

the obstacle at hand. Since the magnitude of the back- scattered field 

is only calculated at five aspect angles, the refinement branch con-

sists in comparing at least one of the values of that magnitude of a 

field which would then be given off by a hypothetical circular cyl-

inder. If the sum of the magnitudes of the scattered fie l d over five 

aspects and that of anyone particular aspect almost coincide with the 

similar quantities evaluated for the hypothetical circular cylinder , 

the electrical radius of curvature of that cylinder gives the electri-

cal radius of curvature of the illuminated area of the obstacle with 

a high degree of confidence . A careful examination of the merit factors 

F and F 1 is directed towards this goal. The final value of this 
n n -

e lectrical radius is selected when the change in "ka" initiated by 

F 1 is equal to the negative- value of the last change ordered by F 1. n- n-

This method has been applied to the recovery of the electrical radius 

of the c:lrcufar cylinder -ranging from 0.5 to 15 when the observation 
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wedge angle varies from TI to a limited value chosen arbitrarily to be 

n/36. The results correspond with the original values and are i11u-

strated in Table 6. 

2 . 8 CONCLUSIONS 

An electromagnetic inverse scattering model technique has been pres-

enred for the perfectly conducting cylinder. Although the approach 

is not the most general, as compared to those of 
. (28) 

Lewl.s ; ,\Teston, 

Bowman and 
(57) 

Ergun Ar ; Weston and Boerner(54); Millar(30); or Mittra 

and Imbriale(31), some rather fundamental relations have been derived 

and shown to be relevant to the problem of inverse scattering. 

In order to employ this technique, the transverse field components 

must be obtained in amplitude, phase and polarization using rela tive 

phase measurement techniques with the incident field ?s phase refer-

ence. Such measurement techniques are not discussed here nor are 

measurement results given. However, with the resulting closed-form 

solution of the determinant (2.3.4) associated with the scattered 

field matrix (2.2.10) and the novel optimization procedure described 

in Part B, one may r .eliably predict the proper distribution of the 

measurement aspect angles for most stable inversion procedures. In 

particular, it is observed from (2 . 3.4) and (2.3 .5) that the deter-

minant 1~(N)t is symmetric about ~ = 0 and therefore measurements 

must be compiled only within the range 0 < ~ < ~ or ~ ~ ~ ~ 2n. 



TABLE 6 : RETRIEVAL OF THE ELECTRICAL RADIUS OF THE CYLINDER FROM 

THE ITERATIVE AVERAGING METHOD 

• Domain of Observation: 12 

Original Value 

Resulting Value 

• Domain of Observation : 36 

Original Value 

Resulting Value 

1 

0 . 980 

1 

0 . 963 

5 10 

4 . 998 10 .40 

5 10 

4.96 10.37 
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Optimum r esults are obtained if the measurement domain is center ed 

about the 90° histatic angle , which is consistent with the mono-histatic 

equivalence theorem(~2). The optimization procedure is verified by 

computational resul ts given in Table 1. If the measurement aspec t 

ang l es ar e such that the optimi zation constraints of (2 . 3.5) are sat-

isfied, t he unknown coefficients {all} and {btl} are obtained from 
n n 

standard precision matrix inversion techniques to the degree of ac-

c uracy dictated only by the employed measurement technique(54) . 

.. 
Since the ultimate aim is to r ecover the electrical radius of the cyl-

loder, it is evident from (2.4.4) . (2.4 . 14) and (A.3 . l7) that " ka" 

may be retrieved direc tly for all three polarizations using a and b 
n n 

but wi~hout any recourse to inverse scattering boundary conditions or 

methods of analytical continuation . The results are valid for any 

value of " kR" , a l though measurement data are usually obtained in the 

fa r fie l d (i . e . kR ~ ~) . Fur thermore , the relations (2 . 4 . 8) , (A . 3 . 2) , 

(A.3.l6) and (A . 3 . 17) may be used to recover the unknown polar ization 

ang l e as shown i n AppencU.x A.I . 

I t is also valuable to note that a relationship exists between the 

se t s of coefficients {an}TM and {bn}TE which could indicate a similar 

r elation between the two assoc i ated types of vector wave functions . 

If such a relation could be found , the problem of electromagnetic 

inverse scatter ing would be r esolved in terms of one unique set of 

vector wave functio ns . 
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The theoretical study presented here lacks accurate results whenever 

the order of the far scattered field matrix is higher than five or 

whenever the finite domain of observation is small and centers far 

from the bistatic angle n/2 or 3n/2. ·This accuracy problem remains 

of prime importance in any practical approach and imposes a modifica­

tion on this study in order to include this exigency . 

In order to r educe the size of the far scattered field matrix higher 

o rder associated expansion coefficients have been expressed in terms 

of the first coefficients. A general formulation has been developed 

for the TM case; nevertheless, the iterative formulae obtained are 

too sophisticated to be of interest for any circular geometry. 

A new iterative averaging . method has been next presented which is 

based on a different concept . In this alternative , the "inverse 

scattering problem" has been re - examined as the synthesis of a system 

which includes the remote scatterer and the back-scattered field at 

various aspects. The synthesis of this system (i.e. the recovery of 

the electrical radius of curvature of the circular cylinder) has been 

completed and computational results are in agreement with the desired 

performance of the system. This al ternative method proved to be in­

valuable in objectifying the obstacle and its applicability has not 

yet been comp l etely explored although it will be successfully em­

ployed in the nex t chapter. 
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ch.aptvr. :thA« 

THE ELLIPTIC CYLINDER 

3.1 INTRODUCTION 

The analysis of the elliptic cylinder in light of the inverse scatter­

ing problem follows logically from the previous examination of the 

circular cylinder in chapte4 two. This particular geometry is in­

teresting in many respects: its boundary surface is a level surface 

in the elliptic co- ordinate system (n, ~, z) in which the separation 

of the scalar wave equation related to the direct problem of scatter­

ing is possible; secondly, computer subroutines already exist for the 

calculation of the far scattered field components when a plane wave im­

pinges on its surface. Finally , by changing the e:ccentricity value. 

we are able to cover an entire range of shapes from the circular cyl­

inder to the strip. 

The method used in this investigation is that developed for the cir­

cular cylinder, when we assume that the scattered field components 

contain all information pertaining to the shape of the body. The far 

scattered field components are first expanded in terms of Mathieu 

wave functions. The associated expansion coefficients are expressed 

here as an infinite series of these functions. This is in direct con­

trast to the circular cylinder case, where their formulation was re­

duced to a one term series involving cylindrical Bessel functions. 

76 



Due to this increased complexity, it is impossible to extricate any 

tangible information relative to the geometry of the scatterer from 

the analytical expression of these coefficients. 

For large values of ~O which defines the generating ellipse of the cyl­

inder, these coefficients are expressed in terms of the Bessel functions . 

This could then lead to a simplified solution. However, these expansions 

are very difficult to obtain in practice. since the employment of the 

Watson transform is necessary as a preliminary step to replace the 

series into a contour integral . Assuming that such a derivation would 

be carried aut, the elliptic cylinder would then be viewed as a circu­

lar cylinder of large r'adius of curvatu.re, and no information would be 

gair..ed as the relative magnitudes of the principle axes of the cylinder. 

Such a solution is therefore not pursued here. 

The iterative averaging method examined in section (2 . 7) is then suc­

cessfully applied to recover the electrical radii of the generating 

ellipse. This method was first developed for the analysis of this 

problem and was to constitute the core of this particular chapter; 

however, it has been included in chapten two for the sake of convenience. 

3.2 FORMULATION OF THE FAR FIELD 

Consider a perfectly conducting elliptic cylinder of major and minor 

axes a and b. with its invariant axis along the z-direction of an 
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(1, y, z) rectangular co-ordinate system . Its inter focal distance will 

be equal to d (Fig , 6). If k is the wave propagation constant , the 

scattering problem for vertical propagation is two-dimensional and 

consists in finding a solution to the Helmoltz equation 

(3 . 2 . 1) 

which satisfies the Sommerfeld radiation condition at ~ and the pre-

scribed boundary condition u ; 0 on the cylinder. 

i 
Let us now introduce the elliptical co-ordinates ~ and ~ on the plane 

(x , y) according to the transformation 

d 
x "'"2 cosh~ 

d 
y "" '2 siohE;: (3 . 2.2) 

The wave equation (3.2.1) in the co-ordinate system (~. n. z) is de-

composed into 

2 2 
2h (~ - cosh2,)W - 0 (3.2.3) 

where u«(.n) = $(n).w«() . 4h equals kd and 1 is an arbitrary cons t ant . 

If E1J defines the generating ellipse of the cylinder J the 1JJ ( 0 function 

must satisfy the boundary condition 

(3 . 2 . 4) 

The system of equations,as expressed in (3.2.2) and (3 . 2 . 3), has been 

° 1 °d d d h l' are known(26 , SO, 17, 29) extens~ve y stu ie an t e so ut~ons For 

a z polarized incident plane wave, 



" ~ = 900 Yo 

f-- d--i.! 

" k 

"'l=o 

Fig. 6 Coordinates used far the 
Elliptic Cylinder 
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- 2~ E ([ l 
n=O PZn 

jk(xcos9 + Y51n6) 
o 

se2n+2 (n) • 50
2 

+2(8)]+ .] [l 
n P2n+l 

+l 
s 2n+2 

(3 . 2.5) 

(3 . 2.6) 

where e gives the direction of tpe plane wave as shown in Fig . 6, the 

scattered field ES for large values of ~ is expressed as -. 

se2n+1 (n) + 

(3 . 2. 7) 

This is derived in Appendix A.S • where the notations are explicitly 

defined. They are not reported here for the sake of brevity. As it 

was asserted earlier , all pertinent information regarding the generating 

ellipse of the scatterer is contained in the coefficients a
2n

, 620+2, 

Y2n+l' 020+1 appearing in equation (3.2.7). However, it 1s virtually 

impossible to analytically extract ~O from ·(A.5.s) , due to the complex-

i t y of the Hathieu functions involved in describing the far scattered 

field. The problem is hence presented for the reduced cases e - a 

(i.e. propagation along the x direction) and e c f (i.e. propagation 

in the y direction) , for which (3 . 2.7) can be simplified. 
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Plane wave incident along 9 a 

In this case , it is shown in (29) that 

Dividing (3 . 2 . 7) by the normalization constant defined as 

_ E / 2 J(kR+!C
4

) 
o kR " • • 

the normalized far scattered field results in 

o 
"(0) (n) 

ce2n+1
(n) • 

where the subscript (0) refers to the case ego. 

Plane wave incident along e = I 

• Since for e .. 2' 

(3.2 . 8) 

(3.2.9) 

(3.2 . 10) 

(3 . 2.11) 

the normalized far scattered field is written in this case as 

" (n) = - 2 E 
(!C) n=O 
2 

(3.2.12) 

where the subscript <¥> refers to the case e - ~ 
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3 . 3 INVERSION PROCEDURE 

Equa t ions (3.2.10) and (3.2 .12) express the fa r scattered field, in 

t erms of the Fourier coefficients a2n(~) ' Y2n+l (~) . and 02n+l(~l 

associated with the elliptic wave functions for the two cases e = Q 

and e = ~. The pr ocedure developed in ~hapte4 two to retrieve the 

Fourier coefficients consists in inver t ing those matrices implicLtly 

defined in (3.2.10) and (3.2.12). However, in contrast with the case 

of the circular cylinder, the elliptic wave functions depend critically 

on the interfocal distance d, which is not a ~oni known , and cannot 

be generally formulated. Therefore , we must take recourse to further 

approximations to mitigate these extra complications. The following 

sections will be devoted to this analysis. 

3 .4 REDUCTIONS OF EQUATION (3 . 2.10) AND (3 . 2 .12) 

3 .4 . 1 REVIEW 'OF THE NOTATIONS 

In order to proceed , the notations are reviewed for the sake of clarity . 

The direction of the bistatic receiver is assumed to be in the vicinity 

of ~hat of the transmitter and located at an angle ¢ with respect to the 

X axis. Since we are in the far field region, the angle ¢ is equivalent 

t o the angle n. The parameter q, used in the Mathieu functions as in-

t roduced in (A . 5 . 4) and 

q : 

(A . 5 . 5) , is equal to 

2 k2d2 
h : --

16 
(3 .4 .1 ) 

The electric major and minor axes of the generating ellipse are equal to 
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I 
I , 

3. 4.2 

ka • (kd/2) 

kb • (kd/2) 

coshE1J 2lCjcoshf;;o 

sinh~ .. 2IQsinh';O 

REDUCTION OF EQUATION (3 . 2 .12) 

(3.4.2) 

(3.4.3) 

Equation (3.2.12) can be reduced if the far field quantities are known 

in the directions $ and ( -~) ~ith respect to the x axis as shown in 

Fig. 7. namely, 

~ 

[Bin
+1Sin$ + ... J}- E. {ce2n (f) 

[ 2n+l . 2n+l . J ) B1 s~n$ + B3 51n3$ + .. . 

n=O 

;; (.. \ 

"20+1 '<'0' 

(3 . 4.4) 

Substituting se
2n

+
1

($) by its expression as given in (A . S.IZ) leads to 

which can be written in matrix form as 

- 201n(2n+1)$ ! 
0=0 

B20+1 
20+1 

(3 . 4.5) 
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D($,) 2s i n¢ l 25 in31>1 2sin54>1 r '[ _B20+1 rr 
02n+1 ('0 )1 - se2n+1 ("'2) · , 

0=0 

00 B20+1 . rr 
D($2) - 2510$2 2si034>2 25i05$2 - 1: . se2~+1 ("2) · 02n+1 (1;0) 

n=O 
3 . 

• • • 

(3 . 4 . 6) 

Similarly , the sum of the far scattered field in the direction 4> and 

(-~) can be taken instead, which results in: 

" ($) + err (-$) 
(21:) ( ) 

2 -Z-
5 ($) = -=-- ---.,.-''-- = - 2 

2 

and in matrix formulation 

r5 ($1)1 2 2cos2<P1 2cos4$1 2cos6~l 

5($2) - 2 2cos2$Z 2cos4$2 2cos6¢1Z 

3.4 . 3 REDUCTION OF EQUATION (3.2 . '0) 

(3.4.7) 

- 'f A
2n te? (~) 0:2n ('0) 

n-O 0 _!l. _ 

'f A
2n rr 

• Q2n« 0) - • ce (-) 
0=0 

2 2n 2 

(3 . 4 . 8) 

There is a formulation similar to equations (3 .4 .6) and (3.4.8) in this 

case . namely: 

'0($,) 2 2cOS$1 2cos24\ .... 1 -'f Aln . ce
Zn 

(0) • Q2n"'0) 
n=O 0 

00 A2n+1 
ceZn+1 (0) Y2n+1 (!:o) "0($2) • 2 2cos ¢' 2 2cos2$2 - 1: 

J 
n=O 

, 
• . 

(3.4.9) 



3.4.4 PRELIMINARY CONCLUSIONS 

In both cases, e = 0 ~ 
and e ~ 2' the formulation of the far scattered 

field is expressed in a matrix form similar to equation (2.2.10). rela-

tive to the circular case, However, in contrast with the latter, it is 

still not possible to extract ~O when the last members of the ~quations 

(3~4.6). (3.4.8) and (3.4.9) are known. This arises essentially because 

of the complexity of the coeff icients A: and B: int roduced in the ex-

pansian of the Mathieu functions • . One of the terms appel;lring 1n the 

second member of (3. 4.9) is analysed in detail; it is· demonstrated that 

(3.4.9) is identical to (2.2.11) in the limiting case, where the eccen-

tricity of the generating ellipse goes to zero . 

3.4.5 ANALYSIS OF - E 
0-0 

The only way to make ~O accessible is to extract Y2n+l(~O) from the 

summation sign in (3.4.9). This is best achieved by considering the 

high frequency case, when Y2n+l(~O) is independent of (2n+l). The ex­

pansion of Y2n+l(~O) in terms of the Bessel functions is thus appropri­

ate. However, proceeding with this high frequency hypothesis, ka and 

kb must t ake large values and very little information is then gained as 

to their relative values , since the elliptic cylinder is hence viewed 

as a circular cylinder with a radius of curvature approximately equal t o 

ka and kb. In order to bring more insight in this analysis, the co-

efflcients Y2n+l(CO) are expr essed in terms of Ressel and Hankel 

functions as : 
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ce;n+1 (~,q) ! (_i)r A2n+1 
• J2r+1 (ka) 

Ce2n+l ('0 ,q) IQA 2n+1 roO 2r+1 

Y2n+1('o) • 
q 1 

: 

Me(l) , 
ce n 

2o+1('o,q) 2n+l (2,q) 
! (_l)r A2n+1 (1) 

IQA2n+1 H2r+1 (ka) 
roO 2r+1 

q 1 . 

(3.4.10) 

where the derivative of ce2n+
l 

is taken with respect to the argument. 

However , another expression also exists for Y2n+l(~) if Ce2n+l and 

Me~~l are expanded differently , namely 

ce2n+l (O,q) 
coth';O . ! (2r+1) . A2n+l J 2r+l (kb) 

raA2n+1 r·O 
2r+l 

Y2n+l (SO) 
q 1 

: 

ce2n+l (O ,q) 
~ A2n+l H(l) (kb) • coth';O • E (2r+1) . 

. raA2n+l r·O 
2r+l 2r+l 

q 1 

(3 . 4 . 12) 

For the large argument, which corresponds to the high frequency case , 

ka~kb:::x , and 

J 2r+1(x) • IT r 1T -- (-1) sin(x - -) nx 4 

(1) 
3 

j -2 ;' 2 (_l)re
j x 

HZr+l(x) • nx 

Substituting (3.4.13) and (3 . 4 .14) in (3.4 .10) results 

I' 2 E (_l)2r A22nr++11 • sin(ka - ~4) 
nka i",O 

Y 2n+l "0) • ----"--'------;;;"':---~2;:r:--2=+'1 -----;cj kC:-­
j -3/2~ 2 L (-1) A2~+l' e a 

nka r""O 

(3.4.13) 

(3.4.14) 

in 

(3.4.15) 

(3.4.16) 

Similarly , substituting (3 .4.13) and (3 . 4 .14) in (3.4 .12) leads to 
n . _ -j (kb + -) n 

Y2n+l "0) - - e 4 sin(kb - ;;) (3.4.17) 
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In proceeding with this analysis, it has been assumed that the infinite 

series appearing in the numerator and the denominator of equations (3 . 4 . 10) 

and (3.4.12) could be rigorously calculated. However, in order to do this, 

the asymptotic behaviour of the coefficients 
2n+l 

A2r+l would have to be known, 

which is not the case. The procedure commonly adopted in order to obtain 

rigorous asymptotic expansions of (3.4.10) and (3 .4.12) consists in the 

employment of the Watson transform to replace these infinite series into 

contour integrals, which may then be evaluated asymptotically . Such an 

analysis is not pursued here, as it exceeds the scope of our goal . Never- · 

theless, some conclusions can be noted as regards the validity of the re-

suIts (3 . 4.16) and (3.5.17). For example, if the values of Y2n+l(~O) as 

given by (3.4.16) and the analogous resul.t for a2n(~O) are substituted in 

(3 . 4.l0)~ the far scattered normalized field can be written as 

e (~) = 2e- j (ka + n/4)Sin(ka - n/4) • 
(!) 
2 

(3.4.18) 

In this formulation, the phase term corresponding to the backscattering 

direction ~ = n/2, i~ equal to ka , which is in direct contradiction with 

the known result 2ka, obtained from physical optics for the circular cyl­

inder(ll). This is the best example of the asymptotic results given by 
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(3.4 .16) and (3.4.17) being in general questionable , and of their incompatibility 

with the study of the inverse problem of scattering. Therefore, only the tech-

nique presented in section (2 . 7) , and based on average properties related to 

t he far scattered field, seems to be suitable for this elliptic cylinder 

problem. However, before applying this iterative averaging method, the 

l imiting case of the circular cylinder is rederived for the sake of completeness. 



3.4.6 LIMITING CASE OF THE CIRCULAR CYLINDER 

2 When the eccentricity of the generating ellipse goes to zero, q = h goes 

t o zero and the following holds : 

----{ :: r - m 
Am( ) r q 

r , m 

-----t: r • m 
Bm( ) r q 

r " I!l 

With (3 . 4 .10), the coefficient Y2n+l «(O) 

J2n+1 (ka) 

Y2n+1('0) - (1) 
. H2n+1(ka) 

~ 

and - E A2n+1 
ce2n+1 (0) . y 20+1 ('0) in 

0=0 1 

1 
- A1 ce

1
(0) • Y1 (fiJ) 

= -

m > 1 

m > 1 

reqults in 

casCO) J1(ka) 

H(l) 
1 (ka) 

J
1 

(ka) 

H(l) (ka) 
1 

(3.4.19) 

(3.4.20) 

(3.4.21) 

which are identical to the coefficient a
1 

shown for the circular cyli~der . 

For r ::::: D. 

A~ ceo (0) '" A~ (3 . 4.22) 

and 

(3 . 4.23) 

which is identical to the coefficient 80 for the circular cyl inder, since 

the t in (3.4 . 23) cancels the 2 in the first column of the matrix defined 

in (3 .4 . 9) . 
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3.5 RETRIEVAL OF THE AXES OF THE CYLINDER BY EMPLOYING AN ITERATIVE 

AVERAGING METHOD 

In contrast with the case of the circular cylinder , there is no direct 

technique available to retrieve the axes of the elliptic cylinder. A 

method, duplicated from that demonstrated in section (2.7), and essen­

tially based on average properties of the backscattered field is pres­

ented here to enable us to recover the local radius of curvature of the 

illuminated area . This technique consists in imagining a hypothetical 

cylinder , which if illuminated by a plane wave, would originate a back­

scattered fie ld, whose magnitude in a small wedge angle of observation 

would be identical to that given off by the obstacle at hand. We then 

conjecture that the local radius of curvature within this region of 

impact is that of the hypothetical cylinder. This technique is essen­

tially of practical value and based on statistical average propertLes 

of the magnitude of the backscattered field, rather than on calculations 

shown to be inextricable . 

The far scattered field , for a given plane wave incidence, is calcula ted 

at various aspect angles, via an integral equation , for the numerical 

solution of two dimensional diffraction problems , as reported in (43). 

In Fig. 8a, 8b, 8c and 8d , the magnit.ude of this field, and that ob­

tained from a circular cylinder of identical curvature , are plotted 

versus the bistatic angle~ . One may notice that within a wedge angle 

less than ff/l2 from the specular point, $ ~ 180°, both curves coal esce; 

thus demonstrating the validity of our hypothesis. 
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The technique consists, then, of selecting, at random, points. within 

that domain of observation, and to compare the magnitude af the known 

scattered field, given off by the elliptic cylinder, and that of a 

hypoth~tical circular cylinder. This technique is described in de­

tail in chapt~ ~vo, section (2.7.2), where it is shown to be one of 

system analysis, where the system is constituted of the incident 

field, the scattered field and the scatterer. A merit factor has 

been defined as the difference between the sum of the magnitudes of 

the scattered field, evaluated at In' aspect angles, and the sum of 

the magnitudes of the scattered fields, given off by the circular 

cylinder at the same aspects. Although the set of In' aspect angles 

can be chosen at random, it has been though most convenient to use 

those obtained via the optimization procedure, as applied to a cir­

cular geometry. It is to be noted that only five aspect angles have 

been retained during this analysis, in order to have a number of 

points small enough to make the comparison and large enough to avoid 

the cancellation process in the averaging technique. With the know­

ledge of the merit factor, we can now proceed to use a refined sub­

routine in order to approximate more precisely the exact value of 

the radius of curvature (see section (2.7.2)). 
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Tb~s technique has been applied to retrieve the radius of curvature 

of elliptic cylinders of various sizes , whose electric axes ranged 

from 4 to 11. The results are presented in Table 7. where the first 

row gives the values of the larger radius of curvature of the gener-

2 ating ellipse as (ka) Ikb and the second row gives the values obtained 

with the iterative averaging technique. For this complete range, 

the exact values and our results are fairly consistent. It is also 

interesting to note that our values are always smaller than the exact 

values. and that this discrepancy seems to vary in the · same way as 

does the eccentricity. This may be purely coincidental due to the 

technique employed in calculating the magnitudes of the various fields. 

However. the following point could be put forward as well: Since we 

have made use of a knowledge of the scattered field amplitude at various 

aspects about the specular pOint, at aspects where the radii of curva-

ture are smaller. their contributions may slightly decrease the radius 

of curvature at the specular point. If such is the case. this dis -

crepancy would be due to the scheme of the averaging technique. It is 

anticipated that this practical approach would then be adequate in 

order to recover the shape of smooth- curved bodies of revolution. 

3 .6 CONCLUSIONS 

The inverse scattering model developed in ehapt~ two is applied to the 

perfectly conducting elliptic cylinder whenever the scattered field 

components are known in amplitude. phase and polarization . However, 



The technique consists, then, of selecting, a t random , points within 

that domain of observation, and to compare the magnitude of the known 

scattered field. given off by the elliptic cylinder, and that of a 

hypoth~tical cir cular cylinder. This technique is described in de­

tail in chapte4 two , section (2.7.2), where it is shown to be one of 

system analysis, where the system is constituted of the incident 

field, the scat t ered field and the scatterer . A mer it factor has 

been defined as the difference between the sum of t he magnitudes of 

the scattered field, evaluated at ' n ' aspect angles, and the sum of 

the magnitudes of the scattered fields, given off by the circular 

cylinder a t the same aspects . Although the se t of In' aspect angles 

can be chosen at random, it has been though most convenient to use 

those obtained via the optimization procedur e , as applied to a c ir­

cular geometry . It is to be noted that only five aspec t angl es have 

been retained during this analysis , in order t o have a number of 

points small enough to make the comparison and large enough to avoid 

the cancellation process in the averaging technique . With the know­

ledge of the merit factor, we can now proceed to use a refined sub­

r outine in order to approximate more precisely the exact value of 

the rad ius of curvature (see section (2 . 7 . 2» . 
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TABLE 7: DETERllINATION OF THE ELECTRICAl. AXES OF AN ELLIPTIC CYLINDER EMPLOYING THE 

ITERATIVE AVERAGING METHOD 

Domain of Observation : ~ 

ka:::3, kb-2 ka=4. kb"'2 ka"'5, kb-2 kaD 6, kb"5 ka=lO, kb-9 

Larger Radius 9 16 • 8 ;5 • 12.5 ;6. 7 . 5 1~0 _ 11.1 "2 - 4.5 
of Curvature 2 

Result 4 . 1 6.9 10.3 7.054 11.33 

~ 
~ 



i n contr ast with the case of the perfectly conducting circul ar cylinder, 

it has not been possible to extract the parameters determini ng the 

geometr ical features of the cylinder , due to the extreme sophisticat ion 

of the Mathieu functions . The cas"e of the circular cylinder has been 

r ederived as a limiting case of the elliptic cylinde~J when the e~cen­

tricity tends to zero, and found to be identical with the equation 

(2 . 2.10) . 

The analysis is then undertaken when the electrical axes ka and kb 

t ake large values . However, in this case, it is emphasized that t he 

expansions of the associated expansion coefficients a 2n , Y2n+l' etc., 

i n terms of the Bessel functions, necessary to simplify the problem are 

extremely difficult to obtain . Even in the perspective where these 

asymptotic expansions " .. ere known, no information would be gained as 

regards the relative values of the electrical axes of the cylinder, 

because of the high frequency hypothesis . Therefore , such a deriva­

tive is not presented here , as it exceeds the scope of this disserta­

tion . 

Fi nally) the iterative averaging method , based on the dependence of 

the magnitude of the far scattered field upon the geometry of the 

local illuminated region of the scatterer , is employed . It gives 

excellent results for eccentricities varying from 0.08 to 0.98 . This 

alternative method, independent of the phase information is anticipated 

t o be well adapted for the retrieval of geometries of smooth convex 

shapes . 
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cltap.teA 60Ull 

THE SPHERE 

4.1 INTRODUCTION 

The sphere comes second only to the circul ar cylinder insofar as the 

simplicity of the relationship of the co-ordinate system to its bound­

ary conditions is concerned. It is hence natural to study the "inverse 

scattering problem" of a sphere in' a similar manner taken for the cir­

cular cylinder. Therefore. the principal method of attack for the 

mathematical solution of this inverse problem is a duplication of that 

developed at length for the cylinder . It is assumed , for instance , 

that all information relative to the salient features of the sphere 

is incl uded in the associated expansion coefficients when the scattered 

field is formulated in terms of a series expansion in spherical wave 

functions. The only major difference between the st~dy of the sphere 

and that of the circular cylinder results in the fact that the former 

is three- dimensional in nature while the latter is of the two-dimens.ional 

type . As for the circular cylinder, the prime objective of this chapter 

lies in the recovery of the electrical radius of t~e sphere, from bi­

static measurement data for a given incidence plane wave . 

This is carried out by calculating the associated expansion coefficients 

via the scattered field matrix inversion procedure . The instabilities 

inherent in this calculation are analysed in detail from the properties 
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o f t he determinant associated with the scattered field matrixeS) 

An op t imization procedure, similar to that derived for the . circular 

cyl inder , is empl oyed to avoid these singularities and to de t ermine 

t he d irection of the bistat ic angles for which the accuracy of the 

r etrieval of the associated coefficients is optimum . 

4.2 MATRIX FORMULATION OF THE SCATTERED FIELD 

It is assumed that for a given transmitted field, the measured far 

scat tered field can be accurately obtained in amplitude , phase , aod 

pol ar i zation for a sufficientl y large number N of properly distributed 

bistatic angles (9 • $ ; c = I, 2, •. . N) . The incident wave _E (of 
c c 

ampli t ude EO' Bod phase 6) is chosen to propagat e in the direction of 

t he negative z- axis of a spherical co-ordinate system , whose origin 

is located at the center of the unknown scatterer . The polarization 

vector et of the t ransmitted wave is parallel to the positive x- axis. 

(Fig . 9) Eliminating the time dependence exp- (jwt) , 
" A 

case cos$ a - s1n$ $] expj(6 - kRcosa) 

(4 . 2 .1) 

For EO = land Q : 0 , the scattered field of the cth receiver located 

at (Rc ' ac ' ~c) may be represented by a series expansion in spherical 

·vector wave functions 

+ ( j )nb • mn 
o 

a. 
mn 

o 

M 
-;, 

mn 
o 

(4 . 2 . 2.) 
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The subscripts e and 0 respect ively designate the even (cosine) and 

add (sine) dependence an $ of the Mi£:. series. Hansen's spherical 

vector wave functions as derived from the Mie series 
(34 ) 

are defined 

(h(l) (kR) 'Gm sin 
, 

!f (a,e ,$) - :;: (cose) (m$)} e 
-<>mn 0 n cos 

a 

(h(l) (kR) 2Gm cos 
, 

(cose) (m$)} $ (4.2.2b) 
n n sin 

(o(n + 1) hell m 
(cosS) ~~~ (mq,)} 

, 
N (R,e,$) - (kR) Pn a -e (kR) 

mn. a 

{k (1) (kR) 2Gm 
, 

+ (cosS) cos (m$)} e n n sin 

{k (1) (kR) 'Gm sin 
, 

+ (cose) (m$)} $ (4.2.2c) 
0 n cos 

pm (cose) = 
n 

(_l)m rCn + m + 1) 
rCn - m + 1) 

(cosS) 

d"P (case) 
• {n } 

d(cos9)m 
(4 . 2 .3a) 
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by 

represent the associated Legendre's functions' of the first "kind -and of de­

gree m ana order n. while P (cose) ~ pO(cos9) are the ordinary Legendre's 
n n 

polynomials of order n given by 

P (cose) z> 1 
n 2no! 

n 2 n d (cos 9-1) 
n d(cos9) 

1 m 
Go (cose) and 

Z m G (casS) 
n 

are abbreviations for 

(case) - ~e pm (cose) - {liZ cose [(0 - m + 
s~n n 

pm (cosS)} 
n 

(4.2.3b) 

m-1 1)(0 + m) P (cose) 
n 

(4 . 2.3c) 



a{pm (cosS)} 
z.t' (cosS) = _--'n""',---__ • 1/2 {(n - m + 1) (n + m) 

U' as 
m-l . 

p (cose) 
n 

m+l 
- Po (case)} (4.2.3d) 

h~I) (kR) denotes the spherical Hankel function of the first kind given 

" 
in terms of the cylindrical Hankel function by 

1/2 
h (1) (kR) = (...!!....) 

n 2kR 
H( l ) (kR) 
n+l/2 

and k(l) in (4.2.2c) is given by 
n 

k (1) (kR) = _1 _ _ ...2. (R h (1) (kR)) 
n (kR) dR n 

(4.2.4.) 

(4.2.4b) 

For a rotationally symmetric scattering body, the expansion coefficients 

• b bear the following relationship with the expansion coeffi-
e e 

mn ron 
0 0 

cieots r br given by Stratton for the special case of end-on incid -a n' n 

ence on a perfectly conducting sphere for which m "" 1 : 

_ J(_1)n+1 (2n+1) r r In(ka) 
(4.2.5.) • a a = -

h(l) (ka) °In 0(0+1) n n 
n 

, 

j(_l)n (2n+1) 
b

r 
b

r [ka J (ka)] 
b n 

,(4.2.5b) 0(0+1) = e
1n 

n n 
[ka h~l) (ka) 1 

The ultimate aim is to recover a truncated number of the unknown 

expansion coefficients and b 
e 
omn 

employing matrix inversion tech-

niques. This is accomplished by conSidering only the transverse el-

ectric field components of the scattered field , where the quantities 

ES 
Sc 

s 
(Rc'~c'~c) and Ee 

c 
(R ,e ,~ ), in practice, are obtained from far 

c c c 

field measurements. Therefore, the radial dependence in (4 . 2.2b) and 

(4.2.2c) could be extracted by employing the asymptotic approximations 
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o'f the spherical Hankel functions 

lim {hell (kR)} 
(kR)-- n 

and (kR)} 

result ing in 
M n 

( _ ) 0+1 exp (jkR) 
• J (kR) 

n 
• ( - J) exp(jkR) 

(kR) 

I G ES 
(9c ,$c) • E E {a. 9 n- l m=O • (9 ,$ ) + b c c • 

c 

ES 

exp(jkR) 
(kR) 

M 

(ac ' ¢Ie):::: E 
n 
E { -

Omn Omn 

a 2G 
e • 

mn 
o 

(9 ,$ ) + b c c • $c n=1 m=O mn mn mn 
0 0 0 

exE(jkR) 
(kR) 

where the spherical vector surface harmonics 

are defined by 

(cose ) 
c 

cos 
sin 

sin 
cos (m$ ) 

c 

(m$ ) 
c 

(4 . 2 . 6a) 

(4.2 . 6b) 

IG (9c , $c)} . e 
mn 

0 

(4 . 2 . 6c) 

(9 , $) and 

(4.2.7a) 

(4 . 2.7b) 

The order of truncation M is approximately determined by the electrical 

r adius ka of the minimum sphere of radius a. enclosing the equivalent 

sources(60) of t he scatterer in question. In particular. i t was 

found(54) that for mel 

n - M • (ka) + (ka)1/3 (4 . 2.8 ) 

Although the commonly employed far field approximation yiel ds rather 

accurate result s in practice , its application is no t required to for-

mula t e the scattered field matrix , which is expressed only in terms of 
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the vector s urface harmonics. Namely , instead of employing (4 .2. 6a), 

the radial dependence of the vector wave functions of (4.4.2b) and 

(4.4.2c) is combined with the expansion coefficients, where 

a • (j)n+1 h(l) (kR) a (4.2.9a) • n 0 
mn mn 

0 0 

b' e (j)n k (1) (kR) b (4.2.9b) e n e 
mn mn 

0 0 

The accuracy of the t ransverse scattered field components will thus 

be limited only by the accuracy pf measurement and truncation and 

not by having neglected terms of relative order (kR) - l . Employing 

(4 .2.9a) and (4.2.9b), the transverse scattered field is 

(4 . 2 . 9c) 

with 
M n 

1G E
S ( I.' $' = " l: {a' (6c ·$c) + b' G (ec·$c)} vc' c' • 8 

0""1 m=O e 0 0 0 
c rnn mn mn mn 

0 0 0 0 

(4 . 2.9d) 
M n 

1G E
S 

(8c'~c) " E E {- a ' (8 c ,$ c) + b ' G (8c'~c)} ~c 0=1 m=O e 0 0 0 rnn rnn mn mn 
0 0 0 0 

(4.2.90) 

These equations can be expressed in matrix form 

(4.2.10a) 

where the transpose [ETJ of the eolumn matrix [EJ 1s given by 

[E]T. [E81(81'~1)' E82 (8 2 .$2) .... E8N(8N ' ~N) ' E~1 (81'~1) ' E~Z<82'~2)' 

..... E~N(8N'~N)] (4.2.10b) 

which consists of 2M complex elements, and so does the transpose [X] T 
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of the column matrix [x] which represents the unknown expansion co-

Since both {lG (9 ,$)} - 0 and 
°on 

efficients. 

corresponding expansion coefficients a and 
°on 

thus 

{2G 
°on 

(e,$).j - 0, the 

b must be eliminat ed, 
o on 
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b , 
·01 

b , 
011 

b , 
·02 

b , 
0

12 
b , 
·22 

b , 
0

22 
b , 
·03 

b , 
·OM 

.•. b , b ] 
"MM oHM 

(4.2.10c) 

The r e lationship between N. the total number of non-ide"ntical aspect 

angles. and M, the order of truncation (n = M) , therefore, is given 

for general m by 

N - (M + 1)2 - 1 : M(M + 2) (4.2.10d) 

Equa tion (4.2 .10d) states that if all N existing expansion coefficients 

of the electric type ae and all N existing expansion coefficients of 
mn 

o 
the magnetic type b . up to the order of truncation n ~ M are to be • mn 

° determined, then N aspect angles are required with the associated set 

of N scattered field vec t ors ES (9 ,$ • c - 1,2, .,. N) . With the 
-c c c 

chosen arr angements of the elements of column matrices [E] and [xJ. 

the arrangement of the elements of the scattered field matrix is deter-

mined as well . From inspection of (4 . 2.9d) and (4.2.9c). the scattered 

field matrix is r epresented by 

[FJ • (4.2.11a) 

[F] is a matrix of order 2N '" 2M(M + 2), whose submatrices [~G] and 



2G are of order N - H(M + 2) with elemencs defined by 

aDd v 

1 
i).v ~ ::: C ~ 1. 2, ... N 

\.l = c .. I, 2. . .. N 

by (4 . 2.10c). 

Furthermore, 1 since the spherical vector surface harmonics G 

2 
and G 

e mn 
o 

(9,$) are purely real quantities for real aspect 

(4.2.11b) 

(4.2 . 11c) 

e (8 ,~) 
omn 

angles . so is [FJ a purely real matrix for real aspect angles. Since 

for computational purposes the objective was to formulate a real matrix 

[FJ. the expansion coefficients ae and be are re-normalized in 
rnn rnn 

o 0(46' 
accordance with the definition of Stratton '. which was shown by 

(4 . 2.5a) and (4 . 2.5b). 

4 . 3 CLOSED FOJU.1 SOLUTION AND OPTIMIZATION OF THE DETERMINANT 

4.3 . 1 

ASSOCIATED WITH THE 'lATRIX [F 1 
m 

DECOMPOSITION OF THE DETERMINANT ASSOCIATED WITH [F 1 INTO 
m 

ITS POLAR AND AZHtuTHAL PARTS 

The scattered field matrix [FJ for m ::: constant and with e
t 

- Xo is 

given by the equation: 
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(4.3.1) 

where the elements of the va.rious submatrices are defined together 

with equations (4.2.7) and (4 . 2.10) by 

1 om I G 
(ec ' IPc ) I~ = ~ IG (8) cos mlf (4.3.2) ~V = = omn = v+m-l mV ~ ~ 

1 em 2G (ec ' ¢c)l~ ~ IG (9) sin m$ (4.3.3) g}.1V '" = -
emn = v+m-l mV lJ }.l 

2 em 2G 
(9 c ·4>c) I~ = ~ 2G 

g~v = = mV<8~) cos m$lJ (4 . 3.4) emu = v+m- l 

2em 2G 
(9c '¢c) I~ = ~ = 2G 

g~v = mV<8~) sin m4>).J (4.3.5) omu = Vi-m- l 

Inspection of (4 . . 3.2) to (4.3.5) shows that the far scattered field 

matrix can be decomposed into the product of two matrices 

(4.3 . 6) 

where the premultiplied matrix [ 4>m(4)}.l)J incorporates solely the azi­

muthal ¢-dependence. and the post-multiplied matrix [0m($}.l'V)] the 

polar e - dependence expressed in terms of associated Legendre's functions. 

4.3.2 

It is demonstrated in Boerner and Vandenberghe(S) that the determinant 

of [¢m(~~)l is given by , 

I~m(~~) I 
( _ )N N 

= -2N n
1 ~= 

sin 2m¢l)l (4.3.7) 
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4.3 . 3 DET[0 (6 )]-10(8 )1 
m ~ .v m ~.v 

The derivation of a closed- form solution for the determinant 10 (9 )1 
m lJ,V 

r epresenting the polar dependence of the various multipole . cases em: 
constant ~ 1) is also derived in Boerner and Vandenberghe(B). It is 

given by: 

10 (8 ) I c 

N(N- l) 
2 

N+m-l 
IT 

v=m.>l til . }.I.v 

n (CDSe -
~ r 
N>r>s>l 

2 
case ) 

5 

(v(2v-l)! ! )]2 • 
. (v-m)! 

N 
IT 

~=1 

(4.3.6) 

4.3.4 SUMMARY AND INTERPRETATION OF THE CLOSED-FORM SOLUTION OF 

THE DETERHINANT IF (8 , $ )1 
m ~ ~ 

The singular behaviour of these determinants can be formulated accord-

ing to the following theorem. 

THEOREH -1 

The determinant [Fool of the far scattered field matrice [Fm] associ­

ated with, a vector scattering geometry ,representing the mth degree 

multipole case becomes singular for 

i) 

and attain its maximum value for 

ii) 
(2p+1) 

4m 'IT: p '" O • .±.l, ±.2; m> 1 
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Furthermore, increasing pseudo-singular behaviour is encountered for 

mul Cipole degree m if the aspect angles lie closely packed within 

narrow cones about the z-axis, whose relative half angle e
MC 

increases 

with increasing degree m > 1. 

In general. the optimum distribution of the aspect angles (6 .~ ) de-
. c c 

pends on the given number N of receiver locations, where the distri-

bution of the polar dependence must be determined by employing optimi-

zation techniques for each separate case (N = constant , M ~ constant). 

Emp l oying a novel optimization procedure for determinants of the type 

(4.3 . 8), the optimum distribution of aspect angles for general Nand m 

will be derived and proved in the following section. 

4.4 OPTIMIZATION PROCEDURE 

The objective is to optimize the distribution of measurement angles. 

to ensure maximum value of the determinant IF (6 .$ ; N) I ,thus as sur-
m ~ ~ 

ing the most stable inversion of the associated scattered field matrix 

iF (6 . ~ ; N)] given by (4.2.lla). From inspection of (4.3.2) . it is 
L:m lJ lJ 

found that. for any of the mth degree multipole cases, the azimuthal 

$ and the polar e dependence are independent of one another, thus 

greatly simplifying the optimization procedure. Whereas the optimiza-

tion of the azimuthal $ dependence follows directly from inspection of 

(4) - ~ .3.2 as $opt - 4m n, the optimization of the polar e dependence 

requires further detailed analysis. 

110 



Neglecting multiplicative constants in (4.3.8), the polar part of the 

determinant which needs to be optimized may then be formulated as: 

x2)m n (x 
t ,---"--, r 

2 - x ) s 

N 
m 
222 

x) IT (x - x )] Ie (N)I -m 
(1 - ~ [ IT 

t-l 
(1 -

t ~ r s 

N>r>s>l N>r>s>l 

(4.4.1) 

with x - cos¢ • 
r r 

It suffices to optimize the expression in square brackets which is 

mirror symmetric about x - 0 , and may, therefore, be reduced to 

I N-l I 0m(q - --2--' N odd) 

q 
[IT (1 -
t -l 

q 
[IT (1 
t=1 

(4 . 4.20) 

(4.4.2b)· 

Since in practice measurements may have to be compiled within a finite 

polar 

Fig. 

sector of limiting aspect angles e • . m 
o 

10. Ie (q) I must be normalized if the 
m 

and 6 
~ 

optimal 

> e • as shown in 
m 

o 
distribution of as -

peet angles within this range is sought . However , in contrast with the 

cylindrical case treated in chapt~ twO. the two limiting measurement 

a spect angles e and e do not represent 
ma ~ . 

the limiting computational 

6 and a
b

, since for a 
o m 

ICI 0 and aspect angles 
o 

singular. This results from the fact that the weighting factor 

N 2 m 
IT (1 - x

t
) is encountered in (4.4 .1) which was not the case for 

t - l 
the cylindrical scattering geometry. However, to make optimal. use of 

t he given polar sector of measurement aspect angles, a computational 

co- ordinate system must now be introduced . This is achieved by en-
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larging the measurement polar sec.tor to the limiting computational 

aspect angles a and a, where by introducing the optimization a~gles 

eo (8
0

; r ~ I, 2, 3 , ..• N) such that 
r r 

< •• • < eo 
r 

< < a (4 .4.3.) • e 
"'b 

and neither a nor B belong to the set of N optimization angles 

(eo; r: 1, 2,3, ... N) . The two exterior optimization angles eO 
r 1 

and eO may then be associated with the two limiting measurement 
N 

aspec t angles e and 
m • 
> a 

as : 

< a (4.4 . 3b) 

which is shown in Fig . 10, illustrating the computational co- ordinate 

system. This co- ordinate system is the same as that employed for the 

cylindrical case, where the limiting computational cosines are defined 

by: 

cosa > cosa < (4.4.3c) Cose 
"'b 

The given cosines x = cose of (4.4 . 2) are then normalized so that 
r r 

(eosa + eosB) 
xr 2 

U r - --tl c~o~s~a~;:::£co9:s~a[ll- or x '" u 1
COSel 

r r 
; cosSI + (eosa ; eosS) 

(4 . 4.3d) 

which r esults in a symmetrical set of computational aspect angles . 

Therefore, 

It N even) I .. 
q 
IT 

t =l 
(1 -

m 

2)2 u
t 

1/2 
u

t 

2 4 
-us)1 (4.4.4.) 
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Ie (q • N-1 dd) I m -2-' No -

so that u 
r 

> u 
sl 

> 

q 
IT 

t-1 

m 

(1 - U2)Y u3/ 2 orr (u2 
t. t~r 

(4.4.4b) 

~r>s~l 

> U , where the relationship between 
s . q-1 

cosa , cosB. case • 
ma 

case ,u and u is derived from interpretation 
~ ma ~ 

of the solution. 

In Part B, it is demonstrated that the roots of 

om (u ) • __ 1,,---::--;­
N r rn-l 

(1 _ u 2)-2-
r 

(4.4.S) 

represent the optimum distribution of u
r

' m- 1 
where PN+m-1 represents the 

associated Legendre function of the first kind and (m - 1) degree and 
11 ~, 

order (N + m - 1) as defined in Jahnke and Emde\~v/. It is to be 

noted that for m - 2, equation (4.4 .5) is identical with the expression 

obtained for the circular case (see equation (2.3.5». Furthermore, it 

is observed that for the higher order multipole case, i.e. m ~ 2, the 

optimization cosines u = +1 are removed in (4.4.5) which complies 
r 

with (4.4.3a). Although the two limiting computational cosines cosa 

> cose 
m 

a 
= cose

O 
1 

and cosS < - coseO 
N 

were not known a. p!Li.oJU, 

it is possible to specify those for the given limiting measurement as-

pect angles e 
m 

a 
Namely, assuming that m and N, the total 

number of measurement aspect angles e ,is given, then the two exterior 
m 

optimization cosines, uo. and Uo 1 N 

p 
- - u can be obtained from (4 .4.5). 

01 
Since by definition of (4.4.3c), the associated measurement aspect 

angles of Uo 
1 

are the limiting measurement aspect angles 6 
m 

a 
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U5 

the unknown normalization factors can be defined as 

leaSel ~ cosBI _ (4.4.6.) 

.nd 
x - x ,eaSel; cosSI m. m" - -=---=- (4.4.6b) 

It is to be noted that I cOSet; cO,S8 I mus t always be less than or equal 

to unity and therefore (4 . 4.6a) cannot be satisfied in all cases. i.e . 

for example if x 
m 

e +1 and x 

• 
distribution of aspect angles 

m" 
c -1, which indicates that the optimum 

within a l imited polar sector of measure-

ment may not employ the total range given . The optimization procedure 

is s~~arized in the fcllc~i~g ~heoraw: 

THEOREM 2 

The optimum distribution for the polar e dependence of the N measure-

ment aspect angles involved in the formulation (4 . 3.8) of the deter ­

minant IF (N)I is given by the N zeros of the optimization function 
m 

(1 -

x 
r 

.: CDSe 
r 

(4.4.5) 

If measurements are confined to a finite range of the polar a -dependence , 

the limiting computational aspect a.ngles Sa and e
b 

are defined by (4 . 4 . 6) . 

, . 
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These properties are illustrated in Figs. 11 and 12. representing a 

vector scattering geometry associated with the first multipole case, 

f or transmitter-receiver configurations which may occur in practice 

most frequently . For both considered cases, the N receiver aspect angles 

are assumed to be distributed wit hin a narrow cone whose invariant axis 

a "is oriented in Fig. 11 along and in the same direction as the positive 

z - axis and in Fig. 12 perpendicular to the back scattering direction. 

For simplicity , it is assumed that $r = (2p + 1)~ ; p = ±l, ±2 and 

main attention will be concentrated on the polar a- dependence . 

The determinant associated with t he configuration of Fig . 11 tends to 

become pseudo- singular if a large number of aspect angles are involved ; 

whereas, the second configuration constitutes the optimum choice as 

regards the orientation of the invariant axis a. Computational results 

employing (4.4.5) are not given here since detailed analysis is presented 

for the similar cylindrical case in ch~pteA twO . 

Therefore, it is anticipated that the unknown expansion coefficients 

a and b can be obtained with standard double precision matrix inver-
n n 

sion techniques , if the half angle 9MC of the me~sureaent cone is suf­

ficiently large and the distribution of aspect angles satisfies the 

conditions of Theorems I and 2 . 
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4.5 DETERMINATION OF THE EQUIVALENT RAD I US OF CURVATURE OF THE 

SPHERE 

4.5.1 INTRODUCTION 

In the previous sections, it has been shown how the sufficient sets of 

expansion coeffici.ents a and b are recovered via a matrix inversion 
n n 

procedure from the optimal measured set of far scattered field data, If 

these sets are sufficient to express the far scattered field, they should 

r egenerate the near field to some approximation if the initial expansions 

of (4.2.2) are employed (55) . We could then proceed to recover the shape 

of the unknown. perfectly conducting, sc.atterer by employing inverse 

scattering boundary conditions(55) or methods of analytical continu-

ti 
"(55. 32, 30. 31) 

a on However, it may be "argued that all the informa-

tion required fqr the retrieval of "ka" is explicitly contained in the 

set of expansion coefficients for m = const = 1 {a , b ; 0 < n ~ N}, 
n n 

implying that "ka" could be directly recovered from {a , b ; 0 < n < N} 
n n - -

without requiring any other information. This follows from the defini-

tion of a and b and from the recurrence relationships between three 
n n 

contiguous radial functions. Since such recurrence expressions for the 

determination of ka are derived in detail in chapten two for the cyl-

indrical case, relationships for the spherical case will now be pres-

ented in a comprehensive manner. 



4 . 5.2 DERIVATION 

Instead of employing the definitions of a
O 

and b
O 

given in (4.2 . 5) , 

(46) 1n 1n 
we will use those of Stratton • for convenience 

jn 
(4.5.1.) • - - h (1) n 

n 

[pj l ' [PJ n_1 - njJ [(n+l) jn - PJ n+l1 
b 

n - - . - .' -n [Ph~l)J ' [ph (1) _ nh (l)J [(n+l) h (1) _ ph (l») 
n-1 n n n+1 

(4.5.1b) 

where arguments are omitted and p = ka is the electrical radius of the 

sphere. The two alternative representations of (4.5.1b) are then ob-

tained from the existing recurrence relations of spherical radial 

f\.i.r"c.:ions(l) . 

z • e (Zn_1 + 2n+1 ) (4.5.20) 
n 2n + 1 

z ' -
1 

(n + 1) zn+l) (4.5.2b) 
2n + 1 

[n z -
n n-1 

LPzn) , ' - (n + 1) z 
n 

- pZ
n
+1 ~ pZ

n
_1 - nZn (4 . 5 . 2c) 

An expression is obtained for the determination of "ka l1 employing both 

an and bn by substituting (4.5.1a) into (4.5 . 1b). where 

or 

and therefore 

neb - 0) h(l) 

P - "( b,-:-n,-_- • ..!n'-l') h~ 1 ) 
n n- n-1 

(4.5.3.) 

(4.5.3b) 
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h(l) 
(0+1) 

(b - a ) 
0+1 0 0-1 

h(l) • 0 (b
o - 3

0
+1) 

0-1 

(4.5 . 4a) 

jn+l 8 n+1 
(b - a ) (0+1) 0 0 - 1 or --. 

jn-l a 
0-1 

(b - 8 n+1) 0 
0 

(4.5.4b) 

Multiplying the expression of (4.5.3a) for n - V with that of (4.5 . 3b) 

f or n - v -I yiel ds 

(bV - Bv)(bv_1 - av_I) 

(b
v 

- B
v

_
1

) (b
v

_
1 

- a
v

) (4.5.5) 

. 2 
which . except for the multiplier V , is identical in form to the deter-

minate expression obtained for the cylindrical mixed TE-TM case , which 

requires only two contiguous expansion coefficients of each kind and 9£ 

the same order. 

Similarly t o the cylindrical case, it is also possible to recover IIka" 

exclusively from the a and/or the b coefficients in the spherical 
o 0 

case . The expression associated with the an coefficients results 

from (4.5.2a) and (4.5.1a). since 

j = _ a h (1) 
o 00 

t hus 

aod 

a p 
o 

20+1 
(h (1) 

0+1 

h(l) 
0+1 

h (l) • 
0-1 

~ 
20+1 

(4.5 . 6a) 

(4.5.6b) 
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(4.5.6c) 

Multiplying the expression of (4 .S.6c). which results for n = v . n 

v - 1 , and substituting (4.5.6b) yields 

2 (av+l - 8 V) (8\1_1 - 8v_2) 
p = (2v -1) (2v + 1) 7(,-"'-"--_-,a-"--')-'i(~a=---'=') 

av+l v-I V 8\1_2 
(4.5.7) 

which~ except for the multiplier (2v 1) (2v + 1), is again identical 

in form to the expression obtained for the cylindrical TM case , requir-

ing only four contiguous expansion coefficients V > 2 in (4.5.7). 

However. as in the cylindrical case , no expression similar to (4.5.5) 

and (4 . 5.7) exists for expressing p = ka in terms of a limited number 

of contiguous coefficients b. This results from the fact that no re­
o 

currence relationship between three contiguous derivatives of the form 

Ip zn(p)I' exis ts. This can be verified by equating (4 .5 . 4b) and 

(4 .5 .6b) leading to 

(4.5.8a) 

or 

an+l : (n+1) (b - a 1) + n (a - a ) 
n n- n n-l 

n b (a - a 1) + (n+1) a (b - a 1) n n n- n n n- (4 . 5.8b) 

In other words, one b coefficient can be expressed in terms of three 
o 

contiguous av coefficients for any order of n. whereas a similar in-

verse relationship of one coefficient an cannot possibly be expressed 

in terms of a limited number of contiguous bv for any n. Thus, to 
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deterDline £!..."<;clusive!y "ka" from (4.5 . 5) or (4.5 . 7) in terms of b\) 

.coefficients, at least two contiguous au coefficients , i .e. a
O 

and aI' 

must be independently related to a .finite number of hv employing de­

generate relations of spherical radial functions not used up until 

chis point . The first relationship 1s given fo r the degenerate case 

n a 0 which follows from the definitions(l) of 

Jo(p) 
sin p 

YO(p) - -
cos P J 1 (p) 

sin p cos p • - -p • p • 2 P P 

Yl (p) 
cos e sin p . - -2 P 

P 

where 
J O 1 and 

J O - PJ 1 1 
aO - - --- bO = - h (1) \1(1) 

. -
h(l) J cot p-l 1 + J tan p 

0 0 P 1 

and therefore 

(4 .-5 . 9) 

It 1s t o be noted that it was shown in chapte4 two that this expression 

can be employed, in terms of cylindrical functions in the cylindrical 

case as an approximation if p > 3 , whereas in the spherical case, it 

is an exact relationship . The second degenerate relationship, required 

for a
1

, involves the resolution of two quadratic equations in al which 

can be obtained simply from (4.5 .5). The firs t equation is obtained 

by equating (4.5 . 5) for v 1 and v = 2 . 

(b
1 - a1 )(bO - aO) 

4 
(b2 - a2)(b

i 
- a

l
) 

(4.5.10) 
- '0) (bO -

• (b1 a1 ) (b2 - a1 )(b
i 

- a
2

) 

Adopting the notat ion b~v = b~ - hv which satisfies the transformation 

identity 

b b • b b + b b 
rs uv ru sv rv us 

(4 . 5.11) 
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and employing (4.5 .8b) and (4 . 5.9), (4.5.10a) can be arranged as 

(b, - a , ) [4b
'0 

- sb21 - 3b21 b,0J "" 6 (b, + bO + 1) [b21 blOJ} = 

2 . 
8 1} L1 + (bl - 8 1 ) Ml + Nl o (4.s.10b) 

The second expression results from equating (4 .5 . 5) for v = 2 and v : 3 

(4.s .12a) 

which with successive application of (4.5.8a), (4 . 5 . 9) and (4 . 5.11) 

r educes to .. ... 

(4 . s. 1 2b) 

The system of two quadratic equations (4.5.10b) and (4.S.12b) in 8
1 

has the unique solution 

LIN2 - Nl L2 

L1M2 - MILZ 
(4.5.13) 

where the constant multipliers in b
v 

of (4 . S.10b) and (4 .5 .120) are 

abbreviated for the sake of convenient representation. 

Thus, it is found that the electrical radius can be determined from 

either a mixed set of four contiguous coefficients an and bn with 

(4.5 .5); exclusively from any four contiguous coefficients a with 
n 

(4 .5 .9 ), or with (4.5.8b) and (4.5.13) f rom the entire set of coeffi-
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c ients b required for the particular order of n us.ed in either (4.5.5) 
n 

o r (4.5.9). 

4.5.3 CO~~UTATION OF ka FROM THE EXACT VALUES OF THE an AND b
n 

COEFFICIENTS 

I n Table 9 . computed results are presented for the determination of 

• the electrical radius in the particular spherical cases ka = 1.00, 

5.00 and 10.00 employing the relationships for either the mixed a /b , 
n n 

t he an and the bo cases, The accuracy of the results based on (4.5.9) , 

(4 . 5.13) and (4.5 .8b) depends exclusively on the accuracy of the ex-

pans ion coefficients a and b which have been calculated with six 
n n 

125 

digit accuracy . In Table 8. the coefficients a
O 

and a
1 

are calculated 

from the ~equired set of b coefficients as given by (4.5.9) and (4 .5 . 13). 
n 

4.6 CONCLUSIONS 

An electromagnetic inverse scattering model technique has been presented 

for the 'case of perfectly conducting spherical scatterers employing an 

expansion of the scattered field in spherical vector wave functions . 

Although the approach is not as generally applicable as compared to 

those of Weston , Bowman and Ar(57) , or Hittra and Imbriale(31), some 

quite fundamental relations have been derived. 

The determinant associated with the scattered field matrix, which re -

l ates a finite set of transverse scattered field components to the 



TABLE 8: EXPANSION COEFFICIENT aO AND a1 AS cryEN BY (4 . 5 .9) 

AND BY (4.5 .13) 

ao " - [1 + bol = 
Jo(·a) 

hcil) (ka) 

ka ao[Reall aO[Imag.] 

1.0 - 0 . 708073 -0 . 454649 

5.0 -0.919536 -0.272011 

10.0 - 0.295959 -0.456473 

al [Real] a1 [Imag. J 

- 0.453516 -0.208074 

- 0 . 217355 -0.412446 

-0.609610 -0 .487838 
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'tABLE 9 : OET£R!ll~ATlON OF ka FOR THE T~I. nt- TE MW TE CASES 

(an+l - a ) (a
n

_
1 

- a ) 
(2n - 1) (2 + 1) n n- 2 

On< - n (an+1 
- 8

n
_
1

) (an - a ) n-2 

2 (bn - an) (b - an 1) n-l 
Pm_TE - n (b - a 1) (b

n
_

1 - an ) n n-

PIE - PTM- TE where an is computed fro~ (4.5 . 9). (4.5 .13) and (4 . 5 .8b) . 

n On< Pnt-TE PTE 

ka .. 1.0 2 1.000 -0.84 )t 10-7 1,000 0 . 18 x 10-6 1.000 0.18 x 10- 6 

3 1 .000 -0.11 x 10- 7 1.000 0.18 x 10- 8 
1 .000 0.18 x 10- 8 

4 1.000 -0.34 JC 10- 9 
1 . 000 0.36 x 10-10 1 .000 - 0 . 36 x 10-10 

5 1 .000 0.0 1.000 0.0 1.000 0 .0 

Io:.!. - 5 4 5.000. -0.31 x J.(I- ff 3.000 0 . 91 x 10 
-7 

5.000 0 . 9] x 1 n 7 

5 5.000 0.67 x 10-6 
5.000 -0 . 25 x 10-6 5 . 000 -0.25 x 10-6 

• 5.000 - 0 . 62 x 10- 6 
5.000 0 . 96 x 10-6 

5.000 0.96 x 10-6 

7 5 . 000 -0,94 x 10-7 5.000 0.94 x 10- 7 5.000 0 . 94 x 10- 7 

8 5 .000 -0. 11 x 10-7 
5 .000 -0.59 x 10-8 5 , 000 - 0 . 59 x 10-8 

ka .. 10 7 10.000 0.66 x 10-6 
10 .000 0 . 32 x 10-5 10 . 000 0.32 x 10- 5 

8 10 .000 -0.62 x 10- 6 10.000 -0.13 x 10-5 10 .000 -0 . 13 x 10- 5 

, 10 .000 0 .47 x 10-7 10 .000 - 0 . 13 x 10-5 10 .000 -0 . 13 x ~0-5 

10 10 . 000 - 0.13 x 10-5 10 . 000 0 . 19 x 10- 6 10.000 0 . 19 x 10-6 

11 10.000 0 . 11 x 10- 5 10 .000 0.14 x 10-5 10 . 000 0.14 x 10-5 

12 10.000 0 . 73 x 10-6 10 . 000 0.37 x 10-6 10 . 000 0 . 37 x 10-6 

13 10.000 -0 . 95 x 10-7 10.000 -0.14 x 1~-6 10.000 -0 . 14 x 10-6 



t r uncated set of unknown expansion coefficients has been analysed in 

~erms of its singularities . The analysis· then proceeds in employing 

the optimiza t ion procedure as derived a t l ength in chapt~ ~ix . I n 

particular, the proper distr ibution of the aspec t angles is derived 

f or which t he degree of accuracy on the r ecovery of the expansion co-

efficients is only dictated by the or de r of trunca t ion of the s catte r ed 

f ield series expansion and the employed measurement technique. This is 

sUlIDDarized in Theorems 1 and 2 which es t ab l ish basic measurement r e -

quir ements . For example , in order to obtain optimum accuracy in the 

r ecover ed expansion coefficients, the scattered field must be meas ured 

in a finite equatorial belt over the unit sphere of direction as re-

gards the computational co- ordinate system . This is illustrated in 

128 

Fig . 12 . This al so agrees with the mono - bistatic equivalence theorem(22) • 

An expansion of the scattered field in vector spherical wave functions 

i s then justified within this belt . This is not true , however , if the 

measurement aspect angles l ie within a narrow cone of the unit sphere 

of directions which centers around the 2- axis as shown i n Fig . 11. 

Final ly; the e l ectrical radius "ka ll of t he sphere has been directly 

r ecover ed from either the magnetic and/or the electric type expansion 

coefficients . The results presented here are valid for any region of 

space a l though measurement data are usually obtained in the far field. 

This re t rieval does not apply inverse boundary conditions(55) or methods 

of ana l ytical continuation(30) and shoul d be valuable to anyone inter- . 

ested in t his a r ea . 



THE PROLATE SPHEROID 

5 . 1 INTRODUCTION 

The problem of recovering the salient feat ures of a perfectly conducting 

prolate spher oid illuminated by a plane wave is considered to illustrate 

the inverse scattering model theory as previously developed for the cir-

eular cylinder and the sphere . In this model theory, the transverse 

scattered field is expressed in terms of a truncated series expansion 

of the associated wave functions. Then the unknown expansion coeff i c -

ients are recovered from the histatic scattered field data by employing 

a matrix inversion procedure . 

Although the direct problem has received rigorous trea t ment by classi­

cal methods(41 , 18. 27) . there is , to our understanding , no numerical 

data on the total s~attered field (amplitude, phase and polarization) 

because of a shortage of tables of spheroidal f unctions . Therefore, 

f or this geometry , the following analysis is purely theoretical and no 

computation is carried out . 

Instead of directly employing an expansion in spheroidal wave functions, 

the following development is based upon an alternative expansion of 

the scattered field 

fir st introduced by 

as given by Senior(42). That representation was 

(45) 
Stevenson , who expanded the scattered f ield 
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as a powe:r series in the propagation constant k using a formulation in 

vector spherical wave functions. Employing these results, it is shown 

chat the characteristic features of the prolate spheroid can be recov-

ered from Senior's coefficie~ts providing the leading term in a low-

frequency expansion of the scattered field. These coefficients are 

related to the transverse far scattered field via a matrix which is 

identical to that encountered in chapt~ 60UA "for the non-symmetrical 

spherical cases. Using the same optimization and matrix inversion pro-

cedures, these coefficients are recovered from the far scattered field 

to an accuracy only dictated by any suitable measurement technique. 

Expressions for the inter focal distance d and the eccentricity E = 

l/~O of the ellipse, generating the prol~te spheroid. are then derived 

from these coefficients employing properties of the associated Legendre's 

functions of the first and the second kind. 

5.2 MATRIX FORMULATION OF THE SCATTERED FIELD 

In the course of examining Senior's results (42) for a prolate spheroid, 

a form of presentation was discovered which relates the far scattered 

field with the associated expansion coefficients, which depend implic-

itly on ~he principal axes of the prolate spheroid~ In order to 

formulate the scattered field matrix, Senior's solution is briefly re-

viewed . He considered plane wave incidence, given by 

E. = ({I' m
l

, -, n1)·expUk(£..x + my + nz)] (s . Z.la) 

and Hi /£0 '({Z' mZ' n
Z

) • expuk(!x + my + nz) ] (s . Z.lb) 

~O 
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.. 

where the three orthogonal set of direction cosines (i
l

, m
l

, °
1
), 

(.t
2

'· m
Z

" 02) and (.t , m, n) express the directions of the incident 

electric and magnetic fields and the propagation vector ~. respectively. 

The perfectly conducting prolate spheroid 1s defined by the equation 

2 2 
x + y 

,2 + 1 o 

z2 2 
+ -. d 

[.2 
o 

(5 . 2 .2) 

where d represents the interfocal distance and £ = l~SO defines the 

eccentricity ellipse of the spheroid. This is shown in 'Fig . 13 illu-

str a ting the case of nose- on incidence on a perfectly conducting pro-

late spheroid. 

Senior then showed that the transverse far scattered field components 

can be expressed as 

E · -e 

E~ -

(ap + _1_ 
aa sine 

ap) 
as 

1 ap 
(sina at 

'OP e j kR 
--)-

aa R 

(5.2.30) 

(5.2.3b) 

where (R , e, ~) are the spherical co-ordinate parameters of the ob-

servation point. Retaining only the leading term in a low frequency 

expansion, P and P are given by 

p - k2[(Klees~ + K2sin~)sina + Seese)] + O(k
4

) 

P - k
2 

[ (K1COS$ + K2sin$)sin9 + K3COSS] + O(k4
) 

(5.2.40) 

(5.2.4b) 

where K
j 

and K
j 

(j K 1, 2, 3) are implicit functions of the geometrical 

parameters d and ~ of the spheroid. This aforementioned formulation 

is valid only in a low frequency range, or equivalently for l arge 
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dimension bodies. Following Senio/42 ) . the coefficients K
j 

and K
J 

can be expressed in terms of the Legendre polynomials as 

1 Pl(I;)' 
_ ~ d3 PI (1;0) 

~ d3 
Kl · t Kl · t . 1 ° . . -

3 1 1 3 2 Q 1(1; ) ' Q1 ('0) 1 0 

1 P 1(1; )' 

K2 
_ ~ d3 PI (1;0) 

K2 = 
_ ~ d3 

1 ° = • m1 . • m2 
. 

3 1 3 Q 1(1;) ' Q1 ('0) 1 0 

° p0(i;) ' 

K3 .!. d 3 PI (i;0) 
K3 - .!. d 3 

1 ° = · °1 . • n2 
. 

3 ° 3 Q0(i;) ' Q1 (1;0) 
1 ° 

(5 . 2.5) 

s s 
where Pr (~O) and Qr (~O) are the associated Legendre 's functions of 

order r and degree s of the first and the second kind, respectively, 

and the primed expressions represent its first order partial deriva-

tives with respect to ~O . 

4 Neglecting the higher order terms of O(k ). the transverse far scattered 

field components can be expressed 1n matrix form. Extracting the radial 

components, according to (5 . 2.3) and (5 . 2.4), the normalized field 

components are related to the unknown coefficients K
j 

and Kj by 

(5 . 2.6a) 

where the transpose of the column matrix [e) is given by 

(5 . 2 . 6b) 

and t hat of [K} by 

[K1T - [K1 , K2, K3 , K1 , K2 , K31 (5 . 2 . 6c) 

Since only the coefficients K
j

. K
j 

for j a 1. 2, 3 are retained in 
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this l ow-frequency expansion . measured data are required for only three 

bistatic angles which resul t s in the following far scattered field matrix : 

cos61cos$1 cosSl simt>l -sin9
1 - 5104>1 cos4>l 0 

cos92cos¢,Z cos9Zsin¢lZ - sin92 - 5in$2 COS$2 0 

[S(e . ~)l c cos9)cos¢'3 cos9)simj>3 - sin9
3 -510$3 COS¢'3 0 

- sinifl
1 

cos¢l
1 

0 -cos91cos$1 -cos91sin$1 sinSI 

- 51n$2 COS¢l2 0 -cos62cos!flZ -cos9Zsin<pZ sina
2 

- simP3 cos4>3 0 - cos93cos$3 - cos93s1n$3 sine ) 

(5 . 2 . 7) 

Inspecting the properties of (5.2.7), it is valuable to note that the 

obtained far scattered field matrix is identical in form to that obtained 

for a nonsymmetrical spherical scattering geometry as given in eq . 

[III-I ] in Boerner and Vandenberghe(S). for the particular case m = leN = 3) . 

. 5 . 3 RETRIEVAL OF THE PARAMETERS OF THE GENERATING ELLIPSE 

5 . 3.1 COMPUTATION OF THE K
j 

AND K
j 

COEFFICIENTS 

The coefficients K
j 

and K
j 

are recovered by a standard matrix inversion 

procedure . The degree of accuracy is dictated only by the measurement 

t echnique employed to evaluate the far field components . To guarantee 

most stable inversion , an optimum distribu t ion of aspect angles is ob-



Cained by optimizing the determinant associated with the scattered field 

matrix defined in (5 .2.7). This has been derived in Boerner and Van­

denberghe(S) in context with a purely nonsymmetrical spherical scatter-

ing geometry. The closed- form solution for the determinant was given 

in eq. [III-3] as 

[5(6,$)] 
. 2 612 2 6 23 . 2 631 

51n --2- sin --2- s~n ~ (5.3.1a) 

where a~v is the geodesical distance between two points on the unit 

sphere of directions, with 

(5.3.1b) 

Equation (5.3.1a) states that no two aspect angles can be alike for 

the inversion to be possible . To obtain the maximum accuracy on the 

retrieval of the coefficients K
j 

and K
j

, " IS(9,<P)[ needs to be maximum. 

This results for an equidis t ant distribution of the three aspect angles 

over the unit sphere of 

for which case IS(9 , $)1 

directions, i . e . 16121 • 16231 = 16311 = 120°, 

27 
4' 

5.3 . 2 RETRIEVAL OF THE PARAMETERS OF THE GENERATING ELLIPSE 

The incentive of this development results from the fact tha t all the 

descriptive parameters of the prolate spheroid are contained in the 

coeffi·ci ents K
j 

and K
j

. Thus employing the same argumentation which 

in the cases of cir cular cylindrical and spher ical sca ttering geometries 

did l ead to unique expressions of recovering the rad ii of c urvature of 

those scatterers, we conjectur e that the geometrical features of the 
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prolate spheroid can be retrieved from a knowledge of these coefficients. 

Senior ' s approach is also employed for the reason that it is our aim 

to merely use an expansion in spherical wave functions and to avoid the 

cumber some formulations in terms of prolate spheroidal functions for 

which only rathe r limited tables seem to exist. Furthermore , Bod in 

line with the order of truncation of O(k4) in (5.2.4), only the case 

of nose-on incidence is treated which is satisfactory to demonstrate 

our model technique as previously described for the circular cylindrical 

Bnd the spherical cases . 

Fo r nose- on incidence i1 = I, ml m 1, 0 1 . - 0 and thus only Kl and K2 

are non- vanishing identically which. however, does not affect the matrix 

inversion procedure for the truncated case M ; leN ; 3). considered in 

(5.2.7). since the direction cosines do not enter the formulation 

of t he far scattered field matrix. Senior ' s coefficients Kl and K2 as 

defined in (5.2.5) are explicitly expressed in terms of d and ~O em­

ploying standard series expansions of the associa t ed Legendre ' s functions 

of the first and the second kind(l6) . resulting in 

K -1 
1 _'0"0--]-1 
1 ) - 2 

, - 1 o 

(S.3.2b) 
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Equations (5.3.2a) and (5 . 3 . 2b) represent the set of t\o'o transcendental 

equations involving the two unknowns, d and ;Q' 
K1 . 

The ratio -- 18 1n-

dependent of d , resulting in 

<0 + 1 
2 2 1n (. - 1) - -- + 2 K1 0 '0 '0 "0 - 1) (5 . 3 . 3) ' --- -

K2 '0 + 1 2'0 
1n (. - 1) -

" 2 
0 - 1) 0 

In Fig . 14, the right-hand side of (5.2 . 3) is plotted versus E - 1/~O 

within the limits of definition 0 < e < 1 . From inspection of Fig . 14 , 

it is observed that a unique solution of (5 . 3 . 3) can be obtained since 

the righ t -hand side of (5 . 3 . 3) is monotonically increasing Bod therefore 
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£ can al ways be uniquely recovered. The value of d may then be determined 

from 

- 1) 

which leads to 

(5.3 . 4) 

Therefore, both of the a priori unknown parameter s d and e = 1/~O ' 

describing the generating e l lipse of the prolate spheroid, can be re­

covered i f Senior' s expansion(42) is employed . 

5.4 CONCLUSIONS 

The presented study clearl y demonstrates the merits of the inverse 
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scattering model technique developed in c.ltaptru two and 60 Wt to re-

cover the salient features of a prolate spheroidal scatterer . Based on 

the hypothesis that all information pe r taining to simple shapes are im-

plicitly contained in the Fourier coefficients , the method provides 

analytical expressions defining the geometrical parameters of t he 

scat terer ' s shape in terms of a limi t ed number of these expansion co-

efficients . Therefore , this model technique does not require methods of 

analytical continuation(55 , 15) and neither the applica t ion of inverse 

. (55) boundary cond1 t ions -- two techniques requiring extensive computa-

tien time. 

In treating the inverse problem of scat tering from a prola t e spheroid, 

it was found advantageous to 
. (42) 

employ Sen1or ' s alternative formulation 

of the far scat.tered field . This power series expansion in k has the 

merit of being related to spherical wave functions(45) instead of the 

complicated prolate spheroidal functi ons . This expansion, val id for 

. . 4 
the low- frequency case , is truncated at the order O(k). It is thus 

possible to relate the normalized transverse scattered field components 

of onl y three aspect angles with Senior 's coefficients via a scattered 

fie l d matrix . These coefficients representing the leading te r ms of the 

l ow- frequency expansion are then recovered by inverting the matrix . 

It is valuable to note that this matrix is identical to that encount­

ered for the nonsymmetrical spherical case in Boerne~ and Vandenberghe(B) • 

eqs . (III-I] and [III-3} . This cognizance also underlines the simpli-

ci ty of St evenson ' s and Senior ' s formulations of t he field sca tte r ed 
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by a prolate spheroid. Finally, the characteristic geometrical para­

meters d and ~O are recovered from the expressions of Senior's coeffi­

cients. This simple method of retrieving these characteristic para­

meters uniquely defines the shape of the prolate spheroid which was 

che ultimate aim of this report. 

This shape has been presented mainly as an illustration of the applic­

ability of the inverse scattering model, derived for the circular cyl­

inder and the sphere in c.hapteM :floo and 6ouJt. 
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clLa.p.telt. .6~x. 

OPTIMIZATION PROCEDURE 

6.1 INTRODUCTION 

In the last few years, an enormous amount of data has been compiled 

from satellites and space probes, contribut ing extensively to such 

varied disciplines as meteorology, atmospheric studies , outer space 

and planetary exploration . However , the possibility of actually using 

this data is quite another matter, depending upon the ability of the 

associated decision-making processes to correctly interpret this data . 

In the field of inverse scattering, where a knowledge of the far-scat- " 

tered field at various aspect angles confined within a finite cone of 

observation constitutes the only available data. techniques must be 

accordingly developed in order to assimilate and digest this information 

so as to accurately portray the inobservable body. 

In addition , although it is desirable to utilize as much information 

as possible to objectify the scatterer , it is ultimately essential to 

develop and implement some kind of computerized technique to compress 

this information in order to rapidly streamline the measured data to 

the particular decision under consideration. This is especially import­

ant whenever we employ continuous measur ement techniques( lO) or when 

discrete measurements are performed(49). 
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The sear ch for radar data which provides unique representation of any 

space object however remote " has led to t he "use o f multiple frequency 

and mul t istatic angle data . For example, applying physical optics or us­

ing Kirchhoff's approximations , it has been demonstrated that one can 

determine the size and shape o f a scattering target for a restricte9 

bistatic aspect angle r ange from the backscattered field measured at 

all angles(28). This general theory has been modified further to show 

t hat one can gain partial information from the measured data if fre­

quencies are limited to a given band. 

However , the problem of data selection remains a thorny one and comput­

erized techniques must still be developed for this end . The amount of 

crude data necessary for the case of - the r otationally symmetrical body 

has been drastically reduced(51, 52 , 53 , 54) It is now possible to 

r ecover the shape of this geometry by an inversion of the matrix pro­

cedure , which requires the far field scattered by such bodies to be 

known in amplitude phase and polari zation at various bistatic angles 

for a given incident plane wave; and also requires the far sca ttered 

f ield to be expressed in a series of expansions of the or thogonal scalar 

or vector wave functions with respect to some co- ordinate system whose 

origin must lie within the scatterer . Nevertheless , the problem is 

not completely resolved, as special at t ention must be focused on the 

distribution of the bistatic angles within a given measurement domain 

of obser vation to avoid instabilities in t he matrix inversion pr ocedure 

as t o attain a modicum of certainty in this area . 
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In this part, we will examine this specific problem for scattering 

geometries representing the "mth" degree mu·ltipole cases with special 

attention being given to the circul ar cylinder and the sphere. A gen-

eral technique is established which can be employed for maximum accur-

aey in the retrieval of these shapes . 

This theory will not be limited to the field of electromagnetics, since 

it could contribute in the optimization of any polynomials, when they 

are expressed in terms of their root products with all roots playing 

identical roles . This theory grea t ly reduces computation time. thus 

making an invaluable contribution to the decision~aking processes of 

rapidly assimilating and interpreting the vast compilation of data nec-

essary in pattern recognition. 

6.2 FORMULATION OF THE PROBLEH 

I t is assumed that for a given transmitted field, we can accurately ob-

tain the field scattered f r om rota t ionally symme trical bodies in ampli-

tude , in phase and in polarization. for a sufficiently l arge "number ' N' 

of different bistatic angles {~ • e , c '" 1. 2 •. •. • N} . 
c c 

It is further assumed t hat the scattered field components can be ex-

pressed in a series expansion , in orthogonal scalar or in vector wave 

fun ctions . In cha.ptvL6 .0:110 , thAee a.nd 6oUlt, such expansions have been 

derived employing cylind rical scalar or spherical vector wave functions . 
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for the circular cylinder,(2.2.1). for the elliptic cylinder , (3.4 .9 ) , 

and for geometries representing the 'roth' degree multipole cases ,{4.2.10). 

With the radial part dependence extracted by normalization, the scattered 

field components have been related t o- associated expansion coefficients 

{Xv' V = 1, 2, N}, via a scattered field matrix, 

Ee 
N 

E~ 
1 

(6 . 2.1) 

In particular, it has been demonstrated that the electrical radius of 

the cylinder and of the sphere could be recovered from these expansion 

coefficients.(2.4.4), (2.4.14), (4.5.5) and (4.5.7) . In the case of 

the elliptic cylinder, the- associated coefficients characterize the. 

body's main features. Still, due to the complexity of the Mathieu wave 

functions, it has not been possible to derive a simple expression 

directly relating the electrical axes of the cylinder in terms of these 

coefficients . 

In this analysis, the matrix [S(e,~)J must be inverted to retrieve the 

electrical radius of the cylinder and of the sphere from the associated 



coefficients {Xv' \I '" 1. 2 • .. . 2N} . However. to ensure a 'stable in­

version. we are compelled to optimize the "determinant I Se8 .41)1 associ-

ated with [S(6,$)]. In other words, the optimal distribution of aspect 

angles which spreads over some limited region of space, is sought, for 

which IS(6.4»1 becomes maximum. This is indeed an obligatory proc~dure. 

if any degree of accuracy is desired in the retrieval of the coefficients 

{Xv' v '" 1, 2 , . .. 2N}. In addition , it is further assumed that the 

'associated determinant IS(8 ,$)1 can be written in a closed-form-solution 

where the 8 and $ dependence are separated and factorized as: 

IS(8 ,$)1 = lei ' It I (6.2 . 2) 

where lei and/or !~I represent a product of trigonometric functions, 

of the aspect angles e and/or 41 , which is symmetrical in (4)c' c '" 1, 2, 

N) 

N 
IT 

V=l 

or {e , c '" I, 2, ... N}(7. 8) 
c 

5io2me • IT (case 
v~ r 

N>r>s>l 

2 
- case ) 

s 

Only determinants of the form: 

(4.3.8) 

are subsequently optimized, since they represent the most general for-

mulation of those determinants associated with geometries representing 

the 'mth' degree mult ipole cases . 

6.3 OPTnUZATION PROCEDURE 

For the sake of demonstration. consider '. a product involving ' N' vari -

abIes Uk (k = 1, 2, •. N), 

duct given by: 

which play identical roles as in the pro-

n (u - u ) 
~r s 

N>r>s;.l 

(6 . 3.1) 
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where each ~ varies within the limits (-1. +t). The optimal variables, 

consisting of specific values for which (6 . 3 .1 ) is Dptimal. are found in 

solving the set of IN' simultaneous equations . These equations express 

the vanishing derivatives of (6 .3.1) with respect to any variable~ . By 

taking the derivatives, we shall find the optimum values Uo for which 
k 
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(6.3.1) is either maximum or minimum. A comparison between the final value 

of (6 .3.1) J when Uo is employed,and a value obtained from any other 
k 

distribution will r emove the ambiguity: 

Nevertheless , before carrying out a detailed study of the polynomials ex-

pressing the vanishing derivatives, Gauss 's fundamental lemma on the 

. (44) root expansion of polynom1als will be reviewed with the intention 

of introducing the notations: 

Let f(u ) = 1: 
~~O 

have the N zeros then 

(6.3.2) 

where d
N 

',which represents the sum of 
• il 

N N! ( ) ~ --;--,;i'-~"" products of " 1J ~!(N-1J)! ... 

different roots of (3 . 2),1s equal to 

with 

dN, _2 ~ 0; dN,_l = 0; dN,O = 1 

Similarly, the iterator d~ ,1J(~) 1s defined as 

(6.3 .3) 

(6.3.4) 



(6 .3.5) 

where 

(6 . 3 . 6) 

This iteratar. pr esently introduced for convenience. will l ater be used 

t o further the development of the presentation. 

The set of IN' equations. expressing the derivatives of (6 .3.1), is then 

used t o build a polynomial in descending power of any variable uk as : 

N 
E 

~-O 
(6.3 . 7) 

in such a manner that the coefficients B contain a symmetric expres-
N.~ 
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sian of the desir ed solutions uo . In other words, the polynomial as de­
k 

fined ~n (6 . 3.7) is constructed in such a way that every coefficient 

BN depends only upon a linear combination of d
N ~ .~ 

The result of this 

algorithm is the removal of the subscript (k) in (6 . 3 . 7) which is a poly-

namial of degree N. the roots of which are the desired solutions Uo . 
k 

Accor ding to Gauss ' s lemma , the polynomial "(6.3.7) must be identical to 

(6 . 3.~). This implies that • .. . 

(6.3.8) 

Since by construction , the BN coefficients depend upon the dN co-
, J.I , J.I " 

efficients , (6.3 . 8) thus ~epresents a recurrence-relationship between the 

dN coefficient s . Ther efore , with (6 . 3 . 6) each dN coefficient can be 
, J.I , J.I 



.. 

explicitly found and the given polynomial (6.3.7) completely defined. 

SUbsequently, the last step consists in having a zero finding s ubroutine 

for polynomials and ~n obtaining the precise values of the roots Uo • 
k 

the object of the original search. 

The theory is then largely illustrated within the following important 

p~oblems. namely: 

(f)- What is the best distribution of bistatic angles within a wedge 

angle of half-angle e
MC 

for which (2.3 .2) 

2 

N(N-1) 
2 TI(x 
~ 

N-l>r>s>O 

- x ) s 
is maximum? 

(ii) What is the best distr ibution of bistatic angles within a polar 

sector of half-angle SMe for which (4.3 .8) 

N 
TI 

~-l 

2m sin e . IT(cose 
~~ r 

N>r>s>l 

is maximum? 

Further on in section (6 .6.S),!t will be seen that the optimization of 

the determinant associated with the circular cylinder is a special case 

encountered in the optimization of the polar part leI of the determinant 

associated with geometries representing the ' mth' degree multipole 

cases. For the present, however, the former is derived primarily 

for better illustration purposes. The recognition of the inherent 

symmetrical properties within this analysis will then be assumed for 

the more general case . 

It is interesting to note that the resolution of this problem is by no 

means restricted to the study of inverse scattering. Indeed , it could 
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he a'ppropriate to optimize any analytical expression. written in the 

f orm of a product of band-limited functions, such as : trigQno~e tr ical . 

Legendre and Tchebyscheff func tions of 1N' variables, as they all play 

identical roles. Hence the scope of its applicabili ty widely overruns 

that of our specific problem; it could very well be applied in other 

domains of s tudies or in other disciplines where s uch expressions are 

encountered . 

6 .4 OPTIMIZATION OF THE DETERMINANT 1 <I>(N) 1 AS GIVEN BY (2.3.2) 

The optimal distribution of aspect angles spread over some limited 

wedge of the unit circle of direction is derived for which th.e deter -

ooinant 1~(N)1 becomes maximum . 

By introducing the co- ordina tes defined in equations (2.3 . 3a) to ( 2 . 3.3d) 

and illustrated in Fig . 3, it is shown in equation (2.3.4) that this 

determinant can be written in the f orm 

N(N-1) 
2 

cosa) ~r 
N-l~r>s>O 

I $(N) 1 - (cosa - - u ) 
S 

which represents a distribution of cosines : 

symmetrical about cos$O as def ined in (2.3.3b) . 

(6.4.1) 

Since the two cosines, casu and cosa, which correspond t o the wedge 

limiting aspect angles a and a , are known, the number of unknowns in 
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equation (6.4.1) is re,duced t.o n:t. N-2. The general situation is 

first considered for which no a ~o~ symmetries can be assumed, 

so that -1 < u < 1, where, f or convenience ' s sake, u is chosen 
r r 

larger than u. To find the optimal distribution of cosines for which 
5 

(6.4.1) is maximum, that set of simultaneous equations. which expresses 

the vanishing derivatives of (6.4.1) with respect to all variables u • . r 

1s sol ved. 

First , the derivatives of 1$(N)1 with respec t to any u • are formulated 
r 

in a closed form solution. The cases N - 4 and N = 5 are presented to 

illustrate the more general case. 

EXAHPLE: - N = 4 , n - 2, r - 1 , llO = 1, u4 = - 1 

1$(4)1 • ("1 + l)("Z + 1) Z ("Z - "1)(1 - "1)(1 - "Z) 
Z Z 

- 2 (1 - u
1

)(1 - u2)(u2 - u1 ) 

'1<1>(4)1 
' "1 

• - Z (1 - Z 
"1)(1 

Z 
- "2) ("1 

EXAMPLE: - N = 5 , n "" 3, r - 2, "0 

1$(5)1 - ("1 + 1)("Z 

- Z (1 -

lli.illl _ z 
' "Z 

+ 

- - 1$(5)1 • { 
1 

I n t he general case, 

1)("3 + 1) 

- "Z) 

: 1, Us 
Z (u

2 -

[l

Z "1 1 
z + 

- "1 "Z -

: -1 

u
1

)(u
3 - "1)(1 

"1 ] 

- "1) 
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where 

1¢(N)I=2 

a 
IHN) I • ;c- (Log I¢(N) I) 

" r 

N-2 
IT 

'-1 
(1 - IT (u

i ,-"--, 
N- Z>t>s>l 

Equation (6 .4.3a) is then equal to 

- " ) S 

(6 . 4.28) 

(6.4.2b) 

al¢(N)1 _ I¢(N)I • 
aU

r 
a~ {Log2 

r 
Log (1 -

N-2 
+ E 

5:1 

Log (u. - u )} 
1 S 

= - I$(N) I • ( 
1 

2u 
r + 

2 
- U 

r 

N- 2 1 
E ~~) 

U - U 
5=1 r s 
rls 

The constant multiplier [$(N) [ is the value of the 

aod can be ignored in the subsequent derivations. 

"S 
(6.4.3) 

determinant 

Employing the notations defined in (6 . 3 . 3), (6.3.4), (6.3.5). and 

in (6.3.6), the procedure used to construct the polynomial. as given 

by (6 . 3.7), is illus trated in the next example : for n ~ 4 where 

EXAMPLE:- n - 4, '\ = u4 

4 - 5u4 + 3 4u
4 

(u
1 

+ u
2 

+ u
3

) -
2 

3u4 
(u

1
u

2 
+ u

2
u

3 + 

u
3

u
1 

- 1) + 2u4 
(u

l 
u

2
u

3 
- "1 -u -u)+ 

2 3 

According to (6 . 3.3) and to (6.3.5) 
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d4 ._1 '" 0; d4 0 = l ' d4 1 • u
1 + u

2 
+ u

3 
+ u

4 • . . • 

d4 2 • 
• 

u
1

u
2 

+ u2u
3 + u3u1 + u1 u4 + .u2u4 + u

3
u

4 

d4 ,3 - u1u2u3 + u1u2u4 + u2u3u4 ; d4 4 
• 

= u1u
2

u
3

u
4 

and 

Therefore , for n .. 4, (6.4.3) can be rewritten as : 

.(_1)5 5u: [d4•0 (u4) - d4._2 (u4 )] + ( _1 )4 4u~ [d4•1 
(u

4
) - d4._

1 
(u,;)J 

+ (-1/ 2u4 [d4: ,(u4) - d; , (u,)] .... .. , .... .. 

..•.. by inspection of the given example , it follows that (6 . 4 . 3) can be 

expressed in the form : 
n 
E 

v-O 
(-1) v+1 u

n
- v (n - V + 1) • [d ' (u) - d' (u )1 - 0 

r n , v r n . v - 2 r 

(6.4.4) 

Substituting d ' 2(u) by its value given in terms of d in 
n,V- r 0,v-1 

(6 . 3 . 5), the equation (6 .4 .4) is reduced to 
n 
E 

\)=0 

v+1 
( -1) {(n - V + 1) 

n-V 
ur [d - u d - (1 - u

2
r ) dn' . v_2 (u,) jJ n , V r n,V-l 

which can be written as 

n 
E 

\)=0 

v-1 
E 

t -1 

(6.4.5) 

(6.4.6) 

· ' 0 



by expressing d ' 2(u) in terms of d n , \I- r n , v 

This expression can then be ordered ip ur by adding the different 

contribution of each terms a t the n-v ur power. 

The coefficient 
n- v of u is given by 
r 

[(n- v+1)d - (n 
n , V 

\) + 1) d 
n,\I-2 

+ (n - \) d n,v 

+ ... .. . .... . 

+ d n,v 

- (n - v) d 
n, \I-2 

- d 1 n , \)-2 

- (n - V + 1) (n - \) + 2) 
2 • (d ,, - d " -2 ) (6 . 4 . 7) n." n,v 

Therefore, (6.4 . 6) can be re-ordered as 

~ (_l)V+lun-v [(n- v+2)(n- v+l)] ' (d _ d ) _ a 
v=O r [ 2 J n , V n.\I-2 

(6 . 4 . 8) 

which is the proper form as given by (6.3.7) .. except for the two 

known roots +1 and - I, which we have extracted from the beginning . . 

The subscript r may now be removed , since (6.4.8) is absolutely sym-

metric in terms of Uo . 
r 

According to Gauss's lemma , (6 .4 . 8) must be identical to 

(_1)v+1 o (6 .4.9) 

Therefore, a unique relationship results between factor d and 
n , V 

factor dn •v_2 • and that. for gener~l In' 
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d l(n- vi-2)2(n-V+1)J . (d - d ) 
n,V ___ -,~"'~~,,-----cn~,v~---"n~,~v--;2~ 

-d- • (n+2) (n+1) 
n , O 2 

(6.4.10a) 

Since d 2 ~ 0 and dO: I, (6 .4 .10a) is rearranged to give a recurring n. - n, 

connection between d and d 2 in che form o,v o,v-

d • 
n , V 

(o - v + 2)(0 - v + 1) 
v(20 - v + 3) d 

0, v -2 . (6.4.10b) 

Furthermore, according to (6.4.10b) starting from d l' all coeffi­n, -
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cients for odd values of v are zero; this, in turn, implies that the roots 

of t he polynomial (6.4.9) appear in symmetrical pair about ur = 0, 

with the constraint -1 < ur < + 1 . Also , the fact follows straightforwar d­

ly that (6.4.6) has only one set of solutions Uo and that if the 
r 

Uo takes symmetrical values with respect to zero , then the coefficients 
r 

d for odd values of ' v ' are zero . If another set of solutions was 
n,V 

f ound, where the coefficients d for odd values of ' v ' were again n , V 

zero, for unsymmetrical Uo ' two different sets of solutions would then 
r 

satisfy (6.4.6). Such an hypothesis is hence rejected . The present 

demonstration is readily self-explicited in the following example :-

Let us consider the polynomial feu) d~fined by 

where 

d n , l 

(6.4.11) 

In the first place , it is obvious that the symme trical pair of u • 
r 

with respect t o zero, satisfied equation (6 . 4 .11) . Nevertheless, let us 



consider the existence of another set of solutions which would meet 

t he requirements of equation (6 .4 .11). From (6 . 4.11) , we have 

U1 + u 3 '" - CU 2 + u4) 

(u
l
ll

3 
- u

2
u
4

) • (u
2 

+ u
4

) '" 0 

Since u2 = u4 , we must have - U1ll
3 

- u2u4 and - u1 + u3 : (- u2 + ~4) 

order to satisfy equation (6.4.11), This leads to -ui + u
1

(u
2 

+ u
4

) + 

(6.4.12) 
U1 '" - u4 

which were rejected by hypothesiS and therefore proves the aforementioned 

conclusion. Taking this symmetry into consideration, it appears con-

venient to introduce the new variable ~. so that v - 2~. With d 0 n , 
1, 

all the coefficients d can be determined by successive iteration 
n.2~ 

of (6.4 .10b) as 

~ 
n (n - 2t + 2)(n - 2t + 1) 

d (-1)~ t-l 
n,2)1 ~ 

n 2t (2n - 2t + 3) 
t=1 
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• (-1)~ [n(n - 2) ... (n - 2~ + 2)][(n - l)(n - 3) .. . (n - 2~ + 1)] 

2~.~: [<2n + 1)(2n - 1) (2n - 2~ + 3) 1 

- (-1)~ n ! (2n - 2)1 +l) ! ! (6.4 .13) 

and therefore , (6.4.3) with v '" 2)1, becomes 

" +1 n 2 n : (2n - 2" +1 ): : ( -1 ) " u - -."'i-rr.;."-....:."!;-;-i7!C:'-'-:--",,. 0 r (2j..l) :: (n - 2) : (2n + l):! (6.4 .14) 

Before going further into the presentation. a similar derivation is 



undertaken by assuming an d ~a4i symmetry which could have been 

rendered feasible directly from (6 .4.1) . The determinant~ as given by 

(6 .4.1) represents a distribution of cosines u
r

' symmetrical about cos$O 

as defined by: 

~ _ cosn + cosS 
cos'+'Q - 2 (2 .3.3b) 

Because of the assumed symmetry and due to the fact that two or three 

solutions have already been put forward (+1 and -1 for the 'N ' even 

case; three +1 , D, -1 for the 'N ' odd case). the number of unknowns in 

equation (6 .4 .1) can be reduced to 

N-2 
Neven } p ~ -Z-, 

N- 3 
N odd p ~ -2-' (6.4 . 15) 

Considering the range 0 < u
r 

< I, where u1 is chosen greater than u
j 

for convenience , (6 . 4.1) thus takes o n the f o llowing form: 

1~(Neven)1 • 

and N-l 

(cosa - cosS) 

(N- l)N 
Z 

(1 -

(N- l)N [ 
1~(N odd)l- 2-r-(cosn - cosa) 2 ~ (1 _ u2)u3/ 2 TI(u2 

t=1 t t ~ 
p~i>j?.l 

2 The derivatives of (6.4 .10), with respect to vr - u
r

' can be rearranged 

as polynomials of degree ' p' : 

.J; l~(p)l - A [(Z:;: 1) -
4v 
_r_+ 
i - v 

r 
4v 

r 

p 
( E 1 

(v -
i 

~ 0 

Hi (6.4 . 17) 

where A stands for a front-end constant multiplier . The upper and 

lower signs refer to even and odd values of p respectively. The 
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following derivations are presented for the case p even , since the 

odd case is easil y derived with the definition of (6.4.16} . Employing 

the same procedure which l ed to (6.4.4). equation (6.4.16) may be ex pressed 

in the form 

t-1 
2 

E (-1) 
\)=0 

i - 2v- 1 
2 (U-4v-1)v 

. r 

i-2v-1 
2 

p - even, t - 2p +1 - N - 1 (6 . 4.17) 

With the substitution of d~ l(v) by its value given in terms of 
.4. , \1- r 

dl,v' equation (6.4.17) reduces to 

i-I 
-2-

E (-1) 
v=o 

i-2v-1 
2 

(U-4v-l)v
r 

l - 2\1-1 
2 v 

(d i 1 (x ) + (i - v) E 
.v- r r t=1 

t-1 
• v d. 1)· 0 r 4., \)-

(6.4 . 18) 

which can be ordered in v as 
r 

i - I 
i-2v- 1 i -2v-1 

i-I 
2 

2 2 
2 

E ( - 1) v (d i - 1 ~ d t ) E (2i - 4t -1) - 0 
\1-0 r tV ,v 

t=\.l 

(6 . 4 .19) 

However, according to Gauss ' s lemma, equation (6.4 . 19) must be identical 

to 

i-1 
2 

E ( - 1) 
\1-0 

i - 2v- 1 
2 

i-2v- l 
2 

d. = 0 
~.\I 

and, therefore , a unique relationship , between the factors dD and 
~. v 

d ~ v- I ' results for general t . 



.(- 1 
-2-

E (U - 4t -1) 
t=\I 

.(-1 
-2-

E (2.( - 4t - 1) 
t=O 

(6 . 4.20) 

S,ince d.e.._l = 0 and dl,O 1, (6.4.20) is rearranged in the form 

. .(-1 
-2-

E (2.( - 4t - 1) 
= d "t.:=V~ _____ = d (.( - 2v) (.( + 1 - 2v) 

.t,'J-l v-I i , v - l 2v(2.t - 2v +1) 
2 
E 

t=O 
(U - 4t - 1) (6.4.21) 

With d.t,O '" 1, all the coefficients dl,v can be determined by successive 

iteration of (6.4.21) as 

t-l 
V 2 
IT E (U - 4 t -1) 

V 
IT (l - 2r)('( - 2r +1) 

Er.:-~l~t~-~r~______ ~r~=I~,-___ ____ _ 
d.e.,v '" v-I r "" v- I 

IT E (U - 4t - 1) 2v IT (r + 1) (2.( - 2r - 1) 
r=O t=O r=O 

=ll~(l~-~2~)i(~l~-~4~)~~~(l~-~2~V~)JU[i(~l~-~I~)~(~l~-~3~)~~~(l~+~I~-~2~v)1 = 

2v • v: I(U - 1)(2.(- 3) ....•...... (2t+ 1 - 2v)1 

(.(-1) ! (2£.- 2v -1) II 
(6.4.22) (Zv) !! (l- 2v - 1) ! (2.t- 1) II 

and . therefore. (6.4.16) becomes for even I p , 

l -1 
-2- £.- 2\1-1 

2 
, l-2v-l 

,"~(l~-~IL)~: (~2~~~-~2~V~-I~)~:~:~" E (-1) 
\)=0 

(2v)! ! (.t 3v 1) ! (2f. 1)!! ur 2 = 0 

(6.4.23) 

which is identical to (6.4.14) whep (i- l) is replaced by 'n ' in 

(6.4.14), t o balance with the definition of 'n', given in t'he earlier 
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derivations; namely, 

n = N - 2 = (N - 1) - 1 = t - 1 

This derivation analytically proves that the roots Uo take on syrnroetric­
r 

a1 values with respect to zero and it has been presented for the 

sake of completeness. It also shows that, if an a p4ioki symmetry 

can be detected, the de r ivation of a polynomial, of the type given in 

(6 . 3 .7) is appreciably facilitated. 

While including the known roots, -1 and +~. (6.4 . 14) or (6.4.23) are 

2 multiplieu by the factor (1 - u ); and multiplying each side of equa-

tion (6 .4 .14) or of equation (6 .4 . 23), by the chosen constant: 

(2n + 2)! 

20 +1 (n+1) ! (n)! 

the following optimization function ensues: 

2 1/2 
(l-u ) 

r 

• (2v)!!(n-2v) !(2n+l ) !! ur 
(o) ! (20-2v+!)! ! 0-2\) ] 

where (6 .4.25) is identical to (2 . 3 .5). 

[ 

1/2 
(20+2): (1-u;) 

20 +1 o! (0+1) ! 

(6 .4. 24) 

n 
2" 
E (_1)" 

v=o 

(6.4.25) 

The expression in the square brackets represents the associated 

Legendre function the first kind and of the first degree , 

as well as order (n + 1) with n = N - 2 ; where the explicit formu­

lation of pl(u) follows from the definition given in Jahnke and Emde(16). 
n 
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6 • .5' OPTDUZATION OF THE DETERMINANT ASSOCIATED WITH THE GEOMETRIES 

REPRESENTING THE 'mTH' DEGREE MULTIPOLE CASES 

let us proceed now with the fterivation of the optimal distribution of 

the aspect angles (9)..1; ~ :> 1, 2, . •. N). t ... hich are spread over some 

limited polar angle of the unit" sphere of directions and for which the 

po1:ar part 101 of the determinant ISN(s ,<p)I becomes maximum.. This is 

permiss.ible since, as found in (4.3 . 8) . the polar part e and the azimuth 

41 p-art are independent from each other. Neglecting the multiplicative 

constant in (4.3.8), the polar part le[ . which needs to be optimized 

may be formulated as (4.4.4a): 

[ 

p 2 m/2 1 /2 2 
leN even,pl ~ n (1 - "k) "k n(ui -

k~l ~ r 
p~i>j~l (4.4.4a) 

where only the case 'N even' is considered. The 'odd case ' results 

from the definition of (4.4.4b). 
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The set of derivatives of part (4.4.4a), with respect to all'p' variables, 

is then solved as outlined in section (6 . 3). 

(6.5.1) 

With t • N - 1 , (6.5.1) may be written as 



.t- 211+1 

( - 1) 2 (2£ + 

(6.5 . 2) 

Employing the relationship between the di,ll(vk) and the d.t.ll coeffi­

cients, equation (6.5.2) can be written as 

t-2\H-1 
2 

and further reduces to 

t+l 
-2-

E ( - v
k

) 
v"'O 

t-2\H-1 
2 

. t+l 
-2-

t+l 
-2-

(d, [zt + 2m - 4v + I) + E 
.(.., v t=V+l 

+ d t, v-1 E (2t - 4t + 3)) = 0 
t -v 

(6.5.3) 

(2 t + 2m - 4 t - 1) 1 

(6.5 . 4) 

But~ according to Gauss's lemma , (6.5 .4) must be identical to 

t-2v 1 
2 

d t,v ;; 0 (6 . 5.5) 

Equating (6 .5 . 4) and (6 .5 . 5) results in a unique relationship between 

factor d l.v and factor d.t , v-l with 

t+l 
-2-

E (zt - 4t 3) 
t=v 

d t,v • d t,v-1 ='-"v - - ------

[4v E (zt+ 2m - 4t - 1)} 
t-1 

c d , (t-2v+2)(t-2v +3) 
.(..,v- 1 2v(2t + 2m - 2v + 1) (6.5.6) 
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Since d
l

. _1 = 0 . , d
l

•O = 1. an analytical expression of d t .v in terms 

o f .t:. m and v results, namel y 

v 
E (t - 2r + 2)(t - 2r + 3) 

~r-~'~ ______________ ___ 
d - -c l..v V 

(6 . 5 . 7) 

E ( 2r)(2£ + 2m - 2r + 1) 
r - 1 

[t(t - 2) ..• (t - 2v + 2)J [(t + 1) (t - 1) • •. (t - 2v + 3)J 
- (2v) : : Len + 2m - 1) (U + 2m 3) ... (21 + 2m 2v +I)J 

(6 . 5.B) 

(.t+ 1)!(2'(+ 2m - 2v - 1) !! 
- (2\) !! (.£ 2v + 1)!(2l+ 2m - 1):! 

L(t + m) - (m - I)J : [2(£+ m) - 2v - I )] : : 
d t; V - 7(2~V"'),,::": "i[~(1'=:'+:'-m=-)C=--'-7(m:-':":_~I-?) "'-'--"2C;vJT' T:. ,"[2;7('-.;e;C+f-f.m")"'_':-i

"
1"'" (6 . 5.9) 

and hence , (6.5 . 5) is equal to 

[(l+ m) - (m - 1)J : [2( t + m) - 2~ + I] :: 
(2~) !! [(t + m) - (m - I) - 2~1 : [2(i.+ m) 1] ! ! 

(6 . 5 . 10) 

Compar ing the result i ng expression with the expansion of t he associat ed 

Legendre f unction of the first kind, of the degree 'm' and of the order 

L Le . 

(.t_m) ! (2.t_ 2t_l)! ! u~-m-2t 
(2t) ! : (i m 2t ) ! (2CI) !! 

(6 . 5 .11 ) 

i t follows that the optimization f unction given by (6 . 5 . 11 ) . when 

mul tipl ied by t he constant 

2 (t + m) (6 . 5.1 2) 
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.. ..... 

equals: 

o ( ) __ -,,1~:-;_ m-l 
N ~ '" m-l Pn+m 

2 -2-
(1-"1<.) 

n - N - 1 (6 . 5 .13) 

whose IN ' zeros representing. the ' N' optimization cosines being sought . 

It is to be noted that, for m - 2, (6 . 5 .13) is identical with the expres-

sian obtained for the cylindrical case; except for the factor 

in the denominator which appears in equation (6.5.13) . This results be-

cause in this more general derivation both roots - 1 and +1 needed to 

be removed. 

6 . 6 RELEVANCE TO THE MEASUREMENT TECHNIQUE 

Although no measurements have been carried out, the optimization tech-

nique derived here gives basic constraints upon the location of the 

bistatic measurement angles . These locations are important in obtain-

ing maximum accuracy on the retrieval of the associated coeffici ents 

representing the field scattered by the various shapes considered. 

These constraints are summarized in Theorem I (section (4.3.4» and in 

Theorem II (section (4.4» for the spherical case; section (2.3 . 2) for 

the circular case. 

Such theorems are of great importance t o those engaged in the measur e-

ment of the scattered field since they simplify the compilation of the 

data by providing the exact locations where the measurements will be 

meaningful. 
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SUMMARY &~D CONCLUSIONS , . ' 

This thesis has been only concerned with the establishment of an el~c-

tromagnetic inverse scattering model, applicable to simple bodies of 

revolution. The incentive was not to unravel the extremely complex 

inverse scattering problem in its general formulations, but rather to 

bring some insight into the existing relationships between the shape 

of the scatterer and the far scattered field as observed for a known 

incident field . 

Whereas most of the classical approaches to the problem , relying on 10-

(53) . 
verse scattering boundary conditions or on a method of analytical 

continuations(S5. 31), require the retrieval of the near field to re-

cover the shape of the scatterers , it is emphasized and demonstrated 

that t his procedure is not necessarily standard since all pertinent 

information concerning the geometry of the scatterers is implicitly 

contained within the far scattered field components. For simple shapes , 

the inverse scattering problem can then be solved much more directly. 

This particular aspect seems to have been neglected in the current lit-

erature and we have thus attempted here to present a serviceable theory 

and practical technique to fill this gap. The scope of this field has 

a vast range and the reader should remember that what is provided here 

i s no more than the formulation of a particular method and some of its 

appl ications (for example, onl y perfectly conductive bodies, the sur-



f ace of which are describable by complete geometric co-ordinate surfaces 

have been discussed.) They are, in order : the circular cylinder, the 

el l iptic cyl inder , the sphere and the prolate spherOid . The analysis 

has been confined to these geometries because they are the Simplest 

f orms amenable t o direct so l utions and , therefore , they best exemplify 

t he r el evance of our theory. They are also commonly considered as the 

basic shapes to test methods of more general applicability; and it was 

hence natural to choose them in this presentation . Of cou~se , it must 

be assumed at al l times that the total scattered field is known in am­

plitude , phase and polarization at all. pOints - with respect to a giyen 

co-or dina t e system whose origin ~ies at · the centre of the scatterer. 

The development has been divided into two parts . The first part deals 

·primari ly with the recovery of the various shapes from far scattered 

field data . The second part comes, naturally , as a complement to the 

firs t one, insofar as it determines the location of the receiver's di­

rection. Its main purpose is to obtain the best possible degree of 

accur acy in the portrayal of the scatterers. Although no measurements 

have been carried out , this part conscitutes an important contribution 

t o the field of inverse scattering , since it gives reliable information , 

t hus ensuring a .reasonable amount of certainty in prediction of the de ­

lineation of the object. Therefore , it deserves to be singled out into 

a separ ate section . 

The investigation of the circul ar cylinder far exceeds the analysis of 
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the other geometric shapes , both in scale and in value. The reason for 

this is that it has been the subject of extensive research in earlier 

decades, due to its two - dimensional nature and to the simplicity of. its 

shape, as well as to the fact that the spherical case can be traced 

back to the simple circular cylindrical case . •. . . as shown in section 

(4 . 5). To say. finally, that the inverse scattering model, presented 

in this thesis , has originated from the careful investigation of this 

geometry . readily justifies the extent of the analysis . 

Primarily, the scattered field has been expressed in a series expansion 

of circular wave functions . The truncated set of the unknown expansion 

coefficients has been related via the far scattered field matrix to the 

far scattered field components for non-identical aspect angles. The 

associated coefficients have been recovered by a matrix inversion pro­

cedure. The instabilities inherent in this procedure have been studied 

from the properties of the closed-form representatioR of the associated 

scattered field determinant. The location of the receiver's directions 

has been discriminated to obtain maximum accuracy in this procedure .. 

This follows a novel. determinate optimization procedure derived in 

part B. Employing the results of this optimization procedure. it has 

been demonstrated that the electrical radius of the 7ylinder could be 

recovered from the associated expansion coefficients, for all pol ari­

zation cases. 

In the case where the domain of observation is restricted to a smal l 

wedge angle, a rather tedious derivation has been initiated to palliate 
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the decrease in accuracy of the obtained expansion coefficients . This 

also applies when the electrical radius of the cylinder is much larger 

than unity. Finally, when it becomes almost impossible to determine 

the expans i on coefficients accurately due to the unstable nature of 

the far scattered field matr ix , an iterative averaging . method has been 

introduced 1n section (2 . 7). Such a method is essentially based upon the 

dependence of the back scat t ering cross- section of the sca t terer with 

the magni tude of the scat tered electric field. This technique gives 

good results to all of the cases encount ered . i .e . ka varying between 

1 and 15. 

The study of the elliptic cylinder is carried out 1n the same manner 

as t hat of the circular cylinder. However , in contrast with the former 

instance, no simple relations exist between the two electrical axes and 

the associated wave function coefficients . This follows from the des­

cr iption of the far scattered field, in terms of Mathieu functions, 

which are much more difficult to manipulate. For this geometry . which. 

covers a wider latitude of interest than that of the circular cyli~der. 

only the iterative averaging method is conclusive ~ namely that the 

r adius of curvature can be recovered via a compar?tive study with a 

circular cylinder of identical curvature . It is t hen anticipated that 

this technique could be s uccessfully applied to retr ieve the main radii 

of curvature of smooth- convex shapes . 

The three-dimensional problem is then approached with a study of the 
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spherical case. It is shown, in particular , that the electrical radius 

can be recovered again from the associated expansion coefficients . The 

formulae here obtained are quite similar to those obtained for a circu-

1a r geometry . The reason for this is that the Hansen ' s wave functions, 

employed in the case of the sphere , depend upon the spherical Bessel 

functions , while t he circul ar wave functions depend upon the cylindrical 

Bessel functions .•.. the latter being simply r elated t o the former . The 

determinant associated with the scattered field matrix which relates a 

finite set of transverse field components to the truncated se t of ex-

pansion coefficients, has also been optimized in part B. 

Finally, the problem of the prolate spheroid is broached using a new 

formulation of the scattered field , in terms of Legendre polynomial s 

(45) 
as given by Stevenson . Due t o the lack of tables , no computations 

can be presented ... although the inverse scattering model used for the 

other geometries is successfully applicable. Much mQre resear ch should 

be devoted to the study of the direct , as well as the inverse, problem 

concerning the prolate spheroid, but it would exceed the scope of this 

thesis . It has been of interest to show how our model could be applied 

to various shapes ; this example is hence only illustrative . 

In conclusion, the electromagnetic inverse scattering model presented 

here r elates the shape of the scatterer to the expansion coefficients 

employed in the formulation of the far scatte red fields, in terms of 

orthogonal wave functions . Although it is not as general a conclusion 
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as thos~ of: Weston, Bowman and Ar(S7); Weston ' and Boerner(55); Lewis(28) ; 

Millar(30); and Imbriale and Mittra(lS) . . ... it does, however, bring some 

fundamental relationships which could be applied to other sophisti-

• cated inverse scattering models and techniques. Those relations could 

prove to be of great importance, for example . in the formulation of the 

direct problem of scattering -- where one coefficient could be expressed 

in terms of the others; or again , it might be possible to relate the 

various creeping waves, which originate in the formulation of the direct 

problem of scattering by simple shapes, since each of these depend upon 

such expansion coefficients . It may turn out to be of some interest 

in the convergence problem , where the higher order creeping waves could 

be expressed in terms of the lower order creeping waves . Moreover, 

magnetic and electric expansion coefficients are also related to one 

another. It is thereby anticipated that the scattered field could be 

uniquely expressed in terms of only one set of expansion coefficients, 

associated with either the electric type wave functions or with the 

magnetic type wave functions if such a similar relationship could be 

found among these wave functions. This particular aspect requires. 

further investigation. 

In addition , while ·none of the geometries encountered in this thesis 

duplicate practical shapes , the inverse scattering model , developed 

here, could be applied to obstacles, for which the formulation of the 

scattered field can be expressed in terms of "surface harmonic wave 

functions multiplied by appropriate expansion coefficients". In the 
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same line of thought ... dielectric coated object's should be investigated 

as well, since all information relative to these objects is indeed in­

cluded in the far scattered field. For instance, it is conjectured 

that one can retrieve the electrical radius) the electrical depth of the 

layer and the dielectric constant of a dielectric coated cylinder or 

sphere by employing our inverse scattering model. In these cases, more 

expansion coefficients would be necessary in comparison to the above 

mentioned cases , to recover, uniquely, both information. However, it 

is anticipated that relationships similar to (2.4.4), (2.4.14), (4 .5.5), 

and (4.5.7) should exist. 

Finally , the optimization procedure, as developed in part R, can be 

applied to many other areas of research. It should, in parti.cular, be 

profitable to those dealing with matrix inversion procedure since i .t 

permits the elimination of instabilities in the inversion , and that , 

whenever the matrix elements are following a Vandermonde type pattern. 

Its applicability is therefore not restricted to the electromagnetic 

theory. It could prove to be a very efficient tool in optimizing .de ­

terminants whose elements are trigonometric, Legendre, Tschebycheff or 

other band-limited functions. 

To conclude, extensive research is still required in this field of 

" inverse scattering" , if a comprehensive understanding of its actual 

mechanism is desired , and especially since the vast majority of o~jects 

encountered in practice are not the simple shapes we have examined. 

It is , however, our hope that thiS. contribution , partial as it may be, 
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will bring some insight into this extremely complex field and contribute 

to the ultimate goal of defining the shape of any obstacle. Indeed, 

this model could be employed as an additional radar signature which 

would allow significant reduction of ambiguity in the portrayal of 

simple shapes .... when correlated with other models . It is also our 

hope that this technique will open up new avenues in this area, and 

hasten the eventual resolution of this pr oblem in its entirety. 
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appev1.(Ux A.1 

RETRIEVAL OF THE POLARIZATION ANGLE 0 

Assuming normal incidence with respect to the cyl inder axis . then the 

ambiguity still exists in the proper recovery of the polarization angle 

0, defined in (2.2.1) and illustrated in Fig . 1. If 0 " 0 
n 

a t' '2 both 

'( 2.2.3) and (2.2 . 4) must be used for recovering " ka t!, The cases for 

which 6 is known. have been treated in section 2.4 and here i t is shown 

that 6 can be uniquely recovered although it roay not be known with pre-

eision. 

Thus , instead of employing (2 .2. Sb) and (2 . 2 . 6b). the unknown expansion 

coefficients may now be defined as 

a' ., a cos 6 
n n 

b ' '"' b sin 0 
n n 

such that (2.2 .Sb) and (2 . 2 . 6b) 

a" II: a ' H ( l )(kR) and 
n n n 

are replaced by 

b it II: b 1 H (1) ' (kR) 
n n n 

(A.lol) 

(A.lo2) 

resulting in no changes in the matrix formulation of (2.2.11) or in 

the inversion procedure of section 2 . 3 . Thus , for a fixed computational 

co- o rdinate system and a non-singular distribution of aspect angles, the 

coefficients a ' and b ' can be obtained to the degree of accuracy dictated 
n n 

only by the measurement and t he inversion techniques . If the recover ed 

coefficients a ' are inserted in (2 . 2.4) , the resul ting expression for 
n 

"ka" is identical with tha t using the coefficient a . This is so, since 
n 
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a' = a cos 0 and therefore the constant multiplier cos 6 cancels in 
n n 

(2.2.4). Assuming that the proper value of "ka" is found, then a can 
n 

be recalculated from the cylindrical radial functions as 

and therefore 

J (ka) 
n 

an = - H(l) (ka) 
n 

cos <5 
a' 

n 
a 

n 

(2 .2.Sb) 

(A.lo3) 

To determine <5 uniquely, the three degenerate cases, defined by (A.3 . 2). 

(A.3 .16) and (A.3.l7) , may be employed if the coefficients aO' ai. 8 2, 
bOI bi, bi. b3, and b4 are known to the aforementioned degree of accuracy. 

From (A.I .l), (A.l . 2), (2.2.5b), (2.2.6b), and (A.3.2) , another relation-

ship for the polarization angle <5 is found 

tan <5 = 
b' o 
;0-

1 
(A.lo4) 

Similar relationships are obtained from (A.3.16) and (A.3.l7) where in 

(A . 3.16) the expression on the left hand side is related to that on t he 

right hand side by 

(A.loS) 

and similarly for (A.3.l7) 

(A.lo6) 

Similar expressions can obviously be obtained for all higher order a~ 

employing {n + l)th order iterations of (2 .4.8) in terms of the known 

b l coeffi cients . 
n 
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Since (A.l. 3) to (A.I.6) are determinate relationships , it may be of 

practical interest to note that 0 can be uniquely recover ed using only 

two sets of measu r ements . 
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a.ppendi.x. A. 2 

PROPERTIES OF THE Vfu~DERMONDE DETERMINANT 

It is to be shown that the determinant I $ (N)I of a matrix [$ (N)J 

[ 
v-I 

which is generated from a Vandermonde matrix W(w~v = x~ • V : 1, 

2, •• . N)], by adding t o consecut ive column vectors, pr eceding col-

umn vectors times some cons tant multipliers qVt as follows 

is given by 

where in particular 

v-I 
"" xIJ V' 1. 2.3 •. .... N)I = ( -1) 

(A . 2 . 1) 

(A.2.2) 

(N"I)N 

2 IT (x 
~r 
N>r>s>l 

- x ) 
s 

(A. 2 . 3 ) 

The statement (A.2 . 2) can easily be pr oven f r om the following prop­

erty of determinants (25) . 

The determinant [$1 of a matrix [$] which is generated from a matrix 

[~] of non-identical column vectors Wv ' by adding t o consecutive column 

vectors, preceding column vecto r s times some constant multiplier PVt 

as fo llows 

[~l = [~1'~2 + P12~l ' ~3 + P23~2 + P13~l ' ...• ~n + .•. + Pln~l] 
'(A.2.4) 
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= 

is given by 

(A .2. S) 

which follows directly from the expansion of the determinant. 

Statement (A . 2.3) follows from the properties of the Vandermonde deter-

minant associated with 

N-1 
xl 

N- 1 
x

2 

N- 1 x 

" . 
N- 1 

"N 

lx~ 
0 x
2 

(N-l)N 

(-1) 
2 

0 x 

" 

N(N-l) 
2 

(-1) ~r 
N>r>s>l 

N-2 
xl 

N- 2 x
2 

N-2 x 

" 
N- 2 

"N 

1 
xl 

1 x
2 

1 x 

" 

1 
"N 

- x ) s 

the Vandermonde matrix(25) . where 

N-v 
xl 

N- V x
2 

N-V x 

" 
N-V 

"N 

v -1 
xl 

v-1 x
2 

v-I x 

" 

0 
xl 

0 x
2 

0 x 

" 

0 
"N 

N-1 
xl 

N-1 x
2 

N-l x 

" 

N-l 
"N 

= 

= 

(A.2.6) 
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a.ppencUx A. 3 

FOR."fULATION OF THE aD . 3
1 

AND 8
2 

COEFFICIENTS IN TERHS OF THE b n 

COEFFICIENTS 

It is now demonstrated t hat the three contiguous coefficien ts aD . 
I 

3
1 

and 3
2 

can be determined in terms of a finite number of b
v 

coeffi-

cients . Using the well-known properties of cylindr ical wave f unctions 

Z -v 
v • (-1) Z 

v' 
Z ' -v 

= ( _ l)VZ ' 
V 

(A. 3.1) 

gives a = a and b = b • 
- 0 n - 0 n 

This may be employed to relate a
1 

and boo since from (2 .4 . 5), (A.3.l) , (2 . 2 . 5b) and (2 . 2 . 6b), Zo = - ZI' 

t herefore, 

(A.3 . 2) 

This represents the single degenerate case in which one bv coefficient 

is related to one a
v 

coefficient. Employing either (2 . 4 .4), (2 .4 .14) 

or (2.4 .16), aD and 3
2 

must be related to a finite number of b
v 

coeffi-

c i ents . Otherwise , the higher order a coefficients cannot be obtained 
n 

in terms of the b
v 

coefficients from higher iterations of (2 . 4.18) . 

One additional degenerate relationship results from (2 .4 .15) wi t h 

\} "" 2 , i ".e. 

4Z; • p/2 [Z4 - ZoJ 

which yields with (2 . 2.6bl 

4Z ' 4H(1) ' 
P. 3 3 • • 2 Z ' -

4 
Z' 

0 
(i) ' (1)' 

H4 - 8 0 

4J ' 
3 

4b H(l) ' 
3 3 

J' J' • 
b H(l) ' b H(l) ' 4 0 

4 4 o 0 

(A. 3 . 3) 

(A.3 . 4) 
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and 
(1) , 

bO - b3 b03 H4 
(A.3 . S) (1) I 

= - • - b
04 HO 

b3 - b4 

where in the following the notation b~v ~ b~ - bv is used, thus satis­

fying the identity transformation 

b b = b b + b b 
rs uv ru sv rv us (A.3 . 6) 

On the other hand , the ratio of (A . 3 . S) can be expressed , with further 

algebraic transformations , as 

(1) , 
H4 

(1) , 
HO 

-
(1) , 

H2 
(1) , 

HO 
(A . 3 . 7) 

which, with successive applications of (2 . 4 . 8) , can be expressed in 

terms of 8 2 and a finite number of b
v 

coefficients as 

Equating (A . 3 . 5) and (A .3 .B) yieids 

(a2 - bO)(a2 - b3)b24b03 - (a2 

(a2 - bO)(a2 - b2)b03b34) = 0 

- b3)(a2- b4)b02b03 + 

(A.3.9) 

With aO = (aO - ba) and a l = (aO - hI) and further application of 

(2.4.18), equation · (A.3.9) is reduced to an expression explicit in 

+ b02b03b13b14 + bOlb03b12b34} + QOQl{bOlbOZb03b34 + bOlb02b03b34 + 

bOlb03b03b24 + b02b03b03b14 + b02b03b04b13} + aib02b03b03b04J = 0 

(A . 3.10) 
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However. to find 8 relationship for a2 or aD in terms of bv ' another 

r elationship is found by equating (2 . 4 . 14a) and (2 . 4 .14b) for n = 2 

(A.3.11) 

which, with repeated appl ication of (2 .4.18) results in 
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[b
01

(a
2 

- b
3
)(a

2 
- b

2
) - 3b02 (a2 - b

3
)(a2 - b, ) + 3b23 (a2 bO)(a2 - b, )] - 0 

(A .3. 12) 

' o r 

[a~L2 + aOa , M2 + aiN2] 

a i 2b02b03] " 0 (A.3 . 13) 

Since aD, a
l 

j 0, a relationship for a O results from (A. 3 .10) and 

(A.3. l 3) by eliminating the quadratic term ai: 
(A.3 . 14) 

By employing (A .3.6), the constant multipliers in (A . 3 . 14) reduce to 

and 

(2M, + b03b04MZ) = b03M = b03 {+ 8 bOZb03b'4 -

7 bOZb04b13 + Z b03b04b'2 } 

(A. 3 .1Sa) 

(A. 3 .1Sb) 

Therefore, the desired relationships for a2 , 81 , and aO are given by 

aO(b) 
[bOb

13
L + b, b03M] 

(A. 3 .16) -
[b13L + bO}!] 

8 1 ;: bO' ( A. 3 . 2) 

a 2 (b) " 

[b
O

b
13

L - b, b03"] 
(A. 3 . 17) 

[b13L - b03"] 

". " 



where the denominators in (A.3.16) and (A . 3.l7) will only vanish 

simultaneously if b
O 

b
3 

and b
l 

= b
3

, Por that particular case, 

it is found that L : M, aO = bO = bI , and 3 2 = 0, Thus , the exist­

ence of two contiguous coefficients (i . e. aO = aO(b
v

) and 3
1 

= a1(b
v

) 

or 3
1 

= 3
1

(bv) and 3 2 = 3 2 (b
v
» is guaranteed in all cases. 
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a.ppendix. A. 4 

FORHULATION OF {a
n
+4 , n;: O} IN TERMS OF {aO' aI' 8 2 , a3} 

To decrease the size of the matrix [$(N)], the coefficient ao+4 ' n ~ 0 

has to be expressed as a linear combination of the set {aO' 8
1

, 8 2 , 8
3

} . 

It is shown that this is not the case, hut that a 4 can be related 
n+ 

to that set in a very sophisticated manner. 

With the definitions given in (2.6.8). A4 and B4 are written as 

(A.4.1) 

In order to obtain a more specific description of the iterative formula 

(2 . 6.5), and to induct a formation law for the c0efficient An+4 and 

Bn+4' the case n :: 1 is treated separately . For n = 1, equations 

(2 . 6.1) and (2.6.2) result in 

After substitution of 

8
43 

= 8
4 

- 8
3 

:: 

the coefficient a ·is 
5 

[ 
a

3 A4 

A4 
as • 

a4 [4a32 a31J - a 3 [2a43a 2iJ 
4832 831 - 2a43 a21 

(A.4.2) 

a
4 

by its value as given in (2.6.3), with 

a
3 A4 - a

2 B4 8 32 B4 
(A.4.3) - a3 

= 
A4 - B4 A4 - B4. 

expressed as! 

- a 2 B4 ] 4a32 
[2a32 B4 J 

- B4 
a

31 - a 3 A 
B4 

a
21 

4 

4a32 a31 - 2a21 
["32 B4 J 
A4 - B4 
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(A.4 . 4) 

According to (2 . 6.5), 8
5 

formulated as 

a
3 

[2a
31 A4 - A3 B4] - a 2 [2a31 B4 - B3 BJ 

a
5 -

[2'31 A4 - A3 B
4

] - [2"31 B4 - B3 BJ 
(A.4 . 5) 

is identical with 

83 AS - a 2 B5 

A5 B5 
(A.4 . 6) 

(A.4.5) and (A . 4.6) verify that 

A5 "" 2831 A4 - A3 A4 

(A.4 . 7) 
B5 - 2a31 B4 - B3 B4 

which is in accordance \.,ith the general law as stated in (2 . 6 . 6). 

Assuming that 80+4 , n ~ 0 can always be written in the form (2.6.5) , 

t he coefficient amp for m > p ~ 2 can be expressed as 

"3 A - a
2 B a

3 
A - "2 B m m p p a ~ " - " • 

mp m p A - B A B 
m m p p 

A B - B A 
'" 8 32 

2 m 2 m 

[A - B 1 [A - B ] m m p p 

(A.4 . 8) 

and for any n. (2 . 6 .1) can be formulated as : 

(0+3) 
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A 1 nH 

BOH l 

[nHJ 
[An+l 80 +3 - An+3 Bo+2 J [An Bo+l - Bn An+l J 
[ [An+3 - Bn+3J [An+2 - Bn+2] l[An-Bn] ["nH- BnH] 

(A.4.9) 

which i s written more concisely as 

8 3 [An+3 zn+3 - An+2 '0+21 - 8 2 [Bo+3 zn+3 - Bo+2 Yo+21 

[An+3 zn+3 - An+2 Yn+2J - [80 +3 zn+3 - Bo+2 Yo+2] 

(A . 4 .10) 

where z and yare defined comprehensively . 

Since equation (A.4.10) is valid for n = l , and n = 2 , it is first 

concluded that (A.4.10) is valid for any n . 

From (A.4.10). it is f urther evident that any common multiplier to 

zn+3 and Yn+2 can be extracted and removed . In order to deduct the 

formati on law for An+4 and 8
0
+4 , we examine the specific cases n = 2 

and n - 3 separately . 

For n • 2, Zs and Y4 are respectively equal t o 

Zs • S [A3B4 - A4B3J [A2B4 - A4" 2J 
(A . S . 11) 

Y4 • 3 [A4 BS - ASB4J [A2B3 - B2A
3
] 

Subs tituting A4 and 8
4 

in Zs by their respective expressions given 

in (A.4.1) results in : 

Zs • S [A3B4 - A4B3J [3a21a 20J : S [A3B4 - A4 B3l 3a20 [A2B3 - B2A3l 

(A.4.12 ) 



Similarly. Y4 is given by 

Y4 : 3 [A4 (2a31 B4 - B3B4 ) 

= 3B4 [A3 B4 - A4B31 [A2 B3 (A . 4.13) 

and therefore. after reduction of the common factor in 25 and Y4' the 

coefficient A6 and B6 are found to be equal to 

A6 = 5a20 AS - A4 B4 

B6 = 5a20 BS - B4 B4 

The coefficients z6 and Y5 are also derived comprehensively 

Z6 = 6 hBs - ASB41 [A3BS - ASB3] 

(A.4.14) 

= 6 [A4 BS - ASBJ fA3 (2a31 B4 - B3B4 ) - (2a31 A4 - A3B4) B31 

and 

= 6 [A4 BS - ASB4] L2a311 [A3B4 - A4 B) (A . 4 . 1S) 

Ys = 4 [ASBO - A6 BS] [A3B4 - A4B31 

= 4 [AS (Sa20 BS - B4B4) - (Sa20 AS - A4 B4) Bs1 1.A3
B

4 - A4B31 

= 4 B4 [A4BS - AsB41 [A3B4 - A4B31 (A.4.16) 

which after proper reduction of the common factors. leads to 

'7 3a31 A6 - ASB4 

B7 3a31 B6 - BSB4 

(A.4.17) 

The general case is .derived by induction of (A.4.1). (A .4 . 7), (A .4.14) 

and (A . 4.17) and is given in (2.6.6). (2 . 6.7),. and (2.6.8). 
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<Ippencux A.5 

FORMULATION OF THE FAR SCATTERED FIELD FROM AN ELLIPTIC CYUNDER 

For an incident plane wave g~ven by 

E i • E .,j!<. .!\. 
--z =0 

the far scat~ered field ES is expressed as 
--z 

[ c Me (1) (I;) • 
20 20 

ce2n+1(6) + 

following McLahlan notation(29). 

In (A . 5.2), 

(A.5.1) 

(A.5.2) 

(A.5.3) 

and in ,this formulation, ce and se are the even and odd solutions m m 

of order m of the regular Hathieu differential equation, 

d
2 

2 ~ + (m - 2qcos2x)y ; 0 
dx2 

(A.5.4) . 

and p and s are constant multipliers defined in (29). Cem(~) and m m 

5e (~)7 [rey (~) and Gey (;)], . are the even and odd solutions of the 
m m . m 

first kind, [second kind]. of order m of the modified Mathieu differ-

ential equation . 
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2 (m - 2qcoshx)y ;; 0 (A.s . 5) 

The coefficients em and Sm are determined from the boundary condition 

for the total field ~ I i.e ' J 

(A . s . 6) 

I t is shown in MCLahlan(29) that the scattered field ES under the -. 
condition (A . 5.6) results in: 

ES ~ _ 2E ! 
-. =0 n-O 

where 

Me(l)«) 
2n ., 

{a
2n 

(1';0) • --''''-­
P2n 

[

Me (1) (1';) 
. 2n+l 
J y 2n+l (1';0) • P 

2n+l 
(1) 

Ne 2n+l (1';) 
-:-"-"'-- • se2n+1 (n) • 

5 2n+1 

se2 +l (1';0) 
<5 (I'; ) - -;7n i"--"-

2n+l 0 N (1) « ) 
e 2n+1 "'0 

se
2n

+l (6)] } 
(A.s.?) 

(A.s.B) 

In the far field, i.e. for large values of ~. the confocal ellipses 

are approximately concentric circles and the following relations hold: 

(1) 
Ne2n+l (i';) 

• - 2 j -c':"-'-"- - 2 
520+1 

which results with (A.5.7) in (3.2 . 7) . 

;' 2 e J (kR+3/4) 
.kll 

(A.s . 9) 
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The expansion of the Mathieu functions of the first kind ... 'hieh appear 

in (J.2.9) and (3.2.11) are given next in terms of their coefficients 

An and Bn. Although they are not entering directly in the derivation 
m m 

of the far scat tered field , they will be referred to in section (3.4.2) 

and are presented here for convenience. The functions 

cos2r$, n : 0, 1, 2, ... (A . S . 10) 

are periodical , modulo ~ . even in the angle $. and hence have a constant 

term in the series expansion which is function of q . The functions 

A2n+1 
2r+l cos(2r+l)$, n = 0, I , 2 , ..• (A.S.ll) 

are periodical, modulo 2n , and even in the angle $. The functions 

B2n+l 
2r+l sjn(2r·H) <p . n=(),l, 2. • .• 

are periodical , modulo 2n , and odd in $, and the functions 

B2n+2 
2r+2 sin(2r+2}4>, n = 0 , 1,2 , .•• 

(A.S .17.) 

(A.S.l3) 

are periodical, modulo 2~ and odd in $ . The employed notation is that 

of McLah1an and is such that ce2n , ce2n+l , se2n+
1 , se2n+2 have n zeros 

in 0 < 4> < 1T/2. 
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