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#### Abstract

The three magnon excitation spectra of a one dimensional chain of quantum spins is analysed using the recursion method. A number of different integrable models are studied as well as a number of Hamiltonians "close" to the integrable model of L. A. Takhtajan [10] and H. M. Babujian [11]. The bound states are studied across the entire Brillouin zone and complete agreement is found with the known integrable results as well as support for a conjecture put forward by F. D. M. Haldane [12, 13].


## Acknowledgements

I wish to express my sincerest thanks to Dr. B. W. Southern for his guidance, kindness and particularly his patience in supervising this research and through the endless revisions of my thesis.

## Contents

Abstract ..... i
Acknowledgements ..... ii
1 Introduction ..... 1
2 Magnetic Excitations ..... 12
2.1 One-Magnon Excitations ..... 12
2.2 Two-Magnon Excitations ..... 15
3 Three-Magnon Excitations ..... 28
3.1 Formalism and Equations ..... 29
3.2 Three Magnon Continuum ..... 36
3.3 Bound States and Integrable Models ..... 41
4 The Recursion Method ..... 46
4.1 Green's Function ..... 46
4.2 Recursion ..... 50
4.3 Termination of the Continued Fraction ..... 52
4.3.1 Constant Coefficients ..... 52
4.3.2 Oscillating Coefficients ..... 57
4.4 Spin $1 / 2$ ..... 63
5 Non-Integrable Models ..... 75
5.1 Spin 1 ..... 79
5.2 Spin 3/2 ..... 90
6 Summary ..... 103
Appendix: Three Magnon Excitation Equations ..... 106
Bibliography ..... 117

## List of Figures

Fig. 2.1: One Magnon Excitation Energy ..... 14
Fig. 2.2: Semi-Infinite Mass-Spring Chain With Defects ..... 20
Fig. 2.3: $\quad$ Dispersion Diagram for 2-magnon, $S=\frac{3}{2}$, Integrable Model ..... 22
Fig. 2.4: Dispersion Diagram for 2-magnon, $S=1$, Parkinson Model ..... 24
Fig. 2.5: $\quad$ Dispersion Diagram for 2-magnon, $S=\frac{3}{2}$, Heisenberg Model ..... 25
Fig. 2.6: Dispersion Diagram for 2-magnon, $S \geq 1$, Lai-Sutherland Model ..... 26
Fig. 3.1: Graphical Representation of 3-magnon Hamiltonian ..... 33
Fig. 3.2: 3 -Free Continuum ..... 37
Fig. 3.3: 2-Bound, 1-Free Continuum ..... 39
Fig. 3.4: Hamiltonian for 3-magnon, Lai-Sutherland Model ..... 41
Fig. 3.5: Hamiltonian for 3-magnon, $S=1$, Temperley-Lieb Model ..... 42
Fig. 3.6: Hamiltonian for 3-magnon, $S=\frac{3}{2}$, Temperley-Lieb Model ..... 43
Fig. 3.7: Dispersion Diagram for 3-magnon, $S=\frac{3}{2}$, Temperley-Lieb Model ..... 45
Fig. 4.1: $\operatorname{Re}(G)$ for an Infinite Chain With Single Magnon Excitations ..... 54
Fig. 4.2: $\quad \operatorname{Im}(G)$ for an Infinite Chain With Single Magnon Excitations ..... 55
Fig. 4.3: $\operatorname{Re}(G)$ of Square Root Terminator ..... 56
Fig. 4.4: $\quad \operatorname{Im}(G)$ of Square Root Terminator ..... 57
Fig. 4.5: $\operatorname{Re}(G)$ for Alternating Coefficients ..... 60
Fig. 4.6: $\operatorname{Im}(G)$ for Alternating Coefficients ..... 61
Fig. 4.7: Hamiltonian for the Unphysical $S=1$ States ..... 63
Fig. 4.8: Single Precision, $S=\frac{1}{2}, a_{i}$ Coefficients ..... 65

Fig. 4.9: Double Precision, $S=\frac{1}{2}$, $a_{i}$ Coefficients . . . . . . . . . . . . . 66
Fig. 4.10: Quadruple Precision, $S=\frac{1}{2}, a_{i}$ Coefficients . . . . . . . . . . 67
Fig. 4.11: Phase Space Relation for the Double Precision Coefficient Pairs 73

Fig. 5.1: $\quad$ Dispersion Diagram for 3-magnon, $S=1$, Integrable Model . 77
Fig. 5.2: $\quad$ Dispersion Diagram for 3-magnon, $S=\frac{3}{2}$, Integrable Model . 78
Fig. 5.3: $\quad \operatorname{Im}(G)$ for 3-magnon, $S=1$, Heisenberg Model at $K=0 \ldots 80$
Fig. 5.4: $\quad \operatorname{Im}(G)$ for 3 -magnon, $S=1$, Heisenberg Model at $K=\frac{\pi}{4 a} \quad .81$
Fig. 5.5: $\quad \operatorname{Im}(G)$ of a Bound State for 3-magnon, $S=1$, Heisenberg Model at $K=\frac{\pi}{4 a}$81

Fig. 5.6: $\quad \operatorname{Im}(G)$ for 3-magnon, $S=1$, Heisenberg Model at $K=\frac{\pi}{2 a} \quad .82$
Fig. 5.7: $\quad \operatorname{Im}(G)$ of a Bound State for 3-magnon, $S=1$, Heisenberg
Model at $K=\frac{\pi}{2 a}$82

Fig. 5.8: $\quad \operatorname{Im}(G)$ for 3-magnon, $S=1$, Heisenberg Model at $K=\frac{3 \pi}{4 a}$. 82
Fig. 5.9: $\quad \operatorname{Im}(G)$ of a Bound State for 3-magnon, $S=1$, Heisenberg Model at $K=\frac{3 \pi}{4 a}$82

Fig. 5.10: $\quad \operatorname{Im}(G)$ for 3-magnon, $S=1$, Heisenberg Model at $K=\frac{\pi}{a} \cdots 83$
Fig. 5.11: $\quad \operatorname{Im}(G)$ of the Bound States for 3-magnon, $S=1$, Heisenberg Model at $K=\frac{\pi}{a}$83

Fig. 5.12: Double Precision Coefficients for $S=1$ Heisenberg Model at $K=\frac{\pi}{a}$84

Fig. 5.13: Double Precision Coefficients for $S=1$ Heisenberg Model at $K=\frac{3 \pi}{4 a}$.
Fig. 5.14: Double Precision Coefficients for $S=1$ Heisenberg Model at $K=\frac{\pi}{2 a}$.
Fig. 5.15: Double Precision Coefficients for $S=1$ Heisenberg Model at

Fig. 5.16: Dispersion Diagram for 3-magnon, $S=1$, Heisenberg Model . 87
Fig. 5.17: Dispersion Diagram for 3-magnon, $S=1, g_{2}=2.25 \ldots$. . . 88

Fig. 5.18: Dispersion Diagram for 3-magnon, $S=1, g_{2}=4.5 \ldots 89$
Fig. 5.19: Dispersion Diagram for 3-magnon, $S=\frac{3}{2}, g_{2}=1, g_{3}=5.5$. . 91
Fig. 5.20: $\quad$ Dispersion Diagram for 3-magnon, $S=\frac{3}{2}, g_{2}=5, g_{3}=5.5$. 92
Fig. 5.21: Dispersion Diagram for 3-magnon, $S=\frac{3}{2}, g_{2}=2.5, g_{3}=1 \ldots 95$
Fig. 5.22: $\quad$ Dispersion Diagram for 3-magnon, $S=\frac{3}{2}, g_{2}=2.5, g_{3}=11$. 96
Fig. 5.23: Dispersion Diagram for 3-magnon, $S=\frac{3}{2}$, Heisenberg Model . 97
Fig. 5.24: $\quad \operatorname{Im}(G)$ for 3-magnon, $S=\frac{3}{2}$, Heisenberg Model at $K=\frac{\pi}{a}$ and
Using a Symmetric Initial Ket . . . . . . . . . . . . . . . . . . . . . . 98
Fig. 5.25: $\quad \operatorname{Im}(G)$ for 3 -magnon, $S=\frac{3}{2}$, Heisenberg Model at $K=\frac{\pi}{a}$ and
Using an Arbitrary Initial Ket . . . . . . . . . . . . . . . . . . . . . . 99
Fig. 5.26: Dispersion Diagram for 3-magnon, $S=\frac{3}{2}, g_{2}=5, g_{3}=11 \quad \ldots 100$
Fig. 5.27: Dispersion Diagram for 3-magnon, $S=\frac{3}{2}, g_{2}=1, g_{3}=11 \quad$. 101
Fig. 5.28: $\quad$ Dispersion Diagram for 3-magnon, $S=\frac{3}{2}, g_{2}=5, g_{3}=1$. . 102

## Chapter 1

## Introduction

During the last century great strides have been made in our understanding of nature and magnetism has not been an exception. Once associated with mysticism and the occult, it is now understood as some of the residual effects of the electromagnetic interaction. Due to the constraints of the Pauli principle for the electrons of atoms in a lattice, the wavefunction of a collection of atoms is more than the superposition of single particle wavefunctions. Since the total wavefunction must be antisymmetric under particle exchange for fermions, a symmetric spin wavefunction and an antisymmetric spin wavefunction are associated with different spatial wavefunctions. In general, these wavefunctions will have different energies. This energy difference for the case of two hydrogen-like atoms can be characterized by the Hamiltonian,

$$
\begin{equation*}
\widehat{\mathcal{H}}_{12}=-J \widetilde{\mathcal{S}}_{1} \cdot \widetilde{\mathcal{S}}_{2} \tag{1.I}
\end{equation*}
$$

where $\widetilde{\mathcal{S}}_{i}$ is a three component quantum spin operator and $J$ is known as the exchange integral. When $J>0$ parallel alignment of the spins is favoured (ferromagnetism) and $J<0$ favours anti-parallel alignment (anti-ferromagnetism).

A Hamiltonian with the form above but extended to include all interactions between all pairs in a lattice, was described in detail by Heisenberg in 1928 [1].

$$
\begin{equation*}
\widehat{\mathcal{H}}=-\sum_{i j} J_{i j}\left(\widetilde{\mathcal{S}}_{i} \cdot \tilde{\mathcal{S}}_{j}\right) \tag{1.2}
\end{equation*}
$$

This Hamiltonian was proposed as a model for strongly magnetic phenomenon (ferromagnetism, anti-ferromagnetism and ferrimagnetism) and a number of assumptions were made to construct the simplest model that still exhibits the most significant characteristics of these magnetic materials. For example, it was known that the macroscopic magnetic moments that are observed in these types of materials were due primarily to the magnetic moments of the electrons and that the magnetic moment due to the orbital motion can be ignored. As only changes in energy due to magnetic degrees of freedom are significant for strong magnetic effects, the contribution from factors such as the direct Coulomb force and the spin-orbit or spin-spin interactions can be ignored [2].

The exchange interaction itself, $\widetilde{\mathcal{S}}_{i} \cdot \widetilde{\mathcal{S}}_{j}$, is due to the Coulomb interaction but, as shown by PAM Dirac (1929) [6], it is strictly a quantum mechanical effect. The exchange interaction arises from the form the lattice wavefunction must have due to interchange of particles on different sites (ie. the Pauli principle) and although there is a direct interaction between electrons, the symmetry properties of the wavefunction result in a spin dependent exchange term. The magnitude of the exchange interaction will be influenced by the amount of overlap of the electronic wavefunctions.

It is also possible to obtain the Heisenberg Hamiltonian by performing a perturbation on a lattice of non-interacting spins, using the Coulomb potential as the perturbation. If higher order perturbations are considered, the Hamiltonian can be written as a linear combination of powers of the pair exchange operator, $\widetilde{\mathcal{S}}_{i} \cdot \widetilde{\mathcal{S}}_{j}$, giving

$$
\begin{equation*}
\widehat{\mathcal{H}}=-\sum_{i j} \sum_{n=1}^{2 S} J_{i j}^{(n)}\left(\widetilde{\mathcal{S}}_{i} \cdot \tilde{\mathcal{S}}_{j}\right)^{n} \tag{1.3}
\end{equation*}
$$

The range of interactions will depend upon the details of the particular solid and in this thesis only insulators are considered. We will only consider the exchange
integral $\left(J_{i j}^{(n)}\right)$ to be non-zero for those sites, $i$ and $j$, which are within a small, arbitrarily chosen, region of each other. The simplest choice is nearest neighbours. The lattice will be restricted further by only considering a one dimensional lattice with identical spins on each site and uniform nearest neighbour interactions. The Hamiltonian can be expressed as

$$
\begin{equation*}
\widehat{\mathcal{H}}=-\sum_{i} \sum_{n=1}^{2 S} J^{(n)}\left(\tilde{\mathcal{S}}_{i} \cdot \tilde{\mathcal{S}}_{i+1}\right)^{n} \tag{1.4}
\end{equation*}
$$

The $n=0$ term is omitted as it can be absorbed into the zero of energy.
A more general form for the Hamiltonian can be considered by taking into account such factors as anisotropic spin exchange (ie. replacing $\widetilde{\mathcal{S}}_{i} \cdot \widetilde{\mathcal{S}}_{j}$ by $\alpha \mathcal{S}_{i}^{x} \mathcal{S}_{j}^{x}+$ $\beta \mathcal{S}_{i}^{y} \mathcal{S}_{j}^{y}+\gamma \mathcal{S}_{i}^{z} \mathcal{S}_{j}^{z}, \alpha \neq \beta \neq \gamma$ ) or single ion effects (ie. adding term of the form $\left.\alpha \sum_{i}\left(\mathcal{S}_{i}^{z}\right)^{2}\right)$, but these will not be considered here. However, the extensions necessary to account for these effects could be integrated into our formalism without serious difficulty.

Since the system under consideration consists of a linear chain of $N(N \rightarrow \infty)$ quantum spins with periodic boundary conditions, we have the following commutation relation

$$
\begin{equation*}
\left[\widehat{\mathcal{T}}_{a}, \widehat{\mathcal{H}}\right]=0 \tag{1.5}
\end{equation*}
$$

where $\widehat{\mathcal{T}}_{a}$ is the discrete translation operator over intervals equal to the lattice spacing, $a$. The Hamiltonian (1.4) also has the properties

$$
\begin{align*}
& {\left[\widetilde{\mathcal{S}}^{2}, \widehat{\mathcal{H}}\right]=0}  \tag{1.6}\\
& {\left[\mathcal{S}^{z}, \widehat{\mathcal{H}}\right]=0} \tag{1.7}
\end{align*}
$$

where (1.6) follows from the fact that the total spin operator can be expressed as

$$
\begin{align*}
\widetilde{\mathcal{S}}^{2} & =\left(\sum_{i=1}^{N} \tilde{\mathcal{S}}_{i}\right)^{2} \\
& =\sum_{i} \tilde{\mathcal{S}}_{i}^{2}+\sum_{i} \tilde{\mathcal{S}}_{i} \cdot \widetilde{\mathcal{S}}_{i+1}+\sum_{j \neq i, i+1} \tilde{\mathcal{S}}_{i} \cdot \tilde{\mathcal{S}}_{j} \tag{1.8}
\end{align*}
$$

and

$$
\begin{equation*}
\left[\left(\widetilde{\mathcal{S}}_{i} \cdot \widetilde{\mathcal{S}}_{j}+\widetilde{\mathcal{S}}_{i+1} \cdot \widetilde{\mathcal{S}}_{j}\right),\left(\widetilde{\mathcal{S}}_{i} \cdot \widetilde{\mathcal{S}}_{i+1}\right)\right]=0 \tag{1.9}
\end{equation*}
$$

The term, $\sum_{i} \tilde{\mathcal{S}}_{i}^{2}$, is a constant and the term, $\sum_{i} \tilde{\mathcal{S}}_{i} \cdot \widetilde{\mathcal{S}}_{i+1}$, is identical to the exchange operator in $\widehat{\mathcal{H}}$, therefore both of these commute with the Hamiltonian. Similarly, (1.7) follows from the identity

$$
\begin{equation*}
\left[\left(\mathcal{S}_{i}^{z}+\mathcal{S}_{i+1}^{z}\right),\left(\tilde{\mathcal{S}}_{i} \cdot \tilde{\mathcal{S}}_{i+1}\right)\right]=0 \tag{1.10}
\end{equation*}
$$

A convenient and complete orthonormal set of states which describes the Hamiltonian is given by the simultaneous eigenkets of $\widetilde{\mathcal{S}}_{i}{ }^{2}$ and $\mathcal{S}_{i}^{z}$. These states are represented, in the Dirac bra-ket notation, as $|S, m\rangle_{i}$, where

$$
\begin{align*}
\tilde{\mathcal{S}}_{i}^{2}|S, m\rangle_{i} & =\hbar^{2} S(S+1)|S, m\rangle_{i}  \tag{1.11}\\
\mathcal{S}_{i}^{z}|S, m\rangle_{i} & =\hbar m|S, m\rangle_{i} \tag{1.12}
\end{align*}
$$

for the $i^{\text {th }}$ site. For convenience, the units for all subsequent equations are chosen such that $\hbar \equiv 1$. The Hamiltonian can be rewritten in terms of the usual ladder operators, $\mathcal{S}_{i}^{ \pm}=\mathcal{S}_{i}^{x} \pm i \mathcal{S}_{i}^{y}$ which have the properties

$$
\begin{align*}
\mathcal{S}_{i}^{+}|S, m\rangle_{i} & =\sqrt{S(S+1)-m(m+1)}|S, m+1\rangle_{i}  \tag{1.13}\\
\mathcal{S}_{i}^{-}|S, m\rangle_{i} & =\sqrt{S(S+1)-m(m-1)}|S, m-1\rangle_{i} \tag{1.14}
\end{align*}
$$

$$
\begin{align*}
{\left[\mathcal{S}_{i}^{+}, \mathcal{S}_{j}^{-}\right] } & =2 \mathcal{S}_{j}^{z} \delta_{i j} \\
{\left[\mathcal{S}_{i}^{z}, \mathcal{S}_{j}^{ \pm}\right] } & = \pm \mathcal{S}_{j}^{ \pm} \delta_{i j} \tag{1.15}
\end{align*}
$$

Equations (1.13) and (1.14) have the property that the $z$-component of a spin can only be raised or lowered $2 S$ times from its minimum or maximum value.

$$
\begin{align*}
\mathcal{S}_{i}^{-}|S,-S\rangle_{i} & =0  \tag{1.16}\\
\mathcal{S}_{i}^{+}|S, S\rangle_{i} & =0 \tag{1.17}
\end{align*}
$$

In terms of these operators, the Hamiltonian becomes

$$
\begin{equation*}
\widehat{\mathcal{H}}=-\sum_{i} \sum_{n=1}^{2 S} \mathcal{J}^{(n)}\left[\frac{1}{2}\left(\mathcal{S}_{i}^{+} \mathcal{S}_{i+1}^{-}+\mathcal{S}_{i}^{-} \mathcal{S}_{i+1}^{+}\right)+\mathcal{S}_{i}^{z} \mathcal{S}_{i+1}^{z}\right]^{n} \tag{1.18}
\end{equation*}
$$

The vanishing commutators in (1.5)-(1.7) are a result of the symmetries of $\widehat{\mathcal{H}}$. Therefore the eigenstates of $\widehat{\mathcal{H}}$ can be labelled by quantum numbers corresponding to these symmetries. These are the eigenvalues of the translation operator $\left(\hat{\mathcal{T}}_{a}\right)$, total angular momentum $\left(\widetilde{\mathcal{S}}^{2}\right)$ and the total $z$-component angular momentum $\left(\mathcal{S}^{z}\right)$. The state of maximum total $S$ has the spin aligned along some arbitrary direction. If we take this direction to be the $-z$ axis, then, an exact eigenstate of $\widehat{\mathcal{H}}$ can be constructed by taking a direct product of these single spin basis states.

$$
\begin{equation*}
|0\rangle=|S,-S\rangle_{1}|S,-S\rangle_{2}|S,-S\rangle_{3} \cdots|S,-S\rangle_{N} \tag{1.19}
\end{equation*}
$$

where the 0 is a collective index. This is clearly an eigenstate of $\widehat{\mathcal{H}}$ as can be shown from (1.16) and (1.17). The state given above, (1.19), has an extremum in the eigenvalue of the $\mathcal{S}^{z}$ operator and is known as the ferromagnetic state. In the Heisenberg model ( $n=1$ ) and when $J>0$ this is also the ground state but for the more general Hamiltonian(1.4) this may not be true depending on the values of $J^{(n)}$. The models which we consider are restricted to those for which $|0\rangle$ is the
ground state.
The Hamiltonian is rotationally invariant in the absence of an external magnetic field. A very weak magnetic field can be assumed in the $-z$ direction, say, to remove the rotational degeneracy and hence define a single unique ground state. The ground state energy per site is given by $E_{0}=-\sum_{n=1}^{2 S} J^{(n)} S^{2 n}$. The Hamiltonian(1.4) can be written as a sum of pair Hamiltonians

$$
\begin{equation*}
\widehat{\mathcal{H}}_{l}=-\sum_{n=1}^{2 S} J^{(n)} \widetilde{\mathcal{P}}_{l}^{n} \tag{1.20}
\end{equation*}
$$

where

$$
\begin{align*}
\tilde{\mathcal{P}}_{l} & =\tilde{\mathcal{S}}_{l} \cdot \tilde{\mathcal{S}}_{l+1} \\
& =\frac{1}{2}\left(\mathcal{S}_{l}^{+} \mathcal{S}_{l+1}^{-}+\mathcal{S}_{l}^{-} \mathcal{S}_{l+1}^{+}\right)+\mathcal{S}_{l}^{z} \mathcal{S}_{l+1}^{z} \tag{1.21}
\end{align*}
$$

A convenient choice of variables to describe the Hamiltonian is defined as follows:

$$
\begin{equation*}
\lambda_{j}=-\sum_{n=1}^{2 S} J^{(n)}\left[\frac{j(j+1)}{2}-S(S+1)\right]^{n}, j=0,1,2, \cdots, 2 S \tag{1.22}
\end{equation*}
$$

The $\lambda_{j}$ are the eigenvalues of each pair Hamiltonian and $j$ is the total angular momentum quantum number of the pair. Differences between these eigenvalues and the ground state eigenvalue $\lambda_{2 S}$ are defined by

$$
\begin{equation*}
\alpha_{m}(S)=\lambda_{2 S-m}-\lambda_{2 S}, m \in\{1,2,3, \ldots 2 S\} \tag{1.23}
\end{equation*}
$$

and the corresponding ratios of these differences are denoted by

$$
\begin{equation*}
g_{m}(S)=\frac{\alpha_{m}(S)}{\alpha_{1}(S)} \tag{1.24}
\end{equation*}
$$

The quantities, $\alpha_{m}(S)$, represent the energy difference when the total spin quantum
number of a pair is decreased by $m$. The ferromagnetic state, (1.19), is stable provided all $\alpha_{m}(S) \geq 0$.

We now consider excitations of this system. These can be labelled by the eigenvalues of the total $S_{z}$ operator, $\mathcal{S}^{z}$, of the system. The smallest change in $\mathcal{S}^{z}$ for this system occurs when the $z$-component of a single spin on the lattice, $j$ say, is raised by one quantum. This state is represented by

$$
\begin{equation*}
|j\rangle=\frac{1}{\sqrt{2 S}} \mathcal{S}_{j}^{+}|0\rangle \tag{1.25}
\end{equation*}
$$

where $\frac{1}{\sqrt{2 S}}$ is a normalization factor. The $\{|j\rangle\}$ form a complete orthonormal set of single deviation, excitation states or the $m=1$ states. Unfortunately, these states are not eigenstates of the Hamiltonian. A new basis can be constructed by taking the following linear combinations of $|j\rangle$.

$$
\begin{equation*}
|k\rangle=\sum_{j} \frac{e^{i k r_{j}}}{\sqrt{N}}|j\rangle, \quad r_{j}=j a \tag{1.26}
\end{equation*}
$$

where $k$ is a wavevector defined by $k=\frac{2 \pi n}{N a}, n=-\frac{N}{2},-\frac{N}{2}+1, \cdots, \frac{N}{2}$. By applying the Hamiltonian to these states, it can be shown that these are eigenstates of $\widehat{\mathcal{H}}$ with energy eigenvalues $E(k)=N E_{0}+\alpha_{1}(1-\cos k a)$. These $m=1$ eigenstates have real wavevectors and are known as magnons. In the semi-classical limit, when the spins can be treated as classical vectors, the solutions can also be interpreted as waves propagating through the lattice of spins, hence they are also known as spin waves. Since the Hamiltonian is simply a mathematical model for magnetic materials and many approximations have been made in its construction, it is possible that these eigenstates are simply mathematical artifacts and not present in real materials. However, magnons have been observed using such methods as infra-red absorption and neutron scattering. As well they may be observed indirectly by microwave
absorption. As examples, magnons have been observed by Hoogenbeets et. al. [4] as well as by Haines and Drumheller [5] for a $S=\frac{1}{2}$ nearly Heisenberg quasi-one dimensional compound $\left(\mathrm{C}_{6} \mathrm{H}_{11} \mathrm{NH}_{3}\right) \mathrm{CuCl}_{3}$. Further, magnon bound states have been observed by Torrace and Tinkham in $\mathrm{CoCl}_{2} \cdot 2 \mathrm{H}_{2} \mathrm{O}$ [3] which is a $S=\frac{1}{2}$ quasione dimensional compound but is more closely approximated by an Ising model. Although the thermodynamics of the observed magnons do not completely agree with theory (which would not be expected from such a simple model) the fit is empirically accurate.

For other subspaces corresponding to $m>1$, we have more than one magnon present and the solution to the Schrödinger equation is not nearly so simple or straightforward. In fact, a general solution for a general class of Hamiltonians, with an arbitrary number of magnons has yet to be found. There are, however, some notable exceptions: a set of models which are grouped together because of the form of the solution rather than the form of their Hamiltonians. These specific Hamiltonians are generally known as integrable models and they can be solved exactly with their solutions represented in closed form using the Bethe Ansatz [7].

The Bethe Ansatz was a method which H. Bethe introduced in 1931 to solve the $m$ magnon system for the $S=\frac{1}{2}$ Heisenberg Hamiltonian. The Hamiltonian has a sufficient number of symmetry properties, and hence conserved quantities, to completely define the system. For the case of an infinite linear chain, there must be an infinite number of these symmetries. Some of these are global and familiar, such as the total momentum, $K$, but most are far from obvious. In the special Hamiltonians where this property is found, it is possible to find a set of eigenstates which are simultaneous eigenstates of all the conserved quantities and completely diagonalize the Hamiltonian. These are the integrable models and the Bethe Ansatz uses one of the Hamiltonian's symmetries, permutation symmetry, to generate a set of states which are such simultaneous eigenstates. The solutions of the integrable models belong to two classifications: scattering state solutions and
bound state solutions. The scattering state solutions are associated with a real wavevectors whereas the bound state solutions are states where all the magnons are bound together as a single entity and are associated with complex wavevectors. These solutions and their properties will be described in more detail in Chapter 2.

A relatively well known integrable model is the Sutherland-Lai model [15] which corresponds to $g_{m}=\frac{1-(-1)^{m}}{2}$. This model includes the $S=\frac{1}{2}$ Heisenberg model, which was considered by Bethe, but generalizes the permutation symmetry to general $S$. As will be shown in Chapters 2 and 3, the effect of the Hamiltonian on a complete set of states can be represented using a small number of these $\alpha_{m}$ or $g_{m}$. Other examples of integrable models are the Parkinson model [8] and is also known as the Temperley-Lieb model [9]. The Temperley-Lieb model has all $\alpha_{m}=0$ except one. The integrable Hamiltonian which has received considerable attention is that found by Takhtajan [10] and Babujian [11], using a method known as the quantum inverse scattering method. In this method, the magnons are treated as a scattering problem where there are incoming beams which interact and the scattered beam is studied to try and reconstruct the scattering potential. These models can be characterized by special values of the $g_{m}$. Specifically, $g_{m}=2 S[\psi(2 S+1)-\psi(2 S+1-m)]$, where $\psi(x)=\frac{\partial}{\partial x}\{\ln [\Gamma(x)]\}$ and $\Gamma(x)$ is the usual gamma function.

It has been observed by Haldane $[12,13]$ that for these integrable models, the excitations have some special features. For example, the solution to the $m$ magnon problem has a single bound state branch which is real and continuous across the minimum of $m$ or $2 S$ Brillouin zones when using the extended zone representation for the total wavevector $K$. Here $m$ is the number of magnons under consideration and $S$ is the total spin on each site. In the reduced zone representation, which is the form we will use, the bound state has several branches which exactly meet at the Brillouin zone boundaries and are completely decoupled from a continuum of scattering states. Haldane conjectured that the non-integrable models will have gaps at these boundaries and the bound states will couple to the continua. This
conjecture has been verified for the case of two magnon excitations by Southern et. al. [14].

In the next chapter the current situation of known results for elementary excitations will be discussed. Specifically the one and two magnon cases will be discussed in detail. For one and two magnon excitations, the problem can be solved exactly, for all dimensions, regardless of whether the Hamiltonian is integrable or not. For $m>2$ excitations, this is no longer true and it will be necessary to use a different method to solve such a system. Some of the possible methods of solution are the Bethe Ansatz or the Quantum Inverse Scattering Method as mentioned above but these can only be used when the Hamiltonian is integrable. It is also possible to solve the problem by using methods based on transfer matrix methods or real space rescaling techniques or by simply applying sheer computational power to diagonalize the Hamiltonian. However, there is a method which can provide considerable information about the system and is more computationally convenient. This method is known as the Recursion Method. This approach was introduced by R. Haydock [16] for electronic problems and does not present the solution in closed form (which is not possible for the non-integrable models), but rather it is a procedure to reduce the Hamiltonian to a tridiagonal form which can then be used to easily calculate other quantities of interest. Since a matrix representation of the Hamiltonian is used, the generated tridiagonal matrix is closely linked to the basis used in the generation of the Hamiltonian. The manipulation of the Hamiltonian to simplify the use of this method will be treated in Chapter 3 and an explanation of how the method is applied will be given in Chapter 4 as well as some difficulties which are associated with the method and their solutions. The results from this method when used on the lattices with different values of $S$ and with different Hamiltonians will be presented in Chapter 5. Finally, a summary and conclusions are given in Chapter 6. The literature on a three magnon system is sparse but, where possible, the results are compared to previously calculated results as well as
the exact results for the appropriate integrable cases.

## Chapter 2

## Magnetic Excitations

In this chapter, the solutions for the one and two magnon ferromagnetic excitations will be described in detail since the initial formalism necessary for the three magnon excitations (treated in Chapter 3) follows a similar procedure.

### 2.1 One-Magnon Excitations

The normalized single spin deviation states are

$$
\begin{equation*}
|i\rangle=\frac{1}{\sqrt{2 S}} \mathcal{S}_{i}^{+}|0\rangle, i=1,2,3, \cdots, N \tag{2.1}
\end{equation*}
$$

The effect of the operator, $\widetilde{\mathcal{P}}_{l}$, on $|i\rangle$ is given by

$$
\begin{array}{ll}
\widetilde{\mathcal{P}}_{l}|i\rangle & =S^{2}|i\rangle \\
\widetilde{\mathcal{P}}_{l}|l\rangle & =S(S-1)|l\rangle+S|l+1\rangle  \tag{2.2}\\
\widetilde{\mathcal{P}}_{l}|l+1\rangle & =S|l\rangle+S(S-1)|l+1\rangle
\end{array} \quad, i \neq l, l+1
$$

The non-diagonal equations from the set (2.2) can also be expressed in matrix form

$$
\widetilde{\mathcal{P}}_{l}\left[\begin{array}{c}
|l\rangle  \tag{2.3}\\
|l+1\rangle
\end{array}\right]=\left[\begin{array}{cc}
S(S-1) & S \\
S & S(S-1)
\end{array}\right]\left[\begin{array}{c}
|l\rangle \\
|l+1\rangle
\end{array}\right]
$$

and hence

$$
\begin{align*}
\widetilde{\mathcal{P}}_{l}^{n}\left[\begin{array}{c}
|l\rangle \\
|l+1\rangle
\end{array}\right] & =S^{n}\left[\begin{array}{cc}
S-1 & 1 \\
1 & S-1
\end{array}\right]^{n}\left[\begin{array}{c}
|l\rangle \\
|l+1\rangle
\end{array}\right] \\
& =\frac{S^{n}}{2}\left[\begin{array}{cc}
S^{n}+(S-2)^{n} & S^{n}-(S-2)^{n} \\
S^{n}-(S-2)^{n} & S^{n}+(S-2)^{n}
\end{array}\right]\left[\begin{array}{c}
|l\rangle \\
|l+1\rangle
\end{array}\right] \tag{2.4}
\end{align*}
$$

From (1.20) and (1.23) we obtain

$$
\widehat{\mathcal{H}}_{l}|i\rangle= \begin{cases}E_{0}|i\rangle & , i \neq l, l+1  \tag{2.5}\\ E_{0}|l\rangle+\frac{\alpha_{1}(S)}{2}|l\rangle-\frac{\alpha_{1}(S)}{2}|l+1\rangle & , i=l \\ E_{0}|l\rangle+\frac{\alpha_{1}(S)}{2}|l\rangle-\frac{\alpha_{1}(S)}{2}|l-1\rangle & , i=l+1\end{cases}
$$

Therefore,

$$
\begin{equation*}
\widehat{\mathcal{H}}|i\rangle=N E_{0}|i\rangle+\alpha_{1}(S)|i\rangle-\frac{\alpha_{1}(S)}{2}|i+1\rangle-\frac{\alpha_{1}(S)}{2}|i-1\rangle \tag{2.6}
\end{equation*}
$$

The equation (2.6) has a tight binding form and can be mapped directly to other tight binding systems, such as mass-spring systems, by taking an infinite one dimensional chain of masses and springs with $N E_{0}+\alpha_{1}$ as related to the "mass" and $\frac{\alpha_{1}}{2}$ as the "spring constant". The solution to this system of equations can be found by taking linear combinations of the $|j\rangle$

$$
\begin{equation*}
|k\rangle=\frac{1}{\sqrt{N}} \sum_{j} e^{i(j k a)}|j\rangle \tag{2.7}
\end{equation*}
$$

where $k$ is the total wavevector and is restricted to the values $-\frac{\pi}{a}<k \leq \frac{\pi}{a}$. The Hamiltonian, when applied to this set of states, gives

$$
\begin{align*}
\widehat{\mathcal{H}}|k\rangle & =N E_{0}|k\rangle+\frac{1}{2} \sum_{j} \alpha_{1}(S) e^{i(j k a)}(2|j\rangle-|j-1\rangle-|j+1\rangle) \\
& =N E_{0}|k\rangle+\alpha_{1}(S)(1-\cos k a)|k\rangle \tag{2.8}
\end{align*}
$$

Hence the $\{|k\rangle\}$ diagonalizes $\widehat{\mathcal{H}}$ and the dispersion relation can be found

$$
\begin{align*}
E(k) & =\langle k| \widehat{\mathcal{H}}|k\rangle \\
& =N E_{0}+\alpha_{1}(S)(1-\cos k a) \tag{2.9}
\end{align*}
$$

The one-magnon excitation energy $E_{1}(k)=\alpha_{1}(S)(1-\cos k a)$ is plotted in Fig. 2.1.


Figure 2.1: One magnon excitation energy. The wavevector is in units of $\frac{\pi}{a}$ and the energy is in units of $\alpha_{1}$.

The solutions to the $m=1$ magnon excitations are characterized by real wavevectors and correspond to the extended modes for a mass-spring system. Note that the solution is independent of the choice of $J^{(n)}$ except for changes in the value of $\alpha_{1}$. The form of the solution is a direct consequence of translational invariance. The analogue of this behaviour in a mass-spring system is that the extended modes are essentially independent of the size of the masses and the strength of the springs (as long as they are all uniform). A restriction which must be applied to the magnon solutions is $\alpha_{1} \geq 0$, to keep the solutions stable.

### 2.2 Two-Magnon Excitations

An orthonormal set of two spin deviation states can be defined as

$$
\begin{align*}
& |i, j\rangle=\frac{1}{2 S} \mathcal{S}_{i}^{+} \mathcal{S}_{j}^{+}|0\rangle \quad, i \neq j \\
& |i, i\rangle=\frac{1}{2 \sqrt{S(2 S-1)}} \mathcal{S}_{i}^{+} \mathcal{S}_{i}^{+}|0\rangle \tag{2.10}
\end{align*}
$$

where the labels $i$ and $j$ are taken such that $i \leq j$. Following a similar approach to that used for the one magnon excitations, the effect of the operator, $\widetilde{\mathcal{P}}_{l}=\widetilde{\mathcal{S}}_{l} \cdot \widetilde{\mathcal{S}}_{l+1}$, on the given set of states yields

$$
\begin{align*}
\widetilde{\mathcal{P}}_{l}|i, j\rangle & =S^{2}|i, j\rangle, \quad i \neq l, l+1 ; j \neq l, l+1  \tag{2.11}\\
\tilde{\mathcal{P}}_{l}|i, i\rangle & =S^{2}|i, i\rangle, \quad i \neq l  \tag{2.12}\\
\tilde{\mathcal{P}}_{l}|l, i\rangle & =S|l+1, i\rangle+S(S-1)|l, i\rangle, \quad i \neq l, l+1  \tag{2.13}\\
\widetilde{\mathcal{P}}_{l}|l+1, i\rangle & =S|l, i\rangle+S(S-1)|l+1, i\rangle, \quad i \neq l, l+1  \tag{2.14}\\
\widetilde{\mathcal{P}}_{l}|l, l+1\rangle & =\sqrt{S(2 S-1)}(|l, l\rangle+|l+1, l+1\rangle)+(1-S)^{2}|l, l+1\rangle  \tag{2.15}\\
\widetilde{\mathcal{P}}_{l}|l, l\rangle & =\sqrt{S(2 S-1)}|l, l+1\rangle+S(S-2)|l, l\rangle \tag{2.16}
\end{align*}
$$

The $\tilde{\mathcal{P}}_{l}$ operator is symmetric, therefore

$$
\begin{align*}
\tilde{\mathcal{P}}_{l}|i, l\rangle & =S(S-1)|i, l\rangle+S|i, l+1\rangle, \quad i \neq l, l+1  \tag{2.17}\\
\tilde{\mathcal{P}}_{l}|i, l+1\rangle & =S|i, l\rangle+S(S-1)|i, l+1\rangle, \quad i \neq l, l+1 \tag{2.18}
\end{align*}
$$

The non-diagonal equations, (2.13)-(2.16), can be written in matrix form as follows

$$
\begin{align*}
& \widetilde{\mathcal{P}}_{l}\left(\begin{array}{l}
|l, i\rangle \\
|l+1, i\rangle \\
|l, l\rangle \\
|l, l+1\rangle \\
|l+1, l+1\rangle
\end{array}\right)= \\
& {\left[\begin{array}{ccccc}
S(S-1) & S & 0 & 0 & 0 \\
S & S(S-1) & 0 & 0 & 0 \\
0 & 0 & S(S-2) & \sqrt{S(2 S-1)} & 0 \\
0 & 0 & \sqrt{S(2 S-1)} & S(S-2)+1 & \sqrt{S(2 S-1)} \\
0 & 0 & 0 & \sqrt{S(2 S-1)} & S(S-2)
\end{array}\right]\left(\begin{array}{l}
|l, i\rangle \\
|l+1, i\rangle \\
|l, l\rangle \\
|l, l+1\rangle \\
|l+1, l+1\rangle
\end{array}\right)} \tag{2.19}
\end{align*}
$$

This matrix is block diagonal so to find $\widetilde{\mathcal{P}}_{l}{ }^{n}$ it is sufficient to find the $n^{\text {th }}$ power of

$$
A=S\left[\begin{array}{cc}
S-1 & 1  \tag{2.20}\\
1 & S-1
\end{array}\right]
$$

and

$$
B=\sqrt{S(2 S-1)}\left[\begin{array}{ccc}
\frac{S(S-2)}{\sqrt{S(2 S-1)}} & 1 & 0  \tag{2.21}\\
1 & \frac{S(S-2)+1}{\sqrt{S(2 S-1)}} & 1 \\
0 & 1 & \frac{S(S-2)}{\sqrt{S(2 S-1)}}
\end{array}\right]
$$

The matrix, $A$, is identical to the matrix given in (2.3) for a one magnon excitation. Therefore, $A^{n}$ has the same form as the matrix in (2.4). $B^{n}$ can be expressed as

$$
B^{n}=\frac{1}{2(4 S-1)}\left[\begin{array}{ccc}
\varphi+\psi & \rho & \varphi-\psi  \tag{2.22}\\
\rho & 2 \varphi+\frac{\rho}{\sqrt{S(2 S-1)}} & \rho \\
\varphi-\psi & \rho & \varphi+\psi
\end{array}\right]
$$

where

$$
\begin{align*}
\varphi & =S^{2 n}(2 S-1)+2 S\left(S^{2}-4 S+1\right)^{n}  \tag{2.23}\\
\psi & =S^{n}(4 S-1)(S-2)^{n}  \tag{2.24}\\
\rho & =2 \sqrt{S(2 S-1)}\left[S^{2 n}-\left(S^{2}-4 S+1\right)^{n}\right] \tag{2.25}
\end{align*}
$$

Then, the effect of the pair Hamiltonian, $\widehat{\mathcal{H}}_{l}$, on the two magnon basis states is given by

$$
\begin{align*}
& i<j-1, \\
& \widehat{\mathcal{H}}_{l}|i, j\rangle=\left\{\begin{aligned}
& E_{0}|i, j\rangle \\
& i \neq l, l+1 ; j \neq l, l+1 \\
& E_{0}|i, j\rangle+\frac{\alpha_{1}(S)}{2}|i, j\rangle-\frac{\alpha_{1}(S)}{2}|i-1, j\rangle, \\
& i=l+1
\end{aligned} \quad \begin{array}{rl}
E_{0}|i, j\rangle & +\frac{\alpha_{1}(S)}{2}|i, j\rangle-\frac{\alpha_{1}(S)}{2}|i+1, j\rangle, \\
i & =l \\
E_{0}|i, j\rangle & +\frac{\alpha_{1}(S)}{2}|i, j\rangle-\frac{\alpha_{1}(S)}{2}|i, j-1\rangle, \\
j & =l+1 \\
E_{0}|i, j\rangle & +\frac{\alpha_{1}(S)}{2}|i, j\rangle-\frac{\alpha_{1}(S)}{2}|i, j+1\rangle, \\
j & =l
\end{array}\right. \tag{2.26}
\end{align*}
$$

$$
\begin{align*}
& \widehat{\mathcal{H}}_{l}|i, i+1\rangle=\left\{\begin{array}{cc}
E_{0}|i, i+1\rangle & , i \neq l-1, l, l+1 \\
E_{0}|i, i+1\rangle+\frac{\alpha_{1}(S)}{2}|i, i+1\rangle-\frac{\alpha_{1}(S)}{2}|i, i+2\rangle \\
, & i=l-1 \\
E_{0}|i, i+1\rangle+\frac{2 S-1}{4 S-1} \alpha_{2}(S)|i, i+1\rangle-\frac{\sqrt{S(2 S-1)}}{4 S-1} & \alpha_{2}(S)|i, i\rangle \\
-\frac{\sqrt{S(2 S-1)}}{4 S-1} \alpha_{2}(S)|i+1, i+1\rangle & , i=l \\
E_{0}|i, i+1\rangle+\frac{\alpha_{1}(S)}{2}|i, i+1\rangle-\frac{\alpha_{1}(S)}{2}|i-1, i+1\rangle \\
& i=l+1
\end{array}\right. \\
& \widehat{\mathcal{H}}_{l}|i, i\rangle=\left\{\begin{array}{c}
E_{0}|i, i\rangle \\
E_{0}|i, i\rangle+\frac{1}{2}\left[\alpha_{1}(S)+\frac{2 S \alpha_{2}(S)}{4 S-1}\right]|i, i\rangle-\frac{\sqrt{S(2 S-1)}}{4 S-1} \alpha_{2}(S)|i, i+1\rangle \\
-\frac{1}{2}\left[\alpha_{1}(S)-\frac{2 S \alpha_{2}(S)}{4 S-1}\right]|i+1, i+1\rangle \quad, i=l \\
E_{0}|i, i\rangle+\frac{1}{2}\left[\alpha_{1}(S)+\frac{2 S \alpha_{2}(S)}{4 S-1}\right]|i, i\rangle-\frac{\sqrt{S(2 S-1)}}{4 S-1} \alpha_{2}(S)|i-1, i\rangle \\
-\frac{1}{2}\left[\alpha_{1}(S)-\frac{2 S \alpha_{2}(S)}{4 S-1}\right]|i-1, i-1\rangle \quad, i=l+1
\end{array}\right. \tag{2.27}
\end{align*}
$$

Each state has two indices which label the sites with spins flipped. Since the Hamiltonian only depends upon the relative position of the spin flips, we will use the centre of mass, $\left(\frac{i+j}{2}\right)$, and relative coordinate $r=j-i$. In addition, Bloch's theorem allows us to perform a Fourier transform with respect to the centre of mass coordinate as follows

$$
\begin{equation*}
|K ; r\rangle=\frac{1}{\sqrt{N}} \sum_{j=1}^{N} e^{-K a i\left(j-\frac{r}{2}\right)}|j-r, j\rangle \tag{2.29}
\end{equation*}
$$

where $K$ is the total wavevector and

$$
\begin{equation*}
|i, j\rangle=\frac{1}{\sqrt{N}} \sum_{\{K\}} e^{K a i\left(j-\frac{r}{2}\right)}|K ; r\rangle \tag{2.30}
\end{equation*}
$$

The effect of the Hamiltonian on $\{|K ; r\rangle\}$ is given by

$$
\begin{align*}
& \widehat{\mathcal{H}}|K ; r\rangle=N E_{0}|K ; r\rangle+2 \alpha_{1}(S)|K ; r\rangle-\alpha_{1}(S) \cos \left(\frac{K a}{2}\right)|K ; r-1\rangle \\
& -\alpha_{1}(S) \cos \left(\frac{K a}{2}\right)|K ; r+1\rangle, \quad r \neq 0,1  \tag{2.31}\\
& \widehat{\mathcal{H}}|K ; 1\rangle=N E_{0}|K ; 1\rangle+\left[\alpha_{1}(S)+\frac{(2 S-1) \alpha_{2}(S)}{4 S-1}\right]|K ; 1\rangle- \\
& \frac{2 \sqrt{S(2 S-1)}}{4 S-1} \alpha_{2}(S) \cos \left(\frac{K a}{2}\right)|K ; 0\rangle- \\
& \alpha_{1}(S) \cos \left(\frac{K a}{2}\right)|K ; 2\rangle  \tag{2.32}\\
& \widehat{\mathcal{H}}|K ; 0\rangle=N E_{0}|K ; 0\rangle+\left[\alpha_{1}(S)(1-\cos K a)+\frac{2 S \alpha_{2}(S)}{4 S-1}(1+\cos K a)\right]|K ; 0\rangle \\
& -\frac{2 \sqrt{S(2 S-1)}}{4 S-1} \alpha_{2}(S) \cos \left(\frac{K a}{2}\right)|K ; 1\rangle \tag{2.33}
\end{align*}
$$

For each value of $K$ these equations are equivalent to a one dimensional, semi-infinite, tight-binding form and can be mapped to the equations for any other problem with similar characteristics. Specifically, the equations of motion for a semiinfinite linear chain of masses and springs has this form. However, the equations for a uniform mass-spring chain has the form given in (2.6). By including defects in the chain, a direct analogy can be made to the $m=2$ spin equations, (2.31) - (2.33). Consider a mass-spring system with defects as given below (Fig. 2.2).


Figure 2.2: Semi-infinite mass-spring chain with defects

The spin equations can be mapped to this chain by taking

$$
\begin{align*}
m^{\prime \prime} & \Rightarrow \alpha_{1}(S)(1-\cos K a)+\frac{2 S \alpha_{2}(S)}{4 S-1}(1+\cos K a)  \tag{2.34}\\
m^{\prime} & \Rightarrow \alpha_{1}(S)+\frac{(2 S-1) \alpha_{2}(S)}{4 S-1}  \tag{2.35}\\
m & \Rightarrow 2 \alpha_{1}(S)  \tag{2.36}\\
k^{\prime} & \Rightarrow \frac{2 \sqrt{S(2 S-1)}}{4 S-1} \alpha_{2}(S) \cos \left(\frac{K a}{2}\right)  \tag{2.37}\\
k & \Rightarrow \alpha_{1}(S) \cos \left(\frac{K a}{2}\right) \tag{2.38}
\end{align*}
$$

As there are two classes of solutions to a chain with defects, it is not surprising that there are equivalent classes of solutions for the $m=2$ spin equations. Equation (2.31), by itself, describes the magnon scattering states which correspond to the extended mode solutions in a mass-spring chain. It also has the same form as for two non-interacting magnons. Therefore, the energy of the scattering state solutions must be bounded by the min/max of the sum of energies

$$
\begin{equation*}
E_{1}\left(k_{1}\right)+E_{1}\left(k_{2}\right)=\alpha_{1}\left(1-\cos k_{1} a\right)+\alpha_{1}\left(1-\cos k_{2} a\right) \tag{2.39}
\end{equation*}
$$

where $k_{1}, k_{2}$ are the wavevectors for the first and second magnons, respectively, and $E_{1}$ is the excitation energy of a single free magnon. These wavevectors must satisfy $k_{1}+k_{2}=K$, where $K$ is the total wavevector. As for the mass-spring chain, the scattering states (extended modes) form a continuum of states and for this particular
system the minimum and maximum of the continuum is given by

$$
\begin{align*}
& E_{\min }(K)=2 \alpha_{1}(S)\left[1-\cos \left(\frac{K a}{2}\right)\right]  \tag{2.40}\\
& E_{\max }(K)=2 \alpha_{1}(S)\left[1+\cos \left(\frac{K a}{2}\right)\right] \tag{2.41}
\end{align*}
$$

The other 2-magnon equations, (2.32) and (2.33), describe interactions between the two magnons and are responsible for the bound state solutions, or the localized modes in a mass-spring chain. The true bound states, ie. the solutions which lie outside the scattering state continuum, can be obtained as the solution of the following cubic equation ([14])

$$
\begin{align*}
& {\left[\frac{(2 S-1) g_{2}}{4 S-1}-1\right]\left[E(K)+2 \alpha_{1}\right]^{3}-} \\
& \left\{\left[\frac{(2 S-1) g_{2}}{4 S-1}-1\right]^{2}+\left[\frac{4 S(2 S-1) g_{2}^{2}}{(4 S-1)^{2}}-4 g_{2}+5\right] \cos ^{2}\left[\frac{K a}{2}\right]\right\}\left[E(K)+2 \alpha_{1}\right]^{2} \\
& -4\left\{\left[\frac{2 S g_{2}^{2}-(8 S-1) g_{2}}{4 S-1}+2\right] \cos ^{4}\left[\frac{K a}{2}\right]+\left[g_{2}-1\right]\left[\frac{(2 S-1) g_{2}}{4 S-1}-1\right] \cos ^{2}\left[\frac{K a}{2}\right]\right\}\left[E(K)+2 \alpha_{1}\right] \\
& \quad-4\left[\left(g_{2}-1\right)^{2}+\left(\frac{2 S g_{2}}{4 S-1}-1\right)^{2} \cos ^{2}\left(\frac{K a}{2}\right)\right] \cos ^{4}\left(\frac{K a}{2}\right) \\
& \quad=0 \tag{2.42}
\end{align*}
$$

When a bound state enters a scattering state continuum, it interacts with the continuum to produce a resonance.

For a one magnon excitation, much of the variation which is possible on the Hamiltonian does not affect the solution since the excitation energy only depends on $\alpha_{1}(S)$ hence, the solutions for integrable and non-integrable models are qualitatively the same. However, for the two magnon excitations, there is a noticeable difference between the integrable and non-integrable models. The primary integrable model of interest for this system is the Hamiltonian due to Takhtajan and Babujian or when $\alpha_{2}=\frac{4 S-1}{2 S-1} \alpha_{1}$. This model has two bound state branches which lie completely outside the scattering state continuum and meet exactly at the Brillouin zone boundary.

An example of this case for $S=\frac{3}{2}$ is shown Fig. 2.3. Due to the limitations on the maximum size of the graphs and the proximity of the lower bound state branch to the minimum edge of the scattering state continuum, the lower branch is not visible in the diagram (Fig. 2.3).


Figure 2.3: Two magnon bound state branches (solid line) and scattering state continuum (shaded region) for $S=\frac{3}{2}$ Integrable model. Wavevector in units of $\frac{\pi^{2}}{a}$ and energy in units of $\alpha_{1}$

The two bound state branches can be described by the curves (See [14].)

$$
\begin{equation*}
E=\frac{2 \alpha_{1}}{4 S^{2}-1}\left\{\left[4 S^{2}+\cos ^{2}\left(\frac{K a}{2}\right)-1\right] \pm 2 S \cos \left(\frac{K a}{2}\right) \sqrt{4 S^{2}+\cos ^{2}\left(\frac{K a}{2}\right)-1}\right\} \tag{2.43}
\end{equation*}
$$

The special integrable model identified by Parkinson has only the $\alpha_{2 S}$ non-zero so for $S=\frac{3}{2}$, the two magnon equations reduce to simply the constant $N E_{0}$ term. When $S=1, \alpha_{1}=0$ and $\alpha_{2} \neq 0$. This can be viewed as removing all the springs with spring constant $k$ from the mass-spring chain, Fig. 2.2. The equations, (2.31) - (2.33), now give exactly two solutions

$$
\begin{align*}
E(K) & =0  \tag{2.44}\\
E(K) & =\frac{\alpha_{2}}{4 S-1}\left[4 S-1+\left(4 \cos ^{2} \frac{K a}{2}\right)\right] \tag{2.45}
\end{align*}
$$

These are plotted in Fig. 2.4 (below)


Figure 2.4: Parkinson model of two magnon excitations for $S=1$. Wavevector in units of $\frac{\pi}{a}$ and energy in units of $\alpha_{2}$.

For $S=\frac{1}{2}, \alpha_{2}=0$ and this is equivalent to $g_{2}=0$. This case is discussed later along with the Lai-Sutherland model, which also is characterized by this value of $g_{2}$. For now, a small digression will be made to describe what occurs when the Hamiltonian deviates from integrability.

As $\alpha_{2}$ deviates from the integrable value, $\left(\frac{4 S-1}{2 S-1} \alpha_{1}\right)$, the bound state branches no longer meet at the Brillouin zone boundary, forming a gap. This gap increases as $\left|\frac{4 S-1}{2 S-1} \alpha_{1}-\alpha_{2}\right|$ increases. When $\alpha_{2}<2 \alpha_{1} \forall S$ the upper branch moves entirely
within the continuum and only the lower branch remains. The Heisenberg model, Fig. 2.5, is such an example.


Figure 2.5: Two magnon bound state (solid line) and continuum (shaded region) for $S=\frac{3}{2}$ Heisenberg model. Energy in units of $\alpha_{1}$.

When $\alpha_{2}>\frac{4 S-1}{2 S-1}$, it is the lower branch which moves into the continuum eventually leaving only the upper branch.

Returning to the discussion of the special integrable models, (the Parkinson, $S=\frac{1}{2}$ and the Lai-Sutherland models) recall that these models have $g_{2}=0$. Referring back to Fig. 2.2, this is equivalent to removing the first spring (the $k^{\prime}$ spring). The solutions now consist of two parts, one solution corresponding to the main part
of the chain (to the right) and the solution for the site at the left. The solution for the right half is similar to the general case of the two magnon excitations when $g_{2}<2$, except that there is no resonance from the upper branch and the lower branch is the only bound state solution. But, if $S \geq 1$ (When $S=1$ the model is equivalent to the Lai-Sutherland model) the $|K ; 0\rangle$ state (or the solitary mass at the very left of the chain) is not physically forbidden. (This site corresponds to two magnons on the same lattice site.) The solution is given by $E(K)=\alpha_{1}(1-\cos K a)$. Both of these bound state energy curves have been plotted in Fig. 2.6, below


Figure 2.6: Integrable model of Lai-Sutherland for two magnon excitations. Wavevectors in units of $\frac{\pi}{a}$ and energy in units of $\alpha_{1}$.

In the integrable models, the excitations have special features. Either, the equation decouples as in the Lai-Sutherland and Parkinson models, or the bound states form one branch which is continuous across two Brillouin zones. These branches form gaps when the Hamiltonian deviates from integrability and the gaps vary in size as the Hamiltonian moves further from the integrable point. This is in accordance with the Haldane conjecture ([12],[13]). Whether this conjecture is valid for three magnon excitations as well as the general behaviour of the system will be investigated further in the rest of the thesis. Three magnon excitations are somewhat more difficult than one and/or two magnon excitations and Chapter 3 is entirely devoted to the necessary formalism.

## Chapter 3

## Three-Magnon Excitations

There have been a number of papers which have been devoted to three magnon excitations in the past. The first was H. Bethe (1931, [7]) who actually solved a system with $m$-magnon excitations, but his analysis only applies for integrable Hamiltonians. However, some years ago there were a series of papers which dealt specifically with three magnons such as C. Majumdar (1970, [17]; 1972, [18]) ; S. Mukhopadhyay and C. Majumdar (1976), [19]; and J. Van Himbergen (1977) [20]. These were based on the formalism developed by L. Faddeev (1961) [21], which treats the system as a system of magnons which can scatter off one another or bind together to form a stable complex. In the above references the approach to the problem is very general but detailed solutions are given only for a one dimensional spin $\frac{1}{2}$ chain. Generally, the procedure used was to transform to a magnon basis labelled by wavevectors and to perform all calculations within this space. In this basis it is difficult to identify non-physical states such as those which correspond to raising a single spin by more than $2 S$. The papers describe the various methods which were used to find and eliminate these unphysical states. The techniques involved the identification of a number of constraints based on some simple physical arguments. The problem was compounded, in some of the papers, by the use of an approximate Hamiltonian (to the Heisenberg model) which has some spurious solutions. A paper which posed the problem in a slightly different form (but using a similar method of solution) was that by P. J. Millet and H. Kaplan (1974) [22].

These authors also encountered spurious solutions but only for $S=\frac{1}{2}$. Systems with $S>\frac{1}{2}$ were studied without such difficulties.

The approach to solve the three magnon system in this thesis is somewhat different. A Fourier transform of only the centre of mass is performed, which gives a good quantum number for the translationally invariant general Hamiltonian, (1.4). The other two coordinates which are required to describe the relative positions of the magnons are kept in coordinate space. Because of this, the unphysical states are easily identified. We used completely numerical methods to solve the system, whereas the papers cited above mainly attempted to obtain analytic expressions of the solutions. Only the formalism needed to describe the system is given in this chapter. However, solutions to a restricted class of Hamiltonians which can be obtained without the complete solution to the general set of equations are also described. The method of solution to the full interacting equations will be described in Chapter 4.

### 3.1 Formalism and Equations

An orthonormal set of three spin deviations are

$$
\begin{equation*}
|i, j, k\rangle=C_{i j k} \mathcal{S}_{i}^{+} \mathcal{S}_{j}^{+} \mathcal{S}_{k}^{+}|0\rangle \tag{3.1}
\end{equation*}
$$

where $C_{i j k}$ is a normalization constant satisfying

$$
C_{i j k}=\left\{\begin{array}{l}
\frac{1}{\sqrt{8 S^{3}}}, \quad i \neq j \neq k  \tag{3.2}\\
\frac{1}{\sqrt{8 S^{2}(2 S-1)}}, \quad 2 \text { of }\{i, j, k\} \text { the same } \\
\frac{1}{\sqrt{24 S(2 S-1)(S-1)}}, \quad i=j=k
\end{array}\right.
$$

and with the indices $i \leq j \leq k$ for the entire set of states. The general procedure to establish the effect of $\widehat{\mathcal{H}}$ on these states follows that used for the one and two magnon excitations. When $\widetilde{\mathcal{P}}_{l}$ operates on these states, above, the resulting matrix
is block diagonal. The two smallest blocks are of the same form as for free magnons and for two magnons which are bound together (with the remaining magnon not interacting with the others), respectively. The effect of $\widetilde{\mathcal{P}}_{l}^{n}$ on the states which generates these submatrices are already known from previous chapters, (2.2) and (2.13)-(2.16). The last block to consider corresponds to the case when the three magnons are on the same or neighbouring sites. The resulting matrix, which is given in the appendix, is transformed to a diagonal matrix to facilitate the calculation of raising it to the $n^{\text {th }}$ power.

The combination of all these matrices were sufficient to obtain the effect of $\widehat{\mathcal{H}}$ on the complete set of states, in coordinate space and the details of these derivations are also given in the appendix. The translational invariance of the Hamiltonian enables a transformation to be made to a centre of mass coordinate $(R)$ and two relative coordinates $(x, y)$. Specifically, the transformation

$$
|i, j, k\rangle \Rightarrow|R, x, y\rangle,\left\{\begin{array}{l}
R=\frac{1}{3}(i+j+k)  \tag{3.3}\\
x=j-i \\
y=k-j
\end{array}\right.
$$

can be used. The coordinates were labelled such that $i \leq j \leq k$ so that $x, y \geq 0$. Representing these states as linear combinations of the eigenstates of the translation operator gives,

$$
\begin{equation*}
|R, x, y\rangle=\frac{1}{\sqrt{N}} \sum_{\{K\}} e^{i R K a}|K ; x=j-i, y=k-j\rangle \tag{3.4}
\end{equation*}
$$

or

$$
\begin{equation*}
|K ; x, y\rangle=\frac{1}{\sqrt{N}} \sum_{R} e^{-i R K a}|R, x, y\rangle \tag{3.5}
\end{equation*}
$$

where $K$ is the wavevector of the centre of mass and $K a=\frac{2 \pi n}{N}, n \in \mathcal{Z}$. The

Hamiltonian can be expressed using the following quantities

$$
\begin{align*}
& \varepsilon= 3 \alpha_{1}(S)  \tag{3.6}\\
& \varepsilon_{0}= 3 S(S-1)\left[\frac{\alpha_{1}(S)(1-\cos K a)}{S(4 S-3)}+\frac{\alpha_{2}(S)(1+\cos K a)}{(S-1)(4 S-1)}+\right. \\
&\left.\frac{\alpha_{3}(S)(1-\cos K a)}{3(S-1)(4 S-3)}\right]  \tag{3.7}\\
& \varepsilon_{1}= \frac{1}{2}\left[\frac{3(3 S-2)}{4 S-3} \alpha_{1}(S)+\frac{3 S-1}{4 S-1} \alpha_{2}(S)-\frac{3(1-S)}{4 S-3} \alpha_{3}(S)\right]  \tag{3.8}\\
& \varepsilon_{2}= \alpha_{1}(S)+2\left(\frac{2 S-1}{4 S-1}\right) \alpha_{2}(S)  \tag{3.9}\\
& \varepsilon_{3}= 2\left[\alpha_{1}(S)+\frac{S}{4 S-1} \alpha_{2}(S)\right]  \tag{3.10}\\
& \varepsilon_{4}= 2 \alpha_{1}(S)+\left(\frac{2 S-1}{4 S-1}\right) \alpha_{2}(S)  \tag{3.11}\\
& u=-\frac{\zeta}{2}\left[\frac{S \alpha_{1}(S)}{4 S-3}+\frac{(1-S) \alpha_{2}(S)}{4 S-1}-\frac{3(1-S) \alpha_{3}(S)}{4 S-3}\right]  \tag{3.12}\\
& v=-\frac{\zeta}{2} \alpha_{1}(S)  \tag{3.13}\\
& v_{0}= \frac{\zeta}{2} \sqrt{3 S(S-1)}\left[\frac{\alpha_{1}(S)\left(1-\zeta^{*^{3}}\right)}{4 S-3}-\frac{\alpha_{2}(S)\left(1+\zeta^{*^{3}}\right)}{4 S-1}-\frac{\alpha_{3}(S)\left(1-\zeta^{*^{3}}\right)}{4 S-3}\right]  \tag{3.14}\\
& v_{1}=-\frac{\zeta}{2}\left\{\alpha_{1}(S)+\zeta^{*^{3}}\left[\alpha_{1}(S)-\frac{2 S \alpha_{2}(S)}{4 S-1}\right]\right\}  \tag{3.15}\\
& w=-\frac{\zeta \alpha_{2}(S) \sqrt{S(2 S-1)}}{4 S-1} \tag{3.16}
\end{align*}
$$

where * represents the operation of complex conjugation and $\zeta=e^{\frac{K a i}{3}}$. The effect of the Hamiltonian on the transformed set of kets, $\{|K ; x, y\rangle\}$, is as follows

$$
\begin{align*}
\widehat{\mathcal{H}}|K ; 0,0\rangle= & \varepsilon_{0}|K ; 0,0\rangle+v_{0}|K ; 0,1\rangle+v_{0}^{*}|K ; 1,0\rangle  \tag{3.17}\\
\widehat{\mathcal{H}}|K ; 0,1\rangle= & \varepsilon_{1}|K ; 0,1\rangle+u|K ; 1,0\rangle+v_{1}|K ; 0,2\rangle+w^{*}|K ; 1,1\rangle \\
& \quad+v_{0}^{*}|K ; 0,0\rangle \tag{3.18}
\end{align*}
$$

$$
\begin{align*}
\widehat{\mathcal{H}}|K ; 1,0\rangle= & \varepsilon_{1}|K ; 1,0\rangle+u^{*}|K ; 0,1\rangle+v_{1}^{*}|K ; 2,0\rangle+w|K ; 1,1\rangle \\
& \quad+v_{0}|K ; 0,0\rangle  \tag{3.19}\\
\widehat{\mathcal{H}}|K ; 1,1\rangle= & \varepsilon_{2}|K ; 1,1\rangle+w|K ; 0,1\rangle+w^{*}|K ; 1,0\rangle+w^{*}|K ; 0,2\rangle \\
& \quad+w|K ; 2,0\rangle+v|K ; 1,2\rangle+v^{*}|K ; 2,1\rangle \tag{3.20}
\end{align*}
$$

and for $x, y>1$

$$
\begin{align*}
& \widehat{\mathcal{H}}|K ; 0, y\rangle=\varepsilon_{3}|K ; 0, y\rangle+v_{1}^{*}|K ; 0, y-1\rangle+v_{1}|K ; 0, y+1\rangle \\
& +w|K ; 1, y-1\rangle+w^{*}|K ; 1, y\rangle  \tag{3.21}\\
& \widehat{\mathcal{H}}|K ; x, 0\rangle=\varepsilon_{3}|K ; x, 0\rangle+v_{1}|K ; x-1,0\rangle+v_{1}^{*}|K ; x+1,0\rangle \\
& +w^{*}|K ; x-1,1\rangle+w|K ; x, 1\rangle  \tag{3.22}\\
& \widehat{\mathcal{H}}|K ; 1, y\rangle=\varepsilon_{4}|K ; 1, y\rangle+v^{*}|K ; 1, y-1\rangle+v|K ; 1, y+1\rangle \\
& +v^{*}|K ; 2, y\rangle+v|K ; 2, y-1\rangle+w^{*}|K ; 0, y+1\rangle+ \\
& w|K ; 0, y\rangle  \tag{3.23}\\
& \widehat{\mathcal{H}}|K ; x, 1\rangle=\varepsilon_{4}|K ; x, 1\rangle+v|K ; x-1,1\rangle+v^{*}|K ; x+1,1\rangle \\
& +v|K ; x, 2\rangle+v^{*}|K ; x-1,2\rangle+w^{*}|K ; x, 0\rangle+ \\
& w|K ; x+1,0\rangle  \tag{3.24}\\
& \widehat{\mathcal{H}}|K ; x, y\rangle=\varepsilon|K ; x, y\rangle+v^{*}|K ; x+1, y\rangle+v|K ; x-1, y\rangle \\
& +v^{*}|K ; x-1, y+1\rangle+v|K ; x+1, y-1\rangle+v^{*}|K ; x, y-1\rangle \\
& +v|K ; x, y+1\rangle \tag{3.25}
\end{align*}
$$

The quantum number, $K$ - the total wavevector, is common to all the equations and should be understood implicitly for all that follows. Also, the ground state was taken as the zero of energy.

Note that equation (3.25), by itself, describes the behaviour of the system when the magnons are separated by more than nearest neighbours and depend solely on $\alpha_{1}(S)$. Also, when one of the magnons is further than nearest neighbours from the
other two, (3.21)-(3.24), or when all three are exactly nearest neighbours, (3.20), the equations depend on $\alpha_{1}(S)$ and $\alpha_{2}(S)$ only. When two magnons are on the same site and the other is also on that site, (3.17), or a nearest neighbour to the other two, (3.18) and (3.20), the equations depend on $\alpha_{1}(S), \alpha_{2}(S)$, and $\alpha_{3}(S)$. All $\alpha_{n}(S)$, $n>3$, do not appear for this system and are only necessary when considering four or more magnons. The equations, above, can be represented graphically as


Figure 3.1: Graphical representation of the effect of the general Hamiltonian on states of the form $|K ; x, y\rangle$.

The grid coordinates label the values of $x$ and $y$ in the ket $|x, y\rangle$ and the lines on the diagram represent the interaction between kets. The different types of lines correspond to different interactions. The arrows point to states which are generated
by the Hamiltonian when acting on the kets at the base of the arrows. But the Hamiltonian can operate on any site and, for any nearest neighbour pair of sites, if the Hamiltonian is made to act on the state which the arrow is directed toward, the coupling which results is related to the appropriate interaction ( $u, w, v, v_{0}, v_{1}$ ) but the complex conjugate must be taken. In other words, the direction of all the arrows can be reversed if the complex conjugate of $u, w, v, v_{0}$ and $v_{1}$ is used. The different site markers indicate the coefficients which are associated with the self interaction of the ket that the Hamiltonian is acting on. Finally, the Hamiltonian is a nearest neighbour model so exactly one bond on the diagram can be taken in any direction from any node.

A simple example can be read off as follows: Suppose, the effect of $\widehat{\mathcal{H}}$ on $|0,0\rangle$ is desired. $|0,0\rangle$ is equivalent to $(x, y)=(0,0)$ on the diagram so, starting at the leftmost site, there is a line to $(x, y)=(0,1)$, hence the Hamiltonian produces the ket $|0,1\rangle$ and the bond corresponds to $v_{0}$ so the entire term is $v_{0}|0,1\rangle$. Similarly, there is an interaction to $|1,0\rangle$ but this is in the opposite direction of the arrow, so the interaction has the form $v_{0}^{*}|1,0\rangle$. The nearest neighbour model prohibits following two interactions to get to $|\overline{1}, 1\rangle$ and there is no direct connection so this state cannot be reached from $|0,0\rangle$. Finally, there is the symbol on the $(x, y)=(0,0)$ site which indicates there is also a $\varepsilon_{0}|0,0\rangle$ term. Therefore, the entire effect is $\widehat{\mathcal{H}}|0,0\rangle=\varepsilon_{0}|0,0\rangle+v_{0}|0,1\rangle+v_{0}^{*}|1,0\rangle$, as given in (3.17).

In general, the Hamiltonian will generate seven terms when it acts on any state of the form $|K ; x, y\rangle$ and although the resulting equation does not resemble the twomagnon equations, (2.31)-(2.33), these equations are of a tight binding form. This becomes more apparent by considering a tight binding two dimensional triangular lattice, for example a net of masses and springs. The Hamiltonian of Fig. 3.1 can be mapped directly to such a net, if allowance is made for an edge in both the $x$ and $y$ directions. The mapping is accomplished by taking the site quantities $\left(\varepsilon_{i}, i=\right.$ $0,1,2,3,4)$ as related to the size of the masses and the connections ( $u, w, v, v_{0}, v_{1}$ )
as the strength of the springs. The existence of such a mapping indicates that the formalism is not restricted to describing quantum spins on a chain. The formalism can be applied to any system which is characterized by two coordinates (and satisfies the condition of nearest neighbour interactions on a semi-infinite triangular lattice) such as multiple particles on a one dimensional chain, which is the case we are considering, or a single particle on a two dimensional net.

This system is similar to having defects in a linear mass-spring chain in that the outer two surface layers are inherently different from the bulk of the net and the four sites in the corner $[(x, y)=(0,0),(1,0),(0,1),(1,1)]$ are different from both the rest of the surface and the bulk. (These are the equivalents of the defects.) Thus, the equation can be separated into three groups and the general solution for each group can be obtained independently. However, the complete solution to the three magnon equations requires these general solutions to change smoothly across the boundaries between the groups. Because the Hamiltonian is mapped to a two dimensional net, some differences from the solutions to a simple system of masses and chains are to be expected but there are still two types of solutions, scattering and bound states. The scattering states can be further divided into two more classifications. First, there are those scattering states which propagate in the uniform part of the net. These are described by equation (3.25), by itself. But there are other states described by equations (3.21)-(3.24). These are states which form travelling modes that propagate along the surface and can couple with the other travelling modes described above. Finally, there are solutions corresponding to localized modes and these states are solutions to (3.17)-(3.20). Both types of scattering states are discussed in the next section (Section 3.2). While the discussion of the bound state solutions is deferred to Chapter 4.

### 3.2 Three Magnon Continuum

The scattering states which propagate in the uniform part of the net are equivalent to three non-interacting magnons on an infinite triangular lattice. This is apparent in the form of the equation which describes these states, (3.25). Then, the energies of the solutions must be bounded by the min/max of

$$
\begin{gather*}
E_{1}\left(k_{1}\right)+E_{1}\left(k_{2}\right)+E_{1}\left(k_{3}\right)=\alpha_{1}\left(1-\cos k_{1} a\right)+\alpha_{1}\left(1-\cos k_{2} a\right)+\alpha_{1}\left(1-\cos k_{3} a\right) \\
k_{1}+k_{2}+k_{3}=K \tag{3.26}
\end{gather*}
$$

These extrema are given by

$$
\begin{align*}
& E_{\min }(K)=3 \alpha_{1}(S)\left(1-\cos \frac{K a}{3}\right)  \tag{3.27}\\
& E_{\max }(K)=3 \alpha_{1}(S)\left[1-\cos \left(\frac{K a+2 \pi}{3}\right)\right] \tag{3.28}
\end{align*}
$$

and are plotted in Fig. 3.2.


Figure 3.2: Extent of the three free magnon scattering state continuum. Energy in units of $\alpha_{1}$. Wavevector in units of $\frac{\pi}{a}$.

The above argument gives no information on the detailed form of the state. This would depend upon the conditions which must imposed upon the equation to match the solutions between the region which is described by (3.25) and the region described by (3.17)-(3.24). Referring to Fig. 3.1, the boundaries to these types of scattering states are along $x=2$ and/or $y=2$. Each of the sites along these axes would have two constraints imposed upon it from the equations corresponding to the Hamiltonian acting on the sites along $x, y=1$. (ie. The constraints necessary to keep the wavefunction continuous when crossing the region where the masses and
springs are uniform, $x, y \geq 2$, and the region near the edges, $x, y<2$.) The particular site at $(x, y)=(2,2)$ appears to have four constraints but, due to the symmetry of the net, two are not independent. Further, in the equations above there are four degrees of freedom (two for each $k_{1}, k_{2}, k_{3}$ minus two for the constraint on the total wavevector). With more degrees of freedom in equation (3.26) than constraints, a solution can always be found with an energy which lies in the shaded region of Fig. 3.2. The boundary conditions which demand a smooth transition between the regions are dependent upon the derivative of the functions used to enforce continuity of the wavefunction and would simply double the number of degrees of freedom as well as the constraints.

Whereas the equation for the previous continuum has the form of three free magnons, the second scattering state continuum includes some interactions between them. The equations which describe these scattering states, (3.21)-(3.25), define travelling modes which can propagate along most of the edges but decay into the uniform part of the net. These equations do not describe states which are represented by the sites at the leftmost corner in Fig. 3.1. [ie. sites: $(0,0),(1,0),(0,1),(1,1)$ ]. The form of the equations for this second scattering state continuum is the same as for a travelling two magnon bound state combined with a single free magnon. Therefore, this continuum must be bounded by the minimum and maximum of

$$
\begin{equation*}
E_{1}\left(k_{1}\right)+E_{2}\left(k_{b}\right), \quad k_{1}+k_{b}=K \tag{3.29}
\end{equation*}
$$

where we define $E_{2}$ as the excitation energy of a two magnon bound state and $k_{b}$ is the total wavevector for the bound state. The form of $E_{2}$ varies tremendously depending upon the value of $g_{2}=\frac{\alpha_{2}(S)}{\alpha_{1}(S)}$ in the Hamiltonian. For example, in the specific case of $g_{2}=\frac{4 S-1}{2 S-1}$ there are two continua, one from each bound state branch, which exactly meet over the entire Brillouin zone as shown in Fig. 3.3.


Figure 3.3: Extent of the two-bound one-free magnon scattering state continuum. Energy in units of $\alpha_{1}$. Wavevector in units of $\frac{\pi}{a}$.

If $g_{2}$ deviates from $\frac{4 S-1}{2 S-1}$, the two bands no longer meet over the whole Brillouin zone and if $g_{2}$ is sufficiently different from this value there is only one bound state branch and hence only one of these continua is present. For example the Heisenberg model, $g_{2}=\frac{4 S-1}{2 S}$, has only the lower continuum. As the analysis for these continua follow a similar argument as the three free continuum, these results also contain no information on the detailed form of the states. However, there are still more degrees of freedom than constraints (from the conditions to match the solutions
between regions) so a solution can always be found. To be specific, the boundaries of this region are between the sites $(0,1)-(0,2),(1,1)-(0,2)$ and $(1,1)-(1,2)$. There are also boundaries between $(1,0)-(2,0),(1,1)-(2,0)$ and $(1,1)-(2,1)$ but these do not give constraints independent from the first three. As for the degrees of freedom, consider the bound state first. The component wavevectors for the bound state, $k_{b 1}$ and $k_{b 2}$ satisfy

$$
\begin{equation*}
k_{b 1}+k_{b 2}=k_{b} \tag{3.30}
\end{equation*}
$$

These component wavevectors are inherently complex, so there are four degrees of freedom for each constituent wavevector, but the total wavevector of the bound state, $k_{b}$, is real so the number of degrees of freedom decreases from eight to six. The constraint on the sum of the wavevectors, (3.30), further reduces this to four. Now consider the free magnon. This contributes two more degrees of freedom but with the constraint on the total wavevector, equation (3.29), the final total of the degrees of freedom is four with only three remaining constraints. Therefore, a solution can always be found with the energy of the solutions within the continua described above.

These different continua (the two-bound one-free continua and the three free continuum) overlap to a large degree with no gaps so that the scattering continuum for a three magnon excitation can be taken as a single band which extends from the continuum which attains the minimum energy to the continuum which achieves the maximum energy. The band edges which are internal to this single continuum band generate Van Hove singularities in the band. The scattering state continuum is important when identifying the bound states which arise from the solutions to the few remaining equations, (3.17)-(3.20). A method of solution for these bound states is described in the next chapter, Chapter 4 . However, there are a number of models which can be considered without resorting to special methods of solution. These are the special integrable models introduced in Chapter 1. The Hamiltonians
for these models have certain simplifying features which enable most of the models to be solved directly from (3.17)-(3.25). The models and solution are given in the next section.

### 3.3 Bound States and Integrable Models

Consider, initially, the Lai-Sutherland model where $\alpha_{2}(S) \equiv 0$ and $\alpha_{1}(S)=\alpha_{3}(S)$. This gives $w \equiv 0 \equiv v_{0}$, completely decoupling the site corresponding to $|0,0\rangle$, three magnons on the same site. This also has the effect of isolating the region with $x, y \geq 1$ from the rest of the sites as shown in Fig. 3.4, below.


Figure 3.4: Diagram of the Hamiltonian for the LaiSutherland model.

For the latter region the equations reduce to the form of an integrable $S=\frac{1}{2}$ system of three magnons. The solutions, therefore, have the form as those given by Bethe and consist of two scattering state bands, as described in the previous section, and a single bound state branch with energy $\frac{\alpha_{1}(S)}{3}[1-\cos (K a)]$. The former region
has only the one site which implies the state is an eigenstate with energy $\varepsilon_{0}=$ $\alpha_{1}(S)[1-\cos (K a)]$. Therefore, this state behaves as a single free magnon. The middle region, consisting of the surface layer along with the interaction between $|1,0\rangle$ and $|0,1\rangle$, contain states with two magnons on the same site combined with one free magnon. If the part of the Hamiltonian which defines the behaviour of these states, only, is transformed to a tridiagonal form, the Hamiltonian takes the form of a semi-infinite mass-spring chain with one defect at one end. This is the same as was found for a two magnon excitation in Chapter 2 for $S=\frac{1}{2}$. In Chapter 2 the system was treated generally, but if the resulting equations are restricted to $S=\frac{1}{2}$, the size of $S$ prevents raising the spin of any one site by more than one, which removes the first mass ( $m^{\prime \prime}$ ) and spring ( $k^{\prime}$ ) from Fig. 2.2. This gives a single mass defect at the beginning, with the remaining masses and springs uniform. Therefore the solutions must also have the same form as the two magnon equations, namely a band of scattering states bounded by $E_{C o n t}=2 \alpha_{1}(S)\left[1 \pm \cos \left(\frac{K a}{2}\right)\right]$ and a bound state of energy $E_{\mathrm{B}}=\frac{\alpha_{1}(S)}{2}\left[1-\cos \left(\frac{K a}{2}\right)\right]$ (as given by Bethe).

The other special integrable model is the Temperley-Lieb Hamiltonian. These models have $\alpha_{i}=0, i \neq 2 S$. When $S=1, \varepsilon_{0}, \varepsilon, v_{0}$ and $v$ are all 0 , decoupling the first two layers, excluding $|0,0\rangle$, from the rest. For any of the states in the uniform part of the net in Fig. 3.1 (ie. $x, y \geq 2$ ) and $|0,0\rangle, \widehat{\mathcal{H}}|x, y\rangle=0$ and $E=0$ is the only solution. The remaining part (Fig. 3.5, below) is more easily treated using a method described in the following chapter, so that the solutions to this model will be given along with the results for the more general Hamiltonian, later. The diagram of the Hamiltonian follow the same conventions used for the diagram of the general Hamiltonian, Fig. 3.1.


Figure 3.5: Diagram of the Hamiltonian for a $S=1$ Temperley-Lieb model.

Quite different from the $S=1$ case, the $S=\frac{3}{2}$ Temperley-Lieb model can be treated quite simply. The Hamiltonian has only $\varepsilon_{0}, \varepsilon_{1}, v_{0}, u$ non-zero. Explicitly,

$$
\begin{align*}
\varepsilon_{0} & =\frac{\alpha}{2}[1-\cos (K a)]  \tag{3.31}\\
\varepsilon_{1} & =\frac{\alpha}{4}  \tag{3.32}\\
v_{0} & =\frac{-\alpha \zeta}{4}\left(1-\zeta^{*^{3}}\right)  \tag{3.33}\\
u & =\frac{-\alpha \zeta}{4} \tag{3.34}
\end{align*}
$$

taking $\alpha_{3}(S) \equiv \alpha$. Graphically,


Figure 3.6: Diagram of the Hamiltonian for a $S=\frac{3}{2}$ Temperley-Lieb model.

As for the $S=1$ case, the only solution to any of the states outside the region shown in Fig. 3.6 has $E=0$. Using this restricted number of states, the Schrödinger equation gives

$$
\begin{array}{r}
\left(E-\varepsilon_{0}\right)|0,0\rangle-v^{*}|1,0\rangle-v|0,1\rangle=0 \\
-v|0,0\rangle+\left(E-\varepsilon_{1}\right)|1,0\rangle-u^{*}|0,1\rangle=0 \\
-v^{*}|0,0\rangle-u|1,0\rangle+\left(E-\varepsilon_{1}\right)|0,1\rangle=0 \tag{3.37}
\end{array}
$$

which have solutions given by $E=0, \alpha\left[1-\frac{1}{2} \cos (K a)\right]$. These are plotted below.


Figure 3.7: Bound state solutions of the $S=\frac{3}{2}$ Temperley -Lieb model. The energy is in units of $\alpha$ and the wavevector in units of $\frac{\pi}{a}$.

## Chapter 4

## The Recursion Method

### 4.1 Green's Function

If all the eigenvalues and eigenvectors can be found for the Hamiltonian then the complete solution to the equations (3.17)-(3.25) has been obtained. Unfortunately, the calculation of the eigenvectors and eigenvalues for this system, requires methods which are very complicated and/or computationally expensive. However a modest, but important, amount of information can be obtained from the equations without resorting to such complex methods. Consider the density of states for this lattice. When the three magnons are bound together as a single entity there would be a nonzero number of states over some infinitesimally small region of energy. Hence, these would appear as delta functions in the density of states. Also, some configurations may have a significant number of states over a small but finite energy range, giving a peak rather than a delta-function. These peaks can be resonances or possibly Van Hove singularities. Finally, states which are infinitesimally close to each other in energy (as in the continuum bands) would have wide ranges of energy where the density of states would be non-zero. Although we would not have the precise eigenstates, by studying the density of states we could obtain the energies which each different type of state could possess. Also, the formalism to this point has identified one good quantum number, the total wavevector $K$, which can be incorporated to further enhance the amount of knowledge about the system.

As a brief aside, consider an arbitrary ket, $|j\rangle$, in the three-magnon basis which can be expanded as follows

$$
\begin{equation*}
|j\rangle=\sum_{\lambda} c_{\lambda}|\lambda\rangle \tag{4.1}
\end{equation*}
$$

where $\{|\lambda\rangle\}$ is a complete orthonormal set of states such that $\widehat{\mathcal{H}}|\lambda\rangle=E_{\lambda}|\lambda\rangle$, and $E_{\lambda}$ are the energy eigenvalues of $\widehat{\mathcal{H}}$. The local Green's function is defined as

$$
\begin{align*}
G_{j}\left(E_{c}\right) & =\langle j|\left(E_{c}-\widehat{\mathcal{H}}\right)^{-1}|j\rangle, \quad E_{c} \in \mathcal{C} \\
& =\sum_{\lambda} \frac{\left|c_{\lambda}\right|^{2}}{E_{c}-E_{\lambda}} \tag{4.2}
\end{align*}
$$

The poles of $G_{j}$ occur on the real axis at the energy eigenvalues $E_{\lambda}$. The energy $E_{c}$ is a complex quantity, but if we restrict ourselves to energies near the real axis, we can take $E_{c}=E+i \varepsilon,|\varepsilon| \ll 1$. Then

$$
\begin{equation*}
G_{j}=\sum_{\lambda}\left|c_{\lambda}\right|^{2}\left[\frac{\left(E-E_{\lambda}\right)}{\left(E-E_{\lambda}\right)^{2}+\varepsilon^{2}}-i \frac{\varepsilon}{\left(E-E_{\lambda}\right)^{2}+\varepsilon^{2}}\right] \tag{4.3}
\end{equation*}
$$

and in the limit

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0}\left[\operatorname{Im}\left(G_{j}\right)\right]=-\pi \sum_{\lambda}\left|c_{\lambda}\right|^{2} \delta\left(E-E_{\lambda}\right) \tag{4.4}
\end{equation*}
$$

(See, for example, R. M. White [23] or E. N. Economou [24].) Thus, the imaginary part of the local Green's function is proportional to a sum of delta functions and is non-zero only at energies where eigenstates exist. The density of states local to $|j\rangle$ (not an eigenstate) can be defined as

$$
\begin{equation*}
n_{j}=-\frac{1}{\pi} \operatorname{Im}\left[G_{j}(E+i \varepsilon)\right] \tag{4.5}
\end{equation*}
$$

and the total density of states, $n$, is obtained by a sum over all the kets in the basis

$$
\begin{align*}
n & =\sum_{j} n_{j} \\
& =-\frac{1}{\pi} \sum_{\{|j\rangle\}} \operatorname{Im}\left[G_{j}(E+i \varepsilon)\right] \tag{4.6}
\end{align*}
$$

The real part of the Green's function can be related to the Hilbert transform of the density of states and gives an indication of the difficulty of exciting the system at an energy, $E[16]$. If the chosen state, $|j\rangle$, has some special symmetries with respect to the Hamiltonian then some of the coefficients $c_{\lambda^{\prime}}=0$ for $\left\{\lambda^{\prime}\right\} \subset\{\lambda\}$, and there will be no contribution from these states to the local density of states for $|j\rangle$. In practice it is very unlikely that a state would be accidentally chosen which has a significant number of the $c_{\lambda^{\prime}}=0$ to be problematic. However, there are two classes of states which may accidentally be chosen; states which are completely symmetric or completely antisymmetric. In fact it was observed that for the $S=\frac{3}{2}$ Heisenberg case, one of the bound states has no symmetric components, but this was not common and fortunately kets with either of these types of symmetries are easily identified.

When using a matrix representation, the local Green's function can be taken as a single matrix element of the operator $(E-\widehat{\mathcal{H}})^{-1}$ and without loss of generality, we can choose the $G_{00}$ element which gives

$$
\begin{equation*}
G_{00}=\frac{\operatorname{Mi}_{00}([E-\widehat{\mathcal{H}}])}{\operatorname{Det}([E-\widehat{\mathcal{H}}])} \tag{4.7}
\end{equation*}
$$

where $\operatorname{Mi}_{i j}([E-\widehat{\mathcal{H}}])$ is the minor of element $i, j$ for the matrix $[E-\widehat{\mathcal{H}}]$. But the Green's function would be of little value if it was difficult to calculate, and for some choices of sets of bases the calculation is trivial, such as a basis where the Hamiltonian is diagonal. In general, the appropriate basis which diagonalizes the

Hamiltonian is difficult or impossible to find, but it is always possible to find a set of kets which transform $\widehat{\mathcal{H}}$ to a form where it is tridiagonal and symmetric, given $\widehat{\mathcal{H}}$ is hermitian, ie.

$$
\widehat{\mathcal{H}}=\left(\begin{array}{cccccc}
h_{00} & h_{01} & & & &  \tag{4.8}\\
h_{01} & h_{11} & h_{12} & & & 0 \\
& h_{12} & h_{22} & h_{23} & & \\
& 0 & & \ddots & & \\
& 0 & & & h_{n-1 n} & h_{n n}
\end{array}\right)
$$

When the determinant and cofactors in (4.7) are expanded and the form of Hamiltonian in (4.8) is used, the Green's function becomes

$$
\begin{align*}
G_{00}(E) & =\frac{\mathrm{Mi}_{00}([E-\widehat{\mathcal{H}}])}{\left(E-h_{00}\right) \mathrm{Mi}_{00}([E-\widehat{\mathcal{H}}])-h_{01} \mathrm{Mi}_{01}([E-\widehat{\mathcal{H}}])} \\
& =\frac{1}{E-h_{00}-h_{01} \frac{\operatorname{Mi}_{01}([E-\widehat{\mathcal{H}}])}{\operatorname{Mi}_{00}([E-\widehat{\mathcal{H}}])}} \\
& =\frac{1}{E-h_{00}-h_{01}^{2} \frac{\operatorname{Mi}_{00}\left(\operatorname{Mi}_{01}([E-\widehat{\mathcal{H}}])\right)}{\operatorname{Mi}_{00}([E-\widehat{\mathcal{H}}])}} \tag{4.9}
\end{align*}
$$

The factor $\frac{\operatorname{Mi}_{00}\left(\operatorname{Mi}_{01}([E-\widehat{\mathcal{H}}])\right)}{\operatorname{Mi}_{00}([E-\widehat{\mathcal{H}}])}$ is of the form $\frac{\operatorname{Mi}_{00}\left(\left[E-\widehat{\mathcal{H}}^{\prime}\right]\right)}{\operatorname{Det}\left(\left[E-\widehat{\mathcal{H}}^{\prime}\right]\right)}$ where $\widehat{\mathcal{H}}^{\prime}$ is the minor of $\widehat{\mathcal{H}}$ for the 0,0 element. This term has the same form as (4.7). Therefore, the local Green's function can be represented by the continued fraction

$$
\begin{equation*}
G_{00}(E)=\frac{1}{E-\check{h}_{00}-\frac{h_{01}^{2}}{E-h_{11}-\frac{h_{12}^{2}}{E-h_{22}-\frac{h_{23}^{2}}{\vdots}}}} \tag{4.10}
\end{equation*}
$$

There is still a difficulty in that the basis which tridiagonalizes the Hamiltonian needs to be found. There is a method which can be used to easily find the tridiagonal form of the Hamiltonian and it will also generate the basis states which would produce the transformation as well, but it is the elements of the tridiagonal Hamiltonian which are the useful quantities in our case. This procedure is known as the Recursion Method and it is described in the following section.

### 4.2 Recursion

Although there are some standard routines for tridiagonalizing a matrix, the most efficient method, in this case, is the Recursion Method. This procedure has been extensively documented with the most complete treatment given by R. Haydock [16] for electronic systems. The method relies extensively on a three-term recursion relation of the form

$$
\begin{equation*}
\widehat{\mathcal{H}} u_{i}=a_{i} u_{i}+b_{i+1} u_{i+1}+b_{i} u_{i-1} \tag{4.11}
\end{equation*}
$$

where $a_{i}, b_{i} \in \mathcal{R}$ and $u_{i}$ is the $i^{\text {th }}$ state of an arbitrary complete orthonormal set of states. To start the procedure, define $u_{-1} \equiv 0$ and some arbitrary state $u_{0}$, then define a normalized state, $u_{1}$, from

$$
\begin{equation*}
\widehat{\mathcal{H}} u_{0}=a_{0} u_{0}+b_{1} u_{1} \tag{4.12}
\end{equation*}
$$

Taking $u_{1}$ as some presently unknown state but presumed to be orthogonal to $u_{0}$. It follows that

$$
\begin{align*}
a_{0} & =u_{0}^{\dagger} \widehat{\mathcal{H}} u_{0}  \tag{4.13}\\
b_{1} u_{1} & =\widehat{\mathcal{H}} u_{0}-a_{0} u_{0} \tag{4.14}
\end{align*}
$$

In general, there will be a third term in (4.14), ie. (4.14) becomes $b_{i+1} u_{i+1}=$ $\widehat{\mathcal{H}} u_{i}-a_{i} u_{i}-b_{i} u_{i-1}$. We can take $b_{1}\left(b_{i+1}\right)$ as the normalization factor for $u_{1}\left(u_{i+1}\right)$.

By iterating this procedure, the set of states $\left\{u_{i}\right\}$, can be found which will transform the Hamiltonian to the desired canonical form and the resulting tridiagonal matrix will contain the $a_{i}$ and $b_{i}$ as its elements. To be explicit, if a vector in the new basis with the form $\left(\begin{array}{c}u_{0} \\ u_{1} \\ u_{2} \\ \vdots\end{array}\right)$ is used, the Hamiltonian becomes

$$
\widehat{\mathcal{H}}\left(\begin{array}{c}
u_{0}  \tag{4.15}\\
u_{1} \\
u_{2} \\
\vdots
\end{array}\right)=\left[\begin{array}{ccccc}
a_{0} & b_{1} & & & \\
b_{1} & a_{1} & b_{2} & & 0 \\
& b_{2} & a_{2} & b_{3} & \\
& 0 & & \ddots
\end{array}\right]\left(\begin{array}{c}
u_{0} \\
u_{1} \\
u_{2} \\
\vdots
\end{array}\right)
$$

For some choice of initial ket in the three-magnon basis, $u_{0}=|x, y\rangle$, each successive application of the above procedure with the nearest neighbour Hamiltonian, represented in Fig. 3.1, can only couple to the kets in neighbouring columns. For example, if $u_{0}=|0,0\rangle$, then after the first iteration, $u_{1}$ involves the kets $|1,0\rangle$ and $|0,1\rangle$. The second iteration yields a $u_{2}$ which can involve some combination of $|1,0\rangle$ and $|0,1\rangle$, which is linearly independent from $u_{1}$, as well as terms involving $|2,0\rangle,|0,2\rangle$ and $|1,1\rangle$. The new state formed at each iteration is constructed to be orthogonal to the previous two states, thus to find the next basis state only these two states need be known, along with the Hamiltonian which connects them. This process will map the system onto an effective tight binding chain which is inhomogeneous, and for any initial choice of $u_{0}$, there is a one to one correspondence between the $a_{i}$ and $b_{i}$ to the masses and strength of the springs, for a mass-spring chain. However, the precise values will change depending upon the choice of initial ket.

For this semi-infinite chain, the recursion process continues indefinitely, which creates a difficulty: when and how to stop the procedure. There are a number of important possibilities for the behaviour of the $a_{i}$ and $b_{i}$ coefficients for large $i$. The coefficients may approach constants, form some kind of periodic oscillations or
simply vary randomly. The last case, random values of $a_{i}$ and $b_{i}$, correspond to a random net of masses and springs. This would not be expected for the Hamiltonian given in Fig. 3.1. As the number of iterations increases (ie. moving further to the right of the diagram) the columns become longer, and locally, it more closely approximates a uniform net. Therefore, we expect that the coefficients would approach constant values.

### 4.3 Termination of the Continued Fraction

### 4.3.1 Constant Coefficients

The easiest case to treat is when the coefficients $a_{i}$ and $b_{i}$ converge to constant values. The asymptotic "tail" of the continued fraction for the Green's function can be easily evaluated exactly. To show this, let

$$
\left.\begin{array}{rl}
a_{i} & =a  \tag{4.16}\\
b_{i} & =b
\end{array}\right\} \text { for } i>i_{\max }
$$

or the $a_{i}$ and $b_{i}$ are constant for all recursive iterations after the $\left(i_{\max }\right)^{\text {th }}$ iteration then

$$
\begin{equation*}
G\left(E_{c}\right)=\frac{1}{E_{c}-a_{0}-\frac{b_{1}^{2}}{E_{c}-a_{1}-\frac{b_{2}^{2}}{\frac{\vdots}{E_{c}-a_{i_{\max }}-\frac{b_{i_{\max }}^{G_{\infty}}}{}}}}} \tag{4.17}
\end{equation*}
$$

where we represent the infinite tail of the continued fraction by

$$
\begin{aligned}
G_{\infty}\left(E_{c}\right) & =\frac{b^{2}}{E_{c}-a-\frac{b^{2}}{E_{c}-a-\frac{b^{2}}{\ddots}}} \\
& =\frac{b^{2}}{E_{c}-a-G_{\infty}\left(E_{c}\right)}
\end{aligned}
$$

$$
\begin{equation*}
=\frac{1}{2}\left[E_{c}-a \pm \sqrt{\left(E_{c}-a\right)^{2}-4 b^{2}}\right] \tag{4.18}
\end{equation*}
$$

This is known as the square root terminator and the choice of the positive or negative square root depends upon whether the energy was initially taken in the upper or lower half of the complex plane, or equivalently if $E-a$ is positive or negative. As examples, we will consider the case of a uniform semi-infinite chain and one magnon excitations on a uniform infinite chain, which corresponds to a semi-infinite chain with only the first spring different. The one magnon excitations give coefficients $a_{i}=a \forall i$ and $b_{i}=\left\{\begin{array}{ll}\sqrt{2} b & i=1 \\ b & i \neq 1\end{array}\right.$ so that

$$
\begin{align*}
G(E) & =\frac{1}{E-a-\frac{2 b^{2}}{E-a-G_{\infty}}} \\
& =\frac{E-a \mp \sqrt{(E-a)^{2}-4 b^{2}}}{(E-a)^{2}-4 b^{2} \mp(E-a) \sqrt{(E-a)^{2}-4 b^{2}}} \\
& =\frac{ \pm 1}{\sqrt{(E-a)^{2}-4 b^{2}}} \tag{4.19}
\end{align*}
$$

For single magnon excitations there cannot be any bound states, and there is a continuum which can be found by calculating the (real) energies where $G$ contains an imaginary term, or when

$$
\begin{array}{cl}
(E-a)^{2}-4 b^{2} & <0 \\
a-2 b & \leq E \leq a+2 b \tag{4.20}
\end{array}
$$

Therefore, the imaginary part of $G$ is non-zero when $E_{1}=a-2 b \leq E \leq E_{2}=a+2 b$. The asymptotic values of $a_{i}$ and $b_{i}$ are related to the minimum energy, $E_{1}$, and the maximum energy, $E_{2}$, by

$$
\begin{equation*}
a=\frac{1}{2}\left(E_{1}+E_{2}\right) \tag{4.21}
\end{equation*}
$$

$$
\begin{equation*}
\bar{b}=\frac{1}{4}\left(E_{2}-E_{1}\right) \tag{4.22}
\end{equation*}
$$

These are merely the edges of the band and the behaviour of the density of states within the band can only be obtained by considering the Green's function with complex energies. The real and imaginary parts of (4.19) for complex energies are shown below (Fig. 4.1 and Fig. 4.2, respectively).


Figure 4.1: Real part of the Green's function for one magnon excitations on an infinite chain. Energy in units of $\alpha_{1}$.


Figure 4.2: Imaginary part of the Green's function for one magnon excitations on an infinite chain. Energy in units of $\alpha_{1}$.

For the uniform semi-infinite chain, the Green's function is

$$
\begin{align*}
G\left(E_{c}\right) & =\frac{1}{E_{c}-a-G_{\infty}\left(E_{c}\right)} \\
& =\frac{1}{2 b^{2}}\left[E_{c}-a \mp \sqrt{\left(E_{c}-a\right)^{2}-4 b^{2}}\right] \tag{4.23}
\end{align*}
$$

which has real and imaginary parts as shown below, for the arbitrary values of $a$ and $b$ of 4 (units of $\alpha_{1}$ ) and $\frac{a}{2}$, respectively.


Figure 4.3: Real part of the density of states for constant coefficients. The value of $a=4$ and $b=\frac{a}{2}$ in units of $\alpha_{1}$.


Figure 4.4: Imaginary part of the density of states for constant coefficients. The value of $a=4$ and $b=\frac{a}{2}$ in units of $\alpha_{1}$.

### 4.3.2 Oscillating Coefficients

The asymptotic behaviour of the coefficients contain information about the general features of the scattering state band. C. Hodges [25] showed that internal Van Hove singularities led to oscillations in the coefficients but they eventually decay to give constant values of $a_{i}$ and $b_{i}$ if the recursion process was carried out far enough. The coefficients will always converge to constant values when there is a single band. However, multiple bands give rise to non-decaying oscillations of the coefficients. This has been extensively studied in the past, [26]-[29]. The analysis given below approaches the problem somewhat differently than in [26]-[29] and only the specific
case of a single gap is considered. However, the references given above provide a general analysis for multiple gaps.

Consider the asymptotic region in the continued fraction when the coefficients oscillate between exactly two $a$ and $b$ pairs, say, $a_{1}, b_{2}, a_{2}, b_{1}, a_{1}, b_{2}, a_{2}, \cdots$. Then the Green's function can be represented by

$$
\begin{equation*}
G=\frac{1}{E-a_{1}-G_{\infty}} \tag{4.24}
\end{equation*}
$$

where

$$
\begin{align*}
G_{\infty}= & \frac{b_{2}^{2}}{E-a_{2}-\frac{b_{1}^{2}}{E-a_{1}-\frac{b_{2}^{2}}{\ddots}}} \\
= & \frac{b_{2}^{2}}{E-a_{2}-\frac{b_{1}^{2}}{E-a_{1}-G_{\infty}}} \\
= & \frac{1}{2\left(E-a_{2}\right)}\left\{\left(E-a_{1}\right)\left(E-a_{2}\right)+b_{2}^{2}-b_{1}^{2}\right. \\
& \pm \sqrt{\left.\left[\left(E-a_{1}\right)\left(E-a_{2}\right)+b_{2}^{2}-b_{1}^{2}\right]^{2}-4 b_{2}^{2}\left(E-a_{1}\right)\left(E-a_{2}\right)\right\}} \tag{4.25}
\end{align*}
$$

Now, consider only the square root term

$$
\begin{align*}
& {\left[\left(E-a_{1}\right)\left(E-a_{2}\right)+b_{1}^{2}-b_{2}^{2}\right]^{2}-4 b_{1}^{2}\left(E-a_{1}\right)\left(E-a_{2}\right)=} \\
& \quad\left(E-a_{1}\right)^{2}\left(E-a_{2}\right)^{2}-2\left(E-a_{1}\right)\left(E-a_{2}\right)\left(b_{1}^{2}+b_{2}^{2}\right)+\left(b_{1}^{2}-b_{2}^{2}\right)^{2} \tag{4.26}
\end{align*}
$$

which can be factored to $\left(E-\lambda_{1}\right)\left(E-\lambda_{2}\right)\left(E-\lambda_{3}\right)\left(E-\lambda_{4}\right)$, where

$$
\begin{align*}
& \lambda_{1}=\frac{1}{2}\left[a_{1}+a_{2}-\sqrt{\left(a_{1}-a_{2}\right)^{2}+4\left(b_{1}+b_{2}\right)^{2}}\right]  \tag{4.27}\\
& \lambda_{2}=\frac{1}{2}\left[a_{1}+a_{2}-\sqrt{\left(a_{1}-a_{2}\right)^{2}+4\left(b_{1}-b_{2}\right)^{2}}\right] \tag{4.28}
\end{align*}
$$

$$
\begin{align*}
& \lambda_{3}=\frac{1}{2}\left[a_{1}+a_{2}+\sqrt{\left(a_{1}-a_{2}\right)^{2}+4\left(b_{1}-b_{2}\right)^{2}}\right]  \tag{4.29}\\
& \lambda_{4}=\frac{1}{2}\left[a_{1}+a_{2}+\sqrt{\left(a_{1}-a_{2}\right)^{2}+4\left(\bar{b}_{1}+b_{2}\right)^{2}}\right] \tag{4.30}
\end{align*}
$$

with $\lambda_{1} \leq \lambda_{2} \leq \lambda_{3} \leq \lambda_{4}$. To find the regions where the density of states is non-zero, the imaginary part of $G$ is taken with $E=E+i \varepsilon$. Then the square root term can be expanded (for $\varepsilon \ll 1$ ) to give an imaginary part which is proportional to $\varepsilon$ when $E<\lambda_{1}, \lambda_{2}<E<\lambda_{3}$ or $E>\lambda_{4}$, so that in the limit of $\varepsilon \rightarrow 0$, the density of states is also 0 . However, when $\lambda_{1} \leq E \leq \lambda_{2}$ or $\lambda_{3} \leq E \leq \lambda_{4}$ there is a term independent of $\varepsilon$ in the expansion which gives a non-zero density of states for these regions. Hence, the $\lambda_{i}$ may be identified with the $E_{i}$ of two bands extending from $\left(E_{1}, E_{2}\right)=\left(\lambda_{1}, \lambda_{2}\right)$ and $\left(E_{3}, E_{4}\right)=\left(\lambda_{3}, \lambda_{4}\right)$ with a gap when $\lambda_{2} \neq \lambda_{3}$. The graphical representation of the Green's function is shown below, taking the arbitrary values $a_{1}=4, a_{2}=6, b_{1}=1$ and $b_{2}=2$ (units of $\alpha_{1}$ ).


Figure 4.5: Real part of the density of states for alternating coefficients. The value of $a_{1}=4$ and $a_{2}=6, b_{1}=1, b_{2}=2$ in units of $\alpha_{1}$.


Figure 4.6: Imaginary part of the density of states for alternating coefficients. The value of $a_{1}=4$ and $a_{2}=6, b_{1}=1, b_{2}=2$ in units of $\alpha_{1}$.

In general, a sequence of $a_{i}$ and $b_{i}$ which has a more complicated pattern of oscillations produces more gaps in the scattering state continuum, but the oscillations and/or the Green's function is always characterized by an integral of the form $I=\int \frac{d t}{\sqrt{X(t)}}$ where $X(t)=\prod_{i=1}^{2 n}\left(E_{i}-t\right)$ for $n$ scattering state bands bounded by $\left(E_{1}, E_{2}\right),\left(E_{3}, E_{4}\right), \cdots,\left(E_{2 n-1}, E_{2 n}\right)$. The integral is characteristic of a general class of periodic functions, Abelian or hyperelliptic functions, to which the usual trigonometric functions are but a special case.

The process of finding the periodic function from the energy spectrum is related to what is known as the Jacobi inversion problem and is treated generally by
M. Toda [28]. The method of solution for the inversion problem can be applied to extract the observed periods of the oscillations in the coefficients. This requires taking linear combinations of integrals, $I$, over various energy ranges.

There exist relations between the coefficients and the energy limits of the bands which can be used to show that the amplitude of the oscillations are related to the width of the gaps [29]. (Multiple gaps generate a sequence which will appear as several different oscillations superimposed on one another with the amplitude of each oscillation varying with the corresponding width of each gap.) For the case of one gap the oscillations in the coefficients are related to the simplest of the Abelian functions which are elliptic functions, and if the gaps are small, the amplitude of the oscillations are also small and the elliptic functions can be accurately approximated by trigonometric functions [29]. The calculation of the integrals requires knowledge of the energies of the edges of each band and fortunately, the asymptotic behaviour of the coefficients have little effect upon the energies of all the band edges and the bound states. The exact form of the termination equation only influences the shape and number of states within any bands. Therefore, the Green's function or density of states can be calculated by first approximating the tail of the continued fraction. Then, the energies for the band edges and bound states can be found to calculate a more accurate tail for the continued fraction. This in turn is used to find a Green's function which is a better representation of the density of states. The scattering state band did not actually have any gaps for any of the cases which we consider but the theory surrounding oscillations in the asymptotic values of the coefficients was useful in the understanding of a peculiar numerical effect which was observed. This is elaborated in the next section when we consider a specific example of the $S=\frac{1}{2}$ model.

### 4.4 Spin $1 / 2$

The spin $\frac{1}{2}$ case is unique since all Hamiltonians of the form (1.4) are integrable regardless of the value of $\alpha_{i}, i>1$. Therefore, the solutions are well known and can be expressed analytically. The solutions must take the form used in the Bethe Ansatz, providing a means for a direct comparison between results obtained through the recursion method and exact results.

The application of the recursion method to this system requires the selection of an initial state which corresponds to a vertex on the Hamiltonian diagram, Fig. 3.1. Since the $x$ and $y$ coordinates represent the separation of the magnons, clearly the edges and the apex at the left are unphysical as this has $x$ and/or $y$ equal to zero and corresponds to a single spin being raised by more than one. When the parameters which describe the Hamiltonian $\left(\varepsilon_{0}, \varepsilon_{1}, \cdots, \varepsilon_{4}, \varepsilon, v_{0}, v_{1}, v, u, w\right)$ are evaluated, the unphysical layer completely decouples from the rest. Graphically, this unphysical Hamiltonian takes the form shown below


Figure 4.7: Graphical representation of the unphysical part of the Hamiltonian for $S=\frac{1}{2}$.

If the unphysical nature of these states are ignored and the recursion method applied using the states $u_{0}=|0,0\rangle$ (a symmetric state) and $u_{0}=\frac{1}{\sqrt{2}}\left(\zeta^{*}|1,0\rangle-\zeta|0,1\rangle\right)$ (anti-symmetric state), then the recursion coefficients converge extremely rapidly to constants and the Green's functions are given by

$$
\begin{align*}
G_{\mathrm{symm}} & =\frac{4 \sigma(E-1)-1}{4 \sigma(E-1)(E-3)-(E-3)+6 \sigma}  \tag{4.31}\\
G_{\mathrm{anti}} & =\frac{4 \sigma}{4 \sigma(E-1)-1} \tag{4.32}
\end{align*}
$$

where $\sigma=\frac{1}{2}[E-3 \pm \sqrt{(E-4)(E-2)}]$. These functions have poles at $E=2$ and $E=\frac{7}{8}$ respectively. Both of which are completely independent of the wavevector, $K$. This latter energy corresponds to one of the solutions found by Millet and Kaplan [22]. For the physical states it is known that there is a single bound state below the scattering state band which has a dispersion relation given by $E=\frac{\alpha_{1}}{3}(1-$ $\cos K a)$. There is also a single connected scattering state band bounded by $E=$ $\frac{\alpha_{1}}{2}[3-\sqrt{4 \cos (K a)+5}]$ and $E=3 \alpha_{1}\left[1-\cos \left(\frac{K+2 \pi}{3}\right)\right]$. This band is comprised of two types of scattering states as described previously. There is a large degree of overlap between the two-bound one-free and the three-free continua, but the lower edges of both continua are quite close to each other while the upper edge of the two-bound one-free continuum (the smaller one) is far from any of the edges. This internal edge appears as a Van Hove singularity in the density of states.

When the recursion method is applied to any state contained within the physical part of the Hamiltonian the resulting coefficients rapidly converge $(\sim 20)$ to nearly constant values. However, the singularities in the continuum may produce visible oscillations which are still noticeable after a large number of iterations. It is therefore necessary to continue the method well beyond 20 iterations and, as the resulting states are normalized, the individual contribution of some of the kets will approach machine zero. This computer limitation has significant effects on the re-
sulting coefficients in the form of anomalously large deviations from the values to which the coefficients converge. These deviations can be demonstrated to be strictly numerical in origin by calculating the recursion coefficients at various precisions. For example, using single precision calculations in Fortran 77 the anomalous deviations repeat fairly regularly with a period of approximately 34 iterations and the first appears at the $38^{\text {th }}$ iteration. The $a_{i}$ are plotted below to 285 iterations at $K=\pi$ (Fig. 4.8).


Figure 4.8: Single precision $a_{i}$ recursion coefficients for $S=\frac{1}{2}$ at $K=\pi$.

By changing to double precision, the first deviation does not appear until the $77^{\text {th }}$ iteration and the period of repetition is almost exactly double at 67 (see Fig. 4.9).


Figure 4.9: Double precision $a_{i}$ recursion coefficients for $S=\frac{1}{2}$ at $K=\pi$.

Performing the calculation at quadruple precision moves the first deviation to the $152^{\text {nd }}$ iteration. But due to limitations of the computer system used to provide the quadruple precision calculation, it was not possible to generate enough coefficients to determine a period.


Figure 4.10: Quadruple precision $a_{i}$ recursion coefficients for $S=\frac{1}{2}$ at $K=\pi$.

There is also a slight accumulation to the error, as can be seen in the single precision calculation. There is a slight decrease in the periods.

Aside from the small decrease in the period, the periodicity in the coefficients is quite consistent. It appears to be an unusual case of oscillations in the coefficients, which indicates a gap in the band. The exact solutions do not exhibit any such gap, however we can imagine one if the bound state is treated not as a delta function, but as having a very narrow but finite width equal to the smallest number that the computer cannot distinguish from zero for each precision. This interpretation is supported by the appearance of the coefficients in the graphs, above. As was given earlier, the behaviour of the coefficients are described by hyperelliptic (or Abelian) functions and in the limit of narrow bands these functions tend to have relatively abrupt peaks or valleys separated by wide flat regions (as shown in Toda [28]). The paper by Turchi et al. [29] gives an example of the analysis of a band with one gap. Following the same procedure, a similar analysis can be performed for this limit of a
very narrow band. The oscillations are characterized by a differential equation which contains a term of the form $\frac{d t}{\sqrt{X(t)}}$, which is also characteristic of an elliptic function (when $X$ is quartic in $t$ ). The function $X(t)=\prod_{i=1}^{4}\left(E_{i}-t\right)$ requires knowledge of the energies of the edges for each band and at $K=\pi$ the energies for the scattering state band is 1 and 6 (units of $\alpha_{1}$ ) and there is a bound state at $\frac{2}{3}$. Taking the double precision case and the machine accuracy to be approximately $10^{-14}$, the energy bands extend from $\left(E_{1}, E_{2}\right)=\left(\frac{2}{3}-\frac{10^{-14}}{2}, \frac{2}{3}+\frac{10^{-14}}{2}\right)$ and $\left(E_{3}, E_{4}\right)=(1,6)$. One of the periods for the elliptic function can be taken to be

$$
\begin{align*}
K & =2 \int_{E_{2}}^{E_{3}} \frac{d t}{\sqrt{X(t)}} \\
& =\frac{2 \cdot 2}{\sqrt{\left(E_{4}-E_{2}\right)\left(E_{3}-E_{1}\right)}} \mathcal{K}(q) \\
& =2 \cdot 25.4816 \tag{4.33}
\end{align*}
$$

where $\mathcal{K}$ is the complete elliptic integral of the first kind and

$$
\begin{equation*}
q=\sqrt{\frac{\left(E_{3}-E_{2}\right)\left(E_{4}-E_{1}\right)}{\left(E_{4}-E_{2}\right)\left(E_{3}-E_{1}\right)}} \sim 1 \tag{4.34}
\end{equation*}
$$

The second period can be related to $J=\int_{E}^{E^{\prime}} \frac{d t}{\sqrt{X(t)}}$. There are two equivalent choices for $\left[E, E^{\prime}\right]$ up to a multiple of $\frac{K}{2}$, ie. $\left(-\infty, E_{1}\right]$ and $\left[E_{4}, \infty\right)$, so let

$$
\begin{align*}
J_{1} & =\int_{-\infty}^{E_{1}} \frac{d t}{X(t)} \\
& =\frac{2}{\sqrt{\left(E_{4}-E_{2}\right)\left(E_{3}-E_{1}\right)}} \mathcal{F}(\mu, q) \\
& =25.0985 \tag{4.35}
\end{align*}
$$

$$
\begin{align*}
J_{2} & =\int_{E_{4}}^{\infty} \frac{d t}{X(t)} \\
& =\frac{2}{\sqrt{\left(E_{4}-E_{2}\right)\left(E_{3}-E_{1}\right)}} \mathcal{F}(\nu, q) \\
& =0.383119 \tag{4.36}
\end{align*}
$$

taking

$$
\begin{align*}
& \sin (\mu)=\sqrt{\frac{E_{4}-E_{2}}{E_{4}-E_{1}}} \sim 1 \\
& \sin (\nu)=\sqrt{\frac{E_{3}-E_{1}}{E_{4}-E_{1}}} \sim \frac{1}{4} \tag{4.37}
\end{align*}
$$

and $\mathcal{F}$ is the elliptic function of the first kind.
As the two $J_{1}$ and $J_{2}$ are equivalent it is easier to use small wavevectors and we shall take $J=J_{2}$. The period of the index for the recursion coefficients, $n$, is given by

$$
\begin{align*}
2 n J & =l K, \quad l \in \mathcal{Z} \\
n & =\frac{l K}{2 J} \tag{4.38}
\end{align*}
$$

And using the smallest positive $l, n=67$ (for the nearest integer)which is in agreement with the observed period.

The calculation can be generalized to an arbitrary band width, $\gamma$ centred on an energy $E$ so that $E_{1}=E-\frac{\gamma}{2}, E_{2}=E+\frac{\gamma}{2}$ and the other two band energies are $E_{3}$ and $E_{4}$. Then

$$
\begin{align*}
K & =2 \int_{E+\frac{\gamma}{2}}^{E_{3}} \frac{d t}{\sqrt{X(t)}} \\
& =\frac{2 \cdot 2}{\sqrt{\left(E_{4}-E_{2}\right)\left(E_{3}-E_{1}\right)}} \mathcal{K}(q) \tag{4.39}
\end{align*}
$$

and

$$
\begin{align*}
q= & \sqrt{\frac{\left(E_{3}-E_{2}\right)\left(E_{4}-E_{1}\right)}{\left(E_{4}-E_{2}\right)\left(E_{3}-E_{1}\right)}} \\
= & \sqrt{\left[\frac{1+\frac{\gamma}{2\left(E_{4}-E\right)}}{1-\frac{\gamma}{2\left(E_{4}-E\right)}}\right]\left[\frac{1-\frac{\gamma}{2\left(E_{3}-E\right)}}{1+\frac{\gamma}{2\left(E_{4}-E\right)}}\right]} \\
= & \left\{\left[1+\frac{\gamma}{E_{4}-E}+\frac{\gamma^{2}}{2\left(E_{4}-E\right)^{2}}+\frac{\gamma^{3}}{4\left(E_{4}-E\right)^{3}}+\cdots\right] \times\right. \\
& {\left.\left[1-\frac{\gamma}{E_{3}-E}+\frac{\gamma^{2}}{2\left(E_{3}-E\right)^{2}}-\frac{\gamma^{3}}{4\left(E_{3}-E\right)^{3}}+\cdots\right]\right\}^{\frac{1}{2}} } \tag{4.40}
\end{align*}
$$

Assuming $\gamma \ll E_{3}, E_{4}$

$$
\begin{equation*}
q=\sqrt{1-\gamma\left[\frac{E_{4}-E_{3}}{\left(E_{4}-E\right)\left(E_{3}-E\right)}\right]} \tag{4.41}
\end{equation*}
$$

To be specific we can take the smallest of $J_{1}$ or $J_{2}$ to be

$$
\begin{equation*}
J=J_{2}=\frac{2}{\sqrt{\left(E_{4}-E-\frac{\gamma}{2}\right)\left(E_{3}-E+\frac{\gamma}{2}\right)}} \mathcal{F}(\nu, q) \tag{4.42}
\end{equation*}
$$

and

$$
\begin{equation*}
\sin (\nu)=\sqrt{\frac{E_{3}-E+\frac{\gamma}{2}}{E_{4}-E+\frac{\gamma}{2}}} \tag{4.43}
\end{equation*}
$$

Then the period of the oscillations is related to

$$
\begin{equation*}
\frac{K}{2 J}=\frac{\mathcal{K}(q)}{\mathcal{F}(\nu, q)} \tag{4.44}
\end{equation*}
$$

and when $q \sim 1, \mathcal{F}(\nu, q) \sim \frac{2}{\pi} \mathcal{K}^{\prime}(q) \ln \tan \left(\frac{\nu}{2}+\frac{\pi}{4}\right)$, where $q^{\prime}$ is the complementary
modulus, defined by $q^{2}+q^{\prime 2}=1$. Then

$$
\begin{align*}
\frac{K}{2 J} & \sim \frac{\pi \mathcal{K}(q)}{2 \ln \tan \left(\frac{\nu}{2}+\frac{\pi}{4}\right) \mathcal{K}^{\prime}\left(q^{\prime}\right)} \\
& \sim \frac{\pi}{2 \ln \tan \left(\frac{\nu}{2}+\frac{\pi}{4}\right)}\left[\frac{\ln \left(\frac{4}{q^{\prime}}\right)+\frac{1}{4}\left(\ln \frac{4}{q^{\prime}}-1\right) q^{\prime 2}+\cdots}{\frac{\pi}{2}\left(1+\frac{1}{4} q^{\prime 2}+\cdots\right)}\right] \tag{4.45}
\end{align*}
$$

As well,

$$
\begin{equation*}
\frac{1}{\ln \tan \left(\frac{\nu}{2}+\frac{\pi}{4}\right)} \sim \frac{1}{\ln \tan \left(\frac{1}{2} \sqrt{\frac{E_{3}-E}{E_{4}-E}}\right)}\left[1+\frac{\gamma \sqrt{\frac{E_{3}-E}{E_{4}-E}}}{8 \ln \tan \left(\sqrt{\frac{E_{3}-E}{E_{4}-E}}\right)}\right] \tag{4.46}
\end{equation*}
$$

Since $q \sim 1 \rightarrow q^{\prime} \sim 0$ and by ignoring all terms of order $q^{\prime^{2}}$ or smaller then, (4.45) along with (4.41) and (4.46) gives

$$
\begin{align*}
\frac{K}{2 J} & \sim \frac{\ln \left(\frac{4}{q^{\prime}}\right)}{\ln \tan \left(\frac{\nu}{2}+\frac{\pi}{4}\right)} \\
& \sim \frac{1}{\ln \tan \left(\frac{1}{2} \sqrt{\frac{E_{3}-E}{E_{4}-E}}\right)}\left[1+\frac{\gamma \sqrt{\frac{E_{3}-E}{E_{4}-E}}}{8 \ln \tan \left(\frac{1}{2} \sqrt{\frac{E_{3}-E}{E_{4}-E}}\right)}\right]\left[\ln (4)-\ln \left(q^{\prime}\right)\right] \\
& \propto \gamma-\ln q^{\prime}-\gamma \ln q^{\prime} \\
& \propto \gamma\left[1-\ln \left(\sqrt{1-q^{2}}\right)\right]-\ln \left(\sqrt{1-q^{2}}\right) \\
& \propto-\ln \left\{1-1+\gamma\left[\frac{E_{4}-E_{3}}{\left(E_{4}-E\right)\left(E_{3}-E\right)}\right]\right\} \\
& \propto-\ln (\gamma) \tag{4.47}
\end{align*}
$$

This shows that the period of the anomalous deviations in the coefficients vary with the logarithm of the width of the narrow band (taken to be machine zero).

Another indication that the bound state is not being treated as a delta function can be shown by studying the relations between the coefficients. This was also done by Turchi et. al. [29] and was accomplished by comparing a series expansion of the Green's function from its continued fraction representation with a corresponding
series using the analytic expression for $G_{00}$. A relation was found between $a_{i}, b_{i}$ and the limits of the energy bands. For a single gap, the exact relation is

$$
\begin{equation*}
\left(A^{2}+E^{\prime} A+E^{\prime \prime}+2 B^{2}\right)^{2}=X\left(-E^{\prime}-A\right) \tag{4.48}
\end{equation*}
$$

where $A$ is related to the $a_{i}$ coefficients but extended to a continuous variable and similarly $B$ is related to $b_{i}$. Also,

$$
\begin{align*}
E^{\prime} & =-\frac{1}{2} \sum_{i=1}^{2 n} E_{i}  \tag{4.49}\\
E^{\prime \prime} & =\frac{1}{2} \sum_{i<j} E_{i} E_{j}-\frac{1}{2} E^{\prime^{2}}  \tag{4.50}\\
X(x) & =\prod_{i=1}^{2 n}\left(E_{i}-x\right) \tag{4.51}
\end{align*}
$$

Equation (4.48) can be viewed as a relation in the phase space of $a_{i}$ and $b_{i}^{2}$ and is dependent upon the values used for the energies of the band edges. A change to any of the energies could alter its graphical appearance significantly. A plot is shown below for the double precision calculation. The solid line is (4.48), taking $E_{1}=\frac{2}{3}-\frac{10^{-14}}{2}, E_{2}=\frac{2}{3}+\frac{10^{-14}}{2}, E_{3}=1$ and $E_{4}=6$ and the two types of symbols represents $\left(a_{i}, b_{i}^{2}\right)$ and ( $a_{i}, b_{i-1}^{2}$ ) pairs. Because of the ambiguity of the numbering of the starting coefficient, the relation holds for both sets of pairs. The first 50 coefficients have been ignored as the analysis is valid only in the asymptotic region.


Figure 4.11: Phase space relation between $a_{i}, b_{i}^{2}$ (given by $\diamond$ ) and $a_{i}, b_{i-1}^{2}$ pairs (given by + ).

The values where the coefficients are essentially constant appear at the lower right corner whereas the points which corresponds to a major deviation is distributed along the rest of the curve.

A final observation which can be obtained from Fig. 4.8-Fig. 4.10 is that the amplitude of the major deviations are essentially constant at 0.33 and the asymptotic value of $a_{i}$ is 3.5. This in agreement with the predicted values. The asymptotic value of $a_{i}$ should be the energy which corresponds to the middle of the continuum band, $\frac{1+6}{2}=3.5$, and the amplitude should extend across the width of the gap,
$1-\frac{2}{3}=\frac{1}{3}$. When the bound state is below the continuum the deviations, for the $a_{i}$ coefficients, extend to values less than the asymptotic $a$. But a bound state above the band would generate a sharp peak rather than the valleys, as in Fig. 4.8-Fig. 4.10, and although these deviations are a numerical effect they can be used to locate the position of bound states if they are separated from the continuum by a large enough gap to produce visible oscillations.

The accuracy that the phase space relation agrees with the data, along with the ability to calculate the period of repetition of the anomalous deviations and the shift of the deviations with changes in the accuracy of the calculations, are convincing arguments for regarding the deviations as simply numerical limitations of the computer system which was used. These limitations result in a non-zero width for the bound state but do not affect the energy of any bound state or band edges. The inclusion of the deviations only alters the magnitude of the density of states slightly and since only the local density of states is considered, this is of little consequence. Therefore, the constant termination can be used while carrying out the recursion calculations to a large number of iterations (to ensure that the asymptotic region has been reached) without concern that the deviations are altering any results. These observations are presented in the next chapter for various Hamiltonians and for several values of $S$.

## Chapter 5

## Non-Integrable Models

The recursion method described in the previous chapter was implemented using Fortran 77 and applied to several general systems containing three magnon excitations. The size of the spins on the chain naturally divide into several classes. When $S=\frac{1}{2}$ only the uniform part of the diagrammatic representation of the Hamiltonian (Figure 3.1) defines the behaviour of the system for the physical states. This was described in the previous chapter and agrees completely with the results obtained by Bethe [7]. When $S=1$, the physical part of the Hamiltonian includes the edges of the diagram (Figure 3.1) but not the single ket, $|x, y\rangle=|0,0\rangle$. Since there are differences in the effective Hamiltonian between the two cases, qualitative differences in the behaviour of the system is expected. Similarly if $S=\frac{3}{2}$, the effective Hamiltonian changes once more and includes $|0,0\rangle$. However, if $S>\frac{3}{2}$, the effective Hamiltonian no longer changes and no significant qualitative differences are expected (for three magnon excitations), in terms of the energies of the bound states and continuum edges for corresponding wavevectors. Therefore, only systems with $S=\frac{1}{2}, 1, \frac{3}{2}$ were studied. For each value of the spin, the Hamiltonian may be changed by altering the value of $\alpha_{2}$ or $\alpha_{3}$. These parameters can be changed continuously over all non-negative values so that an infinite number of models can be studied. In general, only the behaviour near the integrable models of Takhtajan and Babujian ([10], [11]) are of interest and the values for $\alpha_{i}$ were kept relatively close to this integrable point.

In order to observe the behaviour of any particular system, a set of 500 recursion coefficients were generated for several fixed values of total wavevector, $K$, over the non-negative half of the first Brillouin Zone. The results are presented using the reduced zone representation and the Brillouin Zone is symmetric about $K=0$ so only one-half of the zone is needed to determine the systems' behaviour over the entire zone. Mostly, the values chosen for the total wavevector were (in units of $\frac{\pi}{a}$ ) $0, \frac{1}{4}, \frac{1}{2}, \frac{3}{4}$ and 1. Occasionally, it was necessary to use several more choices of wavevectors in certain energy ranges in order to obtain a more complete picture of the behaviour of the system.

The generated set of coefficients were used in calculating the Green's function for any energy range of interest, for the particular wavevector which was used to generate the set of recursion coefficients. Any bound states were clearly identified as such since they virtually appeared as delta functions but most resonant states could not be as easily distinguished from singularities for many of the systems which were studied. The method of classification of peaks into resonances and singularities was highly subjective and mainly involved choosing several relatively large peaks as possible resonances and observing their behaviour as the total wavevector was changed. Since the change in wavevector was always discrete, it could not be certain which peaks correspond to the same structure between different wavevectors and this difficulty was resolved by simply assuming the peaks would move smoothly across the Brillouin Zone.

The size of any resonant peaks is dependent upon the choice of initial ket and a number of different choices were tried for a few models, but it was observed that the structures in the density of states have edges with energies that are essentially independent of the choice of the initial ket. The main exception was those choices of initial ket which have symmetries that mirror a symmetry of the Hamiltonian such as kets with the relative coordinates $x=y$ (ie. kets along the central horizontal axis of the diagram, Figure 3.1) or an antisymmetric combination of kets. This effect
was particularly evident for the $S=\frac{3}{2}$ Heisenberg model where one bound state can be removed by choosing a completely symmetric initial state (see Fig. 5.24). For convenience, the initial state was almost always chosen to be $|x, y\rangle=|1,0\rangle$ and is a combination of symmetric and antisymmetric kets.

In order to observe the differences between the general models and the integrable ones, the models of Takhtajan and Babujian will be described briefly. The dispersion diagrams for the $S=1$ and $S=\frac{3}{2}$ are shown below.


Figure 5.1: Behaviour of three magnon excitations for an integrable model $S=1$ spin chain. Energy in units of $\alpha_{1}$ and $K$ in units of $\frac{\pi}{a}$. The solid lines are bound states, and the shaded region is the scattering state continuum.


Figure 5.2: Behaviour of three magnon excitations for an integrable model $S=\frac{3}{2}$ spin chain. Energy in units of $\alpha_{1}$ and $K$ in units of $\frac{\pi}{a}$. The solid lines are bound states, and the shaded region is the scattering state continuum.

In both the $S=1$ and the $S=\frac{3}{2}$ cases, the bound state branches meet exactly at the Brillouin zone boundaries and these remain true bound states across the entire Brillouin zone even for the middle branch. (In an extended zone representation it can be seen that the branches do not actually enter the continuum and hence do not become resonances.) The number of branches is determined by the minimum of $2 S$ or the number of magnons which are present in the system (in this case 3). These
integrable models appear when the parameters of the Hamiltonian, $g_{2}=\frac{4 S-1}{2 S-1}$ and $g_{3}=\frac{6 S^{2}-6 S+1}{2 S^{2}-3 S+1}$.

### 5.1 Spin 1

When the spin is $\frac{1}{2}$, the model is independent of $\alpha_{2}$ and $\alpha_{3}$ so that the only available parameter simply results in a scaling of the energy (when only the energy positions of the bound states and the continuum edges are considered). This was mostly described in the previous chapter so we will start with the $S=1$ case. Consider the Heisenberg model which is quite far from integrability. The density of states for $S=1$ for each of the five choices of wavevector are shown below, Fig. 5.3-Fig. 5.11 .


Figure 5.3: Density of states for three magnon excitation Heisenberg model, $S=1$ spin chain at $K=0$.

For $K=0$ there are two peaks (Fig. 5.3, above). The one with the lower energy is a resonance with an energy at approximately $E=2.25$. The classification of the peak as a resonance was made by observing its behaviour across the Brillouin zone. In Fig. 5.4-Fig. 5.11 the resonance decreases in energy until it leaves the band and becomes a bound state from $K \in\left[0.96 \frac{\pi}{a}, \frac{\pi}{a}\right]$. The second peak also decreases in energy as $K$ goes to $\frac{\pi}{a}$ but remains inside the band and becomes part of the internal structure. (The peak at $E=2$ in Fig. 5.10.) There is also a bound state which
appears to remain outside and below the continuum (as can be seen in the other diagrams, Fig. 5.4 - Fig. 5.11) and this bound state is assumed to be at $E=0$ (the lower edge of the continuum) at $K=0$.


Figure 5.4:
Density of states for three magnon excitations, Heisenberg model $S=1$ spin chain at $K=\frac{\pi}{4 a}$.


Figure 5.5:
Density of states near the bound state for the Heisenberg model $S=1$ spin chain at $K=\frac{\pi}{4 a}$.

The Green's function for a much smaller energy range for $K=\frac{1}{4}, \cdots, 1$ (units of $\frac{\pi}{a}$ ) is shown in Fig. 5.5, 5.7, 5.9 and 5.11 to show the bound state(s) which are below the continuum more clearly.


Figure 5.6:
Density of states for three magnon excitations, Heisenberg model $S=1$ spin chain at $K=\frac{\pi}{2 a}$.


Figure 5.8:
Density of states for three magnon excitations, Heisenberg model $S=1$ spin chain at $K=\frac{3 \pi}{4 a}$.


Figure 5.7:
Density of states near the bound state for the Heisenberg model $S=1$ spin chain at $K=\frac{\pi}{2 a}$.


Figure 5.9:
Density of states near the bound state for the Heisenberg model $S=1 \mathrm{spin}$ chain at $K=\frac{3 \pi}{4 a}$.


Figure 5.10:
Density of states for three magnon excitation Heisenberg model $S=1$ spin chain at $K=\frac{\pi}{a}$.


Figure 5.11:
Density of states near the bound state for the Heisenberg model $S=1 \mathrm{spin}$ chain at $K=\frac{\pi}{a}$.

Although the recursion procedure was carried to 500 iterations, the coefficients were still not exactly constants but due to constraints with the amount of computer resources which was available (specifically memory) the procedure was stopped and the square root terminator, (4.18), was used for the tail of the Green's function. This had the effect of introducing small oscillations into the density of states which are not visible unless the Green's function is calculated over a very small range of energies. However, the continuum edges can be found very accurately using knowledge of the two magnon spectrum and it is evident that the delta function(s) shown in the diagrams, Fig. 5.4 - Fig. 5.11 are detached from the continuum and not due to these small oscillations within the continuum. This is also suggested by the behaviour of the coefficients for the values of $K$ near the Brillouin zone boundary. For example, the $K=\frac{\pi}{a}$ set of coefficients, Fig. 5.12, show two separate sets of deviations, both of which are due to the limitations of the computer system used to
calculate the coefficients. The computer limitation enables the bound states to act as narrow bands, as described previously (Chapter 4). The smaller amplitude deviations correspond to the bound state which eventually crosses into the continuum to give a resonance, shown in Fig. 5.3, 5.4, 5.6 and 5.8, and the larger deviation corresponds to the bound state which does not enter the continuum for all values of $K$.


Figure 5.12: Double precision $a_{i}$ coefficients (solid line) and $b_{i}$ (dashed line) for a $S=1$ Heisenberg model spin chain at $K=\frac{\pi}{a}$.


Figure 5.13: Double precision $a_{i}$ coefficients (solid line) and $b_{i}$ (dashed line) for a $S=1$ Heisenberg model spin chain at $K=\frac{3 \pi}{4 a}$.


Figure 5.14: Double precision $a_{i}$ coefficients (solid line) and $b_{i}$ (dashed line) for a $S=1$ Heisenberg model spin chain at $K=\frac{\pi}{2 a}$.


Figure 5.15: Double precision $a_{i}$ coefficients (solid line)
and $b_{i}$ (dashed line) for a $S=1$ Heisenberg model spin chain at $K=\frac{\pi}{4 a}$.

Fig. 5.13 only shows one deviation since the second bound state is already in the continuum for the value of $K=\frac{3 \pi}{4 a}$. The coefficients are also shown for $K=\frac{\pi}{2 a}$ and $\frac{\pi}{4 a}$ simply for comparison to the $K=\frac{\pi}{a}$ and $\frac{3 \pi}{4 a}$ coefficients. The behaviour of all these features can be summarized by plotting the bound state energies against $K$ across the non-negative half of the Brillouin zone as in Fig. 5.16. The resonance is represented by the dashed line and the bound states by the solid lines. The continuum is indicated by the shaded region.


Figure 5.16: Behaviour of three magnon excitations for a Heisenberg model $S=1$ spin chain. Energy in units of $\alpha_{1}$ and $K$ in units of $\frac{\pi}{a}$. The solid lines are bound states, the dashed line are resonances and the shaded region is the scattering state continuum.

As the value of $g_{2}$ changes from 1.5 (the value for the Heisenberg model at $S=1$ ) to 3 (the value for the integrable model at $S=1$ ), the gap between the bound states at the Brillouin zone boundary shrinks until they exactly meet when $g_{2}=3$. The gap appears and grows whether $g_{2}$ is changed to a value greater or less than 3. A dispersion diagram is shown in Fig. 5.17 for a value of $g_{2}$ which is intermediate between the Heisenberg model and the integrable model.


Figure 5.17: Behaviour of three magnon excitations for $g_{2}=2.25$ on a $S=1$ spin chain. Energy in units of $\alpha_{1}$ and $K$ in units of $\frac{\pi}{a}$. The solid lines are bound states, the dashed line are resonances and the shaded region is the scattering state continuum.

The bound state branches are much closer at the Brillouin Zone boundary and the bound state intersects the lower edge of the continuum at $K=0.969 \frac{\pi}{a}$. However the shape of the continuum, in the dispersion diagrams, Fig. 5.16 and Fig. 5.17, does not change significantly. A dispersion diagram is also shown for $g_{2}>3$ in Fig. 5.18.


Figure 5.18: Behaviour of three magnon excitations for $g_{2}=4.5$ on a $S=1$ spin chain. Energy in units of $\alpha_{1}$ and $K$ in units of $\frac{\pi}{a}$. The solid lines are bound states, the dashed line are resonances and the shaded region is the scattering state continuum.

For this case the gap is still fairly small (slightly over $\frac{1}{3}$ the size of the gap in the Heisenberg model) and it crosses the lower continuum edge at $K=0.981 \frac{\pi}{a}$. One integrable case was mentioned previously but the recursion procedure was needed to obtain any solutions for it. This was the Temperley-Lieb model for $S=1$ and corresponds to $\alpha_{1}=0$ and $\alpha_{2}=\alpha$ (a constant). When the recursion method is applied to this system, a single delta function is seen in the density of states along
with one continuum. Neither the delta function nor the continuum change size or position for all $K \in[0, \pi]$ (ie. independent of $K$ ). The delta function has an energy of 0 and the edges of the continuum are at $\frac{\alpha_{1}}{3}$ and $\frac{5 \alpha_{1}}{3}$. The shape of the density of states for the continuum resembles that for the one magnon case, that is, there are sharp peaks at each continuum edge and there are low values in the middle (see Figure 4.2). Most of the kets decouple for this model (ie. all kets with relative coordinates $x, y \geq 2$ and $|0,0\rangle)$ and all of these are degenerate with an energy of 0 except for the unphysical state, $|0,0\rangle$. Further, the value of $\alpha_{1}$ is 0 for this model so that all the single magnon states are also degenerate with the decoupled physical states. Since the initial ket chosen was not one of the decoupled states, the delta functions which are observed represent the energy from the one magnon states such as the three-free continuum and the free magnon for the two-bound, one-free continuum. The band gives the energy range for the two magnon bound state (from the two-bound, one-free continuum) in agreement with the results of Parkinson [8].

### 5.2 Spin 3/2

When the spin is increased to $\frac{3}{2}$ both $\alpha_{2}$ and $\alpha_{3}$ influence the effective Hamiltonian so that the model can be shifted away from integrability by changing either or both. The option of changing $\alpha_{2}$ and $\alpha_{3}$ simultaneously was not studied in depth except for a few isolated cases. The most notable of these was the Heisenberg model.

First consider a Hamiltonian when $g_{2}\left(\alpha_{2}\right)$ is changed from the integrable value of 2.5 for $S=\frac{3}{2}$ but $g_{3}\left(\alpha_{3}\right)$ is set to 5.5 (the integrable value at $S=\frac{3}{2}$ ). As predicted by Haldane [12], [13], gaps appear between the bound state branches at the Brillouin zone boundaries as the model moves away from integrability and the gaps grow the further the model is from the integrable point. However, there are other properties which can be seen. For example, there are always at least two bound state branches for the values of $g_{2} \in[1,5] \forall|K|>0$. The dispersion diagram for the extremes of this range if given in Fig. 5.19 and in Fig. 5.20, below.


Figure 5.19: Behaviour of three magnon excitations for a model with $g_{2}=1, g_{3}=5.5$ (limited integrability) on a $S=\frac{3}{2}$ spin chain. Energy in units of $\alpha_{1}$ and $K$ in units of $\frac{\pi}{a}$. The solid lines are bound states, the dashed line are resonances and the shaded region is the scattering state continuum.


Figure 5.20: Behaviour of three magnon excitations for a model with $g_{2}=5, g_{3}=5.5$ (limited integrability) on a $S=\frac{3}{2}$ spin chain. Energy in units of $\alpha_{1}$ and $K$ in units of $\frac{\pi}{a}$. The solid lines are bound states, the dashed line are resonances and the shaded region is the scattering state continuum.

One bound state remains below the continuum as in the two magnon case or in the $S=1$, three magnon case for all $K>0$, but for the scale used in Fig. 5.18 this bound state is not visible. At $K=0$ the bound state is coincident with the lower edge of the continuum. The other bound state branch which is always present remains above the continuum for all $K$. The resonances are somewhat suspect as these models are quite far from the integrable point and when the model is pushed
far from this point the resonance become more and more difficult to distinguish from any singularities internal to the continuum.

Now consider keeping $g_{2}$ at 2.5 but varying $g_{3}$. Since $g_{2}$ is still at the integrable value, the behaviour of any system containing one or two magnons would be indistinguishable from a model using an integrable Hamiltonian. There has been some speculation that such a Hamiltonian would retain certain integrable characteristics. (See Chubukov and Khveschenko [30]). The Hamiltonian used in that paper is of the same form as (1.4) but is only the most general Hamiltonian up to $S=\frac{3}{2}$, ie. $n$ in (1.4) attains the values 1,2 and 3 , so that the Hamiltonian can be represented by

$$
\begin{equation*}
\widehat{\mathcal{H}}=-\lambda\left[\sum_{i} \tilde{\mathcal{S}}_{i} \cdot \tilde{\mathcal{S}}_{i+1}+\gamma\left(\tilde{\mathcal{S}}_{i} \cdot \tilde{\mathcal{S}}_{i+1}\right)^{2}+\delta\left(\tilde{\mathcal{S}}_{i} \cdot \tilde{\mathcal{S}}_{i+1}\right)^{3}\right] \tag{5.1}
\end{equation*}
$$

where the parameters $\lambda=J^{(1)}$ in our notation. Similarly, $\gamma=\frac{J^{(2)}}{J^{(3)}}$ and $\delta=\frac{J^{(3)}}{J^{(1)}}$. In [30] the condition for these models where $g_{2}=2.5$ and $g_{3}$ is variable, can be represented by

$$
\begin{equation*}
1+\gamma[1+6 S(S-1)]=-\delta\left(15 S^{4}-42 S^{3}+35 S^{2}-10 S^{2}+1\right) \tag{5.2}
\end{equation*}
$$

To relate our notation to that used in [30] it can be shown that

$$
\begin{align*}
& \alpha_{1}= \lambda\left[2 S+4 S^{2} \gamma(S-1)+2 S^{3} \delta\left(3 S^{2}-6 S+4\right)\right]  \tag{5.3}\\
& \alpha_{2}= \lambda\left[4 S-1+\gamma\left(8 S^{3}-18 S^{2}+8 S-1\right)+\right. \\
&\left.\delta\left(12 S^{5}-51 S^{4}+88 S^{3}-51 S^{2}+12 S-1\right)\right]  \tag{5.4}\\
& \alpha_{3}= 3 \lambda\left[2 S-1+\gamma\left(4 S^{3}-14 S^{2}+12 S-9\right)+\right. \\
&\left.3 \delta\left(2 S^{5}-13 S^{4}+36 S^{3}-39 S^{2}+18 S-3\right)\right] \tag{5.5}
\end{align*}
$$

When $S=1$, a solution to equation (5.2) is $\gamma=-1$ and $\delta=0$ and equations (5.3)(5.5) give $g_{2}=\frac{\alpha_{2}}{\alpha_{1}}=3$. This value of $g_{2}$ agrees with the condition for integrability
when the models of Takhtajan [10] and Babujian [11] are written in the $\alpha_{i}$ notation. However, for $S=\frac{3}{2}$ equation (5.2) gives $\delta=\frac{16+88 \gamma}{17}$ and $\alpha_{1}=\frac{\lambda}{17}(240+1116 \gamma)$, $\alpha_{2}=\frac{30 \lambda}{17}(20+93 \gamma)$ and $\alpha_{3}=\frac{6 \lambda}{17}(188+915 \gamma)$. This gives $g_{2}=\frac{\alpha_{2}}{\alpha_{1}}$ to be 2.5 which agrees with the expected value but $g_{3}$ is $\frac{118+915 \gamma}{2(20+93 \gamma)}$. This would not be expected to give an integrable Hamiltonian unless $\gamma=-\frac{8}{27} .\left(\gamma=-\frac{8}{27}\right.$ gives the integrable model of Takhtajan and Babujian.) When the recursion procedure is performed on these types of Hamiltonians, $\left(g_{2}=2.5\right.$ and $\left.g_{3} \in[1,11]\right)$, only when $g_{3}=5.5$ does a fully integrable Hamiltonian result. These resemble the previous case where $g_{2}$ was variable and $g_{3}$ was fixed, in that when the variable parameter, $g_{3}$, deviates from the integrable point, gaps appear at the Brillouin zone boundaries and change in size in accordance with the magnitude of the difference between $g_{3}$ and the integrable value. Also, there was always at least two bound state branches for all the value of $g_{3}$ which were used and for all $K>0$. One of the branches remained below the scattering state continuum and the other above it. Below are the dispersion diagrams for the extreme cases of $g_{3}=1$ and $g_{3}=11$.


Figure 5.21: Behaviour of three magnon excitations for a partly integrable model with $g_{2}=2.5$, $g_{3}=1$ on a $S=\frac{3}{2}$ spin chain. Energy in units of $\alpha_{1}$ and $K$ in units of $\frac{\pi}{a}$. The solid lines are bound states, the dashed line are resonances and the shaded region is the scattering state continuum.


Figure 5.22: Behaviour of three magnon excitations for a partly integrable model with $g_{2}=2.5$, $g_{3}=11$ on a $S=\frac{3}{2}$ spin chain. Energy in units of $\alpha_{1}$ and $K$ in units of $\frac{\pi}{a}$. The solid lines are bound states, the dashed line are resonances and the shaded region is the scattering state continuum.

The Heisenberg model is a case where both the $g_{2}$ and $g_{3}$ differ from integrable values, specifically at $S=\frac{3}{2}, g_{2}=\frac{5}{3}$ and $g_{3}=2$. For these cases, where $g_{2}$ and $g_{3}$ change, the upper bound state may enter the continuum and for the Heisenberg model this branch is entirely within the continuum for all $K$. The resonance line that represents this branch (shown in Fig. 5.23) is somewhat suspect since it has a very peculiar property that it remains at an almost constant energy across the

Brillouin zone.


Figure 5.23: Behaviour of three magnon excitations for the Heisenberg model ( $g_{2}=\frac{5}{3}, g_{3}=2$ ) on a $S=\frac{3}{2}$ spin chain. Energy in units of $\alpha_{1}$ and $K$ in units of $\frac{\pi}{a}$. The solid lines are bound states, the dashed line are resonances and the shaded region is the scattering state continuum.

The middle resonance eventually leaves the continuum at $K=0.98 \frac{\pi}{a}$ and becomes a bound state from $0.98 \frac{\pi}{a}-\frac{\pi}{a}$. This resonance/bound state was found to contain no symmetric components. Below, Fig. 5.24, is the density of states using a completely
symmetric initial ket, $(x, y)=(0,0)$, at $K=\frac{\pi}{a}$. Note that the middle bound state branch is missing in comparison with Fig. 5.25.


Figure 5.24: Behaviour of three magnon excitations for a Heisenberg model on a $S=\frac{3}{2}$ spin chain at $K=\pi$ using a symmetric initial ket. Energy in units of $\alpha_{1}$.


Figure 5.25: Behaviour of three magnon excitations for a Heisenberg model on a $S=\frac{3}{2}$ spin chain at $K=\pi$ using an arbitrary initial ket. Energy in units of $\alpha_{1}$.

For this case, there is also a branch which remains below the continuum for all $K>0$. The upper branch does not seem to enter the continuum unless both $g_{2}$ and $g_{3}$ are far enough below the integrable values. For the cases which were studied, this branch does not enter the continuum even if the parameters are quite far above the integrable values, for example Fig. 5.26, below


Figure 5.26: Behaviour of three magnon excitations for $g_{2}=5, g_{3}=11$ on a $S=\frac{3}{2}$ spin chain. Energy in units of $\alpha_{1}$ and $K$ in units of $\frac{\pi}{a}$. The solid lines are bound states, the dashed line are resonances and the shaded region is the scattering state continuum.
and the upper branch remains outside the continuum even if only one parameter is below the integrable value Fig. 5.27 and Fig. 5.28.


Figure 5.27: Behaviour of three magnon excitations for $g_{2}=1, g_{3}=11$ on a $S=\frac{3}{2}$ spin chain. Energy in units of $\alpha_{1}$ and $K$ in units of $\frac{\pi}{a}$. The solid lines are bound states, the dashed line are resonances and the shaded region is the scattering state continuum.


Figure 5.28: Behaviour of three magnon excitations for $g_{2}=5, g_{3}=1$ on a $S=\frac{3}{2}$ spin chain. Energy in units of $\alpha_{1}$ and $K$ in units of $\frac{\pi}{a}$. The solid lines are bound states, the dashed line are resonances and the shaded region is the scattering state continuum.

## Chapter 6

## Summary

In summary, the recursion procedure was successfully applied to study three magnon excitations and gave results which were in agreement with the exact results found for the integrable models of Takhtajan and Babujian, Lai-Sutherland and TemperleyLieb. For the integrable model of Takhtajan and Babujian, a single bound state was found (using the extended zone representation) which was continuous across the minimum of $2 S$ and $m$ Brillouin zones and it remained outside the continuum over this entire region. As the models were moved away from integrability, gaps appeared and grew at the Brillouin zone boundaries as predicted by Haldane [12, 13]. The numerical values for the energies of the edges and bound states agree with the results found by Millet and Kaplan, aside from a single non-physical state for $S=\frac{1}{2}$. All the cases studied did not show any integrable properties aside from the models which correspond to those already known. The recursion method can easily be applied to more general Hamiltonians than the form which was used. For example, the Hamiltonian can be extended to include the effects of an external magnetic field or single ion anisotropic effects. Generally, these make relatively minor changes to the Hamiltonian. The most extensive alterations would be to the equations to produce a new set of equations to represent the Hamiltonian [ie. the equations appearing in the appendix and (3.6)-(3.25)]. However, the alterations to the programs which implement the recursion method are very trivial.

The extensions needed to describe $m$ magnons systems for $m>3$ is also clear.

The effects of the Hamiltonian when the magnons are less than one lattice spacing away from each other would be the most time consuming part to address. This is also the information necessary for the appearance of $m$-magnon bound states. The continua of such an extended system can be obtained from the $m-1$ system and since the equations governing a system with 1,2 or 3 magnons is known, the range of energies that the continua states can attain for a $m$ magnon system can be easily found. The Hamiltonian of such a system can be represented by a hyper-tetrahedron of dimension of $m-1$ with the origin at one apex and the edges as well as the sides correspond to special situations within the system (ie. $2,3,4, \ldots, m-1$ magnons on the same site with the remaining magnons greater than nearest neighbours from each of the others. Only the apex corresponds to $m$ magnons on the same site). The next layer corresponds to where each magnon is at most one lattice spacing apart from the rest. The rest of the Hamiltonian defines the behaviour of the three free continuum.

Extensions for models which use greater than nearest neighbours are also possible. The recursion method itself is independent of this kind of modification and the calculation of the equations which define the system is the most difficult part to modify. Essentially the derivations in the appendix and equations (3.6)-(3.25) must be recalculated without restricting the Hamiltonian to having only nearest neighbour interactions. However, there are practical limitations to the extent which the model can be extended. The recursion process usually is performed for a very large number of iterations and some of these limitations can already be seen in the anomalously large deviations from the expected average value of the recursion coefficients. These deviations were used to assist in finding some bound states and were converted from a hindrance to an asset. Unfortunately, there are also storage and memory allocation limitations.

In the present implementation of the recursion method, arrays were used to keep track of the current vector, $u_{i}$, the next vector, $u_{i+1}$ and the previous vector,
$u_{i-1}$. The size of the vectors increased on the order $O\left(n^{2}\right)$ with the iteration number, $n$ and for a three dimensional Hamiltonian or four magnon excitations, the vectors would increase as $\sum \sum n$ or $O\left(n^{3}\right)$. Therefore, assuming the maximum amount of storage to be constant, then the maximum number of iterations is decreased by approximately the $\frac{2}{3}$ power of $n$. For the three magnon case, the maximum number of iterations was approximately 590 . Then the maximum number of iterations for a four magnon system is roughly 70 . However, the true maximum number of iterations may be significantly different depending upon the machine's memory allocation methods. It may be possible to sidestep these memory difficulties by storing the vectors in a secondary mass storage system (ie. disk) but for a multi-user, pre-emtive multitasking operating system such as Unix, the resulting amount of disk access would probably make the calculation agonizingly slow. Finally, the calculation of each vector element is not trivial and the modifications to the Hamiltonian would make the calculations even more intensive but there is the consolation that the calculations are readily amenable to systems which are able to perform the numerical operations in parallel.

In conclusion, extending the solution to more extensive situations is not particularly difficult but very tedious and the extension to greater number of magnons soon result in rapidly diminishing returns which require some creative solutions. However, the difficulties are only practical implementation dependent problems which may be solved as newer hardware becomes available.

## Appendix

## Three Magnon Excitation Equations

From Chapter 3, the orthonormal set of three spin deviations are taken to be

$$
\begin{equation*}
|i, j, \bar{k}\rangle=C_{i j k} \mathcal{S}_{i}^{+} \mathcal{S}_{j}^{+} \mathcal{S}_{k}^{+}|0\rangle \tag{A.1}
\end{equation*}
$$

where $C_{i j k}$ is a constant satisfying

$$
C_{i j k}=\left\{\begin{array}{l}
\frac{1}{\sqrt{8 S^{3}}}, \quad i \neq j \neq k  \tag{A.2}\\
\frac{1}{\sqrt{8 S^{2}(2 S-1)}}, \quad 2 \text { of }\{i, j, k\} \text { the same } \\
\frac{1}{\sqrt{24 S(2 S-1)(S-1)}}, \quad i=j=k
\end{array}\right.
$$

and with the indices $i \leq j \leq k$ for the entire set of states.
To find the effect of $\widehat{\mathcal{H}}$ on these states, several different cases must be considered, depending upon whether the indices are equal, nearest neighbours or otherwise. Consider first the situation where $i+1<j, j+1<k$, ie. when the three deviations are separated by more than nearest neighbours. By using the commutation relations of $\mathcal{S}_{i}^{ \pm}$and $\mathcal{S}_{i}^{z}$, along with the definition of the states, $|i, j, k\rangle$, we find

$$
\left.\begin{array}{lll}
\tilde{\mathcal{P}}_{l}|i, j, k\rangle & =S^{2}|i, j, k\rangle, \quad k \neq l \\
\tilde{\mathcal{P}}_{l}|i, j, l\rangle & =S(S-1)|i, j, l\rangle+S|i, j, l+1\rangle, & k=l  \tag{A.3}\\
\tilde{\mathcal{P}}_{l}|i, j, l+1\rangle & =S|i, j, l\rangle+S(S-1)|i, j, l+1\rangle, & k=l+1
\end{array}\right\}
$$

These equations have the same structure as for the one-magnon excitations, (2.2) so the matrix representation of $\widetilde{\mathcal{P}}_{l}^{n}$ for only these states must have the form
as in (2.4). The equations must have this structure since $\widetilde{\mathcal{P}}_{l}$ commutes with $\mathcal{S}_{i}^{+}$ and $\mathcal{S}_{j}^{+}$, for the states which satisfy the restrictions on the indices (above). This is also true for states of the form $|i, l, j\rangle$ and $|l, i, j\rangle$. Using these results, the pair Hamiltonian is given by

$$
\begin{gather*}
i+1<j, j+1<k \\
\widehat{\mathcal{H}}_{l}|i, j, k\rangle=\left\{\begin{array}{l}
0, i, j, k \neq i, l+1 \\
\frac{\alpha_{1}(S)}{2}|l, j, k\rangle-\frac{\alpha_{1}(S)}{2}|l+1, j, k\rangle, \quad i=l \\
\frac{\alpha_{1}(S)}{2}|l+1, j, k\rangle-\frac{\alpha_{1}(S)}{2}|l, j, k\rangle, \quad i=l+1 \\
\frac{\alpha_{1}(S)}{2}|i, l, k\rangle-\frac{\alpha_{1}(S)}{2}|i, l+1, k\rangle, \quad j=l \\
\frac{\alpha_{1}(S)}{2}|i, l+1, k\rangle-\frac{\alpha_{1}(S)}{2}|l, l, k\rangle, \quad j=l+1 \\
\frac{\alpha_{1}(S)}{2}|i, j, l\rangle-\frac{\alpha_{1}(S)}{2}|i, j, l\rangle, \quad k=l \\
\frac{\alpha_{1}(S)}{2}|i, j, l+1\rangle-\frac{\alpha_{1}(S)}{2}|i, j, l+1\rangle, \quad k=l+1
\end{array}\right. \tag{A.4}
\end{gather*}
$$

where all terms involving $E_{0}$ are absorbed into a shift in the zero of energy. This shift of energy is used for all that follows as well.

The full Hamiltonian gives

$$
\begin{align*}
& \widehat{\mathcal{H}}|i, j, k\rangle=3 \alpha_{1}(S)|i, j, k\rangle-\frac{\alpha_{1}(S)}{2}|i-1, j, k\rangle-\frac{\alpha_{1}(S)}{2}|i+1, j, k\rangle \\
& \quad-\frac{\alpha_{1}(S)}{2}|i, j-1, k\rangle-\frac{\alpha_{1}(S)}{2}|i, j+1, k\rangle-\frac{\alpha_{1}(S)}{2}|i, j, k-1\rangle \\
& \quad-\frac{\alpha_{1}(S)}{2}|i, j, k+1\rangle \tag{A.5}
\end{align*}
$$

Next, consider the case when two deviations are on the same site or nearest neighbours and the remaining deviation is further than nearest neighbours from either of the other two. States of the form $|i, l, l\rangle$ and $|i, l, l+1\rangle$, belong to this
class and we find

$$
\begin{array}{ll}
\quad i \neq l, l+1 & \\
\widetilde{\mathcal{P}}_{l}|i, l, l\rangle & =S(S-2)|i, l, l\rangle+\sqrt{S(2 S-1)}|i, l, l+1\rangle \\
\widetilde{\mathcal{P}}_{l}|i, l, l+1\rangle & =\sqrt{S(2 S-1)}[|i, l, l\rangle+|i, l+1, l+1\rangle]+(1-S)^{2}|i, l, l+1\rangle \\
\widetilde{\mathcal{P}}_{l}|i, l+1, l+1\rangle & =\sqrt{S(2 S-1)}|i, l, l+1\rangle+S(S-2)|i, l+1, l+1\rangle \tag{A.6}
\end{array}
$$

These equations form an additional block in the full matrix and has the same form as given for the two-magnon interactions, (2.15)-(2.16). Therefore, the matrix representation of $\widetilde{\mathcal{P}}_{l}$ for these states, has the form of (2.21) and $\widetilde{\mathcal{P}}_{l}{ }^{n}$ is given by (2.22) when using the vector

$$
\left(\begin{array}{l}
|i, l, l\rangle  \tag{A.7}\\
|i, l, l+1\rangle \\
|i, l+1, l+1\rangle
\end{array}\right)
$$

The effect of the pair Hamiltonian on these states gives

$$
\widehat{\mathcal{H}}_{l}|i, j, j+1\rangle=\left\{\begin{array}{l}
0, \quad i \neq l, l+1 \quad j \neq l-1, l, l+1  \tag{A.8}\\
\frac{\alpha_{1}}{2}|l, j, j+1\rangle-\frac{\alpha_{1}}{2}|l+1, j, j+1\rangle, \quad i=l+1 \\
\frac{\alpha_{1}}{2}|l+1, j, j+1\rangle-\frac{\alpha_{1}}{2}|l, j, j+1\rangle, \quad i=l+1 \\
\frac{\alpha_{1}}{2}|i, l-1, l\rangle-\frac{\alpha_{1}}{2}|i, l-1, l+1\rangle, \quad j=l-1 \\
-\frac{\sqrt{S(2 S-1)}}{4 S-1} \alpha_{2}[|i, l, l\rangle+|i, l+1, l+1\rangle]+ \\
\frac{2 S-1}{4 S-1} \alpha_{2}|i, l, l+1\rangle, \quad j=l \\
\frac{\alpha_{1}}{2}|i, l+1, l+2\rangle-\frac{\alpha_{1}}{2}|i, l, l+2\rangle, \quad j=l+1
\end{array}\right.
$$

$$
\widehat{\mathcal{H}}_{l}|i, j, j\rangle=\left\{\begin{array}{l}
0, \quad i, j \neq l, l+1  \tag{A.9}\\
\frac{\alpha_{1}}{2}|l, j, j\rangle-\frac{\alpha_{1}}{2}|l+1, j, j\rangle, \quad i=l \\
\frac{\alpha_{1}}{2}|l+1, j, j\rangle-\frac{\alpha_{1}}{2}|l, j, j\rangle, \quad i=l+1 \\
\frac{1}{2}\left[\alpha_{1}+\frac{2 S \alpha_{2}}{4 S-1}\right]|i, l, l\rangle-\frac{\sqrt{S(2 S-1)}}{4 S-1} \alpha_{2}|i, l, l+1\rangle- \\
\frac{1}{2}\left[\alpha_{1}-\frac{2 S \alpha_{2}}{4 S-1}\right]|i, l+1, l+1\rangle, \quad j=l \\
\frac{1}{2}\left[\alpha_{1}+\frac{2 S \alpha_{2}}{4 S-1}\right]|i, l+1, l+1\rangle-\frac{\sqrt{S(2 S-1)}}{4 S-1} \alpha_{2}|i, l, l+1\rangle \\
-\frac{1}{2}\left[\alpha_{1}-\frac{2 S \alpha_{2}}{4 S-1}\right]|i, l, l\rangle, j=l+1
\end{array}\right.
$$

and for the total Hamiltonian

$$
\begin{align*}
& \widehat{\mathcal{H}}|i, j, j+1\rangle=2 \alpha_{1}(S)|i, j, j+1\rangle-\frac{\alpha_{1}(S)}{2}|i-1, j, j+1\rangle-\frac{\alpha_{1}(S)}{2}|i+1, j, j+1\rangle \\
& \quad-\frac{\alpha_{1}(S)}{2}|i, j-1, j+1\rangle-\frac{\alpha_{1}(S)}{2}|i, j, j+2\rangle+\frac{2 S-1}{4 S-1} \alpha_{2}(S)|i, j, j+1\rangle \\
& \quad-\frac{\sqrt{S(2 S-1)}}{4 S-1} \alpha_{2}(S)|i, j, j\rangle-\frac{\sqrt{S(2 S-1)}}{4 S-1} \alpha_{2}(S)|i, j+1, j+1\rangle \\
& \quad i<j-1  \tag{A.10}\\
& \widehat{\mathcal{H} \mid}|i, j, j\rangle=2 \alpha_{1}(S)|i, j, j\rangle-\frac{\alpha_{1}(S)}{2}|i-1, j, j\rangle-\frac{\alpha_{1}(S)}{2}|i+1, j, j\rangle \\
& \quad+\frac{2 S \alpha_{2}(S)}{4 S-1}|i, j, j\rangle-\frac{1}{2}\left[\alpha_{1}(S)-\frac{2 S \alpha_{2}(S)}{4 S-1}\right]|i, j-1, j-1\rangle \\
& -\frac{1}{2}\left[\alpha_{1}(S)-\frac{2 S \alpha_{2}(S)}{4 S-1}\right]|i, j+1, j+1\rangle-\frac{\sqrt{S(2 S-1)}}{4 S-1} \alpha_{2}(S)|i, j-1, j\rangle \\
& -\frac{\sqrt{S(2 S-1)}}{4 S-1} \alpha_{2}(S)|i, j, j+1\rangle, i<j-1 \tag{A.11}
\end{align*}
$$

The operator, $\widetilde{\mathcal{P}}_{l}$, also generates equations of the same form as (A.6) for the states $|l, l, j\rangle,|l-1, l, j\rangle$, and $|l-1, l, l+1\rangle$. The pair Hamiltonian, for these
states are given by

$$
\begin{align*}
& \widehat{\mathcal{H}}_{l}|i-1, i, j\rangle=\left\{\begin{array}{l}
0, \quad i \neq l-1, l, l+1 \quad j \neq l, l+1 \\
\frac{\alpha_{1}}{2}|i-1, i, l\rangle-\frac{\alpha_{1}}{2}|i-1, i, l+1\rangle, \quad j=l \\
\frac{\alpha_{1}}{2}|i-1, i, l+1\rangle-\frac{\alpha_{1}}{2}|i-1, i, l\rangle, \quad j=l+1 \\
\frac{\alpha_{1}}{2}|l-1, l, j\rangle-\frac{\alpha_{1}}{2}|l-1, l+1, j\rangle, \quad i=l \\
-\frac{\sqrt{S(2 S-1)}}{4 S-1} \alpha_{2}[|l, l, j\rangle+|l+1, l+1, j\rangle]+ \\
\frac{2 S-1}{4 S-1} \alpha_{2}|l, l+1, j\rangle, \quad i=l+1 \\
\frac{\alpha_{1}}{2}|l+1, l+2, j\rangle-\frac{\alpha_{1}}{2}|l, l+2, j\rangle, \quad i=l+2
\end{array}\right.  \tag{A.12}\\
& \widehat{\mathcal{H}}_{l}|i, i, j\rangle=\left\{\begin{array}{l}
0, i, j \neq l, l+1 \\
\frac{\alpha_{1}}{2}|i, i, l\rangle-\frac{\alpha_{1}}{2}|i, i, l+1\rangle, j=l \\
\frac{\alpha_{1}}{2}|i, i, l+1\rangle-\frac{\alpha_{1}}{2}|i, i, l\rangle, j=l+1 \\
\frac{1}{2}\left[\alpha_{1}+\frac{2 S \alpha_{2}}{4 S-1}\right]|l, l, j\rangle-\frac{\sqrt{S(2 S-1)}}{4 S-1} \alpha_{2}|l, l+1, j\rangle-
\end{array}\right.  \tag{A.13}\\
& \frac{1}{2}\left[\alpha_{1}-\frac{2 S \alpha_{2}}{4 S-1}\right]|l+1, l+1, j\rangle, \quad i=l \\
& \frac{1}{2}\left[\alpha_{1}+\frac{2 S \alpha_{2}}{4 S-1}\right]|l+1, l+1, j\rangle-\frac{\sqrt{S(2 S-1)}}{4 S-1} \alpha_{2}|l, l+1, j\rangle \\
& -\frac{1}{2}\left[\alpha_{1}-\frac{2 S \alpha_{2}}{4 S-1}\right]|l, l, j\rangle, \quad i=l+1 \\
& \widehat{\mathcal{H}}_{l}|i-1, i, i+1\rangle=\left\{\begin{array}{c}
0, \quad i \neq l-1, l, l+1, l+2 \\
-\frac{\sqrt{S(2 S-1)}}{4 S-1} \alpha_{2}(|l-1, l, l\rangle+|l-1, l+1, l+1\rangle) \\
\quad+\left(\frac{2 S-1}{4 S-1}\right) \alpha_{2}|l-1, l, l+1\rangle, \quad i=l \\
-\frac{\sqrt{S(2 S-1)}}{4 S-1} \alpha_{2}(|l-1, l-1, l+1\rangle+|l-1, l+1, l+1\rangle) \\
\quad+\left(\frac{2 S-1}{4 S-1}\right) \alpha_{2}|l, l+1, l+2\rangle, \quad i=l+1
\end{array}\right. \tag{A.14}
\end{align*}
$$

Which gives, for the total Hamiltonian,

$$
\begin{gathered}
\widehat{\mathcal{H}}|i, i, j\rangle=2 \alpha_{1}(S)|i, i, j\rangle-\frac{\alpha_{1}(S)}{2}|i, i, j-1\rangle-\frac{\alpha_{1}(S)}{2}|i, i, j+1\rangle \\
+\frac{2 S \alpha_{2}(S)}{4 S-1}|i, i, j\rangle-\frac{1}{2}\left[\alpha_{1}(S)-\frac{2 S \alpha_{2}(S)}{4 S-1}\right]|i-1, i-1, j\rangle
\end{gathered}
$$

$$
\begin{align*}
& -\frac{1}{2}\left[\alpha_{1}(S)-\frac{2 S \alpha_{2}(S)}{4 S-1}\right]|i+1, i+1, j\rangle-\frac{\sqrt{S(2 S-1)}}{4 S-1} \alpha_{2}(S)|i-1, i, j\rangle \\
& -\frac{\sqrt{S(2 S-1)}}{4 S-1} \alpha_{2}(S)|i, i+1, j\rangle, \quad i<j-1  \tag{A.15}\\
& \widehat{\mathcal{H}}|i-1, i, j\rangle=2 \alpha_{1}(S)|i-1, i, j\rangle-\frac{\alpha_{1}(S)}{2}|i-1, i, j-1\rangle-\frac{\alpha_{1}(S)}{2}|i-1, i, j+1\rangle \\
& -\frac{\alpha_{1}(S)}{2}|i-2, i, j\rangle-\frac{\alpha_{1}(S)}{2}|i-1, i+1, j\rangle+\left[\frac{2 S-1}{4 S-1} \alpha_{2}(S)\right]|i-1, i, j\rangle \\
& -\frac{\sqrt{S(2 S-1)}}{4 S-1} \alpha_{2}(S)|i-1, i-1, j\rangle-\frac{\sqrt{S(2 S-1)}}{4 S-1} \alpha_{2}(S)|i, i, j\rangle, \\
& j>i+1  \tag{A.16}\\
& \widehat{\mathcal{H}}|i-1, i, i+1\rangle=\alpha_{1}(S)|i-1, i, i+1\rangle-\frac{\alpha_{1}(S)}{2}|i-1, i, i+1\rangle \\
& -\frac{\alpha_{1}(S)}{2}|i-1, i, i+2\rangle+2\left[\frac{2 S-1}{4 S-1}\right] \alpha_{2}(S)|i-1, i, i+1\rangle \\
& -\frac{\sqrt{S(2 S-1}}{4 S-1} \alpha_{2}(S)|i-1, i-1, i+1\rangle-\frac{\sqrt{S(2 S-1}}{4 S-1} \alpha_{2}(S)|i, i, i+1\rangle \\
& -\frac{\sqrt{S(2 S-1}}{4 S-1} \alpha_{2}(S)|i-1, i, i\rangle-\frac{\sqrt{S(2 S-1}}{4 S-1} \alpha_{2}(S)|i-1, i+1, i+1\rangle \tag{A.17}
\end{align*}
$$

As for the two-magnon case, the Hamiltonian is block diagonal and the blocks can be classified by the number of magnons which are nearest neighbours at one time. The two smallest blocks were considered above and correspond to three free noninteracting magnons and to a system of two interacting magnons combined with a single free magnon, respectively.

The final block of the Hamiltonian which needs to be considered is for the states $|l, l, l\rangle,|l, l, l+1\rangle$ and $|l, l+1, l+1\rangle$ (ie. when all three magnons interact with each other). The effect of $\widetilde{\mathcal{P}}_{l}$ on these states are given by

$$
\begin{align*}
& \tilde{\mathcal{P}}_{l}|l, l, l\rangle \quad=S(S-3)|l, l, l\rangle+\sqrt{3 S(S-1)}|l, l, l+1\rangle \\
& \tilde{\mathcal{P}}_{l}|l, l, l+1\rangle=\sqrt{3 S(S-1)}|l, l, l\rangle+\left(S^{2}-3 S+2\right)|l, l, l+1\rangle \\
& +(2 S-1)|l, l+1, l+1\rangle \\
& \tilde{\mathcal{P}}_{l}|l, l+1, l+1\rangle=(2 S-1)|l, l, l+1\rangle+\left(S^{2}-3 S+2\right)|l, l+1, l+1\rangle \\
& +\sqrt{3 S(S-1)}|l+1, l+1, l+1\rangle \\
& \tilde{\mathcal{P}}_{l}|l+1, l+1, l+1\rangle=\sqrt{3 S(S-1)}|l, l+1, l+1\rangle+S(S-3)|l+1, l+1, l+1\rangle \tag{A.18}
\end{align*}
$$

and for the matrix representation, restricted to these four basis states is

$$
\tilde{\mathcal{P}}_{l}=\left[\begin{array}{cccc}
S(S-3) & \sqrt{3 S(S-1)} & 0 & 0  \tag{A.19}\\
\sqrt{3 S(S-1)} & S^{2}-3 S+2 & 2 S-1 & 0 \\
0 & 2 S-1 & S^{2}-3 S+2 & \sqrt{3 S(S-1)} \\
0 & 0 & \sqrt{3 S(S-1)} & S(S-3)
\end{array}\right]
$$

then

$$
\tilde{\mathcal{P}}_{l}^{n}=-\frac{1}{2}\left[\begin{array}{llll}
\rho_{11} & \rho_{12} & \rho_{13} & \rho_{14}  \tag{A.20}\\
\rho_{12} & \rho_{22} & \rho_{23} & \rho_{13} \\
\rho_{13} & \rho_{23} & \rho_{22} & \rho_{12} \\
\rho_{14} & \rho_{13} & \rho_{12} & \rho_{11}
\end{array}\right]
$$

where

$$
\begin{align*}
& \rho_{11}=3 S(S-1)\left[\frac{S^{2 n}-S^{n}(S-2)^{n}}{S(4 S-3)}+\frac{S^{2 n}-\left(S^{2}-4 S+1\right)^{n}}{(S-1)(4 S-1)}+\frac{S^{2 n}-\left(S^{2}-6 S+3\right)^{n}}{3(S-1)(4 S-3)}\right] \\
& \rho_{12}=\sqrt{3 S(S-1)}\left[S \frac{S^{2 n}-S^{n}(S-2)^{n}}{S(4 S-3)}-(S-1) \frac{S^{2 n}-\left(S^{2}-4 S+1\right)^{n}}{(S-1)(4 S-1)}\right. \\
& \left.-3(S-1) \frac{S^{2 n}-\left(S^{2}-6 S+3\right)^{n}}{3(S-1)(4 S-3)}\right] \\
& \rho_{13}=\sqrt{3 S(S-1)}\left[-S \frac{S^{2 n}-S^{n}(S-2)^{n}}{S(4 S-3)}-(S-1) \frac{S^{2 n}-\left(S^{2}-4 S+1\right)^{n}}{(S-1)(4 S-1)}\right. \\
& \left.+3(S-1) \frac{S^{2 n}-\left(S^{2}-6 S+3\right)^{n}}{3(S-1)(4 S-3)}\right] \\
& \rho_{14}=-3 S(S-1)\left[\frac{S^{2 n}-S^{n}(S-2)^{n}}{S(4 S-3)}-\frac{S^{2 n}-\left(S^{2}-4 S+1\right)^{n}}{(S-1)(4 S-1)}+\frac{S^{2 n}-\left(S^{2}-6 S+3\right)^{n}}{3(S-1)(4 S-3)}\right] \\
& \rho_{22}=S^{2} \frac{S^{2 n}-S^{n}(S-2)^{n}}{S(4 S-3)}+(S-1)^{2} \frac{S^{2 n}-\left(S^{2}-4 S+1\right)^{n}}{(S-1)(4 S-1)}+9(S-1)^{2} \frac{S^{2 n}-\left(S^{2}-6 S+3\right)^{n}}{3(S-1)(4 S-3)} \\
& \rho_{23}=-S^{2} \frac{S^{2 n}-S^{n}(S-2)^{n}}{S(4 S-3)}+(S-1)^{2} \frac{S^{2 n}-\left(S^{2}-4 S+1\right)^{n}}{(S-1)(4 S-1)}-9(S-1)^{2} \frac{S^{2 n}-\left(S^{2}-6 S+3\right)^{n}}{3(S-1)(4 S-3)} \tag{A.21}
\end{align*}
$$

and the pair Hamiltonian gives

$$
\begin{align*}
\widehat{\mathcal{H}_{l}} \mid l, l & +1, l+1\rangle=-\frac{\sqrt{3 S(S-2)}}{2}\left[\frac{\alpha_{1}(S)}{4 S-3}+\frac{\alpha_{2}(S)}{4 S-1}-\frac{\alpha_{3}(S)}{4 S-3}\right]|l, l, l\rangle \\
& -\frac{1}{2}\left[\frac{S \alpha_{1}(S)}{4 S-3}-\frac{(S-1) \alpha_{2}(S)}{4 S-1}+\frac{3(S-1) \alpha_{3}(S)}{4 S-3}\right]|l, l, l+1\rangle \\
& +\frac{1}{2}\left[\frac{S \alpha_{1}(S)}{4 S-3}+\frac{(S-1) \alpha_{2}(S)}{4 S-1}+\frac{3(S-1) \alpha_{3}(S)}{4 S-3}\right]|l, l+1, l+1\rangle  \tag{A.22}\\
& +\frac{\sqrt{3 S(S-2)}}{2}\left[\frac{\alpha_{1}(S)}{4 S-3}+\frac{\alpha_{2}(S)}{4 S-1}-\frac{\alpha_{3}(S)}{4 S-3}\right]|l+1, l+1, l+1\rangle
\end{align*}
$$

By using the above equation along with the results from equation (A.3)

$$
\begin{array}{ll}
\widehat{\mathcal{H}}_{l}|i-1, i, i\rangle & =0, \quad i>l+2, i<l \\
\widehat{\mathcal{H}}_{l}|l+1, l+2, l+2\rangle & =\frac{\alpha_{1}}{2}|l+1, l+2, l+2\rangle-\frac{\alpha_{1}}{2}|l, l+2, l+2\rangle \tag{A.23}
\end{array}
$$

and the results from equation (A.6),

$$
\begin{align*}
& \widehat{\mathcal{H}_{l}}|l-1, l, l\rangle=\frac{1}{2}\left[\alpha_{1}+\frac{2 S \alpha_{2}}{4 S-1}\right]|l-1, l, l\rangle-\frac{\sqrt{S(2 S-1)}}{4 S-1} \alpha_{2}|l-1, l, l+1\rangle \\
& \quad-\frac{1}{2}\left[\alpha_{1}-\frac{2 S \alpha_{2}}{4 S-1}\right]|l-1, l+1, l+1\rangle \tag{A.24}
\end{align*}
$$

the total effect of the full Hamiltonian on a state of the form $|i-1, i, i\rangle$ is

$$
\begin{align*}
& \widehat{\mathcal{H} \mid}|i-1, i, i\rangle=-\frac{\alpha_{1}(S)}{2}|i-2, i, i\rangle- \\
& \quad \frac{\sqrt{3 S(S-1)}}{2}\left[\frac{\alpha_{1}(S)}{4 S-3}+\frac{\alpha_{2}(S)}{4 S-1}-\frac{\alpha_{3}(S)}{4 S-3}\right]|i-1, i-1, i-1\rangle \\
& \quad-\frac{1}{2}\left[\frac{S \alpha_{1}(S)}{4 S-3}+\frac{(1-S) \alpha_{2}(S)}{4 S-1}-\frac{3(1-S) \alpha_{3}(S)}{4 S-3}\right]|i-1, i-1, i\rangle+ \\
& \quad \frac{\sqrt{3 S(S-1)}}{2}\left[\frac{\alpha_{1}(S)}{4 S-3}-\frac{\alpha_{2}(S)}{4 S-1}-\frac{\alpha_{3}(S)}{4 S-3}\right]|i, i, i\rangle- \\
& \quad \frac{\sqrt{S(2 S-1)}}{4 S-1} \alpha_{2}(S)|i-1, i, i+1\rangle-\frac{1}{2}\left[\alpha_{1}(S)-\frac{2 S \alpha_{2}(S)}{4 S-1}\right]|i-1, i+1, i+1\rangle \\
& \quad+\frac{1}{2}\left[\frac{3(3 S-2) \alpha_{1}(S)}{4 S-3}+\frac{(3 S-1) \alpha_{2}(S)}{4 S-1}-\frac{3(1-S) \alpha_{3}(S)}{4 S-3}\right]|i-1, i, i\rangle \tag{A.25}
\end{align*}
$$

Similarly, (A.3) also gives

$$
\begin{align*}
& \widehat{\mathcal{H}}_{l}|i, i, i+1\rangle=0, \quad i \neq l-1, l, l+1 \\
& \widehat{\mathcal{H}}_{l}|l-1, l-1, l\rangle=\frac{\alpha_{1}}{2}|l-1, l-1, l\rangle-\frac{\alpha_{1}}{2}|l-1, l-1, l+1\rangle \tag{A.26}
\end{align*}
$$

while (A.6) gives

$$
\begin{align*}
\widehat{\mathcal{H}_{l}}= & \frac{1}{2}\left[\alpha_{1}+\frac{2 S \alpha_{2}}{4 S-1}\right]|l+1, l+1, l+2\rangle-\frac{\sqrt{S(2 S-1)}}{4 S-1} \alpha_{2}|l, l+1, l+2\rangle \\
& -\frac{1}{2}\left[\alpha_{1}-\frac{2 S \alpha_{2}}{4 S-1}\right]|l, l, l+2\rangle \tag{A.27}
\end{align*}
$$

and from (A.18)

$$
\begin{align*}
& \widehat{\mathcal{H}}_{l}|l, l, l+1\rangle=\frac{1}{2}\left[\frac{S \alpha_{1}}{4 S-3}+\frac{(S-1) \alpha_{2}}{4 S-1}+\frac{3(S-1) \alpha_{3}}{4 S-3}\right]|l, l, l+1\rangle+ \\
& \frac{\sqrt{3 S(S-1)}}{2}\left[\frac{\alpha_{1}}{4 S-3}-\frac{\alpha_{2}}{4 S-1}-\frac{\alpha_{3}}{4 S-3}\right]|l, l, l\rangle-\frac{1}{2}\left[\frac{S \alpha_{1}}{4 S-3}-\frac{(S-1) \alpha_{2}}{4 S-1}+\frac{3(S-1) \alpha_{3}}{4 S-3}\right]|l, l+1, l+1\rangle \\
& -\frac{\sqrt{3 S(S-1)}}{2}\left[\frac{\alpha_{1}}{4 S-3}+\frac{\alpha_{2}}{4 S-1}-\frac{\alpha_{3}}{4 S-3}\right]|l+1, l+1, l+1\rangle \tag{A.28}
\end{align*}
$$

These result in

$$
\begin{align*}
& \widehat{\mathcal{H}} \midi, i, i+1\rangle=-\frac{\alpha_{1}(S)}{2}|i, i, i+2\rangle- \\
& \frac{\sqrt{3 S(S-1)}}{2}\left[\frac{\alpha_{1}(S)}{4 S-3}+\frac{\alpha_{2}(S)}{4 S-1}-\frac{\alpha_{3}(S)}{4 S-3}\right]|i, i+1, i+1\rangle \\
&-\frac{1}{2}\left[\frac{S \alpha_{1}(S)}{4 S-3}+\frac{(1-S) \alpha_{2}(S)}{4 S-1}-\frac{3(1-S) \alpha_{3}(S)}{4 S-3}\right]|i, i+1, i+1\rangle+ \\
& \quad \frac{\sqrt{3 S(S-1)}}{2}\left[\frac{\alpha_{1}(S)}{4 S-3}-\frac{\alpha_{2}(S)}{4 S-1}-\frac{\alpha_{3}(S)}{4 S-3}\right]|i, i, i\rangle- \\
& \quad \frac{\sqrt{S(2 S-1)}}{4 S-1} \alpha_{2}(S)|i-1, i, i+1\rangle-\frac{1}{2}\left[\alpha_{1}(S)-\frac{2 S \alpha_{2}(S)}{4 S-1}\right]|i-1, i-1, i+1\rangle \\
& \quad+\frac{1}{2}\left[\frac{3(3 S-2) \alpha_{1}(S)}{4 S-3}+\frac{(3 S-1) \alpha_{2}(S)}{4 S-1}-\frac{3(1-S) \alpha_{3}(S)}{4 S-3}\right]|i, i, i+1\rangle \tag{A.29}
\end{align*}
$$

Continuing this process,

$$
\begin{equation*}
\widehat{\mathcal{H}}_{l}|i, i, i\rangle=0, \quad i \neq l, l+1 \tag{A.30}
\end{equation*}
$$

From (A.3). There is no relevant equations from (A.6), but (A.18) gives

$$
\begin{align*}
& \widehat{\mathcal{H}_{l} \mid}|l+1, l+1, l+1\rangle= \\
& \quad-\frac{3}{2} S(S-1)\left[\frac{\alpha_{1}}{S(4 S-3)}+\frac{\alpha_{2}}{(4 S-1)(S-1)}+\frac{\alpha_{3}}{3(S-1)(4 S-3)}\right]|l+1, l+1, l+1\rangle \\
& \quad-\frac{\sqrt{3 S(S-1)}}{2}\left[\frac{\alpha_{1}}{4 S-3}+\frac{\alpha_{2}}{4 S-1}-\frac{\alpha_{3}}{4 S-3}\right]|l, l, l+1\rangle+  \tag{A.31}\\
& \quad \frac{\sqrt{3 S(S-1)}}{2}\left[\frac{\alpha_{1}}{4 S-3}-\frac{\alpha_{2}}{4 S-1}-\frac{\alpha_{3}}{4 S-3}\right]|l, l+1, l+1\rangle- \\
& \quad \frac{3}{2} S(S-1)\left[\frac{\alpha_{1}}{S(4 S-3)}-\frac{\alpha_{2}}{(4 S-1)(S-1)}+\frac{\alpha_{3}}{3(S-1)(4 S-3)}\right]|l, l, l\rangle \\
& \widehat{\mathcal{H}}_{l}|l, l, l\rangle=\frac{3}{2} S(S-1)\left[\frac{\alpha_{1}}{S(4 S-3)}+\frac{\alpha_{2}}{(4 S-1)(S-1)}+\frac{\alpha_{3}}{3(S-1)(4 S-3)}\right]|l, l, l\rangle \\
& \quad+\frac{\sqrt{3 S(S-1)}}{2}\left[\frac{\alpha_{1}}{4 S-3}-\frac{\alpha_{2}}{4 S-1}-\frac{\alpha_{3}}{4 S-3}\right]|l, l, l+1\rangle- \\
& \quad \frac{\sqrt{3 S(S-1)}}{2}\left[\frac{\alpha_{1}}{4 S-3}+\frac{\alpha_{2}}{4 S-1}-\frac{\alpha_{3}}{4 S-3}\right]|l, l+1, l+1\rangle  \tag{A.32}\\
& \quad \frac{3}{2} S(S-1)\left[\frac{\alpha_{1}}{S(4 S-3)}+\frac{\alpha_{2}}{(4 S-1)(S-1)}+\frac{\alpha_{3}}{3(S-1)(4 S-3)}\right]|l+1, l+1, l+1\rangle
\end{align*}
$$

so that

$$
\begin{align*}
& \widehat{\mathcal{H}}|i, i, i\rangle= \\
& \quad 3 S(S-1)\left[\frac{\alpha_{1}(S)}{2(4 S-3)}+\frac{\alpha_{2}(S)}{S(S-1)(4 S-1)}+\frac{\alpha_{3}(S)}{3(S-1)(4 S-3)}\right]|i, i, i\rangle- \\
& \quad \frac{3}{2} S(S-1)\left[\frac{\alpha_{1}(S)}{S(4 S-3)}-\frac{\alpha_{2}(S)}{(S-1)(4 S-1)}+\frac{\alpha_{3}(S)}{3(S-1)(4 S-3)}\right]|i-1, i-1, i-1\rangle \\
& \quad-\frac{3}{2} S(S-1)\left[\frac{\alpha_{1}(S)}{S(4 S-3)}-\frac{\alpha_{2}(S)}{(S-1)(4 S-1)}+\frac{\alpha_{3}(S)}{3(S-1)(4 S-3)}\right]|i+1, i+1, i+1\rangle \\
& \quad+\frac{\sqrt{3 S(S-1)}}{2}\left[\frac{\alpha_{1}(S)}{4 S-3}-\frac{\alpha_{2}(S)}{4 S-1}-\frac{\alpha_{3}(S)}{4 S-3}\right](|i-1, i, i\rangle+|i, i, i+1\rangle- \\
& \quad|i-1, i-1, i\rangle-|i, i+1, i+1\rangle) \tag{A.33}
\end{align*}
$$

These final set of equations that specify the effect of the total Hamiltonian on the complete set of orthonormal states are (A.5), (A.10), (A.11), (A.15)-(A.17), (A.25), (A.29) and (A.33).
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