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ÀBSTRÀCT

In this thesis, the machine layout problem in automated manufacturing

systems is addressed. Four basic patterns of machine layouts which are

frequently encountered in manufacturing systems are identified.

Three ner,l models of the layout problem are presented: linear

conlinuous with absolule values in the objective function and

constraints, linear mixed inLeger and non-linear. The continuous models

have a compact form. An advantage of the formulations presented in this

thesis is that the location of sites need not be known a priori. More

importantly, three of the formulations model the layout problem with

machines of unequal area. Solving the models presented with a heuristic

unconslrained optimization algorithm yields good quality suboptimal

solutions in a relatively low computation time.

Two new heuristic construction algorithms for solving the machine

layout problem are also presented. They generate solutions with

acceptable quality in Iow computational lime. One of them, called the

Triangle Assignment Algorithm (f¡e), is compared with existing

algorithms for I test problems and is found to give solutions of better

qualily than any other construction algorithm published.

Since the models and algorithms developed in this thesis are

efficient, they are embedded in a knowledge based system designed to

solve the machine layout problem. The system, named KBMt' combines the

- lv -



optimization and expert system approaches and considers quantitative as

we]I as qualitative factors while solving the machine layouL problem. It

is coded in Common LISP and implemented on a Symbolics 3650 machine.



Chapter I

INTRODUCTION

To date a large number of Flexible Manufacturing Systems(fUSs) have been

implemented around the worId. Some FMSs operate as independent

manufacturing systems and some are integraled rlith the classical

manufacturing systems. One of the problems encountered in the design of

FMSs is lhe problem of layout of machines and stations, called for

simplicity in this thesis, the Machine Layout Probtem (uf,p). Àlthough

there is a vast literature available on the facility J.ayout problem,

there are very few papers published on MtP in classical manufacturing

systems. We are not aware of a single one addressing this problem in the

flexible manufacturing environment.

The MLP involves the arrangement of machines on a factory floor in a

way that minimizes the time (cost) required to transfer material between

each pair of machines. Factors such as width of material handling

carrier path, clearance between machines, etc., have to be considered

while deternining the layout.

The traditional approach used by tayout analysts to solve the layout

problen involves the following three steps:

formulating a model for the layout problem,

solving the model using an optimal or heuristic algorithm,

rl

ii)

I
-l
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iii) incorporating qualitative aspects not considered in the model

and appropriate modification of the solution produced by the

algorithm.

However, the models and algorithms available in lhe literature have

certain limitations. For example, most of the models developed for the

layout problem assume that the location of sites (to which facilities

are to be assigned) are known a priori. The algorithms available to

solve the layouÈ problem require significantLy high central processing

unit (CpU) time. Moreover, lhe models and algorithms developed thus far

are not applicable to the MLP in lhe flexible manufacturing environment.

This is because the location of sites are not known a priori in the MLP.

As a result, âD attempt has been made in this lhesis to develop

efficient rnodels and algorithms for the MtP. The models and algorithms

developed as well as those available in the literature are embedded in a

knowiedge-based system designed to solve the MtP. Thus, the

knowledge-based system developed combines the optimization and

knowledge-based approaches to solve the MLP.

The thesis is organized as follows: In the renainder of this chapter,

the MtP in a flexible manufacturing environment is addressed. The

existing models, algorithms and expert systems developed for solving the

layout problem are surveyed in the next chapter. In chapter 3, neq'

models for the MLP are presented. The models are solved using a simple

heuristic algorithm which is discussed in chapLer 4. Ànother heuristic

algorithm for solving the MtP is presented in chapter 5. The

computational results of the two algorithms and a comparison with other

well-known existing algoriLhms are also included in chapter 5. A
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knowledge-based system named KBMI is presenLed in chapter 6. Conclusions

are drawn in the last chapter.

1.1 LÀYOT'T DESIGN IN FTEXIBTE MANTIFÀCN'RING SYSTEI.TS

Ànalysis of over 50 existing FMSs has shown that the layout of machines

is determined by the type of material handling devices used (Kusiak,

1988). Matson and l^ihite (1982) have surveyed research in a number of

material handling areas including robotics, transfer lines, warehouse

layout, etc. The most commonly used material handling devices are

(Heragu and Kusiak, 1988):

material handling robot,

Àutomated Guided vehicle (eCv), and

gantry robot.

In an FMS served by the material handling robot, the arrangement of

machines is determined by the robot envelope (figure '1). This type of

layout has been discussed in Browne et aI. (1985) in the context of an

FMS cell. Àn ÀGV serves most efficientJ.y while moving along a straight

line (uuller, 1983). This technical limitation has forced designers. of

FMSs to arrange machines along straight lines (figure 2 and figure 3).

When an AGV is to be used for material handling, it is important to

consider the impact of the ÀGV on the track layout, material handling

policy and production policy. Maxwell and Muckstadt (1982) present

techniques for specifying the operational characteristics of an ÀGV.

In sone cases, especially where space is a limiting factor' gantry

robots are used to transfer parts among the machines (figure 4). In such

a)

b)

¡)



cases, the geometry of the layout

limitations occuring here are of

o
O
tr

4

of machines is not important. The onJ.y

different nature, namely:

size of the machines,

working envelope of the gantry robot, and

access of the robot arm to the machines.

pallet with incoming parts
paIIet with outgoing parts
material handling robot
machine i

Figure 1: Circular machine layout'

Since for each of the four discussed machine layouts, material is

moved within the cell by a carrier (for eg., robot or ÀGV), it seems

natural to arrange the machines according to the frequency of trips to

be made by the carrier.

in order to determine the frequency of trips f.. between two machines
IJ

a)

b)

c)

1

2

J
Mi

1-

i and j, the foLlowing variables are defined:



a

a

f
¡

f
I
a

I
I

AGV automated guided vehicle
Mi machine i

Figure 2: Linear single-row machine layout

ÀGV automated guided vehicle
Mi nachine i

Figure 3: Linear doubLe-roef machine layout

k
v volume of part type k to be carried from machine i to machine j
ij in a given time horizon (e.g., 1 year)

n number of different part types to be carried from machine i to
ij machine j in a given time horizon

k
u number of part type k to be carried in one trip of the carrier.

(fnis number is typica).1y determined by the capacity of the
fixture, pa11et, or ÀGV).

tr
tr
tr

tr
tr
tr

a
I
I
¡
I

-L-tl
tGl

i
I
I
I

tr
tr
tr



robot
gan t ry
gantry slides
¡nachine i

Figure 4: Multi-row machine laYout

Based on

r.

ij
where [o] greater than or equal to ..

The above formula (1) has been developed under the assumpti.on that

each batch size run in an FMS is always at least equal to the minimum

value of one of the three typical limiting capacities: a fixture, a

pa1let or an ÀGv. In the case where the fixture creates the limiting

capacity, this assumption almost always holds. This is due to the fact

that running parts in batches of size smaller than the capacity of the

fixture reouires modification to the machining contro). program.

1

2

3

Mi

the above notaLion,

fn II ij k k I

=l E (v /u)l
ln=t ij I

is the smaLLest integer

(1)



Chapler II
TITERÀI'T'RE SURI'EY

In this chapter, the models, algorithms and expert systems for solving

the layout problem are surveyed. Since considerable research has been

done on the related facility layout problem, various formulations of the

facility layout problem and the algorithms for solving it are presented.

To date, a number of survey papers on the facility layout problem

have been published. I,iilson (1964) reviewed various facility design

models applied to material flow neLwork problems, communication network

problems, etc. E1-Rayah and Hollier (1970) aiscussed three types of

facility layouts commonly seen in manufacturing plants and reviewed

optimal and suboptimal algorithms for solving lhe Quadratic Àssignment

Problem (QAP). Ànother survey by Hanan and Kurtzberg (1972) , reviewed

algorithms for solving the QAP. Pierce and Crowston (1971) surveyed

optimal algorithms for solving the QAP. Burkard and Stratman (1978)

extended the survey of Pierce and Crowston (,1971) to include suboptimal

algorithms. Moore (1974) sum:narized the research done on the facility

layout problem in Europe and North Àmerica. His survey was based on the

response to a questionnaire sent to the authors of various facility

layout algorithms. The survey of Foulds (1983) placed special emphasis

on graph theoretic techniques but also reviewed other optimal and

suboptimal algorithms. Levary and Kalchik ( 1985) compared some

suboptimal algorithms on the basis of their characterisLics and

-7 -
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features. AS mentioned previously, four patterns of machine layout,

namely: circular single-roI¡¡, Iinear single-row, linear double-row and

multi-row, can be identified in automated manufacturing systems. For

the purpose of modelling the layout problem, however, only two patterns

of layout, namely, single-row, in which machines are arranged in one rolf

and multi-row, in which machines are arranged linearly in two or more

rows, need to be considered. This is because, among the four patterns

of layouut shown in figures 1-4, the circular single-row and linear

single-row layouts are special cases of the single-row layout pattern.

The linear double-row layout is a special case of the multi-row layout.

À sampl.e singJ-e-row and multi-row layout are shown in figure 5.

in the literature, the single-row and multi-row layout problem are

also known as the one-dimensional and two-dimensionai space allocation

problem, respectively (Simmons, 1969). A special case of the single-row

iayout problem, i.e., when all machines are of the same length, is known

as the linear ordering problem (edolphson and Hu, 1973).



EtrTT
(a) single-row layout

rtrrrrrrr
rTTT

(b) Multi-row layout

Figure 5: Sample machine layout patterns

2.1 MODEIS ÀND ÀIGORITHI.ÍS FOR THE SINGTE-ROT{ IAYOTN PROBIEI,Í

Love and Hong (lglga) presented a Iinear rnixed integer programming model

for the single-row layout problem and solved it using the iBM MIP code

(tnu, 1974). Simmons (1969) developed a branch-and-bound algorithm for

the single-row facil-ity layout problem. Dynamic programming algorithms

have been developed by Karp and HeLd (1967 ) and Beghin-Picavet and

Hansen (1982). Picard andQueyranne (1981) extended the dynamic

programming algorithm of Karp and Held (1967). Àtl the above algorithms

have rather high computational time and memory requirement,s. Picard and

Queyranne ( 1 981 ) reported that a 1 1-facility layout problem required
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less than a second of CPU time and 100k memory on an IBM 350/75. But for

larger layout problems, for example, the 20-facitity layout problem,

they indicated that the dynamic programming algoriLhm would require

excessit,eLy high computation time and memory.

2,2 MODEIS FOR TITE MITTTT-ROW IAYOUT PROBIEM

The facility layout problem has been modelled as (¡tusiak and Heragu,

1987):

r quadratic assignment problem

o quadratic set covering problem

o integer programming problem

e mixed integer programming problem

r graph theoretic problem.

2,2.1 Ouadratic Àssiqnnent Model

Koopmans and Beckmann (1957) were the first to model the probiem of

locating plants with interplant flows between them. They modelled lhis

problem as a QÀP. The name was so given because the objective function

is a second degree polynomial function of lhe variables and the

constraints are linear functions of the variables. The following were

defined:

total number of plants/locations

net revenue from operating plant i at location j
ij

f low
1K

c ost
'1 |

n

a

of material from plant i to plant k

of transporting a unit material from location j to location I



{1 if plant i is at location j
x ={t^

r I lu oEnerlrl se

Koopmans and Beckmann (1957) assumed that:

. a includes gross revenue minus cost of prinary input but does
tì

no, in.rude the transporÈation cost of material between plancs,

r f is independent of the locations of the plants, and
ik

. c is independent of the plants and that it is cheaper to
rL

,runrpor, materiaL directly from plant i to plant k than through a

third Iocation.

The QÀP (as developed by Koopmans and Beckmann, 1957) is to:

nnnnnn
max I E a x - E I E Ef. c x x (1)

i=1 j=1 ij ij i=1 j=1 k=1 t=1 ik jl !j kL

n

s.t. E x = 'l i=1r...rn Q)
j=1 ij

t¡

E x = 'l j=1r... ,n (3)
i=1 ij
x = 0 or 1 i=1 ,...rn (4)
ij j=1,..-,n

However, if a is the cost of locating and operating plant i at
¿J

location j instead of the net revenue of operating plant i at location

j, then (1) can be restated as:

nnnnnn
min E I a x + I E I I f c x x (1a)

i=1 j=1 ij ij i=1 j=1 k=1 1=1 ik jt ij kl

Equations (1a), Q)-(4) can be used to model the facility layout
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problembyredefininga ,f andc as:
ij ik jl

a fixed cost of locating facility i at location j
ì't

flow of material between facility i and facility
IK

c cost per unit flow of material between
tt_

,u*f", (1963) introduced the parameter b
ijkl

location j and location

, where:

1..

ijkr

and (1a) as:

mtn (1b)

In the above formulation i*k implies jrl, jÉ1 implies i*k, i=k

implies j=I and j=l implies i=k due to constraints Ql and (3). Àlso,

the number of facilities is assumed to be equal to the number of

locations. However, for some problems, âs in the backboard wiring

problem (steinberg, 1961), the number of facilities m may be less than

the number of locations n (i.e., mcn). Such problems can still be

formulated as the QÀP by introducing dummy facilities 1 ,...,n-m and

setting the flow values from these dummy facilities to aIl other

facilities equal to zero

I f the a 's are equal
ìt

function (1a) reduces to:

[t.,... * â.., if i=k and j=1

I 
r* ,1 lJ

I

lf c, if i*kor j*1
t ik jI

fined the objective function

nnnn
E E E Eb x x

i=1 j=1 k=1 1=1 ijkl ij k1

rede

to zero or are identical, then the objective
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mln

Although a

proposed,

(2)-(4) is

QÀP, i.e.,
(2)-(4), is

nnn
E E Ef c x x

n
t

r- |

(1c)

r Linear

If the f

function

min

j=1 k=1 t='1 ik j1 ij kl

number of variations of ltre objective function have been

the model involving objective function (1c) and constraints

referred to as the QAP. À special case of a variant of the

the modet involving objective function (1a) and constraints

shown below.

Assignment Problem:

's are equal !o zero or are identical
l,\

(1a) reduces to:

nn
E¿ax

1=t t=t tl ta

then the objective

(1d)

The equations ('1d) , Q|-(4) represent a linear assignment problem.

The QÀP lrith objective function (1a), and constraints (2)-(4) has

been frequently used to model the facility layout problem (Bazaraa 1975,

Burkard and Stratman, 1983). However this does not mean that all

facility layout problems can be formulated as a QAP. For example,

consider the machine layout problem in which the locations of the

machines are not known a priori. Such problems cannot be formulated as

the QAP because the distance beiween lhe locations cannot be determined.

The distance between two locations j and 1 depends on the sequence of

arranqement of all the other machines.
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This situation does not arise in layout problems in which the

facilities are all of equal area, because the locations are all of the

same area and hence the distance between any two locations is

independent of the facilities assigned to those locations. Therefore,

the distance between location pairs does not change from one facility

arrangement to another.

There are two formulations for the

unequal area. The first is:

nnnnK
min E E E Ef. c x x

i=1 j=1 k=1 1=1 ik j1 ij k1
n

s.t. I x = 'l

.:-l i.;)- | ¡J

n
Ex =l

x =0or'1
ij

layout problem with facilities of

(5)

r-l ^ /r\¡ - ¡ t . . . t l¡ \ L I

j=1r...rn (3)

,...,n (4)
,... ,f)

K

where c is the transportalion cost of a unit material from location
tL

to forution I under layout arrangement K.

Note that K ranges over the set of all potential layout arrangements.

The number of potential layout arrangements depends upon the area of the

facilities and need not necessarily be n! (Armour and Buffa, 1963). In

fact, in most practical cases, the number of feasible layout

arrangements to be evaluaLed is much less than n!. This is because, two

or more layouts may be symmetrical and only one of these layouts needs

to be evalualed.

l- |

j
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2.2.2 Ouarlratic Set Coverinq l{oclel

The second formulation for the general facility ).ayout problem is a

quadratic set covering problem (QSp) (Bazaraa, 1975). In the QSP

formulation, the total area occupied by all the facilities is divided

into a nunber of blocks. The following are defined:

q number of blocks into which the total area occupied by all
facilities is divided into

I(i) number of potential locations for facility i

J (j) set of blocks occupied by facility i if it is assigned to
i tocation j

d(j ,1 ) distance between the centroids of locations j and I if
i k facility i is assigned to l-ocation j ancl facility k is

assigned to location l

|r 
1 if facility i is assigned to location j

x=(
ij [ 0 otherwise

l1 if block tÉ J.(j)
p =Í I
ijt [0 otherwise

The QSP is to:

n I(i) n I(i) n I(k)
min E E a x + I E E En d(j,1 )x x (6)

i=1 j=1 ij ij i=1 j=1 k=1 1=1 ik i k ij kl

r(i)
s.t. E x = 1 i=1r...rn (7)

j=1 ij
n I(i)
E E p x S 1 t=1,...re (8)

i=1 j=1 ijt ij
x = 0 or 1 i=1,...rn (9)

i j j=1 , - -. 'I 
(i )

Constraint (7) ensures that each facility is assigned to exactly one

location and constraint (8) ensures that each block is occupied by at

most one f ac iJ. i ty.



Since the distance between locations is taken to be from centroids

the locations, Bazaraa (1975) suggested an alternate measure for

flow between facilities:

f' = f ls s , where:
ik ik ik

s is the number of blocks occupied by facility i.
i

He also defined d' as
i1

Using the above, the

nq
min E E a x +

i=1 j=1 ij ij

Ŷ
s.l. I x = s

J-r rJ r

n
Ex S1

¿- ¡ rJ

x =0or1
ij

i=1 ,... ,n (11)

to

of

the

Èhe distance between blocks j and 1.

following generalized QAP is obtained.

nqnq
E t E Ef d' x x /ss

i=1 j=1 k='1 l='1 ik jt ij kI i k

(10)

j=1 ,. .. ,Q f 2)

i=1 ,...rn (13)
.:-l
J- | r... tr{

Àlthough the above modeL can be used !o formulate the layout problem

with facilities of unequal area, a disadvantage is that the problem size

increases as the total area occupied by all the facilities is divided

into smaller blocks (Bazaraa , 1975). The same can be said about a

suggestion of Hillier and Connors (1966) tirat ior such layout problems,

the facilities can be partitioned into subfacilities so lhat all the

subfaciliLies are of equal area.
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2.2,3 Equivalent Inteqer Proqramninq Fornulations of the OAP

In addition to the QAP anci the QSP, there are several integer

programming formulations for the facility layout problem. These are 0,'1

inLeger programming models which are equivalent to the QÀP. Law1er

(1963) was the first to formulate the facility layout problem as an

integer programming problem equivalent to the QÀP.

By defining:

y = x x (14)
ijkl ij kl

the QÀP ('1b), (2)-(4) can be represented as an integer progranming

problem.

nnnn
min I I E Ib y (15)

i=1 j=1 k=1 1=1 ijkl ijkl
n

s.L. E x = 1 i=1 ,...rn Q)
J-I LJ

n
I x = 'l j=1r...rn (3)

nnnn
E E E EY =n2 (16)

i=1 j='Í k=1 1=1 i j k1

x + x - 2y > 0 irjrkrl=1r...rn (17)
ij kl ijkl

x = 0 or 1 i='l ,... rn (4)
i j j=1,...,n

y = 0 or 1 irirkrl='l ,...rn (18)
1'lK.t

Lawler (1963) proved that the above integer programming problem and

the QAP are equivalent. Note that the QÀP has n2 variables and 2n
1l
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constraints whereas lhe integer programming problem has n2 variables

x , n4 variables y and na+2n+1 constraints. In the above and
ij ijkl

folÌowing comparisons, nonnegativity constraints have been excluded.

Kaufman and Broeckx (1978) developed a mixed integer linear program

which has the smallest number of variables and constraints amongst all

integer prograrnming formulalions of the QÀP. They defined:

nn
w =x E Eb x
ij ij k=1 1=1 ijkl kI

i=1 ,... ,n Q6\
j=1 ,... ,rì

nn
e = E I b i=1r...,n Q7)
ij k=1 l=1 ijkl j='l ,...,rì

The objective function is:

nnnn
min E E E Eb x x =

i=1 j=1 k=1 1=1 ijkl ij k1

nnnn
min E E x (I I b x ) =

i='1 j=1 ij k=1 l=1 ijkl kl

nn
min I E w (28).¿

J

n

s.t. E x ='1 i='1 ,...rn Q)
)-I LJ

n
E x =1 j=1r...rn (3)

nn
e x + I E b x - rl S e i=1 ,...rn (29)
ijij k=l l='1 ijklki ij ij j=1,...,n

w 2 0 i=1,...,n (30)
ij j=1,...,n

x = 0 or 1 i=1r...rn (4)
ij j=1r...,n
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The equivalence of the above mixed integer programming problem

(28)-(30) and (2)-(4) and the QAP is proved in Kaufnan and Broeckx

(1978) and Burkard (1984). Note that the above formulation involves n2

zero-one and n2 continuous variables and ç¡2+2n constrainLs. Other

equival.ent linear integer programs of the QÀP have been given by Ba1as

and Mazzola (1980), Bazaraa and Sherali (1980), Burkard and Bonniger

(1983) and Frieze and Yadegar (1983). The mixed-ínteger linear program

of Bazaraa and Sherali (1980) is discussed beÌow. They defined:

g = [a +a /(m-1)] +f d +f d
ijkl ij kl ik jI ki lj

yt = x x i=1r...rn-l
ijkl ij kl l=ll],...,1 ., -.,I r J-r t. . . t¡l r J-rJ

Tire linear mixed-integer program equivalent to the QAP is:

n-1 n n n

min E I E Ig y' (31)
i=1 j=1 ¡=!+'1 l=1 ijkl ijkl

nn
s.t. E E y' - (n-i)x - 0 i=1,...rn-1 ß2)

k=i+l l=1 ijkl ij j=1,... rn
rr I

nn
E E y' -(k-1)x =Q k=2,...,n (33)

i='l j=1 i jkl kl 1=1,....,n
!+ltlr

n
I x - 1 i=1 ,...rn Q)

t- | I I

n

E x - 1 j='1 ,...,n (3)

x = 0 or 1 i='1 ,...rn (4)
i j j='1 ,...,n

y' < 1 i='1 ,...,n-1 (34)
ijkl \=i*] ,...,

JrI=lr...rn, Jtr
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i=1 r... rn-1 (35)
k=i+1r... ,fi
jrl=1 ¡...¡fì¡ j*1

points on a two-dimensional plane,

proportional to weighted rectangular

integer programming

the locations are given as

transportation costs are

di stances.

.,y. ) location of facility
tt

y' > 0

ijkl

Note that the above integer progran has nz integer variables,

n2(n-112/2 continuous variables, and 2n2 constraints. The equivalence of

the above integer program and the QÀP is given in Bazaraa and Sherali

( 1 980 ) .

2.2,4 l{ixed Inteqer Prooranninq l,loilel

Love and wong (1975) proposed a simple integer programming formulation

for the layout probLem in which:

o

a

They

model.

h
ik

1

h
IK

d

IK

b

ik

used the f

(1s)-(2s)

I horizont
= i is locat

[ 0 otherw

I horizont
= I is locat

[ 0 otherw

I vertical
= { Iocated

[ 0 otherw

I vertical
= J located

[ 0 otherw

ollowing notation to formulate the

and (2)-(al:

al distance between facilities i and
ed to the right of facility k
ise

al distance between facilities i and
ed to the left of facility k
ise

distance between facilities i and k

above facility k
ise

distance between facilities i and k

below facility k
ise

k when facility i

k when tacility i

when facility i is

when facility i is

ì(i
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f1 if facility i is assigned to location j
x ={f^

r I Iu ocnerwrse

Their linear integer programming formu).ation of the QAP is:

n n n-1 n r I a b
minl Ð a x + E I f (h +h +v +v ) (19)

i=1 j=1 ij ij i=1 ¡=i+1 ik ik ik ik ik

r1
s.t.h -h =x-x i=1r...rn-1(20)

ik ik i k ¡=i+1,...,rì

ab
v -v =y-y i=1r...,n-1 Q1)
ik ik i k ¡=i+1 ,... ,n

i=1 ,. .. ,n Qzl

i=1 ,. .. ,n Q3'l

t¡

I x - 1 i=1r...rn Q)
j=1 ij

n
I x ='l j=1 ,...,n (3)

1= | 11

x = 0 or 1 i=1r...rn (4)
:: .i-l
L ) J- | t. .. t¡¡

rl-ab
h ,h ,v ,v >0 i=1r...rn-1 (24)
ik ik ik ik k=i+1 ,...,n

x., t. > 0
lì

i=1 ,...,n (25)

From the above formulation it can be seen that the locations of

facilities are specified by rectangular coordinates. À1so, constraints

(22) and (23) uniquely specify the Location of a facility. The above

n
x + y = L tx + y lx
i i j=l j j ij

n

x - y = E (x - y )x
i i j=1 j j ij
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formulation has nz integer variables and n2+3n constraints.

Computational experience for the above formulation indicates that it is

not suitable for problems with nine or more facilities (Love and wong,

1976).

Ri tzman et aI. (1979) formulated a large mixed-integer goal

programming nodel for assigning offices in buildings. They also

developed a computer program to evaluate the performance of solutions

with respect to six conflicting objectives.

2.2,5 Graoh Theoretic Moilel

In graph theoretic formulations it is assumed that the desirability of

locating each pair of facilities adjacent to each other is known (Foutds

and Robinson, 1976). In order to formulate the layout problem as a graph

theoretic modeL, the following notation is used:

G=(v,E) is a weighted graph with v as a nonempty set of vertices
(facilities), E as a set of edges disjoint from V

tl closeness rating indicating desirability of locating facility
11 i adjacent to facility j

set of facil.ities

set of pairs of facilities which must be
feasible sol-ution

set of pairs of facilities which must not
feasible solution

\r

N adj acent

be adjacent

tn any

in anyf

E' = {{i

x
ìt

'I'ne

max

jft .i

I
=1

[oo

graph

T
icn

,j]: x =
t'l

f faciJ.ity

the rw i se

-theore t i c

Ewx
jen ij ij

1, {i,jJ€E}

i is adjacent to faciJ.ity

formulation is:

tJb)



s.t. x = l
ij

x =0
tì

(vrE'U N) is a planar graph

2 .3 ,1 Opt imal Àlqor i thtns

During the early 1960's a considerable amount

deveJ.oping optimal algorithms for the QÀP.

divided into two classes:

{i,i}eH

[i,i] e r

of research was done

These algorithms may
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(3i )

(38)

(3e )

À planar graph is such that it can be mapped onto a plane without any

two of its edges intersecting. The reader not familiar with graph

theory is referred to Harary (1969) or Bondy and Murty (1976).

In addition to the above mentioned models, Rosenblatt ( 1979)

developed a model which minimizes the transportation cost of material

and maximizes a closeness rating measure. Note that the objectives of

minimizing transportation cost of material and maximizing a closeness

rating measure are conflicting objectives. Rosenblatt (1979) and Dutta

and Sahu (1982) developed heuristic algcrithrns to solve the model.

2.3 AIGORITH},ÍS FOR T'I{E MITITI-ROT LÀYOUT PROBIEM

Since the late 1950's a number of algorithms have been developed

solve the facility layout problern. These algorithms may be classified

(nusiak and Heragu, 1 987 ) :

optimaL algorithms

suboptimal algorithms.

EO

ct5

in

be
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branch-and-bound algorithms

cuLting plane algorithms.

The gAP is NP-complete. Moreover, computational experience with the

QÀp reported in the literature has indicated that it is a very difficult

problem to solve. For example, the largest problem for which an optimal

solution has been found is the layout problem with 15 facilities

( nurkard, 1 984 ) .

2.3.1.1 Branch and bouncl algorithns

The first two branch-and-bound algorithms were independently developed

by Gilmore (962) and Lawler (1963). The main difference between the

independent work of Gilmore (962) and Lawler (1963) is in computing the

lower bounds. Both the algorithms implicitly evaluate all potenÈiaI

solutions. Pierce and Crowston (971) refer to this type of enumeration

as controlled enumerative technique. If no bounds were considered for

pruning the decision tree in the above two algorithms, then the

procedure would have leci to a computationally inefficient complete

enumeration technique.

In addition to the Lawler ('1963) and Gilmore (1962) algorithms, two

other algorithms were developed by Land (1963) and Gavett and Plyter

( 1 966) . These algorithms assign pairs of facilities to pairs of

locations whereas the algorithms of Gilmore (1962) and LawIer (1963)

assign single facilities to single locations.

The above mentioned optimal branch-and-bound algorithms proceed on

the basis of stage by stage assignment of facilities !o locaLions. For
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more details on branch-and-bound algorithms, the reader may refer to

Balas (1965). Pierce and Crowston (1971) aiscussed an algorithm which

proceeds on the basis of stage by stage exclusion of pairs of

assignments from a solution !o Èhe problem. À11 the optimal algorithms

discussed have high memory and computationat time requirements (Burkard,

1984). Lavallee and Roucairol (1985) suggested the use of paraI1el

branch-and-bound algorithms for solving the QAP optimally. Such

branch-and-bound atgorithms search in parallel through a nurnber of parts

of the decision tree. However, the computational results reported in

Lavallee and Roucairol ( 1 985) indicate that the Paral1el

branch-and-bound algorithm requires high computation time for layout

problems with twelve or more facilities.

Graves and Whinston (970) developed a heuristic algorithm which is

based on the fact that one can determine bounds using statistical

properties of the objective function. These bounds are used in an

enumerative procedure wh'ich develops suboptimal solutions.

Burkard (1973) proposed an optimal algorithm for solving the QÀP

based on the reduction of a square matrix. The reduction of a matrix

refers to the transformation of a matrix À to another matrix A' of

nonnegative elements in which there is at least one zero in each row and

each column. Reductions were applied to the travelling salesman problem

by Little et aI. (1963). Reduction is applied to the QÀP in order to

improve the quality of the bound by reducing the magnitude of the

quadratic term in the objective function and augmenting the influence of

the linear term.
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Bazaraa (1975) developed a branch-and-bound algorithm for ihe layout

problem with facilities of unequal area. Àt each stage of Lhe algorithm

a partial layout P is available. À lower bound LB on the cost of all

possible completions of the partial layout P is determined. If tB is

Iess than the cost of the best available layout C', lhe algorithm

proceeds forward with the assignment of a new facility and thereby

increasing the size lpl of the partial layout. Otherwise the forward

search along this path is terminated, the last assignment is prohibited

and a new assignment is sought. The search continues by using the above

procedure until a complete layout is obtained.

Bazaraa and Elshafei (1979) proposed a branch-and-bound algorithm for

the QÀP which is based upon the stage by stage assignment of single

facilities to unoccupied locations. Kaku and Thompson (1986) provided

another branch-and-bound algorithm which performs better than Lawler's

(1963) algorithm, particularly for problems of larger size.

2.3.1.2 Cutting plane algorithns

Bazaraa and Sherali (1980) developed a cutting plane algorithm based on

Benders' partitioning scheme. Burkard and Bonniger (lgg¡) also

developed a cutting plane method to solve the QÀP'

The optimal branch-and-bound and cutting plane algorithms have a high

CPU time and storage requirements. For example, the largest problem

solved optimally by a cutting plane algorithm is the layout problem with

eight facil-ities. À common experience with the optimal algorithms is

that the optimal solution is found early in the branching process but is

not verified until a substantially high number of solutions have been
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enumerated (Burkard and Stralman, 1978 and Bazaraa and Kirca, 1983).

This prompted researchers to terminate the branch-and-bound process

prematurely without verifying optimality and resulted in heuristic

branch-and-bound algori thms.

Burkard ('1984) fisted two criteria for the premature termination of

the branch-and-bound process. They are premature !ermination based on:

time limits, i.e. , the enumeration process is

predetermined time limit is exceeded,

quality of upper bounds, i.e., after a certain

there is no improvement in the solution, the

decreased by a cerlain percentage.

stopped after a

lengÈh of time if
upper bound is

2.3.2 Suboptinal Àloorithns

The optimal algorithms discussed in

f ollowing disadvantages :

the previous section have the

memory and CPU time requirement is high,

large scale problems cannot be solved optimally.

The models presented in this chapter are computationally complex. Às

mentioned previously, the QÀP, for example, is NP-complete (Sahni and

Gonza1ez, 1976). Burkard (1984) reported on computational results with

the QAP. To find an optimal solution to the fifteen facility problem in

Nugent at al. (1968), almost 50 minutes of CPU time was required on a

CDC CYBER 76. Among Lhe eight test problems in Nugent et al. ('1968), the

largest problem for which an optimal solution was found was the fifteen

facility problem. Burkard ( 1984) also reported that the FORTRAN

a

o
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ofbranch-and-bound code for

memory.

the QAP requires n3+5.5n2+17.5n words

Às a result, researchers concenÈrated on developing suboptimal

algorithms for solving the layoul problem. Some of lhe earlier methods

used flow charts, process charts and Ehe experience and knowledge of the

facility analyst to determine layouts. Other methods used the

relationship chart to determine the layout. The relationship charÈ shows

the closeness desired beLween pairs of facilities and the concept was

first introduced by Muther (1955). The closeness desired between pairs

of facilities is represented in the relationship chart by values A, E'

I, O, U, and X. For any pair of facilities (i,j), the values A, E, I,0,

U and X indicate that the closeness between facilities i and j is

absolutely necessary, espec ially important , important , ordinary,

unimportan! and undesirable, respectively. The relationship chart formed

the basis for the development of a popular method called systematic

layout planning (t'tuther, 1973). Wimmert (1958) presented a nathematical

method for the facility layout problem which uses the criteria of

minimizing lhe product of flow values and distances between all

combinaLions of facilities. The theorem upon which Wimmert's method was

based was proved to be incorrect using a counter example by Conway and

Maxwell (1961). Buffa (1955) proposed another method called the sequence

analysis which is based on the analysis of the sequence of operations of

parts in a plant. In addition to the above, there were some other

methods developed in the late 1950's and early 1960's which did not

provide solutions of good quality. these melhods are discussed in Foulds

(1983) as schemalic methods and systematic methods.
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researchers began to develop new
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provide solutions of

algorithms which can
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good quality,

be classified

o construction algorithms

o improvement algorithms

¡ hybrid algorithms

o graph theoretic algorithms.

2.3,2,1 Construction algoriÈhms

In construction algorithms a solulion is constructed ab initio. In other

words, facilities are assigned to a site, usually one at a time, until

the complete layout is obtained.

In a survey, Moore (1974) found that there were twice as many

construction algorithms as improvement algorithms. Some of lhe nore

popular construction algorithms are discussed below.

HC66: Hillier and Connors (1966) suggested a construclion algorithm

and an improvement aLgorithm based on an earlier algorithm by Hillier
(1963). These three algorithms were termed as HC66, H63 and HC63-66

by Nugent et al. (1968). H53 and HC63-66 are discussed in the next

section. HC66 is a modification of the Gilmore (1962) aJ.gorithm. In both

the algorithms, ôt any stage k, k facilities are assigned to k

locations. Given these k assignments, the Gilmore (1962) and HC66

algorithms calculate a lower bound associated with assigning each of the

(n-k) unassigned facitities i to each of lhe unused locations j. Each of

of these lower bounds is entered as the elements of a matrix H (whose

rotls represent unassigned facilities and colunns represent unused
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th
locations). wtrile making the (k+1) assignment, an element (i'j) of the

matrix H is selected and facility i is assigned to location j. The

difference between the Gilmore (962) and HC66 algorithms is the

criterion used for selecting an element (i'j) of the matrix H. HC66

uses the criterion suggested by Voget's approximation method for solving

transportation problems, whereas Gilmore (1962) suggests two criteria.

In the first criteria, the minimum of each row and column of H is

determined and the maximum of these minimums is selected. In the second

criteria, the assignment problem for H is solved and the largest of the

n-k elements of H appearing in the assignrnent problem solution is

selec ted.

ÀLDEP: ÀtDEP (Seehof and Evans, 1967 ) randomly selects a facility and

assigns it to the upper left corner of the layout. The next facility

selected for assignment is the one which has a relationship that is

greater than or equal to a user specified relationship, with a randomly

selected first facility. If more than one such facility exists, then one

of these is randomly selected for assignment. If there are no such

facilities, the second facility to be assigned is selected randomly.

This procedure is repeated until all the facilities have been assigned.

rh
Note that the faciLity to be assigned at the n step depends upon its

th
relalionship with the facility assigned at the (n-1) step.

CORELAP: CORETAP (Lee and Moore, 1967 ) uses the total closeness

rating of each faciliLy to determine a layout. The lotal closeness

rating of a facility i is equal lo lhe sum of the numerical values of



3'1

the relationships of facility i with all other facilities, obtained from

the relationship chart. UnIike ATDEP which randomly selects the first

faciliÈy to be assigned, CORETÀP selects the first facility depending

upon its total closeness rating value. The facility with the highest

total closeness rating is selected and assigned to the centre of the

layout. The subsequen! facilities are then added to the layout depending

upon their relationships to the facilities already assigned. For

example, at stage n in the assignment process, the relationship with the

th
first assigned facility is selected for the n assignment. If no such

facility exists, then the relationship chart is scanned again and the

facility which has the highest relationship with the second assigned

th
facility is selected for the n assignment and so on.

Rl4À Comp I: Like CORETÀP, Rl,lA Comp I (uuther and McPherson' 1970)

selects the facility which has the highest closeness rating and places

it in the centre of the layout. The subsequent facilities are then added

to the layout depending upon their relationships to the assigned and

unassigned facilities. For example, when placing a facitity i in the

layout, sufficient space is left for unassigned facility j which has a

high closeness rating with facility i. Àt every stage, the relationship

chart is scanned to make sure that the desirability (undesirability) of

locating pairs of facitities adjacently (not adjacentty) is satisfied.

MAT: MAT (EdWArdS

to their flow values

values and uses this

et aI., 1970) ranks pairs of facilities according

and location pairs according to their distance

information to determine a layout. It allows the



32

user to assign faciiities to any desired location. The authors of MÀT

found that by combining Lhe output of MÀT with that of CRAFT (Àrnour and

Buffa, 1963), which is an improvement algorithm, resulted in good

quality solutions with less computational time (for eight test problems

commonly used in the literature) when compared to the solution quality

and computational time of CRÀFT alone.

PTANET: The assignment of facilities in PLANET (Deisenroth and

Àpple, 1972) proceeds in three stages. in the first stage, the cost of

unit flows between each pair of facilities is determined. Àssociated

with each facility is a priority number ranging from '1 (highest) to g

(Lowest) which determines the order in which a facility can enter the

layout. The priority number and the cost per unit flow between each

pair of facilities form the basis for the selection of lhe order in

rvhich the facilities are to enter the layout. This selection of the

order of facilities constitutes the second stage. For selecting this

order, there are three algorithms and the user has the choice of

selecting one of them. The third stage of PLANET consists of placing

facilities in the layout in the order in which they were selected in

stage 2.

LSP: LSP (zo1ler and Àdendorff, 1972)

generates the sequence in which facilities

and a construction mode which determines

the sequence generated by the simulaLor.

The simulator is a pseudo-random number

converted into a biased-random sequence of

consists of a simulator which

are to be pLaced in a layout

a two-dimensional layout for

generator and

facilities. The

its output is

construc t i on
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mode converts the sequence of facilities into a Layout. The layout is

then evaluated and further checks deLermine whether to stop lhe progran.

In some respects tSP is similar to ATDEP and allows flexibility in lerms

of the applications to which it can be used. However, the flexibility is

at the expense of a relatively higher computational effort"

Linear olacemenÈ alqorithm: Neghabat {i974) developed a Linear

Placement Rlgorithm (r,pe) for solving the facility layout problem in

single-storey and multi-storey buildings. The algorithm begins by

placing the tvro facilities which have the highest flow between them, at

arbitrary locations such that the distance between the two facilities is

minimized. The subsequent facilities are then selected one at a time, on

the basis of their overall flows with the facilities already assigned.

These facitities are assigned to locations such that the total cost of

the partial- layout is minimum. At the same time, space limitations are

not violated. For example, ât stage. i of the iteration process, the

facility i selected for assignment is such that it has the highest

overall flow values with the facilities '1 ,. . . , i-1 which are already

assigned. Then facility i is assigned to a location such that the cost

is minimum and the ordering of the facilities 1,...'i-'l is not changed.

This procedure is repeated until all lhe facilitj.es are assigned to

their locations. The above aLgorilhm can solve layout problems in which

facilities are of equal area on1y.

FATE: FATE (glock, 1978) was developed by extending the layout

principles of MÀT. Às previously mentioned llÀT ranks facility pairs only

on the basis of their f low values. As a result, ffiT is not able to

differentiate between facitity pairs which have identical flow values
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and ranks such pairs of facilities in a random manner. Such a random

ranking may often lead to solution results of poorer quality. FÀTE

overcomes this problem by using two criteria to rank facility pairs,

i.e., flow values and total closeness rating. Lewis and Block (1980)

note that several versions of FÀTE, based on different ranking criteria,

have been developed.

I-NLÀYT.: INIÀYT is one of the algorithms used in a heuristic proposed

by O'Brien and Abdel Barr (1980). This heuristic uses the construction

algorithm rNr¡YT to generate an initial layout which is then improved by

an improvement algorithrn called S-ZAKY. The user can accept, reject or

modify the output of both INLÀYT and S-ZAKY by using a light-pen

attached to a graphics terninai.

INTAYT groups facilities depending upon weighted flow values (i.e.,

number of units of flow multipLed by the cost of transporting the unit

flow) and displays the groups on a graphics terminal. along with an array

of possible locations. The user then responds by assigning the

iacilities in the first group to any desired location. The same

procedure is repeated for the second group, third group, and sù on until

alt the facilities have been assigned.

2,3.2.2 Improvenent algorithns

In improvement algorithms there is always an initial solution, which is

often randomly generated. To this initial solution, systematic exchanges

between facilities are made and lhe results are evaluated. The exchange

which produces the best solution is retained and the procedure is

continued until the solution cannot be improved any further. Hence, the
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solution quality of improvement aLgorithms depends upon the initial

layout evaluated. In this subsection eight improvement algorithms are

discussed briefly.

CRAFT: CRÀFT r+as originally presented in Armour and Buffa (1963) and

Buffa e! al. (1964). The principle involved in CRAFT is so popular that

it has been modified frequently. Examples of such modificaLions are

COFÀD (fompkins and Reed, 1976lr, biased sampling technique (Nugent et

af., 1968), coL (vollmann et al., 1968), CRÀFT*M (tlicks and Cowan,

1976), SPÀcEcRAFT (Johnson , 1982') and cRAFT-3D (cinar 
' 1 975) .

SPACECRAFT (which was published later than CRAFT-3D) is very similar to

CRÀFT-3D (.lacobs, '1 984 ) .

CRÀFT begins by determining the cost of the initial layout. It then

evaluates ali possible location exchanges between pairs of facilities

which either are adjacent to each other or are of the same area. The

location exchange which resul!s in the greatest estimated cost

reduction, is nade. This procedure continues untiL there is no location

exchange which resul-ts in a layout with a lower solution cost than that

of the current layout. CRÀFT can handle only torty facilities and does

not perform well when the facilities are of unequal area (Foulds, 1983

and Scriabin and Vergin, 1976).

H63: Hillier (1963) developed a heuristic algorithm which is based

on a move desirability tab1e. This table consists of values (based on a

given initial layout) which represent the cost changes that would result

by moving a facility from its current location to an adjacent location.
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The move desirability table is scanned and the maximum value is

selecÈed. Facility i corresponding to this maximum value is considered

for a move to the location indicated in the move desirability table.

if, after lesting the move there is a positive reduction in cost, then

the indicated move is made. Otherwise, other adjacent moves are

considered and the move which results in a positive reducLion in cost is

made. If there is no positive reduction in cost when facility i is moved

to any of its adjacent locations, then the second largest value in the

move desirability table is selected and the above procedure is repeated.

The algorithm considers only pairwise exchanges between adjacent

facilities and solves problems with facilities of equal area only.

HC63-66: Hillier and Connors (1966) have suggested a modificaLion of

of H63. In the new algorithm, k-step moves ('lStSn, where n is the number

of facilities) of a facility are permitÈed. UnIike H63 which allows

exchange of adjacent facilities onIy, HC63-66 allows the exchange of

non-adjacent facilities as welI. At the same time, it limits these

exchanges only to facilities which Iie on a horizontal, vertical or

.th
diagonal line. Beginning with the (n-1) - step move' the algorithm

proceeds by decreasing the step value k sequentially one by one whenever

no reduction in cost is found. When k is equal to '1 and there are no

moves which appear to reduce the cost, the procedure is terminated or

repeated as is necessary. Like H63, HC66 can be used to solve problems

with facilities of equal area only.

COL: COt (Vollmann et al.,1968) determines for each facility i' the

cost p. of flow from facility i to all other facilities which are
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localed d or more units from facility i (a may be set by the user).

These costs p. form the basis for selecting two facililies m,n which are

the most promising candidates for exchange. Then, facility m is

considered for exchange vlith all other facilities on the basis of the

cost reductions possible. An exchange is made if a cost reduction is

possible. Àfter facility m has been considered for exchange with all the

other facilities, facility n is considered for exchange h'ith aII the

other facilities, again based on the cost reduction that is possible. Às

before, an exchange is made if a cost reduction is possible. The p,'s
i

are then recomputed and the cycle is repeated until there is a set of

Or't for which the exchanges of the corresponding facilities hr D

(obtained as described above) with the other facilities does not lead to

improved solutions. When the above procedure is compJ.eted, a subroutine

checks all possible pairwise exchanges twice to determine if further

improvements can be found. If not, the program is terminated. COt

produces good quality solutions, is twice as fast as HC56 and has lesser

memory storage requirement.

Samplinq alqorithms: Two sampling algorithms have been proposed. The

first sampling algorithm (caIled the biased sampling algorithm) by

Nugent et aI. (1968) generates random solutions. To each solution that

is better than lhe previous solution, a non-zero probability is

assigned. The algorithm permits the selection of any pairwise exchange

which results in a cost reCuction. However, the bias is towards the

sampling of better solutions. In essence, lhe biased sampiing procedure
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introduces a probabilistic element to the CRÀFT algorithm and searches

the neighbourhood of CRAFT for a better solution. The authors of the

biased sampling algorithm believe lhat in a sample of ten solutions, the

best solution produced by the biased sampling algorithm may be better

than that of CRÀFT.

The second sampling algorithm was developed by Hitchings and Cottam

(976) and is called the Terminal Sampling Procedure (fSp). it uses

principles from other algorithms such as CRÀFT, COL, etc. The algorithm

executes selective pairwise exchanges thereby reducing computation time.

At the end of these selective exchanges, the iLeration is terminated by

a CRAFT }oop.

FRAT: FRÀT (Khali1, 1973) is an algorithm which uses principles from

other well known algorithms such as HC63-65' CRAFT' COL, etc. The

difference d between Èhe longest and the shortest distances between two

facilities in the initial layout, is determined. The algorithm then

executes two procedures - the total cost determination procedure and the

exchange procedure. In the total cost determination procedure, for each

facility i, the total cost p, of flow from each facility i to all the
i

other facilities which are d or more units apart, is calculated. The two

facilities m,n corresponding to the highest and second highest costs

among p. , i=1 ,. . . ,n are considered as possible candidates for the

exchange procedure. Then the exchange procedure is done as follows: the

total costs of exchanging the locations of each facility with that of

facility m are considered. The exchange that results in the maximum
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reduction in the total cost is made. The exchange procedure is repeated

until no more cost reductions are possible. When no furlher cost

reduction is possible, the exchange procedure is repeated as before, but

this time the exchange is between facility n and other facilities. Then

d is reset to another value equal to (d-1), where I is the shortest

di stance belween the centres of two fac i I i t ies. The tolal cost

determinaiion procedure and exchange procedures are applied to the

current layout for the new value of d, until d is less than 1. In the

final stage of the algorithm, pairwise exchange of the "greedy" type as

outlined in Parker (1976), are considered. In the greedy exchange

procedure, if an exchange results in a positive savings in cost, the

exchange is made immediately. This procedure terminates when there are

no exchanges which will reduce the total cost. FRÀT can only solve

layout problems.in which the facilities are of equal area.

solutions of good quality.

I t produces

COFÀD: COFÀD (Tompkins and Reed, 1976) is a modification of CRÀFT

and includes move costs f.or all alternative material handling systems

(l¿USs), thereby integrating the material handling sysLem selection

problem with the layout problem. COFÀD improves the initial layout using

the CRAFT procedure. The algorithm then determines the cost of moving

material between each pair of facilities using the feasible alternative

MHSs. The nove costs thus determined are used to select a minimum cost

MHS. Then a 'mode1 supervisor! determines whether the facility design

has reached a steady state and then directs the model. Steady state is

said to be reached when the cost of the MFIS and Lhe number of MHS

changes vary by less than a certain percentage of the toÈaI MHS cost and
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number of assignments, respectively. If the steady state condition is

reached, then the model supervisor terminates the program (or performs

sensitivity analysis, if desired). If the steady state condition is not

reached, then the costs of the MHS is allocated to each move and Lhe

above procedure is repeaLed until a steady state solution is reached.

Shore and Tompkins (1980) have modified COFÀD so as to incorporate

flexibility in the clesign process. A facility design is said to be

flexible if it has the least expected inefficiency over several

production levels. The modified version of COFAD is terrned COFÀD-F.

Revised Hillier aloorithm: The algorithm developed by Picolre and

Wilhelm (1984) uses H63 to improve a given initial solution and then

further improves this solution by considering 4-way perturbations. (¡

k-way perLurbaÈion considers the exchange of the lccations of k

facilities at a time). If the application of the 4-way perturbation

leads to an improved solution, then a method called PERTURB is applied.

If notr âD improved solution is sought using H63. PERTURB considers

3-way and 4-way perturbations. Àfter the 3-way and 4-way perturbations,

H63 is applied to the current solution. If the resulling solution meets

a user specified criterion C, then the A-way perturbation is applied

once more. If, as a result, there is any cost reduction, then PERTURB is

applied again to the current solution. If there is no reduction in cost,

the program terminates. If the specified criterion C was not met as a

result of applying PERTURB, a final effort is :nade to improve the

current solution. if an improved solution is not forthcoming, lhe

program is terminated.
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which are at least as good as the solutions

the revised HiIlier algorithm requires more

H63,
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it produces solutions

of H63. Às can be expected,

comoutation time than H63.

2,3,2.3 Hybrid algorithns

Bazaraa and Kirca (1983) classified algorithms which have lhe

characteristics of optimaJ. and suboptirnal algorithms as hybrid

atgorithms. Examples of such algorithms can be found in Burkard and

Stratman ('1978), Bazaraa and Sherali (1980) and Bazaraa and Kirca

(1983). In this thesis, this classification is exLended to include

certain algorithms such as those of Elshafei (1977 ) and Scriabin and

Vergin (1985), which use the principLes of construction and improvement

algor i thms .

su proposed a heuristic algorithm which uses

a branch-and-bound algorithm and an improvement algorithm. An initial

solution is obtained using a branch-and-bound algorithm which terminates

after a preset time limit is exceeded. The initial solution is then

improved by using an improvement algorithm called VERBES. VERBES uses

pairwise and !riple exchanges alternately until no further improvenent

can be found in the current solution. Then, the smallest level ko in the

branching process at which VERBES obtains a better solution than the

branch-and-bound algorithm, is determined. The above mentioned procedure

is repeated from level ko until the current solution cannot be irnproved

anv further.

Burkard and Stratman (1978) proposed another algorithm which is

similar to the above mentioned algorithm but uses the Gaschutz-Àhrens
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instead of the branch-and-boundalgorithm (Gaschutz and Àhrens,

algorithm based on time limits.

Bazaraa and Kirca ('1983) proposed heuristic algorithms which are

ntodifications of an optimal algorithm presented in the same paper. The

heuristic algorithms are based on a branch-and-bound algoriÈhrn which

reduces the computation requirement by eliminating any branch which is a

mirror image of a previousLy explored branch. In other words, if branch

À is a mirror inage of branch B whose lower bound has been previously

computed, then no further search takes place along branch À. By using

Z-way and 4-way improvement exchange algorithms and selective branching

rules, the heuristic algorithms are shown to produce good quality

solutions.

FIAC: FtÀC (Scriabin and Vergin, 1985) is an algorithm which

consists of three stages. In the first stage, facilities are located

such that the distance between them are inversely related to the flow.

In the second stage, the facilities are assigned using the principle in

sÈage 1, but now, the space constraints are taken into consideration.

The third stage consists of fine adjustment using an exchange algorithm

similar to FRÀT.

Elshafei (1977) proposed an algorithm which is a combination of a

construction algorithm and an improvement algorithm. The construction

algorithm employs two strategies. In the first strategy, locations are

ranked in ascending order of R , where R is the sum of distances from

location j to all other locations. Facilities are also ranked in

ascending order of L , where t is based upon the number of facilities
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having flow with facility i and the sum of the flow values to and from

facility i. At any stage in the assignment process using lhe first

strategy, the unassigned facility with greates! L is assigned to the

unused location with minimum R. In the second strategy, a! any stage k'

fhe unassigned facility which has the maximum flow with the facility

assigned in stage k-1, is assigned to an unused location that causes a

minimum increase in the total cost. Using the above tvro strategies, a

complete layout is obtained and improved (if possible) by an improvement

algor i thm.

DISCON: Drezner (1980) has modelled the facility layout problem as a

nonconvex mathematical programming problem. This problem is solved using

a two-phase algorithm called dispersion-concentration algorithm. In the

dispersion (first) phase, using the tagrangean differential gradient

method, good initial conditions are found so as to obtain a satisfactory

local minimum to the mathematical programming problem. The final

solution in the dispersion phase provides good starting points for the

concentration (second) phase. In the first phase, the solution is such

that the facilities do not touch one another, i.e., they are not close

enough. The second phase consists of concentrating the facilities so

that they are as close as possible (without overlapping). This solution

is a local minimum to the mathematical programming problem. Ðrezner

(1980) points out thai although the dispersion phase provides good

starting points, it is difficult to justify this outcome.

2.3.2.4 Graph theoretic algorithns
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Graph theoretic algorithms identify maximal pLanar subgraphs of a

weighted graph which show the relationships between the facilities. The

dual of a maximal planar subgraph determines a layout of the facilities.
Note that although some of the graph theoretic algorithms can be

classified as construction aÌgorithms, all graph theoretic algorithms

are discussed in this section.

Seppanen and Moore ( 1 970 ) proposed the above mentioned graph

theoretic solution procedure. À heuristic algorithm which uses this

strategy was also presented (Seppanen and Moore, 1975). The algorithm

determines the naximum spanning tree based upon the weighted graph. With

the help of an edge adding process, the maximum spanning tree is then

used to obtain a maximal planar subgraph. Às mentioned before, the dual

of the maximum planar subgraph determines a layout of the facilities.

Branch-and-bound alqorithm: Foulds and Robinson (976) presented a

branch-and-bound algorithm for solving the facility Layout problem. The

algorithm begins by ptacing pairs of facilities {i,j} in descending

order of their flow values in a list P. À11 the pairs of facilities
({i,j}€ H, where N is the set of pairs of facitities which must be

adjacent) are placed in adjacent locations to get a partiat graph

(assignment). then, the branch-and-bound process begins. Àt any stage k,

k pairs of facilities (including the pairs of facilities in N) are

chosen and included in the graph T. To obtain an optimal solution, a

maxinal planar graph is required. Since a maximal planar graph has 3n-6

edges, where n is the number of vertices or facilities, 3n-6-k more

edges have to be added to the graph T to make it a maximal pJ.anar graph.

Note that an edge Ii,j] in the graph represents the relationship between

facilities i and i.
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AIso, at every stage in the branch-and-bound process, the penalty of

adding or not adding the next available pair of facilities in list P, is

determined. The branching then takes place from the node which has the

least penalty and which has less than 3n-6 edges. Àt the same time, it

is determined whether an edge can be added to the current graph T

without making it nonplanar. The nodes that are considered for branching

are those that lead to maximal pl.anar graphs with minimum per'alty. The

branch-and-bound process continues until all the nodes with a penalty

less than that of the current ninimum penalty have been considered. The

Last such node gives the optimum solution.

Deltahedron alqorithm! Foulds and Robinson (1978) presented two

heuristic algorithms which avoid the testing of planarity. (tn graph

theoretic algorithms, this is a difficult task, especially as the

problem size increases). The algorithnrs initially determine a

tetrahedron, i.e., a particular type of graph in which each of the four

vertices is connected to the other three vertices (figure 6). Note that

the tetrahedron has four faces including the external face - fr, fz, fsr

Lt¿.

q

Figure 6:

a

Te t rahedron
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The remaining vertices are then inserted one at a time, in one of the

faces of the graph. At any sÈage in the algorithm, a list of vertices V,

edges E and faces F is maintained. For example, if vertex a is inserted

in face fr which consists of edges pq, pr and qr (figure 6), then the

corresponding edges ap, aq and ar are also added to the graph. The lists

V, E and F are updated as follows:

V consists of vertices âr pr er r, s

E consists of edges apr aq, arr per prr Qrr PSr rsr qs

F consisLs of faces fr, fz, fs, ft, fs, fs.

The two aJ-gorithms which employ the above mentioned strategy differ in

the manner in which the initial tetrahedron is selected. Computalional

experience for the algorithms is presented in Foulds and Robinson

(1e78).

Carrie et aI. (1979) developed four heuristic algorithms which follow

the general solution procedure outlined in Seppanen and Moore (1975),

but consider an additional step, lhat of redrawing the maximal planar

graph based upon the relationship between the facilities. The four

heuristic algorithms differ in the manner in which edges are added to

lhe graph at each step. Note that edges are added at each step in order

to obtain a maximal planar graph. The heuristic algorithrns which were

coded in FORTRAN and pt/1 are also compared in Carrie et aI. (1978).

Whee1 expansion alqorithm: Eades et al. (1982) developed a heuristic

algorithm which is similar to that of Foulds and Robinson (1978). The

algorithm begins by determining a tetrahedron. Then a procedure known as

wheel expansion takes place. À wheel on n vertices is a graph which

consists of a cycle (known as the rim) of n-1 verLices, such that each
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(known as theof the n-1 vertices

hub). À wheel on 7

is adjacent to

vertices is shown

an additional

in figure 7.

vert,ex p

Figure 7: WheeI

In the wheel expansion procedure, ôD additional vertex

not in the current wheel), is added to the graph such that:

rl

rr l

p and q are the hubs of

there are two vertices

wheels

two wheels

krl which are on the rims of

q (which is

both the

iii) each vertex previously adjacent to p

one of p and q in the new graPh.

By continuing in the above manner, planar graphs are

can then be used to determine a layout of the facilities.

is adjacent to at least

obtained which

Foulds et al . ( 1 985 ) compared the deltahedron algori thm, wheel

expansion algorithm and another greedy algorithm in which edges are

ordered on the basis of their weights and added to a graph if they do

not make the graph nonplanar. It rlas found that the deltahedron
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algorithm in combination with an improvement technique was the most

successful with respect !o solution quality and computalion time.

In addition to lhe above mentioned algorithms, Moore (1976) proposed

an algorithm r+hich is similar to the algorithm of Seppanen and'Moore

(1975) except that it employs a different edge adding process to obtain

a maximal planar graph from lhe maximum spanning tree. Green and

ÀI-Hakim (1985) presented a matrix representation of a planar graph and

its dual graph and used it to develop a heuristic algorithm for the

facility layout problem. GASOL (Hammouche, 1983) is a heuristic

algorithm based upon the string representation suggested by Carrie et

al. (1978). It is compared with CRÀFT, CORELAP and ÀLDEP for eight test

problems in Nugent et aI. (1968).

2.4 KNO¡ILEDGE-BASED SYSTEMS FOR TTIE TAYOUT PROBTEM

À number of knowledge-based systems have been applied for solving

manufacturing problems. Heragu and Kusiak (1987) have surveyed some of

them. In this section, two knowledge-based systems developed for the

layout problem, i.e., FADES (nisher and Nof, 1984) and IFLAPS (Kumara et

al., 1985), are discussed.

2,4,1 FÀDES

Fisher and Nof (1984) have developed an expert sysÈem called FÀDES for

the facility design problem. FADES aids not only in facility pJ.anning,

but also in the selection of technology and economic investment

analysis, generation of relationship charts, flow and distance matrices,

acquisition of data ( if necessary) from the user or a database
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management system (ogì,tS). It addresses other unstructured problems which

arise in the course of facility design, as welI.

FÀDES consists of a knowledge base, a PROLOG interpreter, a DBMS

(relevant to the concerned company) and task specific data. The

knowledge base consists of algorithms, economic models and expert ru1es.

First order predicaÈe logic is used to represent knowledge. The

knowiedge representation includes assertions of facts, goals and

orocedures.

The pROtOG interpreter employs forward chaining depth first.search in

order to show that the negated goal does not match any of the assertions

in the database

The knowledge base consists of expertise for:

i) seleclion of equipment and economic investment analysis,

ii) developing relationship ratings between facilities,

iii) selecting and invoking the appropriate algorithm,

iv) solving the facility layout problem and also to prepare data

that is necessary for solving the facility layout problem, and

v) retrieving appropriate data that may be required from a DBMS.

With the help of the above knowledge it is possible to design a

manufacturing system. Initially the required equipment/technology leve1

is identified and the available equipment is examined. Then a candidat.e

list of the available equipment which will meet the required technology

Ievel, is prepared. In order to do this, prcduction parameters such as

parts per assembly, product volume, assembly time, number of different
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styles and products, etc., are examined. Interaction with the user

permits addition (deletion) of knowledge to (from) the database.

Once the candidate Iist of available equipment is prepared, a

replacement analysis module performs economic analysis of the

alternative equipment and recommends the appropriate equipment as also

the inference procedure.

FADES is also capable of developing a relationship chart for a given

set of facilities. The relaLionship chart provides closeness desired

between each pair of facilities in the set. This is done using a series

of expert rules which are obtained from human experts. These rules are

subjective in nature but are important in determining the facility
layout. For example, due to technological constraints, a forging and a

hea! treating station have to be located adjacently. Using the non-flow

relationship ratings, facilities are put into groups of two. if this is

not possible with the help of expert rules or knowledge in the DBMS,

then the program asks the user about determining groups of facilities.

Thus the relationship chart is constructed.

In order to solve the facility layout problem, flow (distance) data

between pairs of facilities (sites) are required. The flow data are

prepared with the help of data regarding product demands, operations

performed by each facility, etc. To prepare the distance data,

information regarding site descriptions is used. From the flow and

distance data, a material handling cost matrix is constructed. This

matrix and the relaÈionship chart are used to solve the facility layout

problem. To solve the facility layout problem, the linear assignment
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algorithm is invoked. It should be noted that heuristic quadratic

assignment algorithms may also be stored in the database and with

suitable rules the appropriate algorithrn (i.e., Iinear or quadratic) may

be chosen depending on the problem at hand.

As mentioned before, FÀDES permits inLeraction with an external DBMS

or with the user. However, it is oesirable to keep interaction with the

latter to a minimum.

2.1,2 rFtÀPs

IFIÀPS (Kumara et al., 1985) consists of two basic modules:

expert system module, and

syntactic pattern recognition moduLe.

Both these modules can generate soLutions for the layout problem.

The expert system module uses three types. of assignment rules to

assign machines to their respective sites. The first type of rule

assigns a machine i to a site j if the resource required by machine i is

available at site j. The second type of assignment rule assigns nachines

with high flow value between them to adjacent siLes. The third type of

assignment rule assigns machines which should not be located adjacently

to non-adjacent sites.

The pattern recognition module consists of expert rules which

determine which machine is to be assigned first in the floor plan. Then

other machines are added to sites in the floor plan such that:

.an

oa
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¡ hazardous machines are assigned to their corresponding designated

sites,

o non hazardous machines are assigned based on lheir interaction with

previously assigned machines.



ChaPter III
MODETIING THE IAYOTA PROBIEM

À number of models, for example, the QÀP (Koopmans and Beckmann, 1957),

linear mixed integer programming problem (tove and Wong, 1976'),

nonconvex mathematical programming problem (Drezner, '1980), have been

developed for lhe layout problem. À11 the formulations except that of

Drezner (1980) and Neghabat (974), require that the location of sites

be known a priori. The formulations presented in this chapter, are more

general than most of the existing models because the location of sites

is not required to be known a priori.

3.1 MODEIS FOR THE SINGIE-RO}T MÀCHINE IÀYOIN PROBIEM

In order to nrodel the single-row machine layout problem, the following

assumptions are made (Heragu and Kusiak, 1987a):

o machines are to be arranged along a straight line (figure 5a),

o machines are to be oriented in only one given direction.

The following notation is used in models M1, M1a and M1b:

f. f.requency of trips between machines i and j
1'l

c cost per trip between machines i and j
ij

t, length of machine i

d mininum distance by which machines i and j are to be separated
1't

-53-
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distance between center of machine i and vertical reference Iine
vrL'l

'l'ne

vrI

and the reference L ine
I

Figure 8: Illustration of parameters and decision variable for the
single-row machine layout problem

Model M1

The objective function of modeL Ml minimizes the total cost

in making the required trips between machines.

i nvol ved

parameters 1. and d. ., decision variable
r rl

are illustrated in figure 8.
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Constraint Q) ensures that no two machines in

Constraint (3) ensures nonnegativity.

55

the layout overlap.

Note that in the above and following models, the nonnegativity

constraints have been provided to make the interpretation of the

soluÈions easier. Omittinq them does not affect the solution to the

model.

(1974) developed a model which is similar to model M'l.

nnot be solved optimal).y by a standard Iinear programming

t includes absolute val.ues in the objective function and

In order to transform model M'l into an equivalent linear

r programming model M1a, define:

x ) if (x - x ) > 0

(4 )

(5,l

(5)

Neghabat

Model M1 ca

code, as i

constra ints.

mixed intege

* ['*,-x =lij 
[o

_ [-,-,-,, 
lo

[' 
i r

z =jij 
l0 

if

Based on the

0

<0

>0

ij
if x'- x s

L)

if (x - x )

ij
if (x - x )

ij
X

j

-x)
j

+-
x +x
ij ij

>X
ij

above, it is obvicus that:

(7)

+-
x -x
ij ij

tllx - x I

ij

(x - x ) =
tt

(8)
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ModeI M1a

n-1
min E

t1

s.t. x
ì

I

f (x +

L) LJ

> 1lzft
ij

x)
l1

n
1a

1=1+ I I 1

-X +MZ
j

+d

(e)

(10)

M(1 - z

11

fl¿A¿Irv> 112(l +

i=1 ,... ,n-1
j=i+'l ,... ,n

i=1 r... rn-1
i j j=i+1 ,...,n

i=1 ,... ,n-1
j=i+1 ,... ,n

i=1 ,... ,n-1
j=i+1 ,... ,rl

i=1 ,... rn

z = 0r1
tt

Constraints (10)

overlap. Since z

lt

-x

and (1 'l ) ensure that no

is a 0r1 variable, only

i=1,...,n-1 (15)
j=i+1 ,... ,rì

two machines in the layout

one of the constraints (10)

-(x -
1

1

x
'tt

+

x.
'I 1

x
'I

x)+
j

-x
ij

,x
ij

j
(11)

(12)
rl

>0

(13)

(14)

1J

and ( 1 1 ) holds. Constraint (12) is identical to expression (8).

Constraints (13) and (14) ensure nonnegativity and constraint (15)

imposes integrality. In the above and other models presented in this

thesis, the letter M denotes an arbitrarily large positive number.

Murty (1983) has shown that in

values in the objecvtive

similar to (7) is made in the

any model which consists of absolute

function, if the transformation

objective function and transformation

similar to (8) is made in lhe constraint, then at least one of x
+

r.J l:

will always be zero, i.e.,
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+-
x x =0

lt tl

(16)

Observation: If transformation of the form (17) which is similar to

(7), is made in the constraint:

+-
l* - * | > U , i.e., x + x > b , (17')

I I 1l 1l rl rl

where b is a real constant, then the solution to the model will no!
1ì

always satisfy (16). This is why constrain| Q) in model M1 which is

similar to (17), has been replaced by constraints (10) and (1'1) in model

M'1a.

It should be noted that the single-row machine layoul problem can

also be modelled as a non-linear continuous problem as shown below:

Model M1b

n-1 n 1-

min E I c t (x + x )
r=l l=r+l tt t't tl 1l

(18)

+-
s.t. x +x >1/2 (t+1)+d i=1,...rn-1 (19)

ij ij i j ij j--i+'l 
'...,n

t-

x , x ) 0 i=1r...rn-l (20)
ij ij j=i+'l 

'...'rì
x 2 0 i=] ,... rn (,21)

ì

and constraints (12) , ( 1 5) .



in the

58

Iayout overlap.Constraint (19) ensures that no two machines

Constraints (20) and (21 ) ensure nonnegativity.

3.2 I,IODEIS FOR THE }ITITTI-ROW TÀYOUT PROBTEM TIITH I,IÀCHINES OF EOUÀI

ÀREA

Model M1 is used to formulate the single-row machine layout problem.

In general, one finds that the machines have to be located in two or

more rows. To model this problem, either the QÀP or its equivalent

linear transformations have frequently been used. Below, â linear

program Q2)-(24) which can be used to model the layout problem in

which the machines are of equal area and square in shape, is

presented. in addition to c , d , f , defined in model M1, the
ij ij ij

following notation is used.

vertical distance between facility i and horizontal reference
line hrl

horizontal distance between facilitv i and vertical reference
line vr1

The above decision variables and the reference lines

illustrated in figure 9.

vrl, hrl are

Model M2

The objective function of model M2 is similar to that of model M1 and

minimizes lhe total cost involved in makinE the required number of trips

between the facilities.

n-l
min I

r- |

n
t^

¡=i+1
..(1". - x.l + ly.
1l r I 1

- v l)jrl
(22)
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Figure 9: I llustration
the multi-row

of decision var
layout problem

hrl

iables and reference Iines for
with machines of equal area

.ls.t. lx - x
i

x'Y
ìl

| + lv - v I > 1

jij

) 0, integer

i=1 ,... ,D-1
¡=i+1 ,... ,n

i='l ,... rn

(23 )

(24)

Constraints (23) and (24) ensure that no two machines in the layout

overlap. À1so, constraint Q4\ imposes nonnegativity and integrality.

If the horizontaL and vertical dimensions of the floor plan

denoted as h and v respectively, then by adding constraints (25)

Q6) provided below:

â rê

and

lx. - x.l 5 v - 1

rl
lv. - v.l s h - 'l

rJ

one can ensure that the machines

of the floor plan.

I -l ^_1¡ - | t . . . t ¡¡

¡=i+1,...,n
i - r ^_lI - | t . . . t ¡¡

¡=i+1,...,n

(2s )

(26)

are located within the boundaries of



In

pr09 ra

1

Y

ij

x
ij

I

v
ì'l

v
lt

lx -
i

lv -
i

(x
I

(y
i

) if (y - y
I j

'l

J

I

I

orde r

mming

['"=l

['

i-t*
=li

['

|' 'r,_l¡
ì

['

f-,',
=1

Io

bU

to transform model MZ into an equivalent mixed integer

model M2a, the foLl.owing decision variables are defined:

- x ) if (x - x ) > o

(27 )

if (x - x ) s 0
tì

-x ) if (x - x ) < 0

Q8)

if (x - x ) > 0

ìl

tì

- It )>0

- It

:r
Il.

l ìr

s0

<0

(29')

(30)

(31)

ß2)

I JJ ,l

(v - v )

1l

(v - v )

ij

if (y - y ) ¿ 0

1J

Based on (27')- (30 ) , it can be easily verified that:

x.l
l

yl
j

-x)
j

-y)
j

I

=x
ij

+x

+y

'tt

+

= y..
1l

+

=x
11

+

= y.
1J

ll

-X
ij

ij
T

(34 )



61

Model M2a

n-1 fì + - +

min E E c f (x +x +y +y ) (35)
i=1 j=i+1 ij ij ij ij ij ij

s.t. x -x +Mp +Mq >1 i=1,...,r-1 (36)
i j ij ij j=i+1 

'... 'n
-(x -x)+Mp +M(1-q )>t i=1,...,n-1 (37)

i j ij ij j=i+1 
'...,rì

y.-y.+M(1 -p..) +Mq..>1 i=],,..,n-1 (38)
Í j ij ij j=i+1 

'...'rì
-(y. -y.) +u(1 -p..) +M(1 -q..) > 1 i=1,...,n-1 (39)

i j ij ij j=i+1 
'...'rr

+-+-
x , x r y r y > 0 i=1r...rn-1 (40)
ij ij ij ij j=i+1 ¡...¡rì

x r y > 0 i=1 ,...rn (41)
1l

P r Q = 0r1 i=1r"'rn-1 (42)
ij ij j=i+1 

'...'rì
and constraints (33), (34).

Constraints (36)-(39) ensure that no two machines in the layout

overlap. Since p r e are 0r'l variables, only one of the constraints
ij ij

(36)-(39) holds. Constraints (40) and (41 ) ensure nonnegativity and

constraint (42) imposes integrality.

A non-linear programming model which is equivalent to model M2a is

provided below:

Model M2b

n-1n+-+
min E E c f (x +x +y +y ) (43)

i=1 j=i+1 ij ij ij ij ij ij

t-

s.È. x + x +Mz > 1 i='1 ,...,n-1 (44)
ij ij ij j=i+l ,...'rr
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+y +M(1 -z
LJ

x =0
't1

-n)r -u
ij

(l - z ) = 0

)>l i=1r...rn-1
j=i+1 ,... ,n

i=1 r... rn-1
j=i+1 ,. . . ,r¡

i=1 r... rn-l
5=i+1 ,... ,n

i=1 r... rn-1
j=i+1 ,. . . ,fì

i=1 r... rn-1
j=i+1 ,... ,n

i=1r...rn

(4s)

(46)

(47 )

(48)

1l

+

1't

,

,x

v

>0 (4e )

(s0)

1l

-+
rY rY

11 tl ìl

>0
ii

and constraints (33), (34).

Constraints (44)-(45) ensure that no two macl¡ines in the layout

overlap. Constraint (48) imposes that only one of the constraints

(44)-(45) holds. Constraints (45) and (47) ensure that one of the two

decision variables x..r x.. and one of y..
1l rl rl

It,.1
ìt

is a lways n

Constraints (49) and (50) are nonnegativity constraints.

As nentioned before, if the dimensions of the floor pian are given,

constraints (25) and (26) may be added in order to ensure that the

machines are arranged within the boundaries of the floor plan.
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3,3 I{ODELS FOR THE I,TTtrTI-ROW LAYOUT PROBIEI,I WIlTT MÀCHINES OF T'NEOU.TL

AREÀ

The linear and non-linear models M2, M2a and M2b presented in the

previous section can be used to formulate the layout problem in which

the machines are of equal area. In many practical cases, one may observe

that the area of the machines are not always equal. To model the

layout problem in which the machines are of unequal area ' a

non-linear program is presented. It is assumed that the

machines are square or rectangular in shape. AIso, lhe physical

orientation of the machines are assumed to be known. In addition to

thenotationfor c ,t ,x rY, usedin model M2, the following
ij ij i i

Darameters are defined:

length of the horizontal side of machine i
I

h I enoth of
i

The parameters,

to models M3, M3a

Model M3

the vertical side of machine i

The objective function of model M3 is similar to that of models M1

and M2 and minimizes the total cost involved in making the required

trips between lhe machines.

n-1 n

decision variables and reference lines vr1,hr1 relevant

and M3b are iilustrated in figure 10.

minIEc
i=1 j=i+1

s.r. lx -xl

f (lx - x | + ty (51 )

i=1 ,...,0'-1 (52)
j=i+1 ,... ,rì

i=1,...rn-1 (53)
¡=i+1 ,... ,n

1l rl I l

+Mz >112(b+b)

t\I lt
ij
+^

i j ij i j

ly -yl+M(1-z )>1/2(I
i j ij I

1l

)+d
j ij

+1
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hrl

F i gure 1 0: I LLustrat
mul t i -row

ion of decision
layout problem

variables and
with machines

parameters tor the
of unegual area

(1 - z )=0
rJ

¿0

Constraints (52)-(53) ensure that

overlap. Constraint (54) ensures that

(52)-(53) hoIds. Constraint (55) is a

ModeI M3 is transformed into an

programming model M3a as shown below.

Model M3a

no two machines in the laYout

only one of the two constraints

nonnegativity constraint -

equivalent Iinear mixed inieger

1l

x rY
tl

i=1 ,... ,D-l
5=i+1 ,... ,r'¡

i=1r... rn

(s4)

t55,l

The objective functi

making the required

on of

frinc

I

(x
!f ìì

+

ìt

model M3a ninimizes the total cost involved in

between the machines.

n-1 n

min t I c f
i=1 ¡=!+t ij

+x
¡t IJ

+y +y t f,b,



s.E. x

-x

v.
'I

_tt
T

+b)
j

-X

+x

+M(p +q

I ll

¿rr¿vl1 -ñ' L ' ¿-¡\ ¡ V

>-1/2(b+b)
ij

q | > 1/2(b
1l

+ Mq > 1/20
ij

M(1 - q ) >
1t

>0

112$ + b )

ij
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i=1,...,n-1 (57)
j=i+.1 ,... rn

i='1 ,... rn-1 (58)
j=i+1 ,... ,rì

i=1,... rn-1 (59)
j=i+1 ,... ,n

+ I ) i=1,... r0-1 (60)
j j=i+1,...rD

i=1,...rn-1 (61)
j=i+1 ,... ,n

i='1 ,... rn (62)

i=1,...rn-1 (63)
j=i+1 ,... ,n

(65)

ij ij
+ Mp + M(1

'r l1
) -J

tr ¿ Mf 1 - n I +r ' ¡'¡\ | È/ , '

+.1 )

ij
112Ã

1

I

'l

+

,
tt

,

l

x
I ''l

rr)

i

Y

ij
+-

rY ¡Y
ij ij

0

-n I
- vtl

i

P..r
lt

and

rl

constraints (33), (34).

Constraints (57)-(60) ensure that no two machines in the layout

overlap. Integrality constraint (63) ensures that only one of the

constraints (57)-(60) holds. For the sake of simplicity, the clearance,

i.e., the minimum distance by which each pair of machines are to be

separated, has not been included in the above and the next model.

Constraints (61) and (62) are nonnegativity constraints.

An equivalent non-linear program M3b is provided below:

Model M3b

n-l
min E

¡- |

(64 )

n
t

'i-i +

+-+-
f (x + x + y + y )

ij ij ij ij ij
1

x +x
IJ

+

y +y
11

1)
j

Mz

I l'l

+
tl

T

1t

ij

M(1 - z

i='1 ,. . . ,n-l
j=i+1 ,...,n

i=1 ,.. . rn-1
j=i+1 ,... ,n

) > llz(t +

'tt I

Þ¡ L¡

(66)



z
ij
+

x,
ij

x,
I

and

(l - z

x,
ij

y >0
I

=Q

>0

constraints (33), (34), (46), (47).

)

¡l

+

Y..¡
1l

: -l¡- ¡ t.
¡=1+ |

.. rn-1
,. .. ,n

i=1 ,... ,n-1
j=i+'l ,. . . ,n

i=1 ,. .. ,n

66

ß7)

(68 )

(6e)

v
'tt

As in the case of model M2, if the dimensions of the floor plan are

known, one may add suitabte consLraints (as shown before) and ensure

that the machines are arranged in such a manner that they fall within

the boundaries of the floor p1an.

The models presented in this thesis have the least nurnber of integer

variables when compared to other models published. A summary of the

number of constraints, continuous and integer variables, for the linear

models þresented in this thesis and the existing rnost compact models is

provided in table 1.
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ChaPter IV

HET'RISTIC ÀLGORITHI,T FOR SOIWNG THE IAYOT'T I'IODELS

In this chapter, computational experience with the models M1 and M2

developed in the previous chapter, is provided. To demonstrate the

efficiency of the models, a number of single-row and multi-row layout

problems available in the literature were solved. The models Yrere

solved using the Powell method of conjugate direction for unconstrained

minimization (Press et al., 1986). Since models Mi and M2 are

constrained models, they were transformed into unconstrained programs

using the penalty method (Bazaraa and Shetty , 1979). In the penalty

method, each constraint is squared, multiplied by a penalty parameler ß,

and placed in the objective function. Thus any violation of the

constraints in the original model results in an objective function of

higher value than the optimal. The heuristic algorithm used to solve the

mociets, ca1led the Modif ied Penalty Àlgorithm (¡,tp¡), is presented below.

4.1 MODIFIED PENÀITY ÀLGORITHH (MPÀ)

Step 0: Initialization

Set ß = penalty parameter

P = initial solution vector (may be an arbitrary feasible
or infeasible solution)

z = objective function value corresponding Lo initial
solution vector P

XI = direction matrix (a unil matrix of dimension n x n,
where n is the number of variables in the problem)

-59-
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Step 1: MuItip1y each squared linear inequality and equality

constraint of the constrained minimizaLion problem by the

penalty parameter ß and place them in the objective function.

Step 2: Solve lhe unconstrained minimization problem (obtained in Step

1 ) using the Powell algorithm;

SeT P = solution vector

= objective function

*
S z, sel z=2.

value corresponding to P

Itz

z

*

Step 3: Modify solution vector P

obta i ned.

so tha t feasible solution ¿Ð

There are three points regarding the above algorithm which are worth

mentioning. First, computational experience has shown that if. ß is set

to a high value, then its influence becomes less significant relative to

the value of the elements in the flow matrix. Hence, the user has to

exercise care and judgement in setting the value of ß. Second, the

quality of the solution produced by the algorithm depends to an extent

on the initial solution provided. In general, the better the initial

solution, the better the final solution. Third, the solution produced by

the Powell algorithm (in step 2) may not always be feasible, i.e., the

value of the variables may be such that the corresponding machines

overlap. In such cases, the values of the variables (corresponding to

the overlapping machines) are to be modified to make the solution

feasible. This is done in step 3.
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the aboveIn order to be able to evaluate the

algorithm, certain standards were adopted

solution quality

in:

setting the value of ß, and

providing the initial solution.

4.1.1 Conputational Results with ttoilel M1

The single-row layout problems were solved twice using the heuristic

aLgorithm presented above. Àn infeasible initial solution (in which the

value of each variable was set at'l) was provided the first time and a

feasible initial solution was provided the second time. The way feasible

initial solutions were provided was standard for each problem - machine

'1 was placed in the left extreme position; machine 2 was placed to the

right of machine 1, machine 3 to the right of machine 2 and so on. For

all the single-row Layout problems solved, the value of ß was set at 1.

Furthermore, a "greedy" pairwise exchange algorithm was used to improve

the .quality of the solution produced by MPÀ. The greedy algorithm

considers pairwise exchange between the positions of machines. If the

exchange between the positions of any two machines results in an

improvement in the solution cost, then the exchange is made, and the

above procedure is repeated until there is no further improvement in the

solution cost.

In order to assess the performance of the modified penalty algorithm,

8 single-row layout problems were solved (see table 3). The flow and

machine length data for problem '1 is provided in Beghin-Picavet and

Hansen(1982); forproblems 2and6 inLove andWong (1976a); for

problems 3 14 and 5 in Simnons ( 1 969) . Since the largest problem
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available in the Iiterature is the 11-machine layout problem (probJ-ems 5

and 6), we have introduced the 20-machine and 30-machine layout problems

(problems 7 and 8) respectively, in order to demonstrate that model M1

can be used to solve large layout problems in a reasonable computation

time. The fl.ow data for probi.ems 7 and I in table 3 are taken from

Nugent et aI. (1968); the corresponding machine dimension data are

provided sequentialry in table 2, begining from machine 1. For example,

the dimension of machines 1 ,...,zo in problem T are

20 13 19 13 r7 13 r7 15rgr6r5r3rg 13 r7 13r7 15rgr6 respectively.

results for model Ml are provided in tabl.e 3.

Computat i on

TÀBLE 2

Machine length data for problems 7 and I in table

Problem
number

Mach i ne
len gth

20 ,3 ,g ,3 ,7 ,3 ,7 ,5,9,6,
5,3r9 13r7 13r7r5rg,b

3r9r3 r7 13r7 15rgr5r5,
3,9,3 ,7 ,3 r7 ,5 rg 16 15,
3 ,9,3 ,7 ,3 ,7 ,5 ,g ,6 ,5

À1I the computation with MpÀ reported in this chapter, has been

performed on an ÀMDÀHL 5870 computer. Às can be seen from table 3, MpÀ

produces optimal solutions for 3 out of 4 problems for which optimal

soLutions are known. For problems 3, 6 and 7, the atgorithm produced

better solutions than those available in the literature. It should be

noted that the dynamic programming algorithm of picard and Queyranne
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Computational

TÀBLE 3

results tlith model M1 for
layout Problem

the single-row machine

MPÀ I

Problem
number

Number of Optimal or best
machines known solution

with infeasible
initial solution

feasibLe
solut i on

with
initial

OFV CPU 2 oFv CPU3 OFV CPU3

1

2

T

5

7

I

:

5

10

tl

11

20

30

78 .0

151.0

2348.55

2781 .5

6933. s

7021.56

17244.06

ll ¡ d ¡

0. 18

3.134

0. 96

5.40

9.80

1200.00s

150.393

n.a.

78.0

lçt n

2324.5

¿tö1.2

704 1 .5

6933. s

16265 .0

461 39.0

0.08

0. 08

U.Jb

I lt
l. | |

0. 96

0 .98

10.58

36.43

78.0 0.09

151.0 0.13

2341 .5 0.59

2781 .5 0.84

F 4 {ñt¿t+.) ¿.tö

6933.5 0.95

16109.0 7.82

46454.0 35.74

OFv 0bjective function value
CPU Central processing unit time in seconds
n.a. Data not available1 Each solution produced by I'fPÀ was improved by a greedy pairwise

exchange algorithm once; the corresponding OFV and CPIJ times are
repor t ed2 CpÚ time in seconds on an IRIS B0 C.I.I.-H.8. computer for problems
1,3,4 and 5 (Beghin-Picavet and Hansenm 1982)

3 CÉU time in secónds on an ÀMDAHL 5870 computer (Heragu and Kusiak,
'1987a 

)4 CpU time in seconds on an IBM 360/65 computer for problem 2 (Love

and Wong, 1 975a )5 CpU timã'in seconds on an IBM 370/158 computer for problem 5 (Love

and Wong, 1 976a )t Objective function value of the best known solution (Heragu and
Kusiak. 1 9B7a )
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(1981) or Beghin-Picavet and Hansen (1982) can solve problems 3 and 6

optimally, but not problem 7 or 8. However, since they have not provided

the objective function values corresponding to the optimal solution to

problems 3 and 6, only the bes! known solution is reported in table 3.

The algorithm presented has low computation time. Unlike

the dynamic programming algorithm of Picard and Queyranne ( 1 981 )

or Beghin-Picavet and Hansen ( 1 982 ) , MPÀ can be used to solve

large single-row layout problems. À major disadvantage of dynamic

programming algorithms is that they have a high memory requirement.

Picard and Queyranne ( 1 981 ) have reported that their dynamic

n
programming aLgorithrn requires about 0(n2

n is the number of machines.

) memory iocations, where

The computation results with model M1a which was solved using the

branch-and-bound enumerative nethod of tiNDO (Schrage, 1984), were not

encouraging. For example, the optimal solution either could not be found

or could not be verified for problems with I or more machines, even

after 30 minutes of CPU time. This is because of the large number of

integer variables in the model. Hence, computational results with model

M1a are not included in this thesis.

4.1.2 Conputational Results sílh Moilel M2

For all rnulti-row layout problems solved, the value of ß was set at 3.

Às before, each problem r.las solved twice, once wiLh a standard

infeasible initial solution and once with a feasible initial solution.

The way in which feasible initial soluLions were provided was also
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standard for all problems, i.e., machine 1 was assigned to site 1,

machine 2 was assigned to sile 2, and so on.

Computational results using model M2 tor the multi-row machine layout

problem are provided in table 4. The flow and distance daÈa for the

multi-row layout problems solved in this chapter, are provided in Nugent

et al. { 1968). The performance of the modified penalty algorithrn

presented is compared with that of revised DISCON (Drezner, 1988). The

reason for comparing MPÀ with revised DISCON is that both the algorithms

are designed to solve models (for the tayout problem) which do not

require the location of sites to be known a priori. The revised DISCON

algorithm applies CRAFT exchange algorithm (¡rmour and Buffa, '1963) ten

times, to improve the solution. However, the objective function values

(OfV) corresponding to the solutions produced by revised DISCON and MPÀ

reported in table 4, indicate the OFV of the soLution produced by the

algorithms before lhe application of the CRÀFT exchange algorithm, and

"greedy" exchange algorithm respectively. This was done so as to provide

a meaningful comparison of MPÀ with revised DISCON. Note also that the

objective function values reported for revised DISCON are the average

OFVs provided in Drezner (1987).

From table 4 it can be seen that with a feasible initial solution,

the objective function values of the solutions generated by MPÀ were

l-ower than the average objective function values of ten solutions

(obtained by using ten different initial solutions) generated by revised

DISCON, for 5 of the 6 test problems presented in Nugent et al. (1968).

Thus the use of a simple, easiLy available algorithm such as the Powell

algorithm to solve model M2, produces good quality solutions. This to a
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TABLE 4

Computational results t{ith model M2 for
layouÈ problem

the multi-row machine

Problem
number

Number of
machi nes

Revi sed
DI SCON 1

MPA

with infeasible
initial solution

with feasible
initial solution

OFV2 CPUs OFV CPU4 0Fv CFU4

1

2

4

6

6

ö

l¿

t3

20

30

47 .5

1 18.8

322.2

630.8

1416 ,4

3436.4

0.06

0 .08

0. 16

0 .32

0.86

4.86

43.0

113.0

332.0

6s8.0

1407.0

3371.0

0.63

1Ãî

5. 01

9.27

17.81

82.49

43.0 0.30

131.0 1.35

320.0 3.47

630.0 5.00

1 398.0 1 3.83

341 I .0 49.90

OFv Objective function value
CPU Central processing unit time in secondsr The OFVs reported for revised DISCON correspond to the solutions

obtained belore applying the CRÀFT exchange algorithm '10 times
2 Obiective function values reported for revised DISCON are the

avárage values of solution costs obtained using 10 different
starting solutions (Drezner 

' 
'1987 

)3 CpU time required on an AMDAHL 470/vB computeri the reported CPU

time includes the computation time required by revised ÐISCON and
the CRÀFT exchange algorithm that l¡as applied '10 times to the
solution produced by revised DISCON4 CPU time required on an AMDÀHL 5870 computer

degree demonstrates that model M2 is an efficient formulation of the

layout problem. It appears that the use of more specialized algorithms

to solve model M2 may produce solutions of even better quality. Although

the algorithm presented generates solutions of better quality than



77

revised DISCON for the test problems, it appears that the laËter has

lower CPU time requirenent. However, since the computer systems used are

different, no conclusive inference may be drawn.

MPÀ combined with the FRAT (Khali1, 1973) exchange algorithm is

compared with a branch-and-bound based heurisLic algorithnr developed by

Bazaraa and Kirca (1983) and the objective function value, CPU time

required to solve the test problems in Nugent et aI. (1968) using these

algorithms are provided in table 5. The reason for comparing MPA h'ith

the branch-and-bound based algorithm developed by Bazaraa and Kirca

(1983) is that the latter is known to produce solutions of very good

quality for the layout problem.

From table 5, it can be observed that MPA combined with FRÀT produces

good quality solutions in an acceptable computation time. The reason

for not obtaining optimal soluLions can be partly attributed to the

limitations of the penalty method, in which the constrained model is

transformed into an unconstrained one. This observation vras also

supported by the fact that the same solutions were obtained when we

solved the unconslrained models using the Rosenbrock algorithm (Bazaraa

and Shetty, 1979). In industrial applications where the deviation of the

estimated flow data is usualLy less than 10% of. the actual flow data,

solutions whose objective function values deviate less than 10% fron

that of the optimal solution may be acceptable. If not one must use

algorithms suited for solving constrained optimizalion models.
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TÀBtE 5

Conparison of the objective function values and CPU

solutions generaled by MPA combined vlith FRAT rvith
presented in Bazaraa and Kirca (1983)

time of the
the algorithm

Problem
number

Number of
machines

Br a nc h-a nd-bound
based algorithm

MPÀ +

with infeasible
initial solution

FRAT
with feasible

initial solution

OFV CPUl OFV CPU2 OFV CPU2

1

¿

I

4

5

6

6

I

12

IJ

20

30

43.0

107 .0

289. 0

575.0

1285.0

3064.0

ll . A .

n.a.

ll . A .

30.59

1 56. 03

320.25

43.0

113.0

321.0

622,0

1 329.0

31 54. 0

0.64

1 .42

5.09

9.35

17.90

83.75

43.0 0.31

1 07. 0 0.96

JUU. U J. þb

600. 0 5.09

1308.0 13.95

3147 .0 50 . 04

OFV
CPU
l¡ . O .
1

t

0bjective function value
Central processing unit time in seconds
Data not available
CPU time required on a CDC Cyber 70 model 74-28/CDC 6400 computer
CPU time required on an ÀMDAHL 5870 computer

it should also be noted that by suitably changing Lhe penalty

parameier ß and providing different initial solutions, one may obtain

solutions of better quality than those presented in tables 3,4 and 5.

Às mentioned previously, model M3 is suitable for solving the nachine

layout problem with machines of unequal area. Unfortunately, no such

problem has been solved optimally in the literature. Computational

experience with model M3 indicates that large layout problems can be
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solved in a reasonable computational time. For example, the 30-facility

layout problem can be solved in less than 2 minuLes.



Chapter V

HET'RISTIC AIGORITIIMS FOR SOIWNG THE IÀYOTN PROBIEI.I

In practice, the decision regarding type of material handling system to

be used is typically made at the equipment selection stage. Once this is

done, the structure of the layout is deLermined based on the number of

machines, space limitations and type of material handling system used.

The actual layout is prepared using a heuristic algorithm. In this

chapter, two algorithms for solving the machine layout problem are

presented (Heragu and Kusiak, 1988). Each algorithm is applicable to a

particular layout structure. The Modified Spanning Tree Àlgcrithm (MSTA)

is to be used when the layout pattern is single-row and the Triangle

Assignment Algorit-hm (t¡a) is to be used when the layout pattern is

multi-row. Throughout this lhesis, it is assumed that the cost of

assigning a machine to any site is the same. This assumption is

realistic because in an FMS, the site preparation and the nachine

location costs are independent of the sites. The required clearance

between machines depends on which machines are adjacent and need not be

a constant. For example, the clearance between a milling machine and a

drilling machine may be more than the clearance between a milling

machine and a lathe in order to allow easy loading and unloading. The

required clearance between each pair of machines may be entered in a

matrix as sho¡vn in matrix (3) presented later in this chapter. It is

also assumed that the machines can be oriented in onJ.y one particular

direction, irrespective of their locations. This assumption is only to

-80-
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make the presentation simpJ.er, and if necessary, can be relaxed' The

number of machines is denoted as n. In addition, the algorithms use the

data in an adjusted flow matrix which is constructed as follovs:

The frequency of trips between the machines are entered in a flow matrix

(for example see matrix (1) presented later in this chapter). Using the

information about the dimensions and the orientation of all machines, an

rh rh
adjacency time matrix is also consÈructed. À value in

column of such a matrix indicates the time required

machines i and j when they are adjacent to'each other'

rh th
i row and j column of the flow matrix is

rh th

then multiplied bY the

corresponding entry in the i rorl and j column of the adjacency time

matrix to obtain a new malrix called the adjusted flow matrix F'

It is to be noted that travel time rather than travel distance has

been used to compute the adjusted flow matrix. This factor requires that

the ÀGV motion characteristic be considered.

the i row and j

to travel betueen

The value in the

Oo

TTI{E

t o^DINC ACCE-ER-
ATION

TRAVEL )ECSL¿R-
\TION

,l{LO/tDINC

Fìnrrro 11' Components of the ÀGV travel time
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Às shown in figure 11, the ÀGV travel time between any two machines

consists of five different components. Since the AGV velocity is a

nonlinear function of time rather than distance between sites, the ÀGV

travel tines should be considered in the machine layout problem. This

can be done due to the fact that for a given type of ÀGV:

o loading time is constant,

o acceleration time can be assumed to be constant ¡riLh very small

error,

o travel time can be calcuLated as a function of the distance between

the sites travelled,

r deceleration time can be assumed to be a constant with verv small

error, and

o unloading time is constant.

5.1 HODIFIED SPÀNNING TREE ÀTGORITHU (MSTA)

Step 0. From the adjusted flow matrix [f J compute:
ij

f = max [t :i='l ,....nri=1r....n].i*i* ii

Connect i*ri* and include them in the partial solution.

Set f = f = -oo.
i*i* .i*i*

Step 1. Compute

f = max {f ,f :k=1r...fì,1=1r...n} and
p*q* i*k j*t

(i) connect e* to P* and add q* to the partial solution

(ii) delete ron p* and column p* from f' =[f ]
ij

(iii) if p*=i*, set i*-q*i otherwise, set jrr=q*.
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Step 2. Repeat Step'1 until the final solution has been ohtained (i.e.,

all the machines have been incLuded in the solution).

There are four factors regarding the modified spanning tree algorithm

which are worth mentioning. First, note that the solution generated by

the algoriÈhm does not produce the layout but only the sequence in which

the machines have to be placed in the layout. The actual layout depends

on the type of equipment selected for material handling, the required

cLearance between machines and their orientation. If a robot is used for

material handJ.ing, then based on the sequence generated by MSTÀ, the

nachines are arranged along the circumference of a circle whose diameter

is equal to twice the reach of the robot (see figure 1) and the robot is

positioned in the centre of the circle. If an ÀGv is to be used for

material handling, then the machines are arranged along a straight line

as shown in figure 2. To determine the orientation of the machines,

factors such as machine shape, type of loading device used, etc., need

to be considered. The clearance between machines and their orienLations

are known to the layout analyst.

Second, in some manufacturing situations, a condiLion that a

particular machine be placed in a particular site (say the beginning,

the end or in the middle of a production line) r ßây be imposed. It may

also be desirable to locate machines with maximum flow value between

them, near the battery charging station of the AGV. The reason is that

typically ÀGVs are charged when they are not in use. Hence, in order to

reduce travel time it may be worthwhile to locate machines which have

high flow value between them near the battery charging station. Such
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conditions can be easily incorporated in the proposed algorithm. The

execution of the algorithm for problems with such conditions would be

faster than lhe execution of problems without such conditions, as the

number of machines to be assigned is smaller than the number of machines

in the layou! problen.

Third, one can easily

the number of machines in

number of machines is four

Fourth, MSTA is similar

and Murty , 1976). The

generates a spanning tree

prove that MSTÀ provides optimal results when

the problem is less than four. But when the

or more, it does not provide optimal results.

to the maxirnum spanning tree algorithm (Bondy

difference between the two is that the former

with the condition that:

every vertex (machine) except the end vertices (nachines) has

degree two (i.e., adjacent to two other vertices),

the end vertices (machines) have degree one and there are only two

such vertices (machines),

whereas the maximum spanning tree algorithm generates a maximum spanning

tree wiih no conditions.

The modified spanning tree algorithm may also be thought of as a

heuristic algorithm for the "open" traveJ-ling salesman problem. By

"open" is meant that the solution does not form a closed loop as in the

general travelling salesman problem.

The use of MSTÀ is illustrated using the numerical example presented

below.
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rs of machines (matrix (1)),

s (table 6) and the clearance

he single-row machine layout

he material handling carrier.

hat the longer side of each

thermore, one of the longer

rom the ÀGV path.

56
62 e0l
24 28 |41 e | (1)
21 12 

|0 31 
|31 0l

Q')

en 6 pai

ine size

rmine t

ted as t

s such t

th. Fur

istant f

34
80 21

72 12
0 14

14 0

41 21

912
234
446
025
205
550
23s
338

trips betwe

2), the rnach

ix 3), dete

s been selec

h machine i

the ÀGV pa

ust be equid

12

l-o 40

140 0

180 72

121 12

lçz 24

Lgo 28

Given the frequency of

adjacency time matrix (

between machines (matr

assuming that an ÀGV ha

The orientation of eac

machine is parallel to

sides of each machine m

5. 1 . 1 Nrnerical Exanole rith l.tSTÀ

t;

1¡r I -LL J -
ij

1

2

l=3
ij 4

5
6

3b

4 5l
2 3 

|3 3l
s 8l
0 4l
4 0J

{
I

1 [02l4
314
416
514
6 Ls

TÀBLE 6

Machine Sizes for the Example Problem

Machine No. Dimension

50x30
20x20
25x20
60x35
30 x 15
40x40

I

2

J
4
f,

6
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I
¡

2

ta l=3
ij 4

5

6

1 2

I

0
I

J

¡

I
I

0
1

{
I

0

3
I

(3)

56
2 2l
111ttl
0 2 

|2 0l

From the flow and adjacency time matrices, the adjusted flow matrix (4)

is constructed.

f' = [r ] =
ij

123
0 160 320
0 0 144
0 144 0

6 60 70
I 48 123
08427

45
126 248
60 48
70 123
0 105

105 0

96 124

(4)

5

;lll

rI
2 | 16
3132
4112
sl2q
6 L4s

Step

Step

Step 1.

Step 1.

Step 1.

0.

It.

Machines 1 r6 are connected and included

Machine 3 is connected to machine 1 and
solut i on .

Row 1 and column 1 are deleted in matrix

Machine 2 is connected to machine 3 and
solut ion.

Rorl 3 and coLumn 3 are deleted in matrix

Machine 5 is connected to machine 6 and
solut i on .

Row 6 and column 6 are deleted in matrix

Machine 4 is added to machine 5 and is
solution.

Row 5 and column 5 are deleted in matrix

partial

partial

(4).

added to the partial

(4).

in the partial

is added to the

(4).

is added to the

(4).

is added Lo the

solution.

part ia1

The sequence in

(obtained from MSTÀ)

which machines are to be placed in the layout

is (2,3r1,5,5,4).
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E
Figure 12: Single-rou layout for the example problen

since an ÀGV is to be used for naterial hanclling, the layout as shoun

in figure 12 is developed. Note that the sequence of machines generated

by MSTÀ is maintained and a longer side of each ¡rachine is equidistant

from the ÀGV path. Àlso, the clearance betveen acljacent nachines is

maintained as indicated in matrix (3) '

5.2

Now consider the arrangement of machines as presented in figures 3 and

4. To solve these ¡nachine Iayout problems a triangle assignment

algorithmisdeveloped.Itconsistsofthefollovingtvophases.

Phase 1

Phase 1 involves the generation of triangles of ¡naximum veight' The

weight of a triangle is the sum of the neights of the edges of the

triangle. In the algorithm, the vertices of triangles represent

machines. To generate triangles based on the adjusted flow matrix F' a

maxinum spanning tree T is constructed. Then for the maximum spanning
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tree, the adjacency matrix is set up. Some rows i of the adjacency

malrix have pairs of colunns j and k which have a u1" entry. This

particuJ.ar combination of verLices i,j,k indicates that a triangle

(i,j,k) may be constructed by adding one of the edges {i,j} ot {j,t} or

{irk} which is not in the spanning tree. À11 such possible triangles

(i,j,k) in which the adjusted flow between any two vertices is greater

than or equal to a threshold value es¡ ârê selected. Note that the value

Qo ma! be set by the user. Experience has shown that with a value of:

Qo 5 l\1/4)lmax{f :i=1 ,...n,j=1,...n}],
ij

the algorithm produces good solutions. The weights of these triangles

are determined and the triangle with the maximum weight is chosen and

denotecl as A*. Now, there is an edge of A* which is not in the spanning

tree, but if added would form the triangJ.e A* This edge is added to

the spanning tree T and triangle A* is thus formed. Note that T is no

more a tree as it has a cycJ.e of lengLh 3. The adjacency maLrix is

updated to represent this new graph.

The above procedure is repeated until all but one machine appear as

vertices of one of the triangles at least once. For example, for a

problem with n machines, if the triangles generated have at least n-1

vertices appearing at least once, then phase 1 of algorithm stops. The

triangles generated are arranged in descending order of their weights in

a list L and control then passes over to phase 2 of the algorithm.

Phase 2

Phase 2 of the algorithm consists of assigning machines to siLes.

The sites are created such thal:
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there is one site for each machine, and

all the sites are of equal area.

The sites created depend on the structure of the layout and are

independent of the machine sizes. They are numbered sequentially from '1

through n, where n is the number of machines. The distance between the

sites are entered in a matrix and used only in steps 5 and 6 of the

algorithm. They are not used to calculate the solution cost of lhe

Iayout.

Step 5 consists of two assignment ru1es. Àssignment rule 'l selects

two vertices of the first triangle in list t, based on the adjusted flow

values. The first vertex selected is assigned to site p and the second

vertex is assigned to a site that is cl-osest to site p. It is to be

noted that the value of p ranges from 1 to n and the assignment of the

first vertex determines the assignment of the other vertices of the

triangles in list L. Thus, it can be seen that TÀA generales n sets of

assignments. The third vertex in the first triangle in list t is

assigned using assignment rule 2.

Assignment rule 2 involves determining the unassigned vertices in a

triangle and assigning them to sítes such that vertices with high

adjusted flow value between them are as close to each other as possible.

Step 7 uses assignment rule 2 to assign the vertices of the other

triangles in list L.

Each of the n sets of assignments generaled by TAA indicates the

assignnent of n machines to their corresponding sites. The actual layout

is then constructed depending on lhe required clearance between machines



and their orientation. The orientation of the machines

the type of loading device used, reach of the robot

technological considerations.

Thus the solution cost for

minimum cost is selected.

90

will depend on

arm and other

each layout is deLermined and the layout lvith

the adjacency

T , determine all
I

Thus n different layouts are constructed and for each of the

layouts, the time t required to travel between machines i and j
1l

determined for each pair of machines and entered in a matrix. The

frequency of trips f and t are used to calculaÈe the solution cost
1l rl

as f ollows:

n-l n
ttf+ugtL

1=l a=1+l 1t tì

n

is

Trianqle Àssiqnment Àlqorithm

Phase 1

Step 1. Set counter I = 1; q = qo (qo is set by user).

From the adjusted flow matrix If ] , determine
ij

matrix for the maximum spanning tree T-.

Step 2. For each row i of the adjacency matrix of

the pairs of columns [j,k] which have a "1" entry

Determine the weight of each triang).e (i,j,k):

(i) which is not in T' and

in row i;
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(ii) in which the flow value between any tvro of its verLices

is2q.
***

Step 3. Determine the triangle (i ,j ,k ) with maximum weight. Break

ties arbitrarilv.

Àdd edge tj 'k ] to r , and label this new graph as T ;
1 1+1

***
Store (i ,j ,k ) as A .

T

If the number of different vertices in lhe J.'triangles,

N à n-1 and I > (n/3) then go to Step 4;

otherwise set 1=l+1 and go to Step 2.

Step 4. Arrange the 1 triangles in descending order of their weights.

Phase 2

Step 5. Set counter t=1 and site number p=1

Àssign the vertices of A- using assignment rule 1 and

assignment rule 2 below.

Assignment RuIe 1: Choose from 4,, the edges {i,j}, {j,k} such

that the weight of ii,j] and {j,k} is greater than or equal

to the weight of [i,k]. Àssign vertex j to site p.

Determine site p1 such that the distance between sites p and

pr is minimum.

If weight of {i,j} is greater than weight of {j'k}, assign

vertex i to sit" pti otherwise assign vertex k to site pr.

Assignnent RuIe 2: Determine the unassigned vertices of

A, and assign them to sites which are as close as

possible to the siLes of the previously assigned vertices of
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A At the same time, pairs of vertices of A which have
+l-

greater flow should be closer than pairs of vertices which

have lesser flow;

g"¡ ¡=t+1.

Step 6. Examine 4,. if the number of previously assigned vertices of

A is:
t

(i) 0 or 3, then go to Step I
(ií) 1 or 2, then assign the remaining vertices using

assignment rule 2.

If any of these vertices are also vertices of a triangler sâY

A (mst ) some of whose vertices are unassigned, then
m

set t=m and repeat Step 6; otherwise 90 to Step 7.

Step 7. If the total number of assigned vertices is less than D-1,

then set ¡=!+'1 and go to Step 6; otherwise assign the last

unassigned machine to the Iast unassigned site.

Determine the solution cost; Set p=p+'l and t=1.

Step 8. If p S the number of sites then go to Step 5i otherwise select

the solution with the minimum cost.

The use of TÀÀ is explained using the numerical example presenled below.

5.2,1 Numerical Example rith TAå

Given the frequency of trips between 5 machines (matrix (5))' the

adjacency tirne matrix (6), machine sizes (first five rows of table 6)

and the clearance between machines (first five rows and columns of
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matrix (3)), determine a double row machine layout assuming that an ÀGV

has been selected as the material handling carrier. The orientation of

the machines are to be such that the longer side of each machine is

parallel to the ÀGV path. The machines are to be aligned so that their

nearest longer sides are equidistant from the AGV path. Note that the

entry (i,j) in matrix (3) indicates the required clearance between the

shorter sides of machines i and j when they are adjacent to each other'

The clearance between the longer sides of machines i and j is determined

by the width of the ÀGV Path.

1. 1

IJ

234
-14f,lt
030
300
000
205

( s)

5

1l2l0lsl0l

1

1f 0'l2 | s
311
414
vt_

(6)

45
4 3l
4 3l
4 3l
0 4l
4 0J
the adjusted

't

1[0
2 | 3

=l l3414
5 L3

ad j acency

matrix (7))

(7)

12 3 4 5

1 [ o 1s 316 3lz | 1s cr e o 6l3 | 3 e o 0 ol
4 116 000201
s L 3 6 o 20 ol

[r' ]
ij

From the flow and

constructed ( see

23
JJ
03
30
44
JJ

time matrices, flow matrix F is

[ = if ] =
l1

Phase I

\tÞn I \êrs evt/

'l'ne

1=1; qo= 2

maximum spanning tree Tr is as follows:
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Figure 13: Maximum spanning tree for data in natrix (7)

tree Tt is as folLows:

is labelled as T2i

for ihe spanning

345o 1 o-l
1001oool
0011
010_l

lleight of
TriangLe (i,j'k)

1r
I)l

?l-l4t:l)L-

2.

Triangì-e (4,1,5) is selected;

edge [1,5] is added r-o Tr and the new graph

(4,1 ,5) is stored as At ;

Since N=3 < 5-1, and 1=1 S (5/3) go to Step

The adjacency malrix for T2 is as follows:

12345
1[01011-l2l1 o 1 o o 

I3lo 1 o o o 
I41100011

5L 1 o o 1 o -l

maLrix

2

1

0
'I

0

Step 2. The adjacencY

'I

0
'I

0
'l

0

Triangle
{j,k} (i,j,k)Step 3.

27
39

{1,3} (2,1,3)
{1,5} (4,1,5)

L

!
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Step 3. Triangle weight of- i {j,k} ( i,j,k) Triangle ( i,j 
'k)

1 {2,5} (1,2,5)
2 [1,3] (2,1,3)

24
27

Step 4. Triangle (2,1,3) is selected;

edge {1,3} is added to Tz and the new graph is labelled as T3;

(2,1,3) is stored as A2;

Since N=5 > 5-1 and L=2 > (5/3) 90 to Step 5.

Step 5. Àrrangemen! of the triangLes in descending order of their

weights:

Triang1eNo. i j k weight

4 1 5 39
21327

Phase 2

Five sites of equal area are constructed as shown in figure 14.

oo
ooo

Figure 14: Construction of sites for the example problem

Step 6. Set t=1; P=1.

Assignment using RuLe 1:

edges {1,4} r{4,5} are selected; vertex 4 is assigned to site 1;
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siLe 2 is selected; vertex 5 is assigned to siEe 2.

Àssignment using Rule 2:

vertex 1 is assigned to site 3;

l=2.

Step 7. A2 is examined;

number of previously assigned vertices of A2 is 1

Àssignment of vertices 2,3 using RuIe 2:

vertex 2 is assigned to site 4; vertex 3 is assigned to site 5.

Step 8. Solution cost is 52.

Set t=1 i p=2.

Step 9. Go io Step 6.

Step 6. Àssignment using Rule 1:

edges {1,4},{4,5} are selected; vertex 4 is assigned to site 2;

site'1 is selected; vertex 5 is assigned to site 1

Àssignment using RuIe 2:

vertex 1 is assigned to site 4;

l-4.

Step 7. A2 is examined;

number of previously assigned vertices of Az is 1

Àssignment of vertices 2r3 using Rule 2:

vertex 2 is assigned to site 3; vertex 3 is assigned to site 5.

Step 8. Solution cost is 58.

Set t--'1 ; P=3.

Step 9. Go to Step 6.

Step 6. Àssignment using Rule 1:

edges [1,4],{4,5} are selected; vertex 4 is assigned !o site 3;

site 2 is selected; vertex 5 is assigned to site 1.
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Àssignment using RuIe 2:

vertex 1 is assigned to site 4;

L=2.

Step 7. A2 is examined;

number of previousty assigned verÈices of Az is 1

Àssignment of vertices 2,3 using RuIe 2:

verlex 2 is assigned to site 2; vertex 3 is assigned to site 5.

Step 8. Solution cost is 66.

Set t=1 i p=4.

Step 9. Go to Step 6.

Step 6. Assignnrent using Rule '1 
:

edges {1,4},{4,5} are selected; vertex 4 is assigned to site 4;

site 1 is selected; verÈex 5 is assigned to site 3.

Àssignment using RuIe 2:

vertex 1 is assigned to site 2;

L=2.

Step 7. A2 is examined;

number of previously assigned vertices of A2 is 1

Àssignment of vertices 2,3 using Rule 2:

vertex 2 is assigned to site 1; vertex 3 is assigned to site 5.

SLep 8. Solution cost is 52.

Set t='1 i p=5.

Step 9. Go !o Step 6.

Step 6. Àssignment using RuIe 1:

edges {'1,4J,{4,5} are selected; vertex 4 is assigned to site 5;

site 2 is selected; vertex 5 is assigned to site 4.
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Step 7.

Step 8.

Àssignment using Rule 2:

vertex 1 is assigned to site 2;

t=2.

A2 is examined;

number of previously assigned vertices of Az

Àssignment of vertices 2r3 using RuIe 2:

vertex 2 is assigned to site 1; vertex 3 is

Sol.ution cost is 55.

Set t=1 i p=6.

Select assignment with minimum soLution cost

The corresponding layout is shown in figure

is 1

assigned to site 3.

Step 9.

@

Figure 15: Double-row layout for the example problem

Note that the clearance between the shorter sides of the adjacent

machines corresponds to the entries in matrix (3). ÀIso, the clearance

between the longer sides of the adjacent machines is equa)- to the width

of the AGV path. The machines have been aLigned such that the nearest

longer side of each machine is equidistant from the ÀGV path.

52.
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5.3 RESttrTS Àt{p DISCUSSIoN

The modified spanning tree and triangle assignment algorithms were coded

in VS FORTRÀN and run on an ÀMDÀHt 5870 computer. To test the two

algorithms, 36 problems were solved; 16 of these were used lo test MSTÀ

and the remaininq 20 were used to test TÀ4.

Às mentioned previously, travel time is a better measure of closeness

than travel distance, for an FMS. However, we have used travel distance

as a measure of closeness only because it enables the comparison of the

algorithms presented with the other existing algorithms.

Nine of the sixteen problems used to test MSTÀ are four-machine

layout problems and use the flow data in table 7 and the machine size

data in table 8. The clearance between each pair of machines was assumed

to be one unit. For the remaining 7 problenns, the flow data vras taken

from Nugent et. al (1958). The machine sizes were assumed to be unequal

and are provided in table 9. For the n-machine layout problem, the

machines are numbered sequentially from 1 through n (5 sns20). Thus, the

machine sizes for machines 1,2,3,4 and 5 in lhe S-machine layout problem

can be obtained from rows 4r2r5,3 and 1 respectively in table 9. The

clearance between each pair of machines rvas assumed to be 0.01 unit.

In the case of TÀ4, I of the test problems were assumed to have

machines of equal sizes and the flow and distance data for these

problems were obtained fror¡ Nugent et aI. (1968). the layout pattern was

also taken to be the same as in Nugent et al. (1968). The remaining 12

test problems were assumed to have machines of unequal sizes. The

machine sizes are provided in table 9 and are to be read as mentioned
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above. Eight of the 12 test problens rlere assumed to have a double-row

layout, the number of machines on each of the two rows being as equal as

possible. The other 4 test problerns lrere assumed to have a multi-row

layout pattern. The number of rows of machines for each of these 5

problems have been provided in table 13. For all the probJ.ems used to

test TÀÀ, the flow data was taken from Nugent et aI. (1968). ÀIso, for

the layout probLems in which the machine sizes were unegual, the

clearance between the nachines vras assumed to be 0.01 unit. For the

layout problems in which the machine sizes are equal, the clearance

between the machines Ì{as assumed to be zero in order to enab}e a

comparison of TÀÀ h'ith other existing algorithms. For the sake of

simplicity, the machines in all the test problems were assumed to be

sguare in shape.

Since single row machine layout problems have not been solved in the

literature, the results for the single row four-machine layout problem

¡¡ere compared to the optimal. solution (obtained from conrplete

enumeration). As can be seen from table '10, the optimal solution was

obtained in six out of nine problems. Tab1e 10 also shows the percentage

deviations of the solutions of MSTÀ from the optimal solutions and the

flow dominance for each of the probJ.ems. Flow doninance can be defined

as the coefficient of variation of the flow data, computed from the flow

matrix elements as (Herroelen and Gils, 1985):

100 x standard deviation / mean, where

nn
mean={f Lf. /nzl

I- | J- | lJ

n

tt¿
f - |

n
¿

:-lJ- |

standard deviation = - mean)21l[n2- 1]]
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MSTA appears to provide optimal results when the flow dominance is

above 125 %. However, since lable 10 considers only four-machine layout

problems, f,o conclusive inference may be drawn. lab1e'1'l provides the

solution results of MSTÀ for 7 more problems in which the number of

machines range from 5 to 20. The CPU time and the solution cost for the

single-row machine layout problems are also reported in table 1 1.

Tab1es 12 and 13 present the solution results of TÀÀ for the double

row and nulti-row machine layout problems. MSTA and TÀA generate good

quality solutions. The inaccuracy of data, especially the flow data,

does not justify spending too much effort to improve the quality of

solutions. However, the biggest advantage of TÀA is that the

computational time requirement is Iow. Note that TÀA requires 1.27

seconds of CPU time on an ÀMDAHt 5870 computer, whereas the revised

Hillier procedure and FtÀC require 22.85 and 23.4 seconds of CPU time on

a Prime 750 cornputer and IBM 4341 computers respectively for the same

problem.

Ànother advantage of TAÀ is that, being a consiruction algorithm, it

does not require an initial solution unlike most other methods. A

comparison of tabtes'12 and 14 shows that lhe CPU time for problems with

equal machine sizes is almost the same as thcse for problems with

unequal machine sizes.

Às mentioned before, most of the existing heuristic algorithms are

not designed to solve layout problems with facilities of unequal area.

À1so, the ones that are designed to do so alter the shape of facilities

in the final layout and hence are not applicable to machine layout

problems.
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In order to further improve TÀAts solution quality, it was combined

with two improvement algorithms (Heragu and Kusiak, 1986). The first

improvement algorithm is a pairwise exchange algorithrn of the "greedy"

type, discussed in chapter 4. The second algorithm combined with TÀÀ is

an in-house version of FRAT developed by Kha1il (1973'). In addition,

TÀÀ was combined with both the "greedy" pairwise exchange algorithm and

FRAT. The CPU times and solution cosls of the layouts for 10 problems

(witir facilities of equal area) which were tested using:

o TÀÀ

o TAÀ combined with "greedy" exchange algorithm

o TAA combined with rn¡r

. TÀA combined wi!h "greedy" exchange algorithm and FRÀT,

are shown in table 14. Àmong the ten problems, eight are from Nugent et

aI. (1968), one is from Etshafei (1977 ) and one is from Steinberg

( 1951 ).

By setting q to different values, one can generate different sels of

triangl-es in phase 1 of TÀ4. Since the layout is based on the sets of

triangles generated, a different layout may be generated for each value

of q. Thus a layout with a better solution quality than those reported

in table 14 rnay be obtained by suitably selecting the values of q.

However, for all problems reported in this thesis, a standard was

adopted in setting the value of e, so as to estimate the quality and

reliability of the solutions provided by TAA.
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FIow Data for the

TÀBIE 7

4-Machine Layout Problens

Problem #
Machine
123

Problem # 4

Machi ne
12 3 4

Problem #

Machi ne
12 3

Problem # I
Machi ne
12 3 4

1 [0 10 1s 1s-l
2l100 0 s 

I

3 | 'rs 0 0 40 |aftss 40o l

Io 10 s o I
I ro o o 20 

|ls o o I 
I

L0 208 0 J

1 [o 10 1s 20-l
2 | 10 0 10 1s 

I

3 I 1s 10 0 10 
I

4 120 1s 10 0 I

Io.o 0.3 o.o 0.31 I 1 [o 1 2 3s 
Ilo.¡ o.o1.00.5 I 2l1o 2 o 
I

I o.o 1.0 o.o 1.0 | 3 | 2 2 o 40 
|

Lo.g1o.s1.oo.o ) 4 L3eo 40o l

1[o 2 2 2-l
212 0 2 2 

|3122o0l
4 L2 2 0 0 I

[o 3 I 2 f13 0 2 2 
|

18 2 o 40 
1

I_2 2 40 0 J

I o 40 40 10 
-l

laoo o o 
I

| 40 o o 10 
I

110 0 10 0 I

't

Machine 2

3

4

1

Machine 2

3

4

'l

Machine 2
I

4

1

Machine 2

3

+

1

Machine 2

3
/1
I

Problem f,

Machi ne
12 3

Probl.em f;

Mach i ne
12 3

Problem fi
Mach i ne
12 3

Problem #

Mach i ne
12 3

Probl.em #
Machi ne
12 3

[o 4 2 4 I14 0 0 0 |

lz o o 40 
I

L4 0 40 0 _l
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TABTE 8

Machine Sizes for lhe 4-Machine Layout Problems

Machine Number Machine Dimension

TÀBLE 9

Machine Sizes

Machine l,lumber Machine Dimension

2x2
4x4
6x6
2x2

1

2

3

+

5 ,8 , 1 2 116 r22 r23 r28
2 ,14 ,17 ,24 ,29
4r13r15r'18r25r30
'1 ,10,19 126 r27
3 ,5 ,9 ,11 ,21
I
20

0.01 x 0.01
0.02 x 0.02
0.03 x 0.03
0.04 x 0.04
0.05 x 0.05
0.08 x 0.08
0.09 x 0.09

TABTE '10

MSTÀ Solution Results for Nine 4-Machine Sing1e-Row Layout Problems

Problem No. TA.\ Solution
Re sul t

Optinum Percentage Flow
Result Deviation Dominance

1

¿
a

:

6

7

I
9

225.0
535.0
510.0
465.0
22.4

?qq n

318.0
82.0

244.0

225.0
440.0
5'10.0
¿rbþ. u

1q 7

359.0
3'18.0
60.0

244.0

0
+21 .59

0

0
+1 3.57

0

0
+36.67

0

t¿ó.x¿
122.56
IJþ.¿Tþ
68.31

'104.05

1 64.88
183.27
80.00

212,55
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TABTE 1 1

MSTA Solution Results for Single-Row Machine tayout Problems

No. of Machines Solution Cost CPU Time
Isecs]

6

I
12
1?

20

t. rþ3
2.085
5.420
? oaR

J t.)¿)
62.624

178.149

0.04
0. 04
0. 04
0.04
0.04
u. u5
0.05

TABTE 1 2

TÀA Solution Results for Double-Row Machíne

No. of Machines Solution Cost

Layout Problems

CPU Time
Isecs]

5

6

ö

12

20
30

t. tt
2,01
3.98
4.95

1? q1

34 .98
q1 L'7

228.30

0.04
0. 04
0.05
0.05
0.07
0.12
0.21
1.0'1

TABTE '13

TAÀ Solution Results for MuIti-Row Machine Layout Problems

Solution CostNo. of
Mach i nes

No. of
Rows

CPU Time
Isecs]

t¿

20
<tl

^
5

5

6

tJ. t I
29,09
70.86

1 44.58

0.08
0.10
0.23
1 .06
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5,4 COI.ÍPÀRISON OF COMPUTÀTIONÀT RESTITTS OF MPÀ AITD TÀå

Nugent et aI. (1968) presented eight test problems which have been

frequently used for comparing the performance of various algorithms.

The backboard wiring problem (Steinberg, 1961), hospital layout problern

(glshafei , 1977 ) and Krarup f972) problem have also been used to

compare algorithms, but to a lesser extent. However, one common feature

of all the above mentioned problems is that the facilities are all

assumed to be of equal area and hence the distance between locations is

known a priori.

There are very few problems in lhe literature in which the facilities

are of unequal area. Àn example is the problem presented in Àrmour and

Buffa (1963). In order to make the comparison of algorithms more vaì-id,

more layout problems with facilities of unequal area must be included in

the comparison.

in this section, the performance of MPA and TAÀ presented in chapters

4 and 5 is compared with that of t heuristic algorithms for six Èest

problems in Nugent et al. (1968). three algorithms from each of the

following classes of algorithms: construction, improvement and hybrid

algorithms, are included for comparison purposes. Graph theoretic

algorithms could not be included in the comparison because, in the

literature, the graph theoretic algorithms with the exception of GÀSOL,

have not been applied to the test problems in Nugent et aI. (1968).

However, the computational results of GÀSOI published in Hammouche

(1983) do not provide either the layouts or their solution costs.
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The selection of the algorithns from each of the three classes is

based upon the quality of the solution produced and computation time

required by them. Àmong construction algorithms, MT (gdwards et aI. ,

1970), the linear placemenl algorithm tPA (Neghabat, 1974), and FÀTE

(slock, 1978) were selected. CRAFT (Àrmour and Buffa, 1963), Revised

Hillier (picone and WiJ.he1m, 1984), and TSP (Hitchings and Cottamr 1976)

were selected among the various improvement algorithms. FtÀC (Scriabin

and Vergin, 1985), the heuristic algorithms in Bazaraa and Kirca (1983)

and revised DISCON (Drezner, 1987) were the hybrid algorithms selected

for comparison purposes

The criterion used for comparison is the solution quality and

computation time. Solution quality of an algorithm is the ratio of the

objective function value of the solution produced by the algorithm and a

lower bound expressed as a percentage (Ritzman , 1972). The lower bound

is calculated by adding the n products of the largest flow value with

the smallest distance, the second largest flo¡v value with the second

smallest distance and so on. The computation time provided in table 15

cannot be directly used for comparison because the compuLation time for

each of the algorithms depends upon factors such as programmer's

efficiency, computer system used, etc., and these factors are different

for each algorithm.

The solution quality and computation time for each of the eleven

algorithms are presented in table 15.

From table 15, it can

exchange algorittrm) and

algorithm) produce solutions

seen that MPA (combined with the FRÀT

(combined with the "greedy" exchange

better quality than:
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all the three construction algorithms MÀTr LPA and FÀTE,

Revised DISCON (hybrid) algorithm, for the 6 test problems

presented in Nugent et al. (1968).

TÀA produced solutions of better quality than CRÀFT while MPA

produced solutions of better quality than CRAFT for 5 out of the 6 test

problems. When compared to the Revised Hillier (improvenrent) algorithm,

MpÀ (combined with the FRAT exchange algorithm) produced: solutions of

better quality than the former for 2 problems; solutions of inferior

quality for 3 problems; and same quality solution for one problem. 0n

the other hand, TÀA (combined with "greedy" exchange algorithm) produced

solutions of better quality than revised DISCON for 5 of the 6 test

problems. From table 15 it can also be verified that TAÀ combined with

the "greedy" exchange algorithm produced solutions of equal or better

quality than FLÀC for 3 test problems and solutions of inferior quality

for the other 3 problems.

Based upon the relative performance of the computer systems used for

running TÀÀ, FLAC and revised DISCON (Drezner , 1987 ) which are 620, 40

and 310 respectively, it can be estimated that the ÀMDÀHL 5870 computer

used for running MPÀ and TAA is 16 times faster than the IBM 4341

computer used f or running FIAC and twice as fast as the Al'[DAHt 470/vB

computer used for running revised DISCON (see Ein-Dor , 1985).

Considering the above and the CPU times of TÀÀ and FtÀC shown in table

15, one can observe that the computational time requirement of TAA is

lower than that of FtÀC and revised DISC0N. However, since the

computation time depends upon the programmer's efficiency ' program

compiler used, etc. r Do conclusive inference may be drawn. Furthernore,
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TÀA can solve layout problems in which lhe machines are of unequal area,

whereas FLAC cannot.

The other two algorithms (TSP and BK) listed in table 15 appear to

provide better quality solutions than TÀA and MPA. However, they cannot

solve unequal area machine layout problems. Àlso, the solution qualit,y

reported for TSP is based on the objective function values of the best

solution generated by it. Since TSP is an improvement algorithm, the

solution generated depends upon Èhe initial solution provided. Hence,

based on the so.lutions provided in Hitchings and Cottam (1976), it

cannot be determined whether TSP is superior to MPA and TAA.

The only algorithm which consistently produces solutions of equal or

better quality than TAÀ or MPÀ is the branch-and-bound based algorithm

developed by Bazaraa and Kirca (1983). However, it has a very high

computation requirement and cannot be used to solve large scale layout

problems. By computation requirement is meant both memory and

computation time requirement.

The main advantage of TÀA and MPA is ihat they can solve large scale

layout problems, require low computational time and can be used to solve

unequal area machine layout problems as we1l.

For the application presented ( i.e. , solving the machine layout

problem), where it is desired to determine the locations of hundreds of

machines of unequal area, it seems that the algorithms MPA and TAA

presented in this thesis will provide solutions of good quality in low

computational time.
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KNOI{LEI}GE-BÀSED SYSTET.I FOR MACHINE IAYOT'T

In this chapter, a knowledge based system designed to solve the machine

layout problem is presented. The data requirement and input format

required by the system are discussed in the next section. The problem

solving approach of KBMt is presented and the system is illustrated with

a numerical example. Experience has shown that for most industrial

layout problems, the Lwo algorithms presented in chapters 4 and 5 are

likely to be used in KBML (Heragu and Kusiak, 1988a).

5.1 DÀTÀ INPUT IN KBI.ÍT

KBML obtains the declarative knowledge, i.e. data for the problem to be

solved, from the user, in an interactive mode. The user is provided with

the exact format in which data is to be input. The following data are

required by KBML:

i ) number of machines to be assigned

ii) flow matrix

iii) clearance matrix

iv) relationship indicator matrix

v) machine dimensions

vi) location restrictions (if any) for the machines

vii) type of layou!

viii) type of material handling carrier

-112-
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ix) dimensions of the floor plan.

Details regarding the above data are provided below:

Number of machines to be assiqned! The number of machines to be

assigned is the total number of machines in the layout problem minus the

number of machines whose locations are restricted to certain sites (item

vi above).

Flow matrix! The elements of the flow matrix indicate the frequency

trips to be made by the material handling carrier between each pair

machines in a given time horizon.

Clearance matrix: Elements of the clearance matrix indicate the

and j are to be separated if theyminimum distance by which machines Í

are located adjacently in the layout.

Relationship indicator matrix: KBML uses three relationship indicators

namely: A , O and X , which indicate the adjacency requirement that
ij ij ij

is to be satisfied while placing machines i and j in the layout. Àn

entry À.. (x,.) in row i and column j of the relationship indicator
11 1l

rnatrix means that corresponding machines i, j are (not) to be located in

adjacent sites. Entry 0 indicates that the location of machine i with

to be determined by the algorithm which solvesrespect to machine j

the layout problem.

'll

1S

The relat ionship indicator

relationship chart which was

matrix is somewhat similar to the

first suggested in Muther (1973). The
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relationship chart shows the closeness desired between pairs of machines

and consists of entries A, E, Ir O' U or X. t'or any pair of machines

(i,j), the values À, E, I, 0r U and X indicate that the closeness

desir,ed between facilities i and j is absolutely necessary, especiaJ-1y

important, important, ordinary, unimportant and undesirable,

respectively. In contrast, the relationship indicator matrix used in

KBMt consists only of A, 0 and X entries whose interpretation rlas

provided in the previous paragraph.

The reason for using the relationship indicator matrix as opposed to

the relationship chart is as follows: KBML uses the relationship

indicator matrix not lo determine the closeness desired between machines

but to determine whether a pair of rnachines must:

rl

ii)
t lì I

be located in adjacent sites,

not be located in adjacent sites, and

be located as suggested by the algorithm which solves the

layout problem.

The closeness desired between each pair of machines can be obtained

from the flow matrix and it was therefore decided not to use the

relationship chart in KBML.

Machine dimensions: Machine dimensions refer to the length and

breadth of each machine and are used to determine whether space

constraints are violated in a layout.

Location restrictions: It may sometimes be desirable to restrict the

location of a particular machine(s) to a particular site(s). Such

information mav be easilv recorded in KBMt.
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Tvpe of lavout: Type of layout refers to the type of arrangement of

machines on the floor p1an. Às shown in chapter 1, there are four types

of machine Ìayouts in automated manufacturing sysLems.

Type of material handlinq carrier: The type of material handling

carrier selected has an impact on the type of layout. in order to

determine the type of layout, KBML requires the user to input the type

of material handling carrier selected.0n the other hand, if the type of

layout is provided, KBML suggests a suitable material handling carrier.

Dimensions of the floor plan: This information is required so that

KBMI can determine whether the arrangement of machines violates space

constraints. It is assumed that the floor plan is rectangular in shape

and the user is required to input the length and breadth of the floor

p1an.

Since tISP is an efficient language for list processing, the

declarative knowledge in KBMt is mostly represented in the form of

lists. Usually flow, clearance, distance and relationship indicator data

are in rnatrix forn. But in KBML they are entered in the forn of lists.

The flow, clearance, distance and relationship indicator data are

subsequently stored in matrix form. The machine dimension and location

restriction dala for all the machines are also entered in list form. The

number of machines to be assigned, type of layout, type of material

handling carrier and dimensions of the floor plan, are entered as single

elemenÈs. À sample user-system session is shown in figure 19 (presented

l-ater in this chapter ) .
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If there is a conflict among the data entered by the user, the system

immediately notifies the user and requests the correct data to be

entered. For exanple, if the user has specified that the number of

machines in lhe layout problem is I and does not provide 8xB = 64 flow

matrix elements while entering the flow data, the system notifies the

user and requests the flow data to be re-entered. 0n the other hand, if

there is no conflict in the data entry bul the user has entered the data

incorrectly, lhe error can be rectified towards the end of the data

input session when the system asks if there are any corrections to be

made. The user then responds appropriately by specifying which data type

has to be re-entered, for example, machine dimension, and then enters

the corresponding data. The sysLem consists of 12 production rules

which deternine if the data provided by the user is consistent and are

shown in the appendix.

6,2 PROBLEI.Í SOTVING ÀPPROACH

KBML has been implemented using the tandem architecture discussed in

Kusiak (1987). The tandem architecture and its variants can be used for

many practical problems arising in the manufacturing environment. They

are capable of solving ill-structured as well as well-structured

problems. À tandem architecture combines the expert system and

optimization approaches. It can be thought of as an expert systen linked

to a data base of models and algorithms. For a given problem, the

expert system first selects an appropriate model and algorithm. The

problem is solved by the algorithm and the solution produced is

evaluated. If the solution is implementable, the expert system accepls

it. ror example, in the case of the machine layout problem, the solution
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is implementable if space constraints are satisfied and

requirements are met in the layout produced by the expert

If the solution is not implementable, then the expert system

one of the following actions:

ìl I

modify certain parameters in the algorithm (if possible) and

apply the algorithm again to the problem in order to generate a

new solution, check whether it is implementable and repeat the

above procedure until an implementable solution is obtained,

modify the solution in order to make it implementable.

Of course, alternative (i) may not be applicabl-e to all algorithms.

Even if it is applicable to a particular algorithm, the corresponding

parameter can be modified only to a certain extent, beyond which any

nodification fails to produce solutions. In such a case, i.e., when the

parameter(s) in the algorithm cannot be modified any further, and if the

solutions produced thus far are not implementable, the expert system

adopts alternative (ii) mentioned above. Note that the system may use

alternative (i) to also improve the current solution. KBML which is a

variant of the tandem system discussed above, uses alternative (i) to

inrprove the current solution and alternative (ii) to make a solulion

implementable (if necessary).
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5.3 STRUCII'RE OF KBMt

The structure of KBML is

are discussed brief l-v.

shown in figure 15 and its four main components

X}IOILEDCE
B^SE

Product fon
rulcs

DATA BASE

Det¡

I{ODEL
6

A¡.CORITHX
BASE

llodels
Algorl thos

NFERENCE

ENGINE

I ¡¡TER FAC E

Figure 16: Structure of KBML
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Data base: The data base consists of data related to the machine

layout problem. KBML interacts with the user and obtains the required

data and stores them in the data base.

Model and atqorithm base: The models and algoriÈhms related to the

layout problem are stored in the model and algorithm base. Each model is

represented as a frame. The model representation scheme in KBMt is

illustrated in figure 17. In the figure, OBJ-FUN denotes the objective

function of model M'l. tHS and RHS denote the left and right hand sides
I

of constraint i respectively. IC
i

equality or j.nequality constraint. 1f iC

its sign is also indicated.

i

indicates whether constraint i is an

is an inequality constraint,

( (MonsL Hl ) (os¡ o) ((rHs rHs rc )
11

(rus rgs rc )
222

aaa

aal

aaa

(r,us rHs Ic )) )

-FT'N

Figure 17: Mode1 representation in KBML
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theKnowledqe Base! The knowtedge base consists of rules for solving

machine layout problem. There are five classes of rules in KBML:

i ) class 1

material

ii) Class 2

for the

iii) Class 3

data,

rules for determining the type of layout or the type of

handling carrier,

rules for selecting an appropriaÈe model and algorithm

layout problem,

rules for making initial assignments based on input

iv)

v)

Class 4 rules for varying parameters within the algorithm (if

applicable), and

Class 5 rules for checking whether the layout is implementable.

The above 5 classes of rules are provided in

the J.ayout problem, the five classes of rules

beginning from Class'1 rules.

the

ârÞ

appendix. To solve

applied sequentially

KBML requires the user to indicate the desired type of layout. Based

on this data, KBML can suggest a suitable material handiing carrier

depending upon the dimensions of the floor p1an. if the user is not

able to provide the type of layout and if the type of material handLing

carrier is known, then based on dinensions of the floor pJ-an, KBML can

sugges! a suitable type of layout. Two sample rules which do so are

shown below.
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Rule R06: IF

AND

ÀND

n|EN

(¡¡ote: RuIe R16

RuIe R1 2: IF

T'IIEN

type of layout is single-ror

one of the dinensions of the floor plan is
trice the reach of the robot

the other dinension of the floor plan is >

the reach of the robot

use robot as material hanclling carrier and
circular layout and apply RuIe R16.

is presented later in this chapter).

adopü a

From RuIe R06 above, it can be observed that if one of the dimensions

of the floor plan is greater than the reach of the robot and the oiher

dimension of the floor pJ-an is greater than twice the reach of the

robotr â circular single-row layout is suggested. If the dimensions of

the floor plan are such that either a linear single-row layout or a

circular single-row layout can be accommodated, KBML suggests the latter

because an ÀGV required by the linear single-row layout is more

expensive than a handling robot (of comparable capacity) required by the

c ircular layout.

Thus Class 1 rules allow KBML to determine either:

lype of naterial handling carrier is robot

use circular single-rov layout and apply Rule R15"

the type of layout given the type of material handling

to be used and the dimension of the floor plan, or

the type of material handling carrier given the type of

rl carrler

11/ layout.
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$then the type of layout and type of material handling carrier are

both unknown, the system uSeS a default value of "single-row" for the

layout and determines if such a layout can be accommodated within the

boundaries of the floor plan. I f a single-row layout can be

accommodated, the system determines whether a circular single-row layout

is possible. If it is possible, then a robot is suggested as the

material handling carrier. If notr âD ÀGV is suggested as the material

handling carrier. If a single-row layout cannot be acconmodated, the

system deternines if a double-row is possible. If not' a multi-row

layout is suggested.

Class 1 rules consisl of 5 meta-rules and 20 first-order rules. À

sample meta-rule and first-order rule are shown below. The meta-rules

activate the first-order rules. The first-order rules are further

categorized into three classes of rules namely: Class 14, 1B and 1C

rules. If the type of layout is known and the type of material handling

carrier is not, Class 1À rules are activated. if the type of material

handling carrier is known and the type of layout sLructure is not, C1ass

1B rules are activated. If the type of material handling carrier and

type of layout structure are both unknown, Class'1C rules are activated.

Meta-rule R02:

IF type of layout is unknorn and type of naterial handling
carrier is knovn

THEN apply rule R14 of Class 18.

First-order rule R14:

IF type of naterial handling carrier is ganlry roboù

THEN use nulti-ror Layout.
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Class 2 rules are capable of selecting an appropriate model and

algorithm for solving the given problem. Às was demonstrated in chapter

3, the machine Layout problem can be modeiled as a linear or a

non-linear program. In the past, the machine layout problem has been

modelled as a quadratic assignment problem, quadratic set covering

problem, linear mixed-integer program, etc. The latter models cannot be

solved optimally in an acceptable time if the number of machines in the

layout probLem is greater than 8. Moreover, the QÀP is applicable only

when the machines are of equal sizes. Thus, it can be seen that each

model is applicable to a particular problem scenario. In table 16, the

model and algorithm selected by KBMI for twelve problem scenarios are

provided. Àn X entry in table 16 and algorithm in a row in which X

appears, can be used for the layout problem in the corresponding column.

References to the models and algorithms are also provided in table 16.

For example, it can be observed that for a multi-row layout problem

involving less than '15 machines of equal sizes, KBML selects model M5,

i.e., the quadratic assignment problem (Koopmans and Beckmann, 1957) and

uses the heuristic algorithm presented in Heragu and Kusiak (1987a).

A sample rule which selects the model and algorithm for a given

problem is provided below.

Rule R16: IF

ÀND

n|EN

From table

R'16 ref er

to

nunber of machines to be assigned is à I
the type of nachine layout is single'row

select model M2 and solve the ¡rodel using algorithn 41.

it can be observed that model M2 and algorithm a1 in rule

the linear program with absolute values in the objecLive
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function and constraints (model M1 presented in chapter 3) and the

modified penalty algorithm presented in chapter 4.

Thus it can be seen that the model and algorithm selecLed by KBMt

depend upon the nature of the problem, namely, machine sizes, number of

machines in the layou! problem and type of machine layoul.

Class 3 rules are used to make initial assignments. The initial

assignments may be specified by the user or decided by KBMt. For

example, if ÀGV is used as the material handling carrier, then it
requires a battery charging station. It is advantageous to assign

machines with maximum flow value between them to adjacent sites near the

batLery charging station. For, if Èhis is done, the ÀGV spends less time

in travel to the battery charging station.

User desired assignments have priority over the assignments done by

I(BML. For example, if the user desires to locate machines with maximum

flow value between them to sites which are not near the battery charging

station, the system does not attempt to relocate these machines near the

battery charging station. Class 3 consists of 6 ru1es.

As mentioned in section 5, it i s possible to modi fv certa in

parameters in some of the algorithms. Class 4 rules are used for

changing these parameters. For every modified value of the parameter,

the algorithm often provides a different solution (layout). The

solution generated by the algorithm is evaluated for each value of lhe

modified parameter. I f the modification of the parameter in the

algorithm leads to a better solution, the process is continued;

otherwise it is terminated and the layouts obtained are evaluated for

implementability by Class 5 ru1es. A layout is imp).ementable if:



i) adjacency requirements

the user are met,

location restrictions

satisfied, and
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(between pairs of machines) specified by

1I, of machines specified by the user are

iii) space constrainÈs are not violated.

Class 5 rules check whether the machine layout is implementable. If a

layout is irnplementable, its solution cos! is computed and provided to

the user. if not, the solution is modified to make it implemenlable.

Inference Enqine: KBMt uses a forward-chaining inference strategy.

The inference engine attempts to match the data concerning type of

material handling carrier and type of layout with the IF part of the

meta-rules in C1ass 1. If the natch with the IF part of a rule is

successful, then the rule fires other first-order ruIes. The

first-order rules suggest either the type of layout or the type of

material handling carrier to be used depending upon which rule has been

fired. The control is then directed to Class 2 rules. The inference

engine attempts to match the data provided by the user (number of

machines to be assigned) and the data created by the first-order Class'1

rules (type of layout) with the IF part of Class 2 rules. If a

successful match is found in any rule, the THEN part indicates the model

and algorithm that are to be used to solve the given layout problem.

SimilarLy, using the forward-chaining strategy, the inference engine

uses Class 3 rules to perform the user desired assignments and also some

assignments based on the domain knowledge stored in the knowledge base.

Às mentioned before, such knowledge is represented in the form of

production rules in KBML. À sample production rule is provided below:



Rule R34: IF

ÀND

lTIEN
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type of material hanciLing carrier used is ÀGV

the assignnent of nrachines irj rith naxinun flov value
betreen then are not restricted !o any particular site

locate battery chargÍng station near one end of lhe
'layout and assign nachines i and j to sites vhich are
adjacent to the bat,tery charging station.

Rute R34 ensures tha! the ÀGV spends less time in travel to the

battery charging station, by assigning machines with maximum flow value

between them near the battery charging station. The inference engine

applies Class 4 and Class 5 rules in a way similar to the other rules.

The control flow from Class '1 rules to C1ass 5 rules in KBMt is

illustrated in figure 18. Às shown in the figure, control is directed

back and forth between C1ass 4 and Class 5 ru1es. Using Class 4 ru1es,

the expert system modifies a parameter of the algorithm selected,

invokes the algorithm and calls Class 5 rules. C1ass 5 rules evaluate

the solution produced by the algorithm (for the nevt value of the

parameter) for implementability. if the solution is implementable, its

cost is computed. If not, the solution is modified in order to make it

implementable and the corresponding cost is computeC. If there is an

improvement in the solution cost, the current solution is stored as the

best solution. The system uses Class 4 rules to vary the modifiable

parameter of the algorithm. This process of modifying the parameter,

solving the problem for its new value, evaluating the solution produced

for implementability, computing the solution cost and checking the

current solution cost with that of the best available solution is

repeated until the current solution cannot be improved any further.
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Figure 18: ControL flow in Knowledge-based System for Machine Layoui
( KBML )

The solution provided by the system depends on the algorithm selected

for solving the layout problem. For example, if TÀÀ is selected, then

the solution provided by r,he system is in the form of a list. This list

indicates the sites to which each machine is assigned. 0n the other

hand, if MPÀ is selected for solving the layout problem, then the

solution provided is also in the form of a list which indicates the

coordinates of the center of each machine.



The knowledge base in KBML consists

easi Ly added when requi red. KBML

implemented on a Symbolics 3650 machine.

of

is

59 ruLes.

coded in
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New rules can be

Common LISP and

KBML is illustrated using the numericaL example presented below.

6.4 NtttfERlcÀt Ex¡,tfPtE

Determine a machine layout

i ) number of machines

ii) flow matrix

Mach i ne

iii) clearance matrix

Machine

for the following data:

to be assigned is I

Mach i ne
123 4 5 6 7I

-0 2 I 1 1 0 0 2
20 3 0 2220
83000000
10 0 0 5221
1 2 0 5 0 10 0 0
0 2 0 2 10 0 1 1

0202 0101
2 0 0 100 1 100

(1)0

0

1

2

3

4

5

6
1

c,

Q)

57I
rtl
rtl
111
11'l
111
011
ínrul
1'r 0

2

1

0

I

1

1

1

1

1

1

0

I

1

I
I

1

Mach i
4

1

1

1

U

1

'I

1

1

ne
5

1

1

1

1

0

1

2

T

6
a

I
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IJ'

indicator matrix

Machi ne
12 3 4 5 6 7 8

[o o o À o o o o

lo o o o o o o x

lo o o o o o:( o

le o o o o o o o

l0 0 0 o o 0 À o

lo o o o o o o o

lo o x o À o o o

l_o x o o o o o o-

1

3

4

5

Þ

8

1V, relat ionship

Mach i ne

v) machine dimensions

vi) lccation restriction for machines

machine 6 is to be located at site

type of Iayout is sin9le-row

type of mat.erial handling carrier

dimensions of f l-oor pLan are 115 x

fJ

ß,

¿J

30

vii)
viii)
lXi

as folLows:

unknown

The data entry for the above example problem is shown in figure 19'

Based on the dimensions of the floor plan and type of layout provided

by the user, the system suggesis that an ÀGV is to be used as the

material handling carrier and that a Iinear layout be adopted' The final

solution obtained at a cost of 2006.50 is shown in figure 20.

Machine
Number

Dimension

1

3

5

6

I

20x20
10 x 10

tf, x rf,
10 x 10

15 x 20
15 x 25
10 x 10

10 x 15
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Figure 19: Sample user-system session in KBML (continued on next page)
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Figure 19: Sample user-system session in KBÌ'IL
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trtr8tr8[trE
1 ,.. . ,8 machines
AGV automated guided vehicl'e

rigure 20: Layout generated bY KBML



ChaPter VII

CONCTUSION

In this thesis, the machine layout problem in automated manufacturing

systems was addressed. Four patterns of layou! were identified. The

motion characteristic of an AGV was also anal.yzed. À neri approach lo

modelling the layout problem was presented. The nain inten! was to

explore a continuous model that appears to be computationally easier to

solve than the QÀP (which has been traditionally used to model the

layout problem). As shown in chapter 4, the models may be solved using

commercial computer codes. The use of specialized algorithms for solving

the models presented wiIl more likely produce solutions of even better

quality than those reported in this thesis. The models developed have

the following advantages:

o models M3, M3a and M3b are perhaps the first models which formulate

the machine layout problem in which the machines are of unequal

area,

the linear models have a compact form and can be used to solve

large scale layout problems

for the models presented in this thesis the location of sites need

not be known a priori as in the case of many olher existing nodels

for the layout problem.

The computationat results provided for the single-row and multi-row

layout problem indicate that MPA produces solutions of good quality. It

- tJ4 -
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should be noLed tha! for some problems solved, optimal solutions were

not obtained because of the limitations of the penalty method tha! rYas

used. Using more sopitisticated codes for solving the unconstrained

minimization problem, or codes for solving the constrained minimization

problem, one may be able to obtain better quality solutions. With the

development of more efficient integer programming algorithms, the linear

mixed integer models may become useful as well.

It was also discussed that the quadratic assignment problem can be

used to formulate only certain types of layout problems, i.e., problems

in which the location of sites are known a priori. it cannot be used to

formulate the machine layout problem because, in general, the machine

sizes are not equal and hence the location of sites, which depend upon

the sequence of nachines, are not known a priori. To solve the MtP, two

new algorithms r+ere presented. The algorithm for solving multi-row

layout problems, TÀÀ, vfas shown to provide solutions of better quality

than other consÈruction algorithms published to date for six test

problems commonly used in the Iiterature.

There is scope for improving the solution quality of the triangle

assignment algorithm at the expense of slightly higher computation

cosr,s. The algorithn has the following features:

it considers flow as well as non-flow factors,

it has very low computational time requirement,

it generates good quality solutions when compared to CRAFT' ÀLDEP'

PTANET and MATCH (Montreuil et al., 1987) for problems in which

facilities are of unequal area (Heragu and Kusiak, 1986). (Cn¡rr
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has been considered to be one of the most efficienf algorithms for

solving the facility layout problem),

TAÀ combined with the greedy exchange algorithm provides solutions

of better quality than those obtained by other construction

algorithms which have been tested on the problems in Nugent et al.

(1968),

TÀÀ has no restriction on the problem size,

TÀA can be used for problems with high flow dominance as well as

for problems with low flow dominance,

o it can be used for problems wiLh machines of equal and unequal

area,

no initial solution is required, and

the CPU time is almost the same for problems with equal and unequal

machine sizes.

TAA combined with a "greedy" exchange algorithm produces solutions of

better quality than many other algorithms for the layout problern and

also requires low computation time.

The flow data in a machine layout problem is usually not accurate.

This is because the flow between machines depends on the production

schedule and the production schedule cannot be predicted accurately, due

to changing market demand, unexpecled repairs, etc. In such cases' one

might ask i f it i s worthwhi le to use algori thms which requi re

significantly higher CPU time to obtain a slightly better solution. For

most practical purposes, what is required is a reasonabJ.y good solution

(not necessarily the opLimal one), with 1ow computalion time

requirement. TAA is capable of producing good quality solutions and

requires low CPU time.

o

a

a

a
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The heuristic algorithms MPA and TAA designed for solving the layout

problem, are easy to follow and implement. The main intent of developing

these algorithms was to incorporate them in a knowledge-based system.

During the last thirty years considerable effort has been invested in

research on the layout problem. Optimization techniques have been widely

used for solving the machine layout problem. If knowledge-based systems

are to be successfully used for solving the machine layout problem, it

is clear that they have to take advantage of the optimization approach

as wel]. KBMI is an effort in that direction (Kusiak and Heragu, 1989).

Since lists are easily and efficiently nanipulated in Common LISP,

KBML requires the user to input most of the data in list form. It should

be noted that KBML is easy to implement. New rules can be easily added

ro the knowledge base. Since the number.of rules is relatively smalI,

the computation time required by KBML is Iow.

KBML has the potential to produce solutions of good quality when

compared to the two existing knowledge-based systems for machine layout

- IFLAPS and FÀDES. The reason is that KBML uses tesled efficient models

and algorithms for solving the layout problem whereas iFIÀPS uses simple

rules of thumb in determining the machine layout. FADEST oD the other

hand, can solve small scale layout problems in which the machines are of

equal area only.

The advantages of KBML are as follows:

. KBML can solve large scale industrial layout problems and requires

low computation time,
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o it can be used to solve layout problems with machines of equal or

unequal sizes, single-row or multi-row layout problems, etc.,

o it uses efficient models and algorithms available to solve the

Iayoul problem,

¡ it allows modification of parameLers within an algorithm in order

to generate new solutions, and

r it considers quantitative as well as qualitative data while solving

the layout problem.
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Appenclix A

RT'LE BÀSE IN KBI.TI

crÀss 1 RInEs

Rule R'l

IF lype of layouÈ is knorn
ÀND type of nalerial hantlling carrier is not

THEN apply Class 1A ru1es.

Rule R2

IF type of naterial hanclling carrier is knorn
åND type of layout is not

THEN apply Class 1B rules.

Rule R3

IF Èype of ¡naterial handling carrÍer and type of layout are both
unknovn

THEN apply Class 1C ruLes.
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crÀss 1À RttrEs

RuIe R4

IF type of layout is circular single-ror
THEN use robot as Uhe naterial handling carrier.

Rule R5

IF type of layout is linear single-ror
THEN use ÀGV as the naterial handling carrier.

Rule R6

IF type of layouÈ is single-ror
AND one of the dinensions of the floor plan is greater than twice the

reach of the robot
ÀND the other dinension of the floor plan is greater lhan the reach of

of the robot
THEN use robot as ¡naterial handling carrier anil adopt a circular

Layout.

Rule R7

IF Èype of layout is linear ilouble-roc
THEN use ÀGV as the maÈerial hanilling carrier.

HUIE Hö

IF iype of layout is nulti-ror
THEN use gantry robot as the nalerial handling carrier.
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Rule R9

IF type of naÈerial handling carrier is ¡GV
ÀND length of Èhe floor plan is large
AND breaclth of lhe floor plan is small

TIIEN adopt linear single-ror layout.

RuIe R10

IF type of naterial handling carrier is ÀGV

âND length of lhe floor plan is large
N{D breadth of Èhe flocr plan is nedir¡n

THEN adlopt Iinear double-row layout.

RuIe R1'l

IF type of material handling carrier Ís gantry robot
THEN adopt nulti-row layout.

Rule R'l2

IF type of naberial handling carrier is robot
TIIEN adopt circular single-row layout.
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Rule R1 3

IF type of layout and naterial handling carrier are
NfD lengÈh of the floor plan is large
Àt{D breadùh of lhe floor plan is snall

THEN adop! linear single-rov layout and use ÀGv
handling carrier.

Rule R1 4

IF Èype of layout and naterial hanilling carrier are
AND length of the floor plan is nediun
ÀND breadth of ühe floor plan is nediu¡n

THEN adopÈ circular single-row layout and use roboÈ
handling carrier.

Rule R1 5

IF type ol layout and naterial handling carrier are
ÀND length of ühe fLoor plan is large
ÀND breailth of the floor plan Ís necliun

TIIEN adopt linear double-ror layout and use robo!
handlling carrier.

RuIe R'15

IF type of layout anil material hanclling carrier are
ÀND length of the floor plan is Large
ÀND breadth of the floor plan is large

THEN adopt rnulti-rov layout and use gantry robot
handling carrier.

both unknovn

as the ¡naterial

both unknovn

as the maÈerial

both unknorn

as lhe material

boÈh unknown

as the material
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Rule R'l7

IF lype of layout is single-ror
AND nunber of nachines in the layout problern is less than I
AND nrachines are of equal sizes

TttEN select nodel M3 ancl algorithnr A3.

Rule R18

IF type of layout is single-rov
arO nurnber of rnachines in the layout problem is belveen I ancl 15
AND rnachines are of equal sizes

THEN select ¡nodlel M2 and algorithrn A1 .

RuIe R1 9

IF type of layout is single-row
etm nulnber of ¡nachines in the layout problenr is greater than 15
ÀND nachines are of equal sizes

TIIEN select nodel I¡t2 ancl algorilhm 11.

Rule R20

IF type of layout is single-row
AND nunber of nachines in the layout problern is less than I
ÀlID nrachines are of unequal sizes

TIIEN select model M3 and algorithrn 43.

Rule R2'1

IF type of Layout is single-rov
ÀND nu¡nber of nachines in lhe layout problem is belreen I anil 15
Àl{D rnachines are of unequal sizes

THEN select nodel M2 and algorithn 41.

Rule R22

IF type of Layout is single-ror
ÀND number of machines in the layout problen is greater lhan 15
ÀND machines are of unequal sizes

THEN select noclel M2 and algorithn À1.
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Rule R23

IF type of layout is nulti-roc
ruifO number of machines in the layout problem is less than I
ÀND machines are of equal sizes

TIIEN select nodel M5 and algorithnr l4'

Rule R24

IF type of layout is ¡rulli-rov
ÀND number of machines in the layout problem is betreen I and 15
AND nachines are of equal sizes

THEN selecÈ nodel M5 and algoriLhn À4.

Rule R25

IF type of layout is multÍ-row
rUn number of nrachines in the layout problem is greater bhan 15

AND machines are of equal sizes
THEN select nodel l,l4 anil algorithm A1.

Rule R26

IF type of layout ís multÍ-row
åND number of machines in the layout problem ís less than I
AND nachines are of unequal sizes

TttEN select noilel I'f1 anil algorithrn 11 .

Rule R27

IF type of layout is ¡nulùi-row
ÀND number of nachines in ùhe layout problem is betveen I and 15
ÀND ¡nachines are of unequal sizes

TIIEN select nodel M1 and algorithn 11.

Rule R28

IF lype of layout is multi-row
eNu nulnber of machines in the layout problem is greater than 15
AND machines are of unequal sizes

THEN select model. M1 anil algorithrn 42,
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Rule R29

IF machines i and j are to be locaLeil in adjacent sites
THEN set R(irj)=4.

Rule R30

IF nachines i and j are not to be locaùed in acljacent sites
TIIEN seÈ R(irj)=x.

Rule R31

IF the adjacency of nachines i and j is to be cleLermined by
algorithn rhich solves the layout problem

THEN set R(irj)=0.

crÀss 3 RttrEs

Rule R32

IF ¡nachine i is to be located at site j
TIIEN set v(irj)=1.

RuIe R33

IF type of material handling carrier used is ÀGV and
is linear single-row

ÀND the assignnent of machines i,j vith naxinurn flor
the¡n are not resÈricted to any particular sÍte

THEN locate battery charging sÈation near one end of
assign nachines i and j to horizontally adjacent
the battery charging station.

type of layout

value between

the layout anil
siles close to

Rule R34

IF type of naterial handling carrier used is ÀGV and type of layout
is linear double-row

ÀND the assignnent of rnachines irj wiLh naxirnun flor value betreen
them are not restricÈed to any particular sile

THEN locate battery charging sLaLion near one end of the layouÈ ancl
assign ¡nachines i and j to vertically adjacent sites close to
the battery charging slalion.
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Rule R35

IF algorithm selecled is 11
THEN ¡rodify penalty paraneter 6 anil apply the algorithm.

Rule R36

IF algorithrn selecÈed is 11
THEN set Èhe value of each variable in the initi,al solution to 1 ancl

apply the algorithrr.

Rule R37

IF algorithm selected is e1
THEN increase the value of each variable in the initial solution by 1

and apply the algorithn.

Rule R38

IF algorithm selecteil is ¡1
TIIEN noilify value of parameter c and apply lhe algorithm.

Rule R39

IF algorithm selected is À2
THEN moilify value of paraneter qe and apply the algorithn.

Rule R40

IF algorithm selected is e4
TIIEN modify penaLty parameter ß and apply the algorithrn.

Rule R41

IF algorithrn selected is e0
THEN seÈ the vaLue of each variable in the initial soluÈion to 1 and

apply the algorithn.

Rule R42

IF algorithn selected is e4
TIIEN ínðrease the value of each variable in the initial solution by 1

anil apply the algorithn.
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Rule R43

IF aLgorithm selecÈed is À4
THEN nrodify value of parameter c ancl apply the algorithr"



158

Rule R44

IF R(i'j)=l
ÀND rnachines i and j are not

TIIEN assign nrachines i ancl j
solution cost.

ctÀss 5 RttLEs

in adjacent localions
to adjacent locations ancl conpute

Rule R45

IF R(i'j)=x
AND nachines i and j are in adjacent locaLions

THEN arbitrarily assign nachines i ancl j to nonadjacent locations and
conpute the soluLion cost.

Rule R46

IF v(i,j)=1
ÀND ¡rachine i is not assignecl to site j

TIIEN assign rnachine i to site j and conpute the solution cost.

Rule R47

IF Epace constraints are violatecl
THEN noilify layout so as to obtain an inplenentable layout and cornpute

the solution cost.
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RI'TES USED DT'RING DÀTÀ INPITI

RuIe RD1

IF number of elements in the flos naÈrix is less lhan the square
of the number of nachines in the layout problen

TIIEN infortn user that nore flow maùrix elenents are to be entered.

Rule RD2

IF nunber of ele¡nents in the flor natrix is greater than the square
of the nurnber of nachines in the layout problen

TIIEN inforn user that the nunber of flow ¡natrix elements entered is
greater than the required nunber.

Rule RD3

IF number of elenenÈs in the clearance natrix is less than the
square of the nunber of ¡nachines in the layout problen

TIIEN inforn user that nore clearance matrix elenents are to be entered.

Rule RD4

IF number of ele¡nents in the clearance matrix is greater Èhan the
square of the nunber of machines in the layout problem

TIIEN inform user that the nu¡nber of clearance nralrix elemenls entered
is greater than the required number,

Rule RD5

IF nu¡nber of elements in the relationship ínclicator natrix is less
lhan the square of the nunber of machines in the layout problem

THEN inform user that nore relalionship Índicalor matrix elements are
to be entered.

Rule RD6

IF number of elenents in the relationship inclicator naLrix is greater
Èhan the square of the nunber of nachines in the layout problen

THEN inform user that the nunber of relationship inclicator natrix
elenents enterecl ís grealer Èhan the required nunber.
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RuIe RD7

IF nunber of elenents entered in the vector representing machine
dinension is less than twice the number of nrachines in the layout
problen

TIIEN inform user that ¡nore elenents are to be enterecl in lhe nachine
dinension vector.

Rule RDB

IF number of elements entered Ín the vector representing ¡nachine
dimension is greater than twice the nunber of nachÍnes in the
layout problen

THEN iniorn user that Èhe nunber of elenents enr-ered in the nachine
dimension vector is greater than the required number.

Rule RD9

IF the nurnber of ¡nachines to be assigned is not equal to the number
of rnachines in the layout problen ninus the nunber of nachines
whose location are restricted to certain sites

THEN inform the user accordingly.

RuIe RD10

IF the relationship indicator natrix consÍsÈs of elenents oÈher than
Àr0orX

TIIEN inforln user that the relationship inilicator nratrix nust ínclude
only À, 0 or X entries.

Rule RD1 1

IF the flov natrix consists of non-nunerical entries
THEN inforn user that the flow natrix must include only numerical

enÈrÍes.

Rule RD12

IF the clearance natrix consists of non-nutnerical entries
TIIEN inform user that the clearance nalrix nust include only numerical

entries.




