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ABSTRACT

Three f ive-state digital electromyographic processors

were evaluated in the course of two experiments. The first
experiment used modified fixed contraction signals to simu-

Iate user input with varying amounts of operator error. The

processors evaluated were a Bayes fixed sample size and a

Bayes seguential. Both processors showed a similar degrada-

tion in performance in response to an increase in operator

error. The Sequential receiver required approximately 25e"

fewer samples to attain a given error rate.

In the second experiment, the above mentioned processors

along with a third, developed on the basis of composite hy-

potheses, were evaluated through the use of a tracking study

in which Len healthy subjects and four amputees participat-

ed. The processors were compared on the basis of response

of error rate and average number of required samples (eHS)

to the abrupt changes ín signal variance as a subject at-
Lempts to track a moving target.

Once again Iittle difference was found in the receivers'

relative error performances. The Sequential receiver hras

found to be superior in regard to average number of samples

required with an approxímate 20e" savings over the number re-

quired by the Bayes fixed receiver and about 50e" savings

v



over the number required by the Composite Hypothesis receiv-
er.
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Chapter I

T NTRODUCTI ON

Myoelectric control of prosthetic limbs has a long and

varied history. In general, control of a device is accom-

plished by extracting some parameter of t,he myo-electric

signal and assigning limb functions to different ranges of

parameter values. As an example, in two-state control, the

possible range of the controf parameter is divided into two

regions and the limb function executed is determined by the

region into which the generated parameter value faIls. The

amount of control, or number of control states, is dependent

on the control parameter chosen.

Several factors are taken into consideration in the se-

Iection of a suitable signal parameter. An important con-

sideration is that the user have a high degree of control
over the chosen parameter over a wide range of values. The

parameter must also be easily extractable from the EMG sig-
nal" The need for the second consideration is seen in view

of the fact that Lhe response time of the system should be

small (< 200 ms) and that the space available in a prosthet-

ic limb Iimits t.he processing capability of the system.

Reiter (1948)

closed according

developed a two-state hand which opened and

to power levels in the myoelectric signal"

1
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This method of using power levels has proven to be the basis

of many cf the developments in the field of myo-electric

control. Further experiments and advances in lechnology

have allowed improvements to be made on Reiter's design.

Miniaturization of electronic components has allowed more

processing power to be placed in a limb. Improvements in

amplifier technology have provided more efficient process-

ing, thereby prolonging battery Iife, All these improve-

ments have led to the development of other types of myo-con-

trol based on pattern recogni t ion and auto-regress ive

modelling, etc. However, power level control has remained

the predominant method due to the amount of control it pro-
vides and the simplicity of the processing it requires.

Parker (1977), in an extensive survey of the physiology

of EMG signal generation and the statistics of the signal,
found that the signar power directly reflects the contrac-

tion l-evel of the muscle. He also f ound lhat the EMG signal
can be accuratery modelfed as'a zero-mean Gaussian process

with controllabre variance. Parker's findings coupled with
the long history of successful use indicate that signal var-
iance is the logical parameter to provide maximum control.

With an increase in the number of control states, the

probrem arises as to where to define the boundaries between

states in order to maximize performance, solutions in this
area have been provided by Parker (1977 ) and Fleisher (1979')
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v¡ho determined the optimum signal set and corresponding op-

ti.¡num boundaries based on a Gaussian signal model " These

solutions resurted from the application of communication

theory, Lreating the user as a transmitter of messages and

the controlled device as a receiver.

Further advances in technology improved the accuracy of

signal variance estimation and the sophistication of the de-

cision making algorithms. More recently, advances in inte-
grated circuit technorogies have provided for even more

flexibirity in argorithm design and the possibility of in-
creased performance. However, some difficulty lies in the

determination of the performance of these receivers. Àna-

lyticaJ- carcuration of error rates is possible but compri-

cated by operator error. That is, the povrer in the signal
presented to the receiver will vary around the optimum due

to the fact that although a user has a general feeling for
the contraction revel of t,he muscre, he does not have the

feedback necessary to generate exact values from trial Lo

trial, This limits the performance of a processor in that,
no matter how accuraLely a receiver can determine variance,

there wirr always be an' error introduced by the operator.
Paciga (1980) suggests that, "in präctice it will probabry

be the operator which determines the performance of a

prosthesis. " Therefore any evaruation of EMG processors

must incorporate some sort of operator error, either simu-

lat.ed or actual 
"
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This thesis is concerned with the evaluation and compari-

son of three digital EMG receivers. This comparison is car-

ried out primarily on the basis of two statistics; error

rate and average number of samples required to make a deci-

sion. Some comparison is also made on the basis of the re-

ceiver's ability to perform under t.he error introduced by

the operator.

EMG data for the comparison was acquired in Lwo ways.

The first was the constant contraction run, in which EMG was

recorded while the subject supported a stationary weight.

The second method vras a tracking study, in which a subject

attempted to follow a moving Larget wit.h a marker whose po-

sition is determined by the RMS povrer in the subject's EMG

signal. À complete description of these methods and the v¡ay

in which each set of data v¡as used is described later in the

text.

Chapter 2 is concerned with an in-depth description of

EMG receivers, concentrating on digital methods and the

three particular algorithms involved. The different algor-

ithms are described along with their theoretical and experi-

mental performance characteristics. Methods of measuring a

receiver's performance and its ability to handle operator

error are also discussed.

Chapter 3 describes the experimental setup used to col-
Iect and process the EMG records. À fuII description of

hardware, software, and experimental procedures are given.



5

In Chapter 4 a more complete explanation of the data

collected, the statistics produced, and the methods of pro-

ducing them are given. The receivers are compared on the

basis of error rate and average number of samples. Some

conclusions are made regarding the relative capabilities of

the receivers in handling operator error.

Chapter 5

and suggests

exper iment .

presents the

further work

conclusions of the investigation

indicated by the results of the



Chapter I I

EMG PROCESSORS

2.1 INTRODUCTION

Studies have shown that the myoelectric signal can be

modelled as a zero-mean Gaussian process with controllable
variance and hence this parameter has been used as the dif-
ferentiating feature since the earliest attempts at myoelec-

tric control. Earlier, more heuristic, processors recogniz-

ed that the variance or polrer of the EMG signaL corresponded

directly to muscle contraction level and was the most con-

trollable characteristic of the signal. Today, the majority

of processors still use signal variance as the control pa-

rameter al-though the actual design of the processor varies

greatly.

Early processors, limited by the available technology,

made decisions based on an estimate of RMS povrer in Lhe sig-
naI. Typically, this estimate vras made by rectif ying the

raw EMG signal and passing the result through a single pole

Iow-pass filter to obtain a DC voltage proportional to sig-

nal power. There have been improvements of these systems

through the application of communication theory and the sub-

sequent derivation of optimum signal sets and deeision

boundar i es .

6
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In the pursuit of a greater number of states and lower

error rate, and as a resul-t of t.he application of communica-

tion theory, sophisticated algorithms have been developed

which make use of sampled data. These types of algorithms

have been difficul-t to implement but, with the recent ad-

vances in semi-conductor technology, the possibiJ"ity exists

for having a prosthetic limb with an on board microproces-

sor, analog to qigital- converters and other devices neces-

sary for the implementation of systems using sampled data

processors. These receivers can make variance estimates

more quickly and accurately than the analog processors now

in use. One of the simplest processors is the fixed sample

s i ze Bayes rece iver .

2.2 THE BAYES RECE I VER

Consider an EMG processor designed to decide between 2

hypotheses with each hypothesis corresponding to an operator

producing one of two discrete variance values, oç and or.

If the signal- is modelled as a zero-mean Gaussian process

then the probability of receiving the set of statistical-Iy

independent samples x-; i=1,N given hypothesis Ho is,

N

II

i=l

-z/2o 2

I
WÕ

o

-r/zl.*r/ oo)z
e I

N/2 N
o

o

p (x, /Ho)
(2n)

e
o (l)



where

being

Bz-Exi A similar expression
repJ_aced by ot.

holds for H, wiLh oç

To decide rvhich hypothesis produced
both probabilities are caÌculated and
correct, i.e.

the

the

set

larger
of samples,

chosen as

2
HI

to

I -z/ 2o
NlzN e

(2r) ol

I -z/2o2

I
N t2(2n) oII{

I
N/2 N

e
(2 tr) oo

I -r/24
(2)

However, assume that Hs is more likely to happen or the con_seguences of choosing Hr when Hs is correct are greater thanthe conseguences of choos ing He when H r i s correct . I nthese cases Hr shouLd be made more difficuLt to chose. Onetherefore introduces a constant A. whose value is determinedby the a priori probabilities of each hypothesis and thecosts assigned to each error. The decision rul_e of (2) be_comes 
¡-

¿I

H I

to

e I -"/zof,
,rÐÑud

e (3)
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or equivalently

(2r) N

1zr, ¡N/2 of

2_"/ 2ot
e

N
oo

/z I
H

À A (4)

(6)

-z /Z
e

Ho

For the purposes of testing the receivers discussed it
will be assumed that arl hypotheses are equarly rikeJ.y and
the costs attributed to each error are equaI. Under these
conditions, À becomes unity and the decision rur-e is;

-z/2 oI
e

-z /2 oo
(s)

e

A simplification of the test
r i thms and rearranging, i . e. ;

can be made by taking Loga-

À

N
oo
_T
or

I
H2

I
Ho

I
z ( )"

I-zI +¡rrnþ
oI rn( I) 0

H I

Ho
Õo

0 I

Parker (1977) and Freisher (1g7gl have shown that the op-



timum signaJ.

is achieved

that is;

Gaussian,

var iances

set

if
for

the

10

controllable variance signals

are arranged exponentially,

(7)

This constraint provides a further simplification of the de-

cision test,

2 Nln c) (8)ol c-l

The value z=Zx .2 i s known as the suf f ic ient stat i st ic . The

test therefore simpl-y calculates z and determines whether it

is greater than or less than the right-hand side of (B ) ,

which is a constant for given ø's and sample size. This

J.ogic is easily extended to m hypotheses, resulting in a de-

cision space as shown in figure 2.1. Operation of the m hy-

potheses receiver consists of calculating the value of z and

2 N rn(C)

2
or

2
oo

c

z

H I

Ho

K,I ot c-l



1.1

0 Kt Kz K3

H

K,t+ Ç-r
Ix a

2

Figure 2.1: Decision Spaces for m Hypothesis Receiver

determining into which range it faIls. More preciseJ-y if

2 N In(C)

ntHo H^
J

H t=I-

l-

(e)2 N In(C)
j+I c-to oj c-r

then H. is chosen as the true hypothesis.
J

Although thi s processor i s s impJ-e to implement i t may be

inefficient in its use of samples. A sJ-ight change in ap-

proach brings us to the more sample efficient seguential al-

gor i thms .
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2.3 SEQUENTIAL

A sequentiaL algorithm is one in which a decision is at-
tempted after every sample rather than after a fixed number

of samples have been taken. A seguentiar algorithm accounts
for the trade-off between error and number of samp]-es taken

by tak ing samples sequent ially and mak ing a dec ision onJ_y

when a prescribed certainty has been reached. In order to
understand t.he operation of the sequential receiver, recalr
that the two-state processor made its decision based on the

rule

ALGORI THMS

P(î /Hr )

tGl%t

A sequential receiver makes use

one for each hypothes i s . The

sampJ-es as long as

of two thresholds, À

rece iver then keeps

¿l

tt
ì>n<

Ho

( r0)

and B,

taking

A>À>B
n (rr)

( whe re

ple),

À
n

and

is the ratio of probabilities after the nth sam-

to choose Hr if

À
n

A (r2)



and Ho if

The values of A

receivers. It

probabilitY of

for B.

a

and B wiII

i s apparent

choosing H r

À B

1?

(13)

determine the Performance of the

that raising A wiII decrease the

when He is true and similarilY

n

Àt any Point in the test À wiII be equal to
n

2

(rn )"/t o3 u-"/2 
oL

À

2 oL oo

---n-- ----r-
toi - oi)

222 oL oo

(rn1a.¡*.r"ä)

(14)

the reduction

rufe of equa-

(is)

(2n) ¡l "l -r/2o3
e

Following arguements simi Iar to that used in

of the Bayes receiver boundaries, the dec ision

tion (10) results in decision boundaries;

2rt

)1

b z 2
(r"qa¡ + n f., a

af-0

I n contrast to

boundaries here

(o ooI

the fixed size samPle test,

change vr i th n . Às be f ore the

)

t.he

ratio

decision

of deci-



s ion levels oj*

decision regions
,/ ø

14

. is set egual to a consLant, C, and the
J

become,

2

d-

ol

c-l lzrn(A)+nl,n(c)Ì

2

(r6)

b
"l
c-i {z r"çB) + n tn(c) }

Once again the decision regions can be extended to m hypoth-

eses gr.vlng;

2 I
c-l lz rn(A) * n t"(c) Ìo j*t

(r7)

a
J

2
o j*t

I
c-lb lz rn(B) + n t"(c) Ìj

The boundarY reglons

f igure 2.2.

for a five staLe receiver are shown 1n

The operation of the seguential processor is straiqhtfor-

ward. À sample of EMG signal is obtained and used to update

the values of zt a. I and b. ' If z satisfies any of the ine-
ll

qualities

(z<b
ja

J-r
(lB)
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then H. is accePted. I f none
J

satisf ied then no dec ision can be

taken, and the Process continues.

of the

made,

16

inequal ities are

another sample is

2.4 COMP STTE HYPOTHES I S RECE I VER

As shownr myoeLectric control is based on the EMG signal

being modelled as a Gaussian distributed variable with hy-

potheses corresponding to different variance Ievefs, o,

;i=1...m-1. However, the exact value of o generated by the

operator witl vary according to a variety of factors, chief-

J.y the operator's inability to know exactly what value he is

generating. Àl-though an operator may have a general feeling

for the degree to which his muscle is contracted, he does

not posses the feedback necessary to produce exact values'

Thus, the problem becomes complicated in that the variable

which characterizes each hypothesis is an unknown random

quantity. These types of problems are known as composiLe

hypothesis.

Operator

vary around

error wi I1 cause

the optimum with

the generated vafue of

a conditionaJ- ProbabilitY

oto

dis-



tribution, p(o/tl
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theoretical approach to the problem

, i.e.

p (x/n ) J p(*/ o,tt ) p( o/H do (1e)
J

). The

p( o/u r)

j

is to average out

)j j

This reduces the problem to one of simple hypotheses which

is more easily solved. Unfortunately, the distribution of o

is not known and a different strategy must be adopted' Con-

sider the representation of figure 2.3. Instead of testing

the optimum values of each hypothesis, uj, against each oth-

€rr two varuea oj,,, (upper) and oj,, (lower) are chosen to

represent the endpoints of the ranges of oj. These values

are tested against each other by forming tr+o probability ra-

tro tests

i{ j
A

Bj-r p(*r/oj_l,r)

p(*r /oj,r)J

H
J-r

p(x1lo.*',1)
-J-

A
B

(20)

H

/\

H

j+r

J

Aj-t tand choose 
"j 

i f 
^j

À Each hypothesis now



p (o)

1B

o
o0,l u0 o0,r ol,l ul oì,r azrl- V2 a2ru

Figure 2.32 Composite Hypotheses Representatron
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cons i sts of two sub-hypotheses ( o=o¡ ,u and oj 
, t) which are

tested against their neighbouring sub-hypotheses (ø=ojnl,rand

oj-l,[ in ef f ect, turning one composit-e hypothesis test into

two simple hypothesis tests. The decision regions for this

type of receiver are of the same form as the previously dis-

cussed seguential receiver as can be seen from figure 2.+.

Intuitively, this type of receiver should give better error

performance at the expense of Iarger number of samples.

This is due to the fact that the hypothesis means in each of

the probability ratio tests are closer together than before'

However, it is hoped that the decrease in error rate will

outweigh the increase in average sample number'
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2.5 RECEIVER PERFORMÀNCE

Two sÈatistics are most imPortant

performance of an EMG receiver; error

quired to make a decision. A tradeoff

21

when evaluating the

rate, and time re-

between these two is

inherent since variance estimate

sample size.

accuracy increases with

Ànalyt.ica1 solutions for error rate and average sample

number (eSN) can be found for limited cases of the three re-

ceivers previously discussed. These solutions indicat,e that

for exact inputs (perfect operator) the sequential receiver

requires fewer samples, on average, to make decisions given

comparable specified error rates. However, these solutions

are derived for special cases which are not easily general-

ized to the case of non-ideal operators. In order to get

meaningful performance statistics, the solutions for error

rate and ANS must be averaged over the probability distribu-

tion of o. The nature of this distribution is unknown with

the factors affecting the variation of ø around the optimum

difficult to model" The analytical calculation of overall

ÀSN and overall error rate is thus impossible' Therefore,

since performance of a receiver cannot be accurately pre-

dicted analytically, error rate and ASN must be determined

experimentally. Studies by Fleisher and Shwedyk (1979) have

shown that the sequential receiver requires about 60so of the

number of samples required by the Bayes receiver" What re-

mains to be seen is if this saving is maintained when opera-



tor error

super i or

nat ion of

tor error

is present

in regard to

a receiver's
is discussed

and whether or

error rate.
performance

in the next

22

not one processor proves

The experimental determi-

when subjected to opera-

chapter.



Chapter

EXPERIMENTÀL

TII

PROCEDURE

In order to compare the performance characteristics of

the three EMG receivers (aayes fixed, Seguential, and Com-

posite Hypothesis) two experiments were performed. One was

a computer simulation using fixed contraction EMG record-

ings, the other a tracking study"

À11 experiments vrere carried out using five level receiv-

ers. A five level EMG receiver is the logical step from

three levels and wiII allow the control of two powered de-

vices from one muscle site. That is, five states provides

each device with two control states along with the necessary

rest or "no-action" state. The lowest leveI was chosen to

be Zpv (at the efectrodes) to allow for noise produced by

the amplifiers, 60 Hz sources, etc. The highest leve1 was

100¡rv which corresponds to a conrf ortably strong contraction

of the biceps brachii" The middle bhree levels were then

chosen according to the optimum exponential distribution

discussed previously.

23
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3.1 COMPUTER SIMULÀTTON

The computer simulation involved digitizing an EMG si9na1

during a fixed contraction and modifying it to simulate the

five input hypotheses. This was done by first determining

the actual variance of each individual signal (which wiIl be

constant over the period of the signal) and then scaling by

an appropriate multiplier according to the hypothesis being

simulated. In this way any desired variance could be creaL-

ed for use as input to the receivers. The acquisition of

the fixed contraction records vlas straightforward. Elec-

trodes were placed over the biceps brachii and the EMG sig-

nal fed to an instrumentation amplifier. WhiIe a subject

maintained a 3 pound weight in a standard, fixed position,

samples of the amplified EMG were taken aL 1 kHz and stored

on hard disk for later processing. The computer used to ac-

quire and process the signaf was a nigital Equipment PDP-11.

3 "2 TRACKING STUDY

While the compuLer simulation described in the previous

section gives some indication of the performance of the re-

ceivers, it does not reveal anything about the receivers'

dynamic performance, that is, the performance of the receiv-

ers during the period when the user changes variance from

one level to another" The manner is which the signal vari-

ance changes as the transition is made is unknown and there-

fore hard to simulate using fixed cont,racLion EMG records"
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A more complete evaluat ion of receiver perf ormance r.Ias ob-

t.ained through lhe use of a tracking study. In this partic-

ular study a subject controls the position of a band on a

television screen by contracting and relaxing his biceps

brachii muscle. The subject attempts to maintain the center

of the band over a target line. The target line moves among

five possible leveIs and changes position once every second.

This method enabl-ed the study of the receiver's performance

during the transition period.

3.3 HÀRDWÀRE

The apparatus used in the tracking study is illustrated
in schematic form in f igure 3.1 . The subject's tracking

band was produced by feeding back the rms value of the EMG

signal, This was accomplished by amplifying and rectifying
the raw EMG and passing this result through a low-pass fil-
ter having a time constant of 100ms. Then, in order to lin-
earize the exponentially spaced target levels, t,he filter
output is passed through a logarithmic amplifier (see Appen-

dix A for schemaLics of all amplifiers and filters) " The

target levels are thereby converted to a more easily inter-
preted equally spaced configuration. The output of the log

amp was routed to a dual trace oscilloscope which was in

turn viewed by a video camera for final display on a stan-

dard television screen. Target leveIs vrere displayed using

the other ehannel of the oseílloseope. À eompuber program
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Figure 3.1: BIock Diagram of System
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l¡as written to generate a sequence of random numbers and

store it in a disk file. Another program then converted

each number, via a digital to analog converter, to a corre-

sponding voltage to be recorded on an instrumentation tape-

recorder, with -10v representing the lowest hypothesis and

+10v representing the highest (see Appendix À for software

listings). Each leveI was maintained for 1 second. A typi-

cal display, as seen by the subject, is shown in figure 3"2'

The subject controlled the wider band.

The correct functioning of the system was verified in a

variety of vrays. Each component of the system (instrumenta-

tion amplifier, rectifier, etc. ) was adjusted separately to

have the correct paramet.er values (gain, time constanL

etc.), After the individual components were calibrated, the

system as a whole was further tested in two ways. First, a

Gaussian noise generator was used to input a 254 Hz band-

width, Gaussian signal to the input of the ouLput amplifier.
This was done for each of the five input hypotheses, This

signal was then sampled and processed. Based on 340 trials,

the error rates obtained for each hypoLhesis were as fol-

lows: Ho- 1.69o, Hr-2.29", Hz-2.49o, Hs-1.89o, Hq-1 "39"" These

error rates varied through a "4eo range but were consistent

throughout the duration of the record as can be expected

from the nature of the input signaÌ.

A similar t.est vlas performed s¡ith signal records obtained

as a subject maintained the tracking band at one target lev-
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eI¡ Once again these signals were sampled and processed.

Error rates obtained in the second test, again based on 340

trials, were somev¡hat higher, vizz He-5.4eo, H1-8.6eo,

H2-7 .6eo, He- 7 .8e", H a-4.9e". Fluctuat ions in thi s second

test were higher (2e") which can be attributed to operator

er ror .

The resulLs of these two test indicate that the system

functions as desired. The higher error rates obtained with

the human subject are due to a human operator being unable

to generate and maintain exact signal variance values.
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Figure 3"2r Typical Display as Seen by Subject
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3.4 TRÀCKING RUNS

Each tracking run consisted of 80 l-evel transitions at 1

transition per second. Before a tracking run vras begun,

paste-coupled electrodes spaced approximately 5 cm apart

were placed over the belly of the biceps brachii. In the

case of the amputees, the electrodes were placed over the

site used to control their present myo-electric limb. The

proper functioning of the amplifiers was then assured.

Noise levels r.rere minimized by making smal1 adjustments to

the subjects' basic position. Although the subject was aI-
vrays seated about 2m from the display, small changes were

a I lowed .

Every effort was made to minimize subject distraction
during tracking runs. These measures included ear muffs and

turning the lights off. À few subjecLs found viewing the

display screen in the darkened room irritating to their eyes

and were therefore allowed to make the tracking runs with

the lights on.

ÀfLer the subject was comfortable and system noise mini-
mized, Lracking runs were begun

To begin, each subject was allowed 2 or 3 trial runs to

become familiar with the task. These were shorter sequences

of approximately 50 transitions. Following thiso recorded

runs were made
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After the subject was relaxed, the tape recorder was

turned on to begin the random sequence of target levels.
This started the target line moving among the 5 levels in a

random manner. EMG and target leve1 samples were then re-

corded as the subject foll-owed the target across Èhe screen.

After 80 seconds had elapsed the computer stopped sampling

and the tape recorder was turned off. Each subject made 6

runs which v¡ere spread over at least 2 days in order to
avoid fatigue and boredom.

3.5 DATÀ COLLECTION

During each tracking run, data vrere collected from two

sources; the amplified EMG and the target Ievel. Àfter the

EMG signal was amplified 13650 times it s¡as sampled at 250

Hz and stored on floppy disk for later use in evaluation of

the processors. Samples of the target leve1 lrere taken at

one guarter the EMG sampling frequency and were also stored

on disk. Target level data was used to determine the true
hypothesis for comparison with the processor's choice"

3 " 6 SUBJECTS

m^^ ^,.1^.:^^!^ -l-^-^- t-^- LL^ ---:-----!t-- a-!J^-rs¡¡ ÞrJÀ.rJsu LÐ vrErrs u¡¡vÞE¡¡ Mr¡il L¡¡e urrrve[ 5¿Ly P()puJ-dLl()¡t

and four subjects vrere referred by the Rehabilitation Centre

for Children. These last four were amputees and were used

as subjects to examine the ability of a prospective user to
control a S-state device of the type projected"



ChapÈer IV

DÀTA PROCESSING AND RESULTS

The simulation of the different receivers and the vray in

which the EMG data was processed was carried out in a vari-
ety of vrays. In the first experiment, using fixed contrac-

tion records, the processing is straightforward while the

second experiment required more complex processing. Both

are explained in the following sections.

4.1 COMPUTER SI MULÀTED ERROR

In the computer simulation, constant contraction records,

that is, records with the same power level throughout, were

scaled up or down to simulate the five different hypotheses,

The order in which the hypotheses vrere presented to the re-
ceiver was determined by a random sequence of uniformly dis-
tributed numbers. After selecting a number from this se-

guence, the appropriate scaling factor !{as calculated to
modify the sampled EMG data. Processing then proceeded ac-

cording to the receiver being simulated. In the case of the

Bayes fixed receiver, the designated number of samples were

taken, squared and summed, and assigned to a hypothesis ac-

cording to the decision boundaries calculated previously.

This choice is then compared to t,he correct hypothesis as

33
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chosen from the random input seguence. If an error is found

it is catalogued according to the correct hypothesis and t,he

incorrectly identified hypothesis. The next trial then be-

gins at the point in the signal record where the previous

trial ended. This process continues until the end of the

record is reached.

Processing is similar in the case of the sequential at-
gorithms, except that records are also kept regarding the

number of samples required for each decision since this will
vary from trial to trial.

The introduction of simulated error is accomplished by

altering the scaling factor according to a second random

number chosen from a continuous uni form distribution of

width K (see figure 4.1a).

Once the input hypothesis is chosen, the corresponding

scaling factor is alLered by multiplying it by a number cho-

sen from the above distribution. The variance of the signal
actually presented to the receiver now varies over a range

for each hypothesis, in essence, simulating an operator hav-

ing a uniform error distribution as in figure 4.1b.

m^ ^----: -^ !l-- : ----- I'r'o examLne -Lne recelvers' response to Lne reasrng amounts

of input error, trials were made with K values of 0 (no er-
ror), 0"1, 0.2, and 0.5" Às K increases the possible range

of input variance increases thereby raising the possibility
of error. When K=0"5 the ranges of input variance actually
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p (*)

-K K

Figure 4.'1a: Probabiì-ity Distribution of Multiplier Used
to Generate Operator Error

P(o)

(r-K)u ( I+KÞ o

Figure 4.1b: Resultant ProbabiLity Distribution
of SignaI Variance

0

u

Figure 4.1 : Distribution of Error
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overlap, producing a somev¡hat artificial condition where the

input variance should correctly be classified as coming from

the adjacent hypothesis but will be recorded as an error.
This wirr produce an increase in the each processor's error
rate.

Programs Lo carry out the computer simulation were writ-
ten in BASIC on a Oigital Equipment PDP-1.1 computer. The

programs SEQRAN and BAYRÀN (see Àppendix A) r.¡ere run for
each different value of K. À sample of the output of the

processing program for a value of K=0.2 is shown in table
4"1.

TABLE

Samp1e of Computer

Identified
23

4"1

Simulation Output

Hypothes i s
45

TRUE

HYPO_

THESI S

1

2
3
4
5

183
5
0
0
0

3
1s6

3
0
0

0
1

188
4
0

0
0
2

193
1

0
0
0
1

193
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4.2 TRÀCKING RUN DÀTA

The processing of the signal acquired during the tracking

study is more complex since the signals themselves are more

complicated and the time response is more difficult to ex-

tract. Two basic modes of processing were used in this ex-

periment; continuous and synchronous. The programs t.hat

performed both methods of processing the tracking run data

vrere written in Fortran and run on a Oigital Equipment

LSI-11 computer (see Appendix A for program listings). Two

programs, oRe for each processing mode, were required for
each of the three processors for a total of six programs.

The continuous mode is similar to the processing method

discussed for the computer simulated error data. Trials are

made with no regard to the occurrence of transitions. This

simulates the vray a receiver would function in actual use,

continuously sampling the signal and making decisions. The

statistics obtained in this vray wiIl not, however, give any

clue as to where, in relation to the transitions, the errors
are made. It is during the transition from one povrer level
to another that the interesting features of the processor's

time characLeristics will be seen,

A synchronous mode of processing was used to extract the

dynamic characteristics of the algorithms. Synchronous here

means that processing takes place with the knowledge of

where the transitions occurred. The basics of this method
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are illustrated in figure 4.2. Essentially, a "window" is
moved along the record and a decision is obtained for each

position of the window. In the case of the sequential re-

ceivers, the window length varies and it is therefore the

starting point of the window that is moved.

As the window progresses, statistics regarding error rate

and average sample number are recorded as a function of time

from transition. The statistics produced in this vray can be

combined in a variety of ways to reveal characteristics of

the receivers' time response. For example, âs well as an

overall average, the average of all transitions to leve1 5,

or all transitions originating from level 3 etc,, can be

i solated.

The two classes of curves which are the main points of

comparison between the receivers are shown in figure 4.3 and

4.4. While both curves give an average error rate as a

function of time from transition, they differ in one aspect.

Figure 4.3 is generated under the assumption that the desti-
nation Ievel, that iso the level present immediately afLer

transitionr coFresponds to the correct hypothesis. Conseq-

uently, the error rate at the beginning of the plot will be

near 100e" since the subjecL has not yet reacted to the

change in target levels"

On the

i ndi cated

other hand, figure 4.4

by the level preceding

assumes t,hat bhe hypothesis

transition ís eorreet until
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a different decision is made. For instance, consider a

transition from level 5 to level 3. The processor would

consider H5 to be correct until a decision other than 5 is
made. Àfter this, H3 will be considered correct. Figure

4.4 therefore has a low error rate initially since the pro-

cessor is still being presented with a variance correspond-

ing to the previous hypothesis. The error rate rises as the

subject reacts to the change and then decreases as the new

target level is approached. This method of processing ac-

counts for subject reaction time and also gives more realis-
tic results since the processor is allowed to make the cor-
rect decision based on the signal it is presented s¡ith. As

wel1, this sort of error does not diminish the performance

of the processor significantly since maintaining the previ-
ous decision merely reflects as a delay in the activation of

a new function.

The two types of curves obtained in the above described

manner provide the information necessary to compare the

three receivers. In a general sense, the smaller the area

under either curve the better the processor, since this area

is a measure of the product of error and time" Any decrease

in this quantity indicates an improvement in performance.

Àlsor c€rtain elements of the curves correspond to specific
performance characterisLics. For inst,ance, a processor more

tolerant of operator error will de¡nonstrate an earlier de-

cline in error raLe on both the Type I and Type II curves
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and will achieve a lower steady-state error Ievel. To see

why the earrier decrine would occur, consider that a more

error tolerant receiver would produce a given error rate at
a varue of o f urther avray f rom the optirnum than would a l-ess

torerant receiver. Thereforer âs the user approached the

optimum variance 1eve1, the more tol-erant receiver would

make more correct decisions earrier. The rower steady-state

error results from the more tolerant processor being less
sensitive to fluctuations around the optimum. This toler-
ance wirl arso appear on the Type Ir curves as a less steep

rise in error rate. A more robust receiver wirl keep making

correct decisions for a longer time as the user's signal
variance moves avray from the present target level.

A third type of curve used to compare the receivers is a

plot of the product of error rate and Average Number of sam-

pres (eNs ) versus t ime, Thi s al-lows the examinat ion of the

contribution of both of. the performance indicators from a

single pIot.

4"3 COMPÀRISON OF RECEIVERS

COMPUTER SIMULATION
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Figure 4.5 shows the resurts obtained in the first exper-

iment. Error rate increases with increasing error distribu-
tion width for both the Bayes fixed and sequential receiv-
ers. The degeneration of performance is simirar in both

cases, giving a preriminary indication that neither proces-

sor performs better when input error is present. The se-

quential receiver maintains its saving in number of sampres

required to approximately 60eo of the number that the Bayes

receiver requires. The difference in absorute error is due

to differences in specified error. whire error can be spec-

ified to any varue in the sequentiar processor, t,he fixed
Bayes processor has discrete levels of error and therefore
the two can only be approximately equal.

TRACKING RUN

Processing the EMG records obtained in the tracking runs

in the continuous mode produced error rates on the order of
40e"" Errors this high are due to the time averaging effect
^C !L ^ i .of -Lne conElnuous processrng mode. The high error rates
present immediately after transition force the overall time

average high. There was no discernible difference in the

receivers' performance but this is not surprising since time

averaging can obscure differences in dynamic performance,
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Any such differences should appear

synchronous processing mode.
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in the results from the

r'igures 4.6, 4.7 , and 4.8 are the Type I error rate

curves for the Bayes fixed,sequential, and Composite tty-

poLhesis receivers respectivej-y, averaged over aII ten

healthy subjects and aLI transitions. Comparison of these

curves shows that there is littIe difference in overall_

shape. The sequential receiver demonstrates a lower error
rate in some parts of the curve but the difference is not

great enough to indicate a superior ability to cope with op-

erator error. The Composite Hypothesis receiver shows a

Iower error rate in all portions of the curve but this is
nullified by the large number of samples required for each

decision. The superiority of the Sequential receiver can be

seen on the plots of error*ANS of figures 4.9, 4.10, and

4.11 " À,Ithough the Composite Hypothesis receiver may have a

lower error rate, its high ÀNS makes it unusable. A similar
error performance can be achieved by the sequential receiver
with a lower number of required samples.

The Sequential receiver maintains its ÀNS to approximate-

Iy 80eo of the number required by t,he Bayes receiver. Com-

parison of the Type II curves yielded similar results, with
no significant differences in error performance appearing.

In order to examine differences in individual performanc-

€s¡ results averaged over all transitions were ptotted for
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each subject. Although all curves were of the same basic

shape, the steady-state error varied from 18eo to 45>o (see

figure 4.2). It was conjectured that this wide range was

probably due to the fact that the subjects had very little
training. That is, some subjects had a natural ability to

control their EMG signals while others did not.

Table 4.2 al-so lists the steady-state errors for each of

the amputees. Às can be seen, while the amputees' error
rates were above average, 3 of the 4 had steady-state errors
within the range of the healthy subjects and the general

shape of. the error rate versus time curves vrere not signifi-
cantly different between the two groups. The amputees' poor

performance is partly due to difficulty in reaching the

highest target level. This difficulty can be attributed t.o

the small muscle mass of the amputees control site which

limits the maximum signal power availabte. and leads to an

increase in error rate.

To ascertain whether training would improve performance,

3 subjects were re-run once a day for 5 days (see table
4"3). The subject that had already produced a low error
rate maintained it. Subject NA showed considerable improve-
å^â! -.L:l^ 1:!L1^ 

-L---- ------^l i- LL- 
----t----tlte¡¡L w¡r¡rs rrLLJ-E u¡rdr¡gc 9cL:u¡.e(J J.t¡ LIte peL LoEtllaI¡ce} c)I 5uD-

ject KL. Thus, training seems to have an effect and it is
possible that all subjects could attain the same performance

IeveI given sufficient training,
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TABLE 4

lndividual Steady

2

State Error

U
N
I
v
E
R
S
T

T
Y

S
U
B
J
E
c
T
s

STEADY STÀTE ERROR

Average number of samples.
Number of trials used for error calculations.
^. 

1 -- 1 ^--- 1 
-L- 

i -ì - -- - I Ê - , , l9nJ.y rever cnanges hrere con5leiereei tor the error
calculat ions .

SUBJECTS

REFERRED

BY REHÀB"

CENTRE

ÀNS
T

PROCESSOR

SUBJECT

I

SEQUENTI AL
ERROR ANS

BÀYES (N = 13)
ERROR T

EB

RM

WB

ES

l.7T

LP

NA

KL

LO

EI^I

1ge"

21e"

22e"

33%

34e"

37e"

3ge"

3 ge"

3ge"

47e"

()0

10.1

1 0.9

10 .7

1.1 "1

10.1

9.4

9.9

10.1

10.1

22e"

24e"

25e"

37e"

3ge"

) Oo,
JL'-O

37e"

40e"

40e"

5 0e"

355

408

3s0

406

342

407

407

408

347

348

CR

TG

JR

JP

34e"

3g e"

47e"

5 5e"

11 .2

10.3

1 0.9

10 .7

3 5eo

37e"

4ge"

6 0e"

400

408

413

363
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TABLE 4.3

Learning Table

ERROR RATE (EV O¡Y)

SUBJECT

DAY KL EB NA

1

2
3
4
5

25e"
20>"
25e"
25e"
20e"

20e"
20e"
19eo
20e"
20e"

40%
3 5e"
25e"
25e"
24eo



Chapter V

SUMMARY AND DISCUSSIONS

5.1 SUMMARY

The first experiment., which used fixed contraction elec-

tromyographic signals to simulate the different input hy-

potheses, compared the performance of the Bayes fixed and

Sequential receivers. The results of this experiment showed

that both processors responded similarly to an increase in

operator error. Neither processor demonstrated any marked

superiority in handling operator error (see figure 4.5).
The sequential receiver demonstrated a savings in average

number of samples required (eNS) to about 80eo of the number

required by the fixed Bayes receiver" This was higher than

predicted by analytical solutions and previous studies (r'te-

isher(1979)) which indicated a savings closer to 60eo. The

difference is probably due to the fact that the analytical
sol-utions were calculated for optimum inputs, that is, no

operator error. The input of non-optimum signal variances

produces a higher average number of required samples.

The second experiment,

more detailed examination

Error rates as a function

t,racking study, provided for a

the receivers' performance"

time from transition $rere cal-

the

of

of

53
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culated and plotted for each of the three processors. Once

again, little difference !{as found in the receivers'rela-
tive error performances. Each receiver produced curves of

similar shape with only small differences visible. The dif-
ferences were not large enough to indicate any receiver,s
superiority in handling operator error. Although the Com-

posite Hypothesis receiver did have an approximately Seo low-

er error rate throughout, it required almost twice as many

samples as the Sequential receiver. A similar increase in
performance can be obtained from the Sequentiar receiver
with a smaller increase in ÀNS, Therefore, while the CH re-
ceiver appears to perform better with regard to error rate

this is misleading as can be seen from an examination of the

plots of error*ÀNs versus time. whil-e none of the receivers
proved superior with regard to operator error, the Sequen-

tial receiver remains superior to the other two since it re-
quires the fewest samples to attain a given error rate"

5"2 DISCUSSIONS ÀND RECOMMENDATI ONS

The steady-state errors obtained in this tracking study

were higher than expected and higher than resurt.s obtained

by other experimenters, particularly paciga (1980) who at-
tained error rates under Seo. These very row error rates
vrere attained by subjects who had up to three months of ex-

tensive training while the subjects in this study had only

enough training !o familiarize them the task, It is there*
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fore not surprising that higher error rates were obtained.

However, it remains doubtful that levels as low as Seo could

be obtained even after extensive training. The amount of

control demonstrated by the subjects does not seem suffi-
cient to allow the achievement of these low error levels. A

Ionger-term study in which the subjects received extensive

training would answer the question of whether or not train-
ing would account for such a large difference in the two

study's error rates.

ÀIso regarding further studies, it is possible that one

of the three processors examined demonstrates some perform-

ance superiority when onJ-y small amounts of operator error
are present. Àny such superiority would not be visible in

resuLts from Lhe present experiment since lower leveIs of

steady-state error are never reached" It is recommended

that a subsequent experiment should attempt to achieve lower

error rates to examine possible performance differences at

these lower levels. This can be accomplished in two ways,

First, t,he training of the subjects can be extended, which

will require a longer period in which to perform the study,

or the period between leveI changes can be lengthened. It
is believed that 1 second is not sufficíent time for a sub-

ject to achieve a st,eady-state signal variance" Lengthening

the inLerval between Level changes to 2 seconds would aIlow

subjects to achieve lower steady-state error rates and

thereby reveal any hidden differences in receiver perform-

ance,
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Finally, a comment on the viability of 5-state control.
While this study $¡as meant to compare the relative perform-

ance of three processors and cannot be said to be an exhaus-

tive evaluation of the potential receiver performances I a

preliminary observation can be made. The high error rates

obtained in this study indicate that a limb incorporating a

five-state receiver of the type discussed in this study will
not be very reliable and would only be usable after exten-

sive training. From the results of the experiments and from

observation of the subjects during tracking runs, it is be-

lieved that, given the dynamic range of EMG signal power and

the amount of control a user has over the signal, reliable
5-state control wi I1 be di f f icult t.o achieve.
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Appendix À

PROGRÀM LISTINGS

A.1 SEOUENTIÀL PROCESSOR WITH RANDOM ERROR (SEORÀN)

This program processes fixed contraction records through
processor with variabl-e amounts of operator error width, K"
ten in BÀSIC on a DEC PDP-1 1 .

a Sequential
Program writ-

0
1

2

3
4

DItl V(4),8( 4,4),D(4),T3(4)
RANDOMI ZE

'OPEN THE FILE FROM WHICH EMG DÀTE IS TO BE TÀKEN"

OPEN'.RKO:SH.l '. FOR INPUT ÀS FILE VF19"(1OOOO)

'oPEN À FILE TO RECEM THE RANDOM INPUT SEQUENCE TO BE CREÀTED BELOW

OPEN ''RKO:VCH'' FOR OUTPUT ÀS FILE V829"(5OO)

'OPEN À FILE TO RECEIVE THE INPUT ERROR
'VF3 WILL CONTÀIN NUMBERS CHOSEN FROM A CONTINoUS UNIFoRM DISTRIBUTIoN
I

OPEN ''RKO:OPER'' FOR OUTPUT ÀS FILE VF3 ( 5OO )
I

'CREÀTE THE RANDOM SEQUENCE THÀT DETERMINES THE TRUE INPUT HYPOTHESIS

FOR I=0 TO 500
vF2(r )=rNT(s*RND(0) )
NEXT I
CLOSE VF2
OPEN ''RKO:VCH'' FOR INPUT AS FILE VF29"( 5OO )

CREÀTE THE INPUT ERROR

FOR I=0 To 500
VF3(I)=RND
NEXT I
CLOSE VF3
OPEN ''RKO:OPER'' FOR INPUT ÀS FILE VF3 ( 5OO )

20
21

23
30
31
32
33
34
40
41
42
43
50
60
70
80
90
91
92
93
100
110
120
130.135

136
137
138
140
150
155
160
170
180
190
200
210
220
221
222
223
230
240
250
260
261
262
263
270
280

s

(

I

I ET UP TÀRGET LEVELS AND INITIALLZE OTHER VÀRIÀBLES"

0 ) =aV( 1 ) =2a" 4sV( 2 ) =1 soV( 3 ) =e1 I " b6\v( q) =F6zs
0\R=0\r=0\x=0M=

c=6 .124
N2='1 0000
s1 =0
Ns=1 0000
À=z*Loc ( 99 )
B=-À
c1=Loc(c)
vo=v(0)*c

FOR I=0 TO N2
M=M+ (vF1 (r ) -2047 ) /2048
NEXT I
Y=u/ 

(wz*t )

.CÀLCULÀTE ÀCTUÀL VARIÀNCE OF SIGNÀL

FOR I=S1 To N5
R1 = (vF 1 (r ) -2047 )/2048\R1=R'1 -M

\cz=t719-1 ¡
2\1 =v( 1 ) "czV2=v( 2 )'rc2v3=v( 3 ) *cZV¿=v ( 4) r,cz

CÀLCULÀTE ÀVERÀGE VALUE FOR UPCOMING VÀRIÀNCE CALCULÀTTON

58

RECORD.
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290
300
3'1 0
31 '1

312
313
314
330
340

R=R+R1 *R1
NEXT T

R=R,/(Ns-s1+1 )

'CHOOSE THE TRUE INPUT HYPOTHESIS ÀND DETERMINE THE
'TÀRGET LEVEL.

H=vr'2 ( r )
vs=v(H)
K=. 1
I

'Y-IS THE MODIFYING MULTIPLTER WHTCH INTRODUCES THE
'CONTAINED IN VF3 (T) .
I

y=K*(2*VF3(T)-1 )
I

'V6-IS NOW THE VALUE OF THE VÀRIANCE TO BE INPUT TO

V6=V5rt ( 1+y )

'S_IS THE RATIO OF DESIRED INPUT VARIÀNCE TO ÀCTUAL
I

S=SQR(V6lR)
FOR J=S1 TO N2 STEP 4

CORRESPONDI NG

RANDOM ERROR

THE PROCESSOR

SIGNÀL VÀRIÀNCE"

345
346
347
348
349
3s0
3s1
352
353
360
361
362
363
370
390
3 9'1
392
393
393
400
410
420
421
422
423
430
43'1
432
433
440
441
442
443
445
450
460
470
480
490
500
510
520
521
522
523
524
530
540
5s0
560
570
580
590
600
610
620
621
622
623
624
630
640
660
670
680
681
682

' THE VÀLUE OF N (THE ¡TUI'ISER OF SÀMPLES TÀKEN ) T S T NCREMENTED ÀND
'USED IN THE CÀLCULÀTION OF THE BOUNDÀRY LEVELS.

N=N+'1 \N'1 =À+N*C 1 \W9=6i. ( B+N*C 1 )
B0 =v0 *N 9\B'1 =v.1 * N9\82 =v2 *N9\B 3 =v3 *N 9\84 =v4 *N9
À0=v1 *N 1 \A 1 =v2 *N 1 \À2 =V3*N.1 \a3=va *u'1

THE SÀMPLE IS MODIFIED TO CREÀTE THE DESIRED VÀRIÀNCE

x1 = (vF1 ( J ) -2047 ) /2048
THE VÀLUE OF THE SUM OF THE SQUARES IS UPDATED.

T=x*ts,.(x1-M) )^2

' 450-520 DETERMINE WHERE
'SQUÀRES FÀLLS.

IF X<=80 THEN 550
IF X<=À0 THEN 690
IF X<=81 THEN 570
IF X<=A1 THEN 690
IF X<=82 THEN 590
IF X<=À2 THEN 690
IF X<=83 THEN 610
IF X<=À3 THEN 690

ITHE DECISION MADE BY THE
'ACTUÀL INPUT HYPOTHESIS

IF H=4 THEN 630
E(H,4)=e(H"4)+1\co ro 630
IF H=0 THEN 630
E(H,0)=E(H,0)+.1 \CO rO ego
IF H=.1 THEN 630
E(H,.1 )=n(r¡.1 )+1\Co ro e :O
IF H=2 THEN 630
E(H,2)=E(H,2)+1\co ro 630
IF H=3 THEN 630
E(H,3)=n(H,3)+1\cO TO 630

IN THE ÐECISION REGION THE SUM OF THE

PROCESSOR IS THEN COMPÀRED WITH THE
ÀND ERROR STATISTICS UPDATED ÀCCORDINGLY"

IPREPARÀTIONS ÀRE THEN MÀÐE FOR À NE9J TRTÀL ÀND TO DETERMINEIWHETHER OR NOT THE END OF THE SIGNÀL RECORD HÀS BEEN REÀCHED"

N3 ( H ) =¡¡ 3 ( H ) +w\n ( u ) =o ( r¡ ) + 1 \s 1 =s 1 +N+ 1 \x= 0\N= O

rF N5-S1>.1 00 THEN 680
rF N5>10000 THEN 750\R=0
GO TO 270
T=T+ 1

IF T<=500 THEN 330
t=o\co ro 330
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683
684
685
690
691
692
693
750
760
770
780
790
800
8'1 0
820
830
840

N
I

I

EXT

RETURN TO STÀRT A NEW TRIAL

J

PR OUT ERROR RESULTS

FOR W=0 TO 4
T3 (W) =E(W, 0 )+E (w, 1 ) +e Íw, 3 ) +E (Vt, Z)+E(w, 4 )
N3(w)=N3(w)/D(w)
PRINT ''TRUE HYPOTHESI S I S H= '' ; W
PRINT ''TOTAL NUMBER OF TRIALS='';O(W)
PRINT "ÀVERÀGE NUMBER OF SÀMPLE5=;tt3(W)
PRINT ''TOTAL NUMBER OF ERRORS='' ; T3 (W)
pRrNT E(W,0),8(W,1 ),8(W,2),8(W,3),8(W,4)
NEXT W
END

INT



A.2 BÀyES pRocESSoR wrrH RANDoM ERRoR (g¡yneN)

fhis program is similar to the previous
Bayes processor rather than a SequentiaJ_.
DEC PDP-1 1 .

one. except that it
Program written in

bt

simulates a
BÀSIC on a

10
11
12
'1 3
14
20
21
22
23
24
30
3'1
32
33
34
40
41
42
43
44
50
60
70

DrM V(4),8( 4,4 ),D(4),T3(4)
RÀNDOMI ZE
I

'OPEN THE FTLE FROM WHICH EMG DÀTÀ ]S TO BE TÀKEN.
t

OPEN "RKO:SH1" FOR INPUT ÀS FILE VF1e"(10000)
I

'OPEN À FILE TO RECEIVE THE RÀNDOM INPUT SEQUENCE TO BE CREÀTED
' BELOW.
I

OPEN ''RKO:VCH'' FOR OUTPUT Às FI LE vF29"( 5OO )
I

'OPEN À FILE TO RECEIVE INPUT ERROR
'VF3 WItL CONTÀIN NUMBERSCHOSEN FROM À CONTINUOUS DISTRIBUTION
I

OPEN ''RKO:OPER'' FOR OUTPUT ÀS FILE vF3(5OO)
I

'CREÀTE THE RANDoM SEQUENCE THÀT DETERMTNES THE TRUE INPUT
'HYPOTHESI S.

80

FOR I=0 TO 500
VF2 ( I )=INT( 5ìIRND( O ) )
NEXT I
CLOSE VF2
OPEN '.RKO:VCH'' FOR INPUT ÀS

'CREÀTE THE INPUT ERROR

FoR I=0 To 500
vF3(I)=RND
NEXT T

CLOSE VF3
OPEN ''RKO:OPER'' FOR INPUT
t
I SET UP TÀRGET LEVELS AND

Fr LE VF2e. ( 500 )

AS FILE VF3 ( 5OO )

INITIÀLI ZE OTHER VARIÀBLES.

90
91
92
93
100
110
120
130
135
'136
137
138
140
'1s0
160
170
180
190
1 9'1
192
193
19s
196
197
198

v( 0.) =4v( 1

M=0\R=0\T=
C=6.124
N2=1 0000
s1=0
c1=LoG(c)\cz=r/(c-1 )

'DETERMINE SÀMPLE SIZE
I

N='1 I
I

'CÀLCULÀTE BOUT.¡DÀRY LEVELS

C3=C 1 *C2
K0=v( 1 ) *N*C3\K1=v(2 ) *N*Ca\K2=v( 3 ) *N*Ca\K3=v(4 ) *N*C3
ICÀLCULÀTE AVERÀGE VÀLUE FOR UPCOMING VÀRIANCE CÀLCULATION

FOR I=0 TO N2
M=M+ (vF1 (f ) -2047 ) /2048
NEXT I
tí=M/(N2+1)
s1 =0
N5='10000
F=4

CALCULATE ÀCTUAL VÀRIÀNCE OF SIGNAT RECORD"

)=2a..aev (2) =1 50v( 3 ) =e1 8. 56v( a) =56250\x=0\s2=0

200
210
211
212
213
220
230
240
241
242
243
244
245
246
247
250
260
270

FOR I=s1 TO N5
R1 = (vF1 (r ) -2047 )/2048\R1 =R1 -M
R=R+R1 *R1
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280
285
286
287
288
289
290
300
310
2i I

312
313
314
320
321
322
323
330
331
332
333
340
345
346
347
348
349
350
360
370
380
381
382
383
384
390
400
410
420
421
422
423
424
430
440
450
460
470
480
490
500
510
520
521
522
523
524
530
535
536
540
570
57 1

572
573
580
s81
582
583
620
630
640
650
660
670
680

NEXT I
l=R,/(¡¡s-sl *l )

'CHOOSE THE TRUE INPUT HYPOTHESIS ÀND DETERMINE THE CORRESPONDING
'TÀRGET LEVEL.

H=vF2 ( T )
vS=v(H )
K=. 5

,Y-IS THE MODIFYING MULTIPLIER I,THICH INTRoDUCES THE RÀNÐoM ERRoR
I CONTAINED IN VF3 (T) .

y=K*(2*vF3(T)-1 )

V6-IS NOW THE VÀLUE OF THE VÀRIANCE TO INPUT TO THE PROCESSOR

V6=V5*(1+Y),S-IS THE RÀTIO OF DESIRED INPUT VÀRIÀNCE TO ÀCTUÀL SIGNAL VÀRIÀNCE.
'THIS WILL BE USEÐ TO MODIFY THE SÀMPLES TO CREATE THE DESIRED VÀLUE.

s=sQR &e /a)
N3=S1+r"t (¡¡-.1 )
X=0

SAMPLES ÀRE TÀKEN, SQUARED ÀND SUMMED.

FOR J=S1 TO N3 STEP F
x1 = (vF1 (J ) -2047 ) /204e
x=x+(s*(x1-M) )^2
NEXT J

'THE NEXT 4 LINES DETERMINE THE REGION
'STATISTIC FALLS.

IF X<=KO THEN 450
IF X<=K1 THEN 470
IF X<=K2 THEN 490
I F :i<=K3 THEN 51 0

INTO WHICH THE SUFFICIENT

'THE DECISION MÀDE BY THE PROCESSOR IS THEN COMPÀRED WITH THE ACTUÀL
'INPUT HYPOTHESIS ÀND ERROR STÀTISTICS ÀRE UPDÀTED ÀCCORDINGLY"

IF H=4 THEN 530
E(H,4)=n(H,4)+1\co To 530
IF F{=0 THEN 530
E(H,0)=p(x,0)+1\co To 530
IF H=1 THEN 530
E(H,1 )=e(H,1 )+1\co To 530
IF H=2 THEN 530
E(H,2)=E(H.2)+1\cO TO 530
IF H=3 THEN 530
E(H,3)=n(H,3)+1\co ro 530

'PREPÀRAT]ONS ÀRE THEN MADE FOR A NEV{ TRTAL ÀND TO DETERMTNE WHETHER
'OR NOT ?HE END OF THE SIGNAL HÀS BEEN REACHED"

'¡'=1'+1 \o ( H ) =D ( u ) +t \s 1 =S 1 +l¡
IF T<=500 THEN 540
T=0
N3=S'1 +F* (N-1 )
R=0

'RETURN TO STÀRT À NET^T TRIÀL

GO TO 250

'PRINT OUT ERROR RESULTS

FOR w=0 TC 4'

T3 (w) =E(9r, 0 ) +e(w, 1 ) +E (w, 3 ) +E (w, 2) +E(w" 4 )
PRTI-¡T ''TRUE HYPOTHESIS IS H='' iW
PRTb{T O'TOTAL NUMBER OF TRÎÀLS=,,;D(I.I)
PRI}TT ''TOTÀL NUMBER OF ERRORS="'T3(W)
pRrNT E(W,0),E(W,1 ),8(W,2),8(W,3),8(W,4)
PRrNr 13 (w)/D(w)
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690 NEXT W
7OO END
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À.3 oNE srpp SEoUENTIAL pRocessoR (osrnp)

OSTEP processes the signals acquired in the tracking study through a Se-
quential processor in the synchronous manner described in Section 4.2. The
programs used to simulate the Bayes and Composite Hypothesis receivers, in
the synchronous mode, are not included here since the are essentially the
same, vrith the only difference being the way in which the decision bound-
aries are calculated. This program generates the resul-ts plotted in the
Type I curves. Progräm written in FORTRÀN on a DEC LSI-11.

REÀL V(5),A,N1 ,N9,X,C,Cl ,C2,VO,V1 ,V2,V3,V4,XN,X1 ,80,8'1 ,* 82,83,84,À0,À1,A2,A3,STAT(20,125,2),DrI.
I NTEGER I, J, K, TR ( 2O ), N, LN, LEVÀRR ( 4 ), ÀBDI F, SUM, T, LL,

* NR, TC , SP , CP , ÀRRÀY ( 5 ) , Q, B , SPC , L , FL, HET , MÀRK , D , F'LNUM, RLNUM
LOGICÀL*1 FLNMl (14) , FLNM2 (14'' , FLNM3 (14) , FLNM4 ( 14 )

DATA NUL/"0/
OPEN (UNIT=3 ¿NÀI'18=' DY'1 : FLFL.DÀT 

" 
TYPE=' UNKNOVIN'

*,ACCESS='DIRECT',RECORDSIZE,=4')
***FLFL.DAT IS THE FILE CONTÀINING THE NÀMES OF THE FÎLES TO BE
***PROCESSED.
***JNJTIÀLT ZE NECESSÀRV ÀRRÀYS

DO 3,K=l.'1 25
DO 4,J=1,
STAT(J,K,
STAT ( J. K,
CONTI NUE
CONTI NUE

DO 5,I=1,20
tR(r )=0
CONTI NUE

***SET UP OF VÀRIOUS CONSTÀNTS TO BE USED LÀTER IN THE
***PROGRÀM-
***TÀRGET LEVELS.

v(1)=122.94
v(2)=869.34
v(3)=61 47.19
v(a)=a3a6t.1B
v(5)=307359.36

***RÀTJO OF TÀRGET LEVELS
c=7.071068

À=2*ÀLoc(99.0)
c1=ALoc(c)
c2=1 /(c-1 )

v0=v(1)*C2
v'l =v ( 2) *C2
v2=v( 3 )'rC2
V3=V( 4)r,C2
v4=v( 5)*C2

***ENTER THE NUMBER OF FILES TO BE PROCESSED

wRrrE (7 ,2)
FORMAT(' ENTER # OF F'ILES' )
READ(7,1 ) FLNUM
FORMÀT(I3)
RLNUM=2*FLNUM-1

***THE NÀMES OF THE FIT,ES TO BE PROCESSED ÀRE REÀD IN.
***EÀCH FILE CONSISTS OF 2 SUBFILES' A FILE CONTÀINING THE EMG
**IIDÀTA AND, A F'ILE CONTAINING THE TARGET LEVEL DATA"

DO 701 rFL=1 .RLNUM,2
REÀD(3' FL) (FLNM1 (L),L=1, 14)
FLNM-1 (14)=b¡uL

c
c
c

20
1)=0.0
2)=0.0

4

c
c
c

5
c
C
c
c

c

c

c
c
c

c

c

2

1

c
c
L
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c
c

REÀD(3'FL+1 ) (FLNMz(L) ,L='1 ,14 )
FLNM2( 14)=NUI,
PRINT 6,FLNM1
PRINT 6.FLNM2

***THE FILES CORRESPONDING TO THE NÀMES ÀRE OPENED IN
***PREPARATION FOR PROCESSING.

OPEN (UNIT=1,NÀME=FLNM1, TYPE=' UNKNOWN'
* , ÀccESS=' DI RECT' , RECORDSI ZE=l )

OPEN ( UNI T=2 , NAME=FLNM2 , TYPE= ' UNKNOWN'
*,ÀCCESS='DIRECT',RECORDSIZE=1 )

FORMAT( 1 5À1 )

N=0
x=0.0
LN=1

***N KEEPS TRÀCK OF THE NUMBER OF SÀMPLES USED IN
***MAKING À DECISION. LN IS THE POSTTION Ib¡ THE
***LEVEL DATÀ FILE.

rF(LN .cr. 2500)co ro 700
***FOUR TÀRGET LEVELS ÀRE REÀD IN.

REÀD ( 2' LN ) ( r.SVaRR ( L) ,L=1 ,2)
LN=LN+ 1

REÀD(2' LN) (r.SV¡RR(L),L=3, 4 )

***THE FOLLOWING SECTION FINDS THE CHÀNGES IN THE TÀRGET
***LEVEL AND IDENTIFIES WHAT TYPE OF TRANSITION OCCURED'
***1 TO 2,3 TO 4,3 TO z,ErC.
***TT ALSO IDENTIFIES THE HYPOTHESIS CORRESPONDING TO THE
***LEVEL PRESENT ÀFTER THE TRÀNSITION.

DI F=LEVÀRR( 2 ) -LEVÀRR ( 1 )
ÀBDI F=ÀBS ( OT T')

IF(ÀBDIF .GT. 50O) GO TO lOO

DI F=LEVARR ( 3 ) -LEVARR( 2 )
ABDI F=ABS ( NT N )
IF(ÀBDIF .GT. 5OO) GO TO 110

GO TO 10

LN=LN-1
SUM=LEVÀRR ( 2 ) +LEVÀRR ( 1 )
co ro 120
SUM=LEVÀRR ( 3 ) +LEVÀRR ( 2 )

TF(ÀBDIF 1200) co

c
c
c
6
c
c
c

c
c
c
10
c
11

c
c
c
'1 00

c
c
c

c
c

c
c
c

c

c

110
c
120
c
200
c
210

. LT.

. LT.

.GT"

TO 300

TO 310

TO 330

c
c
c
300

301

302

IF(ABDIF

I E'( ÀBDI F
co ro 320

IF(SUM.GT.
r- |

H=2
co ro 400
IF(SUM.GT.
T=6
H=3
GO TO 400
IF(SUM.GT.
T=1 1

H=4
co ro 400

2000) co

2800) Go

2480 )

4057 )

5640 )

GO TO 301

GO TO 302

co ro 303

c
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c
c
303

c
c
c
400

c
c
c
312

0

c
c
C

c
c
C
3

c
c
c
c
c
c
500

T=16
H=5

rF (orr' .cr. 0) co To 500
T=T+4
H=H-1
GO TO 500

IF(SUM.GT
!-¿

H=3
co To 420

3270) co ro 311

suM .cr" 4850) co ro 312

TO 420

H=5

IF(DIF.GT
T=T+7
H=H-2
co ro 500

0) Go ro 500

IF(SUM .GT. 4063) GO TO 321
T=3
H=4
GO TO 440

ñ-Q

H=5

IF(DIF .GT. O) GO TO 5OO
.¡=a+ 1 0
H=H-3
co ro 500

¡ -E
H=5
IF(DIF "GT. O) GO TO 5OO
T=1 7
H=1

***THIS IS THE END OF TRÀNSITION DETECTION.
*"*KNOWJNG WHERE THE TRÀNSITION OCCURS IN THE LEVEL DÀTÀ
,T!I*THE POSITION OF THE CORRESPONDING EMG DÀTA IS CÀLCULÀTED.***THIS IS SII'{PLE SINCE ONE LEVEL SÀMPLE IS TÀKEN FOR EVERY***FOUR EMG SÀMPLES. SO.NR=4 X LL, WHERE LL=LEVEL LOCÀTION***ÀND NR=RECORD NUMBER(OF EMG)

LL=LN
TR(T)=ap(a)+1
PRINT*,'T"T
NR=4*LL
TC=1
SP=NR-3
SPC='1
CP=SP

***PROCESSING IS THEN INITIÀTED BEGINNING WITH THE TI{IRD RECORD
***BEFORE THE LEVEL TRÀNSTTION. PROCESSING CONTINUES UNTIL

IF(
T=7
H=4
GO

c
420

c
c
c
320

c
321

c
c
c
440

c
c
c
330

5
c
c

0
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c
c

X**122 RECORD ÀFTER TRÀNSITION(3 RECORDS BEFORE NEXT TRANSITION)

rF(sP .cE. (¡¡R*122)) co To 600
rF(cP .cr. 10000) co ro 7oo
READ( 1'cP) (¡RRev(a) .a=1,2)

***JNCREMENT N ÀND CÀLCULÀTE BOUNÐARY LEVELS.

XN=ÀRRÀY ( TC )
Xl =XN-2047
N=N+ 1

TC=TC+ 1

N1 =À+N*C1
N9=C* ( N*C 1 -A )

B0=v0*N9
B'1 =V1xN9
B2=V2*N9
B3=V3*N9
B4=V4*N9

À0=vl *N1
À1=V2¡rN1
À2=V3*N'1
À3=V4*N'1

***UPDÀTE THE SUM OF TFiE
x=x+x1 **2

SQUARES

***THE NEXT SECTION DETERMINES IF THE SUM OF THE SQUARES FÀLLS
***TNTO ÀNY OF THE DECISION REGIONS.
***JF IT DOES THE HYPOTHESIS IS IDENTIFIED ÀNÐ IF IT DOESN'T,
***THE PROGRÀM RETURNS TO TAKE ANOTHER SÀMPLE.

520
5¿t
c
c
c
530

C
c
c
540

c
c
c

c
c
c

c
c

c
c
c
c
c
c

IF(X .
I =1
GO TO

GT. B0) cO TO 540

590

c
c
c
550

580
550

580
560

580
570

c
c
c
560

rF(x.LE. À0)
IF(X.GT. B1 )
I=2
co ro 590

rF(x .LE. À1 )
IF(X.GT. 82)
I =3co ro 590

IF(X .LE.
IF(X .GT.
I=4
co ro 590

GO TO
GO TO

GO TO
GO TO

GO TO
GO TO

A2)
B3)

c
c
c
570

c
c
c
580

rF(x.LE. À3) co ro 580
I=5
GO TO 590

rF(TC .LE" 2) cO TO 530
cP=cP+ 1

TC=1
co ro 520***AT THIS POINT THE PROCESSOR HÀS MADE A DECISION AND ITc
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c
c
c
590

c
c
c
591

***WJLL BE COMPARED TO THE PRESENTED FiYPOTHESIS AND THE
***ERROR STÀTISTICS UPDÀTED ÀCCORDINGLY.

srÀT(T,sPc, 1 )=sTÀT(T,sPC, 1 )+N
rF(r .EQ. H)CO rO S91
sTÀT( T,SPC, 2 ) =STÀT(t, SpC, 2) +1

***NC)W THE PROCESSOR MOVES ON TO THE NEXT STARTING POINT.

x=0. 0
N=0
SP=SP+ 1

SPC= SPC+ 1

TC=1
co ro 5'1 0

***AT LINE 600 THE CURRENT TRANSITION HÀS BEEN COMPLETED AND
***VÀRIABLES ÀRE RESET IN PREPÀRÀTION TO FIND THE NEXT TRÀNSITION

¡,¡p=¡p+ i 00
LN=rNT(NR,/4.0)
x=0.0
N=0
co ro 10

c

c
701

c
c
c
700

c
c
c
c
600

c
c
c

***AT 7OO THE CURRENT FILE IS
***TO BEGIN PROCESSING À NEW

CLOSE(UNIT=1 )
CLOSE ( UNI T=2 )

X**AT 701 ÀLL THE FILES HÀVE
CONTI NUE
CLOSE ( UNI T=3 )

FINISHED ÀND PREPÀRÀTIONS ÀRE MÀDE
FI LE.

BEEN PROCESSED ÀND OUTPUT FOLLOWS

704

***FILENÀMES ÀRE CREATED FOR THE FILES THÀT WTLL CONTÀIN THE
***RESULTS.

DO 704 ,D=1 ,14
FLNM3(D)=FLNM1 (D)
FLNM4(D)=FLNM1 (D)
CONTI NUE
FLNM3(9)='S'
FLNM4(9)='T'

***RESULTS ÀRE WRITTEN ONTO DISK.

OPEN ( UNI T=4 , NÀME=FLNM3 , TYPE=' UNKNOWN'
,ÀCCESS=' DIRECT', RECORDSI zE=5000 )
wRrrE(4'1) ( ( (STÀT(J,K,L).K='1 ,125) ,J=1 ,2O),L=1 ,2)
CLosE ( uN¡ t=e )

OPEN ( UNI T=5 , NÀME=FLNM4 , TYPE=' UNKNOWN'
¡ ÀccESS=' Dr RECT 

" 
RECORDST ZE= 1 0 )

wRrTE(5' 1 ) (TR(J),J=1,20)
CLOSE ( UNI T= 5 )
STOP
END

c
c
c

c
c
c

*

*
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4.4 oNE srpp pRnvrous HyporHesrs coRREcr (opne)

OPRE is the prog
This particul-ar Ii
Program written Ín

rant which
sting is
FORTRÀN on

generates the resufts for the Type II
for the Sequential processor as with
a DEC LSI-'I 1 .

c urve s
OSTEP

c

REÀL V(5),A,N1,N9,X,C,C1,C2,V0,V1,V2,V3,V4,XN,X1,BO,B1,
* 82,83,84,A0,À1,À2,À3,STÀT(20,125,2),DrF

I NTEGER I, J, K, TR ( 2O ), N, LN, LEVÀRR ( 4 ), ÀBDI F, SUM, T, LL,* NR, TC , SP, CP , ÀRRÀY ( 5 ) , Q , B, SPC , L . FL , HET, MARK, D , FLNUM, RLNUM, HP, BFR
LOGrCÀL*1 FLNMl (14),FLNM2 (14),FLNM3 (14),FLNM4(14)

ÐÀTÀ NUL/"0/
OPEN(UNIT=3,NÀME=' DY1 :FLFL.DÀT" TVPE=' UNKNOWN'

*,ACCESS='DIRECT',RECORDSIZE=A)
***FLFL.DÀT IS THE FILE CONTÀINING THE NÀMES OF THE FILES TO BE
***PROCESSED 

"***INJTIÀLIZE ÀRRÀYS.
DO 3,K=1"125
DO 4,J=1 ,
STAT ( J, K,
STAT ( J, K,
CONTI NUE
CONTI NUE

DO 5, !=1 ,2O
TR(r )=0
CONTI NUE***SET UP OF VÀRIOUS CONSTÀNTS TO BE USED LATER IN THE

***PROGRAM.

***TÀRGET LEVELS.
1 ) =122 .94
2) =869 .3a
3)=6147.19
a)=a3a67.18
5 ) =307359.36***RÀTJO OF TÀRGET LEVELS.

c=7 . 07.1 058

À=2*ÀLoc ( 99.0 )
c1=ÀLoc(c)
c2=1 / (c-1 )

vo=v( 1, *c2
v1 =V( 2) t"Cz
v2=v( 3 ) *c2
V3=V( 4>).Cz
V4=v( 5 )'rC2

***ENTER THE NUMBER OF DÀTÀ FILES TO BE PROCESSED"
wRrrE (7 ,2)
FORMAT(' ENTER # OF FILES.)
READ(7,1 ) FLNUM
FORMÀT(I3)
RLNUM=2*FLNUM-1

***THE NÀMES OF'THE FILES TO BE PROCESSED ARE REÀD IN.
***EÀCH FILE CONSTSTS OF 2 SUBFILES;A FILE CONTÀINING THE EMG DÀTÀ***ÀND A FILE CONTÀINING THE TÀRGET LEVEL ÐÀTÀ.

DO 701,FL=1,RLNUM,2
READ( 3'FL) (FLNM1 (L) ,L=1 ,1 4 )
FLNMl (14)=Ì.¡UL
READ( 3' FL+1 ) (FL}¡M2(L),L=',i, 1 4 )
FLNM2(14)=NUL
PRINT 6"FLNM1
PRINT 6,FLNM2

c
c
c

20
1)=0.0
2)=0.0

4

c
c
c

5
c
c
c
c

v
v
v
v

c

c

c
c
c

c
c
c

c
c
c

2

I
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c
c

***THE FILES CORRESPONDING TO THE NÀMES ÀRE OPENED IN PREPÀRÀTION
*'k*FoR PROCESSING.

OPEN ( UNI T= 1 , NÀME=FtNM'1 , TYPE=' UNKNOI,TN'
* , ÀCCESS=' DI RECT' , RECORDSI ZE=1 ')

OPEN ( UNI T=2 , NÀME=FLNM2 , TYPE=' UNKNOWN'
* ,ÀCCESS='DI RECT' , RECORDSI ZE=l )

FORMAT( 1 5A1 )

N=0
x=0.0
LN=1

***N KEEPS TRÀCK OF THE NUI.IBER OF SAMPLES IJSED IN
***MAKJNG À DECISTON. LN IS THE POSITTON IN THE
***LEVEL DATA F'ILE.

rF(LN .GT. 2500)GO TO 700
***FOUR TÀRGET LEVEL SAMPLES ÀRE READ IN.

REÀD(2' LN) (r.eveRR(L),L=1,2)
LN=LN+'1
REÀD( 2' LN) (LEVARR(L),L=3,4 )

***THE FOLLOWING SECTION FINDS THE CHANGES IN THE TARGET
***LEVEL ÀND IDENTIFIES WHÀT TYPE OF TRÀNSITION OCCURED;
*t*'1 lO 2,3 TO 4,3 TO 2,BTC.
***JT ÀLSO IDENTTFIES WHICH HYPOTHESES CORRESPOND TO THE
*CT*LEVELS PRESENT BEFORE ÀND ÀFTER THE TRÀNSITION.

DI F=LEVÀRR ( 2 ) -LEVÀRR ( 1 )
ABDr F=ÀBs ( Pr r')

TF(ÀBDIF .GT. 5OO) GO TO 1OO

DI F=LEVARR ( 3 ) -LEVÀRR( 2 )
ÀBDI F=ÀBS (DI F )
IF(ÀBDIF .GT. 50O) GO TO 1-1 O

GO TO 10

LN=LN-1
SUM=LEVÀRR( 2 ) +LEVÀRR( 1 )
GO To .1 20
SUM=LEVÀRR ( 3 ) +LEVÀRR( 2 )

IF(ÀBDIF 1200) co

c
c
c
6
c
c
c

c
c
c
10
c
11

c
c
c
c
c
c

c

c

c
c
c

110
c
120
c
200
c
210

c
c
c
100

c
c
c
300

301

302

IF(ÀBDIF

IF(ABDIF
co ro 320

2000 ) Go

2800 ) co

TO 300

TO 310

TO 330

. LT.

. LT.

" GT.

IF(SUM .GT. 2480) GO TO 301
T=1
H=2
HP=1
GO TO
IF(SUM
T=6
H=3
HP=2
GO TO
IF(SUM
T=1 1

H=4
HP=3
GO TO

400
.cr. 4057) co ro 302

400
.GT" 5640) cO TO 303

c
c

400



tt

c
303

c
c
c
400

c
c
c
312

10

1.1

c
c
c
3

c
c
c
3

c
c
c
330

c
c
c
c
c
c

T=1 6
H=5
HP=4

IF (DIF .GT. O) GO TO 50O
T=T+4
HP=H
H=H-'1
GO TO 500

IF(SUM .GT
11=2

H=3
HP=1
co ro 420

3270) GO TO 31 1

IF(SUM "GTm-?

H=4
HP=2
GO TO 420

4850) cO TO 312

'I=12
H=5
HP=3

IF(DIF "GT
T=T+7
HP=H
H=H-2
co ro 500

0) co ro 500

IF(SUM .GT.
m-2

H=4
HP=1
GO TO 440

4063) co ro 32'1

c
420

c
c
c
320

c
321 T=8

H=5
HP=2

c
c
c
440 TF(DIF.GT

'¡'=f + 1 0
HP=H
H=H-3
co ro 500

0) co ro 500

ñ_,t -1
H=5
HP=1
IF(DIF .GT. O) GO TO 5OO
1=1 7
H=1
HP=5

***THIS IS THE END OF TRÀNSITION DETECTION"
***KNOF¡ING WHERE THE TRANSITTON OCCURS IN THE LEVEL DÀTA
***TìHE POSÎTION OF THE CORRESPONDTNG EMG DÀTÀ IS CÀLEULÀTED"
***T!HIS IS SIMPLE SINCE OI.IE TEVEL SAMPLE IS TÀKEN FOR EVERY
***FOUR EMG SÀMPLES" SO,IiIR=4 X LL, WHERE LL=LEVEL LOCÀTION
***ÀND NR=RECORD NUMBER(OF EMG)
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51
c
c
c
c

500

520
521
c
c
c
s30

c

c
c
c
51& 0

c
c
c
550

IF(X
I =1
GO TO

GT.

590

0

LL=LN
TR(T)=rn(t)+1
PRINT*,'T"T
NR=4*LL
TC= 1

BFR='1
SP=NR-3
SPC= 1

CP=SP
***PROCESSING IS THEN INITIATED BEGINNING WITH THE THIRD RECORD
***BEFORE THE LEVEL TRANSITION. PROCESSING CONTINUES UNTIL
***122 RECORD AFTER TRANSITION(3 RECORDS BEFORE NEXT TRÀNSITION)

IF(SP.GE.
IF(CP .GT.
REÀD( 1'CP)

(NR+122)) cO TO 600
10000) co ro z0o
(ÀRRAy(B),B=1,2)

c
c
c

XN=ÀRRÀY ( TC )
X1 =XN-2047

***INCREMENT N AND CÀLCULÀTE BOUNDÀRY LEVELS"
N=N+ 1

TC=TC+'1
N1 =A+N*C1
N9=C* (N*C1 -À )

B0=V0*N9
B1=V1¡.N9
B2=V2*N9
B3=V3*N9
B4=V4*N9

À0=V1*N'1
À1 =V2*N1
A2=V3*N 1

À3=V4*N1

***UPDÀTE THE SUM OF THE SQUÀRES.
X=X+X1 **2

***THE NEXT SECTION DETERMINES IF THE SUM OF THE SQUÀRES FÀLLS INTO
***ÀNY OF THE DECISION REGIONS. IF TT DOES HYPOTHESIS IS IDENTIFIED
***ÀND IF IT DOESN'T THE PROGRÀM RETURNS TO TAKE ÀNOTHER SÀMPLE.

c
c
c

c
c

c

c
c
c

B0 ) co ro 540

IF(X
IF(X
I=2
GO TO

"LE" AO
.GT" B1

co ro 580
GO TO 550

580
570

IF(X
IF(X
I =3
GO TO

590

.LE. Àl ) GO TO 580

.GT. 82) GO TO 560

590
c
c
c
560

c
c
c

IF(X
IF(X
I=4
GO TO

. LE. GO TO
GO TO

A2

590

B3
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570

c
c
c
580

592

c
c
c
591

c

c
c
c
c
c
c
c
c
590

c
c
c
c
600

IF(X .LE. A3) GO TO 580
I =5
co ro 590

rF(TC .LE. 2) GO TO 530
CP=CP+ 1

TC='1
GO TO 520

***ÀT THIS POINT THE PROCESSOR HÀS MADE À DECISION ÀND IT
***I^¡ILL BE COMPÀRED TO THE PRESENTED HYPOTHESIS AND THE
***ERROR STÀTISTICS UPDÀTED ÀCCORDINGLY.
***THE DECISION WILL CÀLLED CORRECT IF THE IDENTIFIED HYPOTHESIS IS
,T**THE SAME AS THE PREVIOUS HYPOTHESIS (PROVIOTNG A DIFFERENT
***HYPOTHESIS HÀS NOT BEEN IDENTIFIED) OR IF THE IDENTIFIED
***HYPOTHESTS CORRESPONDS TO TÀRGET LEVEL PRESENT AFTER TRÀNSTTION.

sTÀT(T,SPC, 1 )=STÀT(T,SPC, 1 )+N
IF(BFR .EQ. 0) Go rO 592
rF(r .EQ. HP) CO rO S9l
BFR=0rF(r .EQ. H)co ro s91
sTÀT (T,SPC, 2 ) =STÀT(t,SpC,2) +1

***NOW THE PROCESSOR MOVES ON TO THE NEXT STÀRTING POINT"

x=0. 0
N=0
5p=gp+ 1

SPC=SPC+ 1

Tc='1
co ro 510

***ÀT LINE 600 THE CURRENT TRANSITION HÀS BEEN COMPLETED ÀND
***VARIÀBLES ÀRE RESET IN PREPARATION TO FIND THE NEXT TRANSITION.

NR=NR+1 00
LN=INT(NR/4.0)
x=0.0
N=0
GO TO 10

***ÀT 7OO THE CURRENT FILE IS FINISHED ÀND PREPÀRATIONS ÀRE MÀDE***TO BEGIN PROCESSING A NEW FILE.
CLOSE(UNIT=1 )
CLOSE(UNIT=2 )***ÀT 701 ALL THE FILES HÀVE BEEN PROCESSED AND OUTPUT FOLLOWS
CONTI NUE
CLOSE ( UNI T=3 )

***FJLENÀMES ARE CREÀTED FOR THE FILES THÀT WILL CONTÀIN THE RESULTS"

DO 704 
"D=1 ,14

FLNM3(D)=FLNM1 (D)
FLNM4(D)=FLNM1 (D)
CONTI NUE
FLNM3(9)='R'
FLNM4(9)='E'

***RESULTS ÀRE I.¡RITTEN ONTO DISK.

OPEN ( UNI T=4 , NÀME=FLNM3 , TYPE=' UNKNOWN'
, ÀCCESS=' DI RECT', RECORDSI ZE=5000 )
wRrrE(4'1) ( ( (sr¡t(J,K,L),K=1 ,125),J=1 ,20),L=1 ,2)
CLOSE(UNIT=4 )

OPEN (UNIT=5,NAME=FLNM4, TYPE=' UNKNOWN'
,ÀCCESS=' DI RECT', RECORDSI ZE=1 0 )
wRrTE(5'1) (rn(,:, ,J=1 t20)
cl.osE ( u¡¡r r=s )
STOP
END

c
c
c
700

c
c
c

c
701

704

c
c
C

*

c
c
c

*
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À.5 ÀvERÀcER oF FrLE RESULTS (even)

This program averages the results obtained from processing seperate data
files and then pl-ots graphs as chosen fom a menu. Program vritten in
FORTRÀN on â DEC LSI-1 1 .

5

6

7

25

26

2

1

4

3

27
c
c
c

I

9

LOGICAL*'1 FLNMl (14) ,FLNM2 (14) ,FLNM4 (14) , BÀY,ÀNS,ERR,PROD,
* orAR( 132) ,CÀL( 1 32) ,OÀE,OÀS,OÀP

REAL STASUM( 1 25),STÀT (125),OÀESUM( 125),OASSUM( 1 25)
I NTEGER J, K, L, FLNUM, REÀLNUM, TR ( 2O ), TRSUM ( 20 ),FL, BC,MÀRK, T, RFL,

a s,Q,M, P,U,B,OÀTSUM
wRrrE (7 ,2)
FORMÀT(' ENTER NUMBER OF FILES')
REÀD( 7,1 ) FLNUM
FORMÀT(I3)
BC= 1

FORMÀT (À1 )
WRITE (7 ,3)
FORMÀT(' PROCESSING FIXED NUMBER BÀYES Ff LES?(Y,/¡¡)')
READ(7,4) BAV
wRrTE(7,5)
FORMÀT ( ' '1 . NUMBER OF SÀMPLES' )

wRrrE (7 ,6)
FORMÀT(' 2. ERROR RATE')
wRrrE (7 ,7 )
FORMAT(' 3. ÀNS*ERROR RÀTE')
wRrrE (7 ,25)
FORMÀT(' 4. OVER ALL ERROR')
wRrrE (7 ,26)
FORMAT ( ' 5. OVER ÀLL SÀ},TPLE' )
wRrTE( 7 ,27 )
FORMAT(I 6. OVER ALL PRODUCT')

***CHOOSE ÀMONG THE ÀVIÀLÀBI,E PLOTS.

wRrrE (7 ,8)
FORMÀT(' DO VOU WANT TO PLOT 1

REÀD( 7,4 ) ANS
wRrrE (7 ,9)
FORMAT ( ' DO YOU I^¡ÀNT TO PLOT 2

?')

) pnn
,11)
DO YOU WÀNT TO PLOT 3. ?' )

) PROD
28)
DO YOU WÀNT TO PI,OT 4. ?' )

11

REÀD ( 7
WRI TE
FORMAT
REÀD ( 7
WRI TE (
FORMAT

,4
('
,4
7,('

_t .l

-l ¿l

=l+l
-l ¿l

14)
27')
40)
53)
671
80)
93)
106
1'19
132

?r )

?')

?,)

28

29

30

c
c

3'1
c

REÀD(7,4) OÀE
wRrrE (7 ,29)
FORMAT(' DO YOU WÀNT TO PLOT 5.
REÀD(7,4) OÀS
wRrrE(7,30)
FORMAT(' DO YOU WÀNT TO PLOT 6"
REÀD(7"4) OÀP

Do 31 ,ll=1 , 132
C¿l(u)=' t

CONTI NUE
***PRJNT OUT THE VERTICÀL AXIS MARKERS.

cÀL
cÀL
cÀL
cÀL
cÀL
cÀL
cÀL
cÀL
cÀL
cÀL
cÀL

1)='+'

c
c

-l 
rl

)='+'
)='+t
)='+'
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c
c
20

c

c

B=-1
IF(BÀY .NE.'Y')GOTO 2O
B=0

DO 35 ,J=1 ,20
TRSUM(J)=O
CONTI NUE

***OPEN THE FILE (STAT'T-.DÀT) THÀT CONTAINS THE NÀMES OF THE FILES
***TO BE AVERAGEÐ.

*
OPEN ( UNI T= 1 , NAME=' DY1 : STÀFL. DÀT' I TYPE=' UNKNOWN'
, ÀCCESS=' DI RECT', RECORDSI ZE=A)
REÀD( 1 '1 ) (r'r¡¡¡¿a(M) ,M='1 ,14 )
CLOSE(UNIT=1 )
FLNM4(8)='A'
FLNM4(9)='V'

***OPEN THE FILE INTO WHICH THE ÀVERÀGED DATE WILL BE WRITTEN"

*
OPEN ( UNI T=4 , NÀME=FLNM4 , TYPE= I UNKNOWN'
, ÀCCESS=' DI RECT', RECORDSI ZE,=I 25\
rF (nav .eg. 'Y') coro'1 2
BC=2
REALNUM= 2 * FLNUM- 1

DO 40 ,L=1 ,
DO 50,J=1 ,

Do 10,R=1 ,125
STASUM(K)=O.O
CONTI NUE

***ÀVERAGING OF THE FILE BEGINS.

35
L

c
c
L

c
c
c

12
c
c
c

BC
20

10
c
c
c

*
DO 80,FL='1 ,REÀLNUM,2
OPEN(UNIT=-1,NÀME=' DY1 : STÀFL.DÀT' ITYPE=' UNKNOWN'
, ÀCCESS=' DI RECT' , RECORDS I ZF,=4')

c
c
c

***THE NÀME OF THE CURRENT FILE TO BE PROCESSED IS READ IN.
READ( 1 'FL) (FLNMI (M) ,M=1 ,1 4 )
REAÐ( 1', FL+'1 ) (FLNM2(M),14=1,'14)
cLosE(uNrr=l )

***DÀTA REGÀRDTNG THE NUMBER OF TRIÀLS IS REÀD IN FROM THE FILE.

OPEN (UNIT=2,IiIÀME=FLNM1, TYPE=' UNKNOWN'

"ACCESS=' 
DI RECT', RECORDSI ZE=l 25)

RFL=J+(L-1 )*20
REÀD(2' RFL) (Stet(n),X=1,125)
CLOSE ( UNT T=2 )
Ðo 60,K=1 ,1 25
sTÀsUM( K ) =STÀSUM( x ) +St¿t ( tt )
CONTI NUE

*
rF( (L.NE.1 ).on. (J.NE.1 ) ) coro 80
OPEN ( UNI T=3 , NÀME=FLNM2 , TYPE=' UNKNOWN I

,ÀCCESS= | DI RECT I 
" 
RECORDSI ZE=1 0 )

READ(3' 1 ) (TR(S).9=1,20)
cLosB(uNrT=3 )

***THE NUMBER OF TRIÀLS IN THE CURRENT FILE IS ÀDDED TO RUNNING SUM

DO 70 ,S=1 ,20
TRSUM( S ) =TRSUM( S ) +TR( S )
CONTI NUE

c
c
c
c

*

60
c
c
c

70
L
c

c
c
c
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c
c
50
40

c
c

c
80
c
c
c
c
c
c

0

1

'l

c
c

1

c
c
c

161
160
c
c
c
c

CONTI NUE

wRrr!Ì(4' RFL) (ST¡SUV(n),X=1, 125)

CONTI NUE
CONTI NUE
CLOSE ( UNI T=4 )

Do '1 1O,J=1 ,2O
IF(TRSUM(J).NE.O) GOTO 1 1O
TRSUM( J ) =-1
CONTI NUE

DO 111,U=1 ,132
oTÀR(U)=' I

CONTI NUE

Do.1 19,R=1 ,125
OÀESUM(K)=0.0
oÀsSUM(K)=0.0
CONTI NUE

OÀTSUM=0
Do 1 20 ,J=1 ,20
OÀTSUM=OATSUM+TRSUM ( J )
CONTI NUE

OPEN ( UNI T= 1 . NÀME=FLNM4 , TYPE= ' UNKNOWN'
, ÀCCESS=' DI RECT' , RECORDS f ZE=1 25)
FORMÀT(À1 )
FORMAT(132À'1 )

11

c
c

120
c
c

9

*

***THE NUMBER OF' SÀMPLES REQUIRED
***SEQUENTIÀL TYPE OF PROCESSORS)

PER DECISION IS READ IN (FOR THE
ÀND ÀDDED TO THE RUNNING SUM.

231
230
c
c
c

233
232
c
c
c
c
c

Do 230,J=1,20
REÀD( 1 'J) (STÀSUM(K) ,K=1 ,125)
DO 231,R=1 ,125
oASsuM( K ) =OASsuM( t< ) +sr¡sur'l( n )
CONTI NUE
CONTI NUE

***THE NUMBER OF ERRORS FOR EÀCH POTNT IS REÀÐ TN AND ÀDDED TO THE
***RUNNJNG SUM.

DO 232,J=1 ,20
P=J+B*20
REÀD( 1 'P) (SreSUU(X) ,X=1 ,125)
DO 233 

'R=1 ,125
OÀESUM( K ) =OÀESUM ( K ) +STÀSUM ( K )
CONTINUE
CONTINUE

***THE NEXT SECTION OUTPUTS THE PLOTS CHOSEN IN THE FIRST SECTION.

***PLOTS THE AVERAGE NUMBER OF SÀMPLES VS TIME FOR EÀCH OF THE 20
***TRÀNSI TI ONS .

rF((BÀy.EQ.'y').OR.(ÀNS .NE. 'y')) GOTO 130
DO 140 ,J=1 ,20
PRINT*,' J' ,J,'# OF TRIÀLS=' ,TRSUM(J)
PRrNT 160, (CÀL(t),t=1 ,132)
REÀD( 1 'J) (STÀSUM(K) ,K=1 ,125)
Do 150 ,K=1 ,125
MÀRK=I NT ( 5'tSTÀSUM( K )/TRSUM (.: ) ) +1
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150
140

OTÀR(MARK)=I*I
PRrNT 1 60, (oTÀR(t) ,r=1
OTÀR(MARK)=' I

CONTI NUE
CONTI NUE

,l¡¡Rn )

***PLOTS ERROR VS TIME CURVES FOR EÀCH OF THE 20 TRÀNSITIONS.

IF(ERR .NE. 'Y') GOTO 170
DO 1 80 ,f,=1 ,20
P=J+B* 2 0
REÀD( 1 'P) (STASUM(K) ,K=1 ,125)
PRINT*,' P=' ,P,'# OF TRIÀLS=' ,TRSUM(J)
PRrNT '1 60, (CÀL(T),T=1 ,132)
Do 181,K=1 ,125
MÀRK=I NT ( 1 32*STÀSUM( K ) /TRSUM ( J ) )
OTÀR(MÀRK)=I*I
PRrNT 160, (OTÀR(t) ,t=.1 ,MARK)
OTÀR (MÀRK ) ='
CONTI NUE
CONTINUE

*'T*PLOTS ERROR*ANS VS TIME CURVES FOR EÀCH OF THE 20 TRÀNSITTONS,

IF(PROD .NE. 'Y')GOTO 190
DO 1 9'1 , J=1 ,2O

c
c
c
130

181
'180

c
c
c
170

PRINT*, ' J
REÀD( 1'J)
P=.7+ 2 0
REÀD( 1'P)
PRINT 1 60,
Do 192,K=1
MARK=INT( 5
OTÀR ( MÀRK )
PRINT 1 60
OTÀR(MARK
CONTI NUE
CONTI NUE

CLOSE(UNTT='1 )

***PLOTS ERROR VS TIME CURVES ÀVERÀGED OVER ÀLL 20 TRÀNSITIONS.
IF(OAE .NE. 'Y') GOTO 2OO
PRrNT 160, (CÀL(T).T=1 ,132)
Do 205 ,R=1 ,125
MÀRK=INT ( 1 32* ( OÀESUM ( K ) /OÀTSUM ) )
OTAR(MARK ) =' *'
PRrNT 1 60, (orÀR(t) .t=1,MÀRK)
OTÀR (MÀRK ) ='
CONTI NUE

***PLOTS ÀNS VS TIME CURVES ÀVERÀGED OVER ÀLL 20 TRANSITIONS"
IF (OAS .NE. 'Y,) GOTO 210
PRlNT 160, (CÀL(T),r=1 ,132,
Do 215,K='1 ,'1 25
MÀRK=I NT ( S* ( OASSUM( K ),/OÀTSUM ) )
OTÀR(MÀRK)=I * I

PRrNT 1 60, (OTAR(t),t=1 .MÀRK)
OTÀR(MÀRK)=' I

CONTI NUE

***PLOTS ÀNS*ERROR VS TIME CURVES ÀVERÀGED ÀLL 20 TRANSITIONS.
rF (o¡p .¡¡e. 'Y' ) Goro 220
PRINT 160, (CÀL(T),T=1 ,132)
DO 225,K=1 ,125
MARK=INT ( 5* (OÀSSUM(K )/OÀTSUM) * (OÀESUM( K )/OÀTSUM) )
OTAR (MARK ) =' * '
PRINT 1 60, (OTÀR(t),t=1,MÀRK)
OTAR(MÀRK)='I
CONTI NUE

, ,J,, # OF TRIÀLS' ,TRSUM(J)(sresuÞr(K),K=1 ,125)
sTÀT(K),K=1 ,125)
cÀL(T),T='1 ,132)
125
( STÀSUM(K),/TRSUM(J) ) x (STAT(K)/TRSUM(J) ) )

oTAR ( T ) , T= 1 , MÀRK )

205

192
191
c
c
190
c
c

225
c
c
c

c
c
c
200

215
c
c
c
210
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220 PRINT*,'OVER ÀLL NUMBER OF TRIALS=',OÀTSUM
STOP
END



À.6 OUTPUT OF TÀRGET LEVELS FOR RECORDING ON

OTPT is the program used to generate the 1

quence. Program v¡ritten in MACRO on a DEC LSI-

TÀPE

per
1'1 .
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(OTPT )

second random level se-

OTPT::

LOOP:

LOOPl :

AREÀ:
FI LE:
LVLS:
RNUM:

. TI TLE

.MCALL

. LOOKUP

. REÀDW
MOV
Mov
MOV
MOV
Mov
Mov

MOV
MOV
MOV

ÀsH
MOV
ÀDD
MOV
MOV
MOV
NOP
NOP
NOP
NOP
soB
SOB

.EXÏT

. BLKW

. RÀD5O

. BLKW

. BLKW

. END

#0222, (

#1654, (

#4141 , (

#5574,(
#7544, (

OTPT. MAC
. LOOKUP , . REÀDW, . EXr T

#AREÀ,#1,#FILE
#AREÀ, # 1, #RNUM, #300., #0
#LVLS. R0

RO

#RNUM 
" 

RO
#300 " " 

R3
(R0)+,R1

#'1 , R1
#LVLS , R2
R1 ,R2(R2),R'l
R1,@#170440
#127000,R'1

R1 , LOOPI
R3 , LOOP

/ot<
5

rrnl 1 oer/
300.
OTPT

RO
RO
RO
RO

+
+
+
+

;SET OUTPUT LEVELS
;WITH 0060 CORRESPONDING TO THE
;LOWEST LEVEL ÀND 7720 TO THE
; HI GHEST.

;RNUM IS THE FIRST ÀDRESS OF

'SERIES 
OF RANDOM NUMBERS

;USED TO GENERÀTE AN OUTPUT
; LEVEL.
rR1 CoNTÀINS À # BETWEEN 0 ANÐ
rB. THIS IS ADDED TO LVLS TO

'CREÀTE 
THE ÀDDRESS OF ÀN

;OUTPUT LEVEL.

'MOVE 
THE OUTPUT VÀLUE 10 O/P

;BUFFER. DELÀY.

DO IT AGÀIN"

; SCRATCHPÀD
TFILE CONTÀINING RANDOM #'S
;OUTPUT LEVELS
;START OF' RÀNDOM #,S

5
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A.7 EXTERNÀLLY STÀRTED A/Ð SAMPLING PROGRÀM ( ExsrR )

EXSTR is the program that sampl-es the EMG and target level data, con-
verts it to digital form and writes the data onto disk under a previousJ-y
entered file name. Program wriÈten in MÀcRo on a DEc LSI-11.

EXSTR::

LOOP:
LOOP1 :
LOOP2:

LOOP3:

. TI TLE

.MCÀLL

. LOOKUP

. READW

. ENTER

. ENTER
CLR
MOV
MOV
MOV
MOV
MOV
BIT
BEQ
MOV
MOV
soB
INC
BIT
BEQ
MOV
. WRI TW
. WRI TW
. CLOSE
. CLOSE
. cI.osE
.EXIT
17 0400
1 7 0402
. BLKW
. RAD5O
. BLKW
. BLKW
. BtKW
. BLKW
. END

EXSTR.MAC
.ENTER, .LOOKUP, .REÀDW¡ .Ì.fRITW. .CLOSE, . EXIT
#AREA,#0,#FILE
#ÀREÀ, #0 , #NÀME1 , #8 . , #0
#AREA, #'1 , #NÀME1 , #80 .
#ÀREÀ, #2, #NAME? ,#20 .
@ÀDSR
#TÀBLE.RO 

'SET 
UP RO ÀND R2 WITH THE

#PÀD,R2 ;LOCÀTIONS OF ALLOCATED SPACE
#5000.,R1 ;LoAD R'l WITH NUMBER oF SÀMPLES
#4,R3 

'TO 
BE TÀKEN ÀND SET UP R3 SO

#20,@ÀDSR ;**THAT EVERY sTH SAMPLE IS À
#200, @ADSR ;LEVEL SÀMPLE.
LOOP2
#400, @ADSR ; *'tikrk*
@ÀDBR,(RO)+ ;MOVE SAMPLE TO SPÀCE TABLE
R3,LOOP1 ;HAVE 4 SAMPLES BEEN TAKEN?
@ADSR
#?oo, @ÀDSR
LOOP3 ;ÀND STORE IT IN PÀD.
@ÀDBR, (R2) SOB Rl,LOOP
#ÀREÀ, #1, #TABLE, #20000., #0
#AREA,#2,#PAD, #5000 " . #0
#1
#2
#0

ÀDSR:
ÀDBR:
ÀREÀ:
FI LE:
NÀMEl :
NÀME2:
TABLE:
PÀD:

5
/ox r.tnzz o¡.r/
4
4
20000.
5000.
EXSTR

iFILE CONTAINING THE FILE NÀMES

;SPÀCE FOR EMG SÀMPLES.

' 
SPÀCE F.OR LEVEL SAMPLES.



A.8 FILE NÀME ÀCOUIRING PROGRÀM (FLNÀME)

FLNÀME acquires a file name for each subject
places it in a file (r'ru3Z.DAT) where the name
Program written in FORTRAN on a DEC LSI-11.

and each tracking
can be accessed by

81

run and
EXSTR.

INTEGER Q,V, I ,J,K
DOUBLE PRECISION SUM1,SUM2,SUM3
LOGICÀL*-1 FILE( 14 ) ,RÀD( 14),RADL
REAL*4 NÀMEi,NAME2,NAME3,NÀME4

SUM4
14)

c
c
c
5

c
c
c

DEFI NE

DEFI NE
DEFI NE

CLEÀR

DO '1 10
FILE(K

WRITE (
FORMÀT
REÀD (7
FORMÀT
r- |

r/o CHÀNNELS usED

FrLE 32 (1,40,U,Q)
îrLF. 22 (1,12,U,V)

FILE NÀMES

,R=1 ,14

1

c
c
c

0

RAD(K)=' r

RADL(K)='
CONTl NUE

REÀD IN THE FILE NÀME TO WHICH THE DATÀ IS TO GO

10

20

7,('
,2
(1

10)
ENTER FILE NÀME')

0) (FrLE(I ) ,r=1 ,14)
4À1)

c
c
c
30

GENERÀTE THE RÀDsO NÀME CORRESPONDING

IF(FILE(3).N8.' :' .AND"FILE(4).N8.' :' )GO TO 5
rF(FrLE(r ).8Q.' :' )GO TO 40
RÀD(I)=FILE(I)
RADL(I )=FILE(I )
I=I+1
GO TO 30

I=J+1
rF(FrLE(r ).8Q.'"
RAD(J)=FILE(I )
RADL(J)=FILE(I )
I=I+1
J=J+ 1

GO TO 50
K=1

)co ro 70

RÀDL(J-'1 )='¡'
DO 80,K=1,3
RAD(9+K)=FILE(r+x)
RÀDL ( 9+K ) =FI I,E ( I +K )
CONTI NUE

K=1

f.rRrTE RAD TO À DISK ÀND REÀD IT BÀCK AS SUt{.1 /2
wRrrE <22'.1 ) (neo(6),K=1 

"6)REÀD (22', 1) SUU',1
wRrrE (22',1 ) (nen(K),R=7,12,
REÀD (22'1) SUM2
wRrrE (22', 1) (nanr.(K),K=1,6)
REÀD (22'1) SUM3
wRrrE (22'. 1) (nap¡,(K),K=7, 12)
REÀD (22'1) SUM4

c
40

50

c
70

80
c

c
c
c

c
c

CONVERT TO RADsO REPRESENTÀTION
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c
c
c

NÀME1=RÀD5O(SUM1 )
NÀME2=RÀD5O ( SUM2 )
NAME3=RAD5O ( SUM3 )
NÀME4=RAD5O ( SUM4 )

wRrTE THE NÀME TO À DISK ÀND CLOSE THE r//O CHÀNNELS

I,IRI TE
CLOSE
CLOSE

(32' 1 ) NÀME1,NAME2,NAME3,NÀME4
(uNrr=32 )
(uNrr=22 )

c
c
60 STOP

END



Àppendix B

SCHEMÀTIC DIÀGRÀMS

l0k

l0k

l0k l0k

005u F

l .5k

I
2k

I 00k

OP AIÍPS: PMI OP-07

Instrumentation ÀmpIif ier : Gain=21 00

10k

xR o

oP AMPS:LM-351

Àctive Rectifier: V ls.l

V

V.
t-

27k

I-x) R

83
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luF .004j F

47k l0k

OP AMPS: LM-351

Low-pass f ilter: T = 100 msec

ref

22k

V

2.7k

I 00k

2N2920 470A

OP Al'fPS¡ LM-351

V
a

)

22kI 00k

Logarithmic AmpIif ier: vo 5. 1ln (v
1



B5

OP AMPS: LM-351
l0k

t0k 68k

t0k

3.3k

Summing and final output amplifier: Gain 6.5




