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Ahbstract

Geomagnetically Induced Currents (GIC) are the ground effect of a complicated space
weather chain that originates in the sun. During a GIC event, the quasi dc current
that enters the transformers through the grounded neutral can cause severe half cycle
saturation in the iron core. This results in increased reactive power consumption
and generation of significant levels of harmonic currents. A severe GIC event in 1989
caused a complete blackout in the Hydro-Quebec system, and it shows how vulnerable
a power system can be.

There have been many simulation studies carried out to model the effects of GIC
In power systems using electromagnetic transient simulation programmes, Many of
these attempts have used curve fitting techniques to model the hysteresis character-
istics of power transformers. However, the correct representation of the hysteresis,
including the long term remanence and recoil loops is important, since the source of
the harmonic generation is the transformer itself. Therefore, the main objective of
this work is to develop a simulation model of a power transformer that represents
hysteresis characteristics including long term remanence and recoil loops. Further,
the new model is used in simulation studies to analyse the effects of GIC in a power
system.

The new model is based on the Jiles Atherton (JA) theory of ferromagnetic hys-
teresis. The eddy current effects are also incorporated into the same model, so that
the simulated B-H loop is frequency dependent. The new model is implemented using
the transient simulation software PSCAD/EMTDC, and it is validated by comparing

i



simulation results with recorded waveforms. A good agreement is achieved between
the simulated and recorded waveforms.

Effects of GIC on a power system are analyzed using a simulation model of a
power system. Simulation studies show that a transient simulation carried out to
model a GIC event requires not only the magnitude of the quasi dc current, but also
its history with respect to any particular point of interest. Further, simulation studies
demonstrate that it is important to accurately model the remanence effects of the iron

core of power transformers.
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Chapter 1

Introduction

Geomagnetically induced currents (GIC) are the ground effect of a complicated space
weather chain that originates in the sun. The effects of GIC on a technological system
were first observed by W. H. Barlow in the wires of an electric telegraph system in 1847
[1]. Since then, the effects on long conductors such as electrical power transmission
lines, telephone cables, and buried pipe lines have attracted much attention because
of various problems caused by GIC [2][3]. In 1940, W. F. Davidson presented an
account of the influence of & magnetic storm on power systems [4]. This was the first
reported case of power system disturbances linked to a geomagnetic storm in North
America. This provides a summary of data on the influence on power systems of the
magnetic storm of March 24, 1940. The basic information has been obtained from 22
utilities in Canada and the United States of America.

The flow of GIC through power transformers has been the root cause of operational
and equipment problems in power systems during a geomagnetic disturbance or a
geomagnetic storm. There have been many reported cases of transformer failures,
relay maloperations, increased reactive power consumption, and many adverse effects

on generators, static var compensators (SVC), and communication systems [5][6]. The

1



1. Introduction

impact of GIC on the power industry had a greater level of concern when virtually
all of the Hydro-Quebec power system plunged into darkness in 1989 [7].

This Chapter briefly describes how this complicated space weather chain is orig-
inated in the sun, and how it could affect the earth and power systems. Fig.1.1
summarizes the sequence of events associated with this phenomenon [8].
cussion also considers the vulnerability of a power system to GIC and how this may
lead to a catastrophic system collapse. Further, the mathematical modelling of a GIC

event is discussed with an emphasis on electromagnetic transient simulation studies

carried out on a power system.

Activity of the Sun

Propagation of the Solar Wind

Magnetospheric process

lonospheric process

Geoelectric field at the Earth's
surface

Earth's
structure

GIC in technological systerms

Netw ork
configurations

Problems in systems due to GIC

Figure 1.1: Space weather chain




1. Introduction

1.1 Solar Phenomena

1.1.1 Background

The sun’s corona, the outermost layer of the solar atmosphere, is continuously emit-
ting charged particles consisting of protons and electrons into interplanetary space.
The outward flux of solar particles and magnetic fields blown away from the sun is
called the solar wind. Typically solar wind velocities are 300 to 1000 km/s and bring
the particles to the earth several days after they are ejected from the sun. The solar
wind is affected by three categories of solar phenomena; namely, solar flares?, corona
holes®, and disappearing filaments®. It has been observed that the velocity and the
charge density of the solar wind increases during periods of solar activity. The sun
goes through cycles of high and low activity that repeat approximately every 11 years.
The number of dark spots on the sun, called sunspots, marks this variation [9}- [11].

Commeon scales used to indicate the levels of geomagnetic activity are the A and
K indices. The K index is a 3-hourly quasi-logarithmic local index of geomagnetic
activity relative to an assumed quiet-day curve for the recording site. The values range
from 0 to 9. The storm of March 13, 1989 that caused the Hydro Quebec ocutage,
was a K-9 storm. The A index is a daily index of geomagnetic activity derived as
the average of the eight 3-hourly indices. In addition, the Ap and Kp indices are
obtained by averaging the A and K indices from a group of observatories distributed

around the world. Fig.1.2 shows the variation of the sunspot number, which is a daily

1 Solar flares: A sudden eruption of energy on the visible surface of the sun lasting minutes to
hours, from which radiation and particles are emitted.

?Corona holes: An extended region of the corona, exceptionally low in density and associated with
unipotar photospheric regions. Photosphere is the lowest layer of the solar atmosphere; corresponds
to the solar surface viewed in white light.

8 Disappearing filements: A rapid disappearance of a solar filament (timescale of minutes to
hours). A filament is a mass of gas suspended over the photosphere by magnetic fields and seen as
dark lines threaded over the solar disk.
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index of sunspot activity observed from 1930 to 1990. In addition, the cycle of the
number of geomagnetic storm disturbed days per year provides vital information on
the potential of GIC effects on power systems. This cycle usually lags the peak of
the sunspot cycle by three to five years (Fig.1.2). Fig.1.3 shows the progression of
the current solar cycle (#23) updated by the Space Environment Center (SEC), in
Boulder Colorado, USA.

1.1.2 Interaction with the earth

Interaction of solar wind with the earth has been observed in the form of aurorae for
many centuries. However the complex mechanism was not well understood until the
arrival of the space age, when satellites with scientific instruments began to aid the
study of the interplanetary space surrounding the earth.

In 1930, Chapman and Ferraro described a new theory of magnetic storms by
assuming a ‘neutral ionized stream of particles’ from the sun (i.e. solar wind) [12].
However, the solar wind is magnetized, therefore this magnetization complicates the
interaction with the earth. In 1961, a mechanism by which the magnetized solar wind
interacts with the magnetosphere* was first proposed by Dungey [13]. This model
has laid the foundation for most of the research work in this field. The following
description briefly summarizes a snapshot of this complex phenomena, that is usu-
ally affected by the dynamic nature of the solar wind and its interaction with the

magnetosphere.

4 Magnetosphere: The pressure of the solar wind compresses the earth’s magnetic field on the
sunlit side (day side) of earth and drags the the night side of the earth to form a comet-shaped
cavity called the magnetosphere.
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The earth is protected from energetic particles and radiation in the solar wind
by the terrestrial magnetic shield. Most of these energetic particles are deflected
around the earth by the magnetosphere, except for two small regions on the sunlit
side. When the magnetic field of the sun passes the earth, the solar magnetic field and
the earth’s magnetic field are connected along the boundary of the magnetosphere
(magnetopause) in a process known as reconnection [13]. The factors that control
the rate of reconnection of the two fields are not understood completely, however
a southward component of the interplanetary field is critical to enable reconnection
with the magnetosphere. This merging occurs at its best when the solar magnetic
field is directed towards the south [14].

The magnetic reconnection across the boundary of the magnetosphere provides
a pathway for the solar wind particles to enter into the magnetosphere. During this
process, interaction of the reconnected magnetic field and the solar wind plasma
causes separation of charges, which is similar to a magnetohydrodynamic generator.
The resulting electric field and earth’s magnetic field affect the motion of the electrons
and protons, and establishes a complex connection between the magnetopause and
the ionosphere®. Meanwhile, the motion of protons is impeded by the higher density
of particles in the lower ionosphere (about 100 km above the ground), and hence due
to mobility of electrons over protons, a flow of electrons along the auroral oval® called
the electrojet can be observed [11].

The aurora borealis is the visual evidence of an electrojet in the northern hemi-
sphere. The auroral lights occur when the incoming electron beams collide energet-

ically with the ionosphere, exciting or ionizing atoms. These excited and ionized

5 Jonosphere: The region of the earth’s upper atmosphere containing a small percentage of free
electrons and ions produced by photolonization.
% Auroral oval: An oval band around each geomagnetic pole which is the locus of an aurora.
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atoms emit radiation over a wide spectral range, as excited ions jump into lower

energy states as they combine with free electrons’ [10][11].

1.1.3 Geomagnetic Induction

During intense solar activity, an extremely large electrojet current in the lower iono-
sphere could affect the magnetic field measured at the surface of the earth. The
transient magnetic variations caused by the increase or decrease, or a rapid move-
ment of the electrojet, are known as geomagnetic storms or geomagnetic disturbances,
During geomagnetic storms, a portion of the earth could experience a time varying
magnetic field, and electric fields are induced in the earth by these magnetic field
variations. These can have values up to 6 V/km depending on the severity of the ge-
omagnetic storm and the conductivity of the earth® [11][15]. The resulting potential

difference between two points is called the ‘earth surface potential’ (ESP).

1.2 Effects on Power Systems

During a geomagnetic storm the ESP acts as a voltage source applied between the
grounded neutrals of wye counected transformers or auto transformers that may be
located at opposite ends of a long transmission line. The resulting fow of current
between the neutrals is called geomagnetically induced current (GIC) (Fig.1.4). The
variation of the waveform of ESP is usually in the order of minutes and hence GIC has
a frequency of a few millihertz and appears as quasi-de in comparison to the normal

power system frequencies. The storms containing these transients can last for hours,

" Auroral emissions: The commonest is a whitish-green light with a wavelenth of 557.7 nanome-
ters, which is emitted by oxygen. A pink emission comes from nitrogen.

®When the earth’s resistivity is greater, the current returns deeper in the earth, and the loop size
and the induction is greater
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Figure 1.4: ESP between grounded Y connected transformers and the resultant GIC
in the transmission lines.

thus relatively small magnitudes could create problems in a power system.

Geomagnetically Induced Current enters the transformer through the grounded
neutral and if the zero sequence reluctance of the transformer is low, then the flow
of this current in the transformer winding biases the operating point of the magneti-
zation characteristics to one side. Since the peak ac flux in the power transformer is
designed to be close to the knee of the magnetization characteristic, this bias causes
the transformer to enter the saturation region in the half cycle in which the ac causes
a flux in the same direction as the bias. This effect is known as the half cycle satura-
tion of a transformer, and it is the source of nearly all of the operating and equipment
problems experienced during a GIC event.

Because of the half-cycle saturation, the transformer draws a large asymmetrical
exciting current which results in increased reactive power consumption as well as the
generation of significant levels of harmonic currents [5][16]-[18]. Fig.1.5 shows wave-

forms of magnetizing current when a transformer is excited under rated conditions;
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{a) without GIC, and (b) with GIC, in which the presence of GIC has caused half
cycle saturation. The severity of half cycle saturation determines the nature of the

waveform of an asymmetrical magnetizing current.
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Figure 1.5: Transformer magnetizing current; (a} without GIC; (b) with GIC, under-
going half cycle saturation

There have been many reported cases of undesirable effects on power systems

during GIC events. Some of the most significant effects are described below.

¢ Maloperation of relays due to distorted waveshapes. This undesired operation
can be of three types; i.e. detection of a non-existent fault, failure to detect a
fault, or failure to detect a fault in an adequate time. Reference [6] has provided

10
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a detailed review of protection relay maloperations that have been related to

geomagnetic disturbances during the 1989 - 1992 period.

» Overloading of capacitor banks and static var compensators (SVC) due to signif-
icant harmonic currents and possible tripping of protection due to over loading.
The system collapse of Hydro-Quebec was triggered by the loss of static var

compensators [7].

e Large reactive power consumptions causing intolerable voltage depressions; this

was first reported in 1940 [4].

e Severely stressed operation of power transformers. A large number of power

transformer failures have been attributed to GIC events [6].

o Overloading of filters on the ac side of HVDC converter terminals and the

interaction of ac/dc harmonics in the presence of GIC [19].

e Hxcessive localized heating and mechanical vibrations due to positive and neg-

ative sequence harmonic currents in the generators [20].

In addition to the disruption of the power transmission network, solar phenomena

can interfere with utility communication systems as well.

1.3 Vulnerability of Power Systems

GIC are a problem in high geomagnetic latitude areas in Canada, parts of USA, and
some Nordic countries. Typically these are the areas in which magnetic storms are
the largest and the most frequent. Factors increasing the vulnerability of the power

system that are in the regions affected by geomagnetic disturbances include;

11
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o transmission lines of interconnected systems spanning longer distances,

e transmission of higher levels of power over longer distances that require voltage

support using capacitor banks or static var compensators, and

e use of single phase units in three phase extra high voltage (EHV) power trans-
former banks, that are more susceptible to GIC than the three phase units

[5][21].

Presently, the North American power transmission networks consist of long trans-
mission lines that span thousands of kilometers. In addition, bulk power transfer
within large power pools have become a daily routine in the electricity market. There-
fore, an earth surface potential of a few volts per kilometer could cause a large flow
of GIC and poses a threat to the security and the stability of the electrical power
system.

In addition, vulnerability of a power system to geomagnetic disturbances is in-
creased when the system is more heavily loaded. Increasing power demand and in-
dustry deregulation have both led to power systems being operated closer to their
limits making them more vulnerable to outside disturbances. A distinctive feature
of GIC effects on power systems is that the problems occur simultaneously on many
parts of the system. This is contrary to other types of power system problems, i.e.

lighting strikes or equipment failures, which are more localized.

1.3.1 Vulnerability of Power Transformers

Extra High Voltage (EHV) systems with grounded wye transformer banks provide
conducting paths for GIC. However, different core and winding configurations respond

differently to saturation caused by GIC. Therefore, the susceptibility of single phase
12
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banks and three phase transformers have been categorized in the order of decreasing

sensitivity as follows [6][21];
1. Single phase, shell or core form design
2a. Three phase shell form design
2b. Three phase core form, five leg core design

3. Three phase core form, three leg core design

1.3.2 A system collapse: Hydro-Quebec

The complete blackout of Hydro-Quebec system during the GIC event of March 13,
1989 gives an example of how vulnerable a power system can be. Hydro-Quebec’s
735 kV transmission lines span about 1000 km between the load centres and major
generation centres. This system with long transmission lines depends on static var
compensators and synchronous condensers for stability.

Just before the event, the system load was 21,500 MW, with exports totalling
1950 MW. The bulk of the power transfer was through the 735 kV transmission
network. At the inception of the effects of this storm, a high content of harmonic
voltages and currents had been observed in part of the network (La Grande network).
This was followed by a high voltage asymmetry that reached about 15%. Within
less than a minute, seven static var compensators on line in the La Grande network
had tripped one after the other. With loss of the static var compensators, a sudden
voltage drop was recorded (0.2 pu) and, as a result, 5 transmission lines carrying
9450 MW to Montreal tripped out. This resulted in a rapid drop in frequency at
load centre substations. At this stage, automatic under frequency load-shedding

controls functioned, but these controls were not designed for a recovery from a loss of
13



1. Introduction

generation equivalent to about half of the system load. Therefore the rest of the grid
collapsed in less than a minute [7]. During this event, extensive damage to several
transformers, thyristor and capacitor banks was also reported from Hydro-Quebec and
many other utilities across Canada and USA. The aftermath of this event triggered
many studies to model the GIC phenomenon and its effects on power systems.
Another area of rapid development was in the area of storm forecasting using
advanced satellites. Facilities for real time monitoring for alerts and warnings have
become available. With the present technology, a space explorer? could alert the onset

of a severe geomagnetic storm about one hour in advance [22][23].

1.4 Modelling a GIC Event

Historical records of GIC events have shown the potential for disastrous effects on
power systems. However, every solar event does not produce a geomagnetic distur-
bance on the earth, and therefore it makes forecasting of the impact of GIC events
very difficult. Thus various studies have been carried out to analyze this phenomenon,
and hence to predict the worst case scenario during an event. In general, modelling

of a GIC event can be classified into two categories.

1. Computation of the earth-surface potential (ESP), that involves the consider-
ation of the complex interaction between the solar phenomena and the earth’s

magnetic field. This can be described as a geophysical problem.

2. Computation of GIC in a power system and its effects due to the earth surface

potential. This can be described as an electrical engineering problem.

OIf the distance is just right, about 4 times the distance to the moon or 1/100 the distance to the
sun, a spacecraft will need just one year to go around the sun, and hence it will keep its position
between the sun and the earth. That position is known as the Lagrangian Point L3, named e.fter
the French mathematician who pointed it out, Joseph Louis Lagrange.

14
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In the first category, the calculation of the earth surface potential has been carried
out using mathematical models with varying degree of complexities [15][24][25]. All
of these models have made several assumptions, such as the interaction with the
magnetosphere, the form of the auroral electrojet, conductivity of the earth, and
form of the electric field etc.

The second category involves the analysis of a power system during a GIC event.
It describes the vulnerability of a system for a given GIC, and the possible effects
that may be experienced. Even with the present technology, these studies are ex-
tremely important as the advanced alerts and warnings leave about an hour for any
precautionary measures to be taken.

The effect of GIC on a power system can be analyzed using electromagnetic tran-
sient simulation programmes and power system stability analysis programmes. These
studies will reveal the vulnerability of a power system to GIC, such as the effect of
Increased reactive power demand, voltage stability, sensitivity of the protective relays
and other equipment etc. The results of these studies are being used as the basis
of determining the steps to be taken to mitigate the effects of GIC and recommend
guidelines to be followed during an event by the system operators. Utilities and power
pools have developed both general system guidelines and specific operating procedures
that may be unique to their particular situations. These operating guidelines may be
designed to protect a specific equipment from damage, or to protect the security of
the power system as a whole.

These guidelines are usually based on simulation studies carried out to predict
the worst case scenario during a GIC event, that may be based on historical data or
the maximum predicted values. Thus electromagnetic transient simulation studies of

GIC events are very useful in this endeavor.

15
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1.4.1 Electromagnetic Transient Simulation of a GIC Event

In order to model the GIC phenomenon in an electromagnetic transient simulation
programme, the modelling of iron core non-linearities of the power transformer is im-
portant since the source of harmonic generation is the transformer itself. Therefore,
a transient simulation study to analyze the effects of GIC on power systems requires
accurate representation of the magnetizing characteristics of transformers. The pres-
ence of GIC causes half cycle saturation of the iron core, and hence modelling of
the waveform of magnetizing current requires taking the shape of the B-H loop into
account.

In addition, the correct representation of the hysteresis is important so that it
handles long term remanence and recoil loops {17]. This is due to the fact that the
extent of the half cycle saturation depends on the history of the state of the magnetic
core. Hence an accurate representation of the status of the magnetic core cannot be

modelled without taking the history into account.

1.5 Objectives of this dissertation

A general difficulty in modelling the magnetization curves of ferromagnets arises due
to the possibility of having a large number of magnetizations depending on the history
of a sample. Therefore in order to characterize the material behaviour, a model has to
include not only the major loop, but also the associated curves such as minor loops.

During the past decade a considerable effort has been devoted to the development
of simulation models of power transformers [26]-[30]. These models contain a wide
range of modelling details of the iron core of the transformer with varying degree
of complexities. Many of these attempts are curve fits, which ignore the underlying

physics of the material behaviour. In short time simulations, these piecewise linear
16
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solutions of saturation can give the impression that they handle remanence because
the system time constants maintain the magnetization over several hundreds of mil-
liseconds. However, over time scales of seconds the flux will decay to zero. Hence, the
need exists for a transient simulation model of a power transformer for use in GIC
studies, that accurately represents the magnetizing characteristics, including the long

term remanence and recoil loops of the iron core.

Objectives

The main objective is to develop a new transformer model, and to use that in simu-
lation studies to analyse the effects of GIC on a power system. This can be divided

into the following tasks.
1. Development of the new model

» Develop a new simulation model of a power transformer for use in electromag-
netic transient simulation studies. The new model will address the requirements
of carrying out a GIC study, such as an accurate representation of hysteresis
characteristics that includes recoil loops and long term remanence. In a typical
transformer model, it is usually possible to initialize the remanence, however it
requires outside intervention whereas the new model presented here will do it

automatically.

¢ Develop an algorithm to incorporate this new model into an electromagnetic
transient simulation programme such as EMTP, PSCAD /EMTDC. This enables
the new model to be used along with existing models such as transmission line

models to carry out system studies.

17
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2

1.6

Develop a methodology to determine the parameters of the model to represent

a given transformer using measured and name plate data.

Validate the new model by comparing simulation results with recorded wave-

forms.
GIC studies using the new model.

Model a section of a power system using an electromagnetic transient simulation

programine.

Validate the simulation model by comparing simulation results with recorded
data. This involves proper initialization of the simulation model to represent

the conditions of the actual system.

Determine the sensitivity of the simulation results to (a) the remanent flux in
the core, (b) the history of the quasi dc¢ current, and (c) the parameters in the

simulation model of a power system.

Overview of this dissertation

This dissertation consists of six Chapters. Chapter 2 describes the development of

the new transformer model. A mathematical model based on the physics of ferromag-

netism is used as the basis to represent the magnetization characteristics of the trans-

former. Eddy current effects are also incorporated into the same model, so that the

simulated B-H loop exhibits frequency dependency. This discussion presents the the-

ory behind this model and describes how it is incorporated into a transient simulation

model of a power transformer. The new model is implemented with PSCAD/EMTDC

18
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to show how this model could be incorporated into an existing model of an electro-
magnetic transient simulation programme.

Chapter 3 focuses on the validation of the new model, where the simulation results
are compared with laboratory recordings. A good agreement is achieved between
recorded and simulated data.

Once the simulation model is validated, simulation studies are carried out to
analyze a GIC event using the new transformer model. A power system simulation
model of Manitoba Hydro’s Dorsey substation and the 500 kV transmission line from
Dorsey, Manitoba to Forbes and Chisago in Minnesota is considered for this study.

Effects of GIC on this long transmission line dates back to 1980 [31]. However,
with the introduction of series compensation, the present vulnerability of this line
could be considered as low. Meanwhile, in the absence of recent recordings during
a GIC event, simulation studies carried out in reference {17] and [32] are used as
the basis of this analysis. The GIC event of 5% October 1993 was considered for
validating a recorded event using the new transformer model. Chapter 4 describes
the comparisons carried out using the recorded waveforms of this event.

Chapter 5 focuses on determining the sensitivity of the simulation results to the
remanent flux in the core, and to the history of the quasi-de current. In addition, the
sensitivity of the simulation to parameter variation in the model of the power system
is also considered.

Finally, Chapter 6 presents general conclusions on the work presented in this

dissertation highlighting the major contributions.

19



Chapter 2

A New Transformer Model for
GIC Studies

Development of a new transient simulation model of a power transformer for use in
GIC studies is presented in this chapter. A mathematical model based on the physics
of ferromagnetism is used as the basis of this model to represent the magnetization

characteristics of the iron core of a transformer.

2.1 Background

There have been numerous approaches to modelling ferromagnetic hysteresis loops
in simulation models of power transformers. A bibliographic review of the hysteresis
models presented during the past three decades is given in reference [33]. Many of
these attempts are curve fits, which ignore the underlying physics of the material
behaviour. At the other extreme, micromagnetic methods consider all known ener-
gies on a very small scale and find the domain configuration that gives the minimum

energy. In general intermediate solutions models, which can relate micro-structural
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parameters to the macroscopic responses of the material to outside fields are more
suitable for time domain simulations [34]. Four magnetization models are now con-
sidered as classical. They are the Stoner-Wolhfarth model, the Jiles-Atherton model,
the Globus model, and the Preisach model. The methods each model uses to simulate
the magnetization mechanisms, their advantages and disadvantages are discussed in
reference [34].

A hysteresis model based on the Jiles-Atherton (JA) phenomenological model of
a ferromagnetic material [35] is presented here. This has been used in reference [36]
in the simulation of current transformers, and it has been shown that the hysteresis
model based on the JA theory accurately represents the long term remanence and
recoil loops in the transformer cores.

There exists a wide variety of representations for hysteresis and eddy current losses
in transformer models used for power system transient studies. The most commonly
used method to represent losses is to add a shunt resistance across one winding as in
reference [29]. A frequency dependent resistance matrix is used in reference [37] to
model the effects produced by eddy currents. A different approach is used in reference
[27], where the relationship between an equivalent eddy current field and the rate of
change of flux density has been experimentally obtained to represent losses in current
transformers. In the new model, we have extended the hysteresis model based on
the JA theory to incorporate the effects of classical eddy current loss and excess or
anomalous loss [38]-{40].

In the present study, the winding capacitance is neglected, because the GIC phe-
nomena studied are of low frequency. Thus, the transformer core model presented
in reference [30] was used as the basis of this work. The simulation model of a sin-

gle phase two winding transformer is considered in section 2.2 to describe how a
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typical transformer model is implemented in an electromagnetic transient simulation
programme. In addition, its representation of saturation is described to show how
the new hysteresis model can be incorporated into an existing model. Even though
this discussion focuses on a single phase two winding transformer, this algorithm is
capable of representing the hysteresis characteristics of a multi-limb, multi-winding
transformer model in an electromagnetic transient simulation programme.

A brief description of the Jiles - Atherton phenomenological model of a ferro-
magnetic material is presented in section 2.3. The hysteresis model based on the
JA theory is extended in section 2.4 to incorporate the eddy current effects, and
section 2.5 describes the simulation algorithm of the new transformer model that is

implemented in the electromagnetic transient simulation program EMTDC.

2.2 Review of the Transformer Core Model

A brief review of the transformer core model described in reference [30] is presented
in this section, and it also explains how the new hysteresis model is incorporated into
this core model.

"The core model of a single phase two winding transformer uses the magnetic circuit
shown in Fig.2.1. The two windings of the transformer are drawn on separate limbs
of the core for clarity whereas, in reality, both windings are wound on the same limb.
The magnetic equivalent circuit of the transformer is given in Fig.2.2.

The branches of the magnetic equivalent circuit represent the assumed paths of
flux, i.e. the transformer winding limbs (¢, and ¢,), the leakage (¢, and ¢,), and
the yokes (¢5). The two winding transformer has two MMF sources, Nyi; {t) and
Naiy (t) to represent individual windings. P, and P, represent the permeance of the
transformer winding limbs, and F; represents the permeance of the transformer yokes.
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Figure 2.1: Single phase two winding transformer flux paths

Figure 2.2: Magnetic equivalent circuit for a single phase two winding transformer
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Py and P; represent the permeances of the leakage paths.

In an electromagnetic transient simulation program, the representation of a trans-
former begins with the calculation of the transformer inductance matrix (L). In
this model, the transformer inductance matrix has been derived using the magnetic
equivalent circuit in Fig.2.2. The following section describes how the transformer

inductance matrix (L) is calculated using this magnetic equivalent circuit.

2.2.1 Calculation of the transformer inductance matrix

The transformer inductance matrix is calculated based on the magnetic equivalent
circuit of a given transformer. The description of the single phase two winding trans-
former presented in the previous section is considered to describe the calculation of
the inductance matrix {L).

It is assumed that the total length of core surrounded by windings (I,) has s
uniform cross-sectional area A,,. It is also assumed that the upper and lower yokes
have the same length (I,)and cross-sectional area (A,). Both yokes are represented
by a single equivalent branch of length i3 = 2/, and area A3 = A,

The branch node connection matrix [A] describes the sum of the flux at each node,
ie. the total flux at each node must add up to zero (2.1 - 2.3). Therefore, this rep-
resentation includes information about the configuration of the core of transformers;

Le. single phase, three phase three limb, or three phase five limb transformers.

at node 1, O —P3— 5 = 0 (2.1)

atnode 2, —¢, +¢y+¢q—~0, = 0 (2.2)

These equations can be represented as in (2.3), where [A] is the branch node
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connection matrix, and ¢ is the vector of branch flux.

AT ¢ = 0r (2.3)
where [af = | 0 0 00 (2.4)
11 1 -1 ¢
@,
o
b = | o (2.5)
P4
_¢5...

The MMF across each branch of the circuit is written in the vector form as in
(2.6), where 8 is the vector of branch MM Fs, [N] is a diagonal matrix containing the
number of turns in each winding, [R] is a diagonal matrix containing the reluctance
in each branch and ¢ is the vector of the branch flux. The M A F across each branch

(6;) of the magnetic equivalent circuit is shown in Fig.2.3.

6 = [Nli - [ Rl (2.6)

25



2. A New Transformer Model for GIC Studies

Figure 2.3: Branch MM Fs
In addition, the vector of nodal MMF (6,,.4.) is related to the vector of branch
MMF (0) as in (2.7).
[A] 8,0 = 8 (2.7)

where 0,5 = (2.8)
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Then (2.6) can be rewritten as in (2.10) where [P] is the branch permeance matrix
and, using these relationships, the transformer admittance matrix and the magnitudes

of the current injected can be calculated as follows.

¢ = [P(N)i-6) (2.10)
(A"¢ = [AT[P)[N]i— (AP _6_ (2.11)
0 = [A][P|[Nli—[AIT[P] [A]Opo0e (2.12)
Onoe = (IAI[P] [A])™ [AI"[P]INi (2.13)
Multiplying (2.13) by [A] gives;

0 = [A] ([A]"[P] (A7 [AF[PIIN]i (2.14)

substituting (2.14) in (2.10) gives;
¢ = [MIN]i (2.13)
where [M] = [P] - [P][A] ([A]"[P] [A})™" [A]7[P] (2.16)

"The vector of branch flux (¢) is partitioned into the set that contains the branches
agsociated with each transformer winding as some of the elements in the vector of
winding current i are zero. Therefore (2.15) becomes (2.20), where ¢, is the vector
containing the winding flux (2.17), i, is the vector containing the winding current

(2.18), [N,] is a diagonal matrix of winding turns (2.19), and [M,,]axe is a square
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permeance matrix.,

b, = n (2.17)
—¢2-
2:.91
i = (2.18)
isQ
_Nl 0
[Nss] = (219)
0 Ny

Thus the transformer inductance matrix is obtained as in (2.21). Similarly, the

transformer admittance matrix (Y,,) is calculated from the transformer inductance

At

matrix, Yy, = §7,

where At is the time step and L is the transformer inductance

matrix (2.22).

Goo = [Mis}[Nos]iss (2.20)
L = [N[Ms][Nss) (2.21)
Y, = %([Nss][MssHNgs])—l (2.22)

A further development to this transformer model has been presented [41], in which
the necessity to input detailed core data such as the length (1) and the cross-sectional
area (A) of each limb, and the actual number of turns (N) in each winding has been
eliminated. In this method, instead of calculating the transformer inductance matrix
using the actual values of N, A, and [, an equivalent inductance matrix is calculated
by fixing the value of N, and calculating the appropriate values of A and I, such
that the original inductance matrix is obtained. In order to illustrate this method

let us consider two inductors, L; and Lo given in Fig.2.4. The permeance P, of the
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inductor L, is different from the permeance P of the inductor L, because of the
different number of turns (N; and N5), different cross sectional areas (A; and As),
and different lengths (I; and ly). However, the two inductors can exhibit the same
inductance if the both inductors have the same values for the product of NA and
the ratio of & (2.25 - 2.27). Thus, in this representation, the number of turns have
been assigned the values of the primary and secondary winding voltages and the

corresponding values of A and [ are calculated appropriately.

N
Ly, = NiP =u NA Tl (2.23)
1
N.
Ly = NiPy=y N2A2T2~ (2.24)
2
if  NJA = N,A (2.25)
N,
and 1o M (2.26)
A l>
then Ly = I, (2.27)

2.2.2  Existing model

The representation of saturation in a transformer model of EMTDC is considered
to show how a typical transient simulation programme implements saturation [41].
A detailed review of this model was presented in the previous section. The same

mode] is considered as an example in the following section to describe how the Jiles
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-Atherton theory is incorporated into a power transformer model of a typical transient
simulation programme.

In this model, saturation is represented with a current source connected across
each winding as in Fig.2.5. The current source representation is used since it does
not involve change to and inversion of the subsystem matrix during saturation [42].
Meanwhile, a piece-wise linearly interpolated B-H characteristic curve has been used

to model saturation in the transformer core (Fig.2.6).
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Figure 2.5: Representation of saturation in EMTDC

The simulation algorithm begins with calculation of the winding-limb fluxes (¢,)
using the winding voltages (v;), where i = 1 .. number of windings. The fluxes in
each branch, and the flux densities (B;) of winding limbs and the yoke are calculated
using the calculated values of the flux (¢;). The differential permeability (s, ) and
the magnetic field strength (H;) of the branches that represent the iron core are
calculated using the piece-wise linearly interpolated B-H curve at the flux density

B; (2.28). Then the permeance of these branches is calculated to update the branch
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Figure 2.6: Saturation curve of the existing model

permeance matrix P (2.29). Furthermore

Ba"‘ a
Haig;
Oy
b= groeh="

+ Ty

In addition, matrix [M,,] is updated, and finally ¢, and ([My)[Ne]) ™" are multi-

plied to obtain i,. Thus, the magnitudes of the current injected for the present time

step are calculated as in (2.30). The elements of i, contain the magnitudes of the

current injected across each winding (2.18). In an n winding transformer, i, contains

the magnitudes of the n current sources, that are injected across the corresponding

windings.

is = ¢s (Mssts)_l
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2.2.3 The new model : Incorporating the JA Theory

'The aim of this work is to develop an improved transformer model to be used in GIC
studies. The piece-wise linear representation of saturation does not properly represent
the increased levels of harmonic current when the transformer undergoes half cycle
saturation. In addition, this representation does not model the long term remanence
and recoil loops in the core.

‘The new model presented here uses the Jiles - Atherton theory of a ferromagnetic
material to represent the hysteresis characteristics of the transformer core. Instead
of using a piece-wise linearly interpolated curve to model the B-H characteristics, we
have incorporated the differential equations described in the JA theory to model the
hysteresis characteristics of the transformer core.

The saturation model described in the previous section uses a piece-wise linear
B-H characteristic to calculate the differential permeability (u4,,) and magnetic field
strength (H,} of the branches that represent the iron core. In the new model, values of
these variables are calculated using the JA theory. This is followed by the calculation
of branch MM F's and branch permeances. Then the simulation algorithm continues
to follow the main algorithm of the existing model, where the transformer inductance
matrix is calculated using (2.21). Similarly, the transformer admittance matrix can be
calculated using (2.22), and the magnitude of the currents injected is calculated using
(2.30). Therefore an interface between the JA theory and the existing transformer
model is established.

A brief review of the Jiles-Atherton theory is presented in the following section.
This also describes the basis of the two differential equations used in this simulation
model. The simulation model based on these equations is extended in section 2.4 to

incorporate eddy current effects, and section 2.5 describes the simulation algorithm
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that was outlined in this section.

2.3 Jiles - Atherton Theory

The Jiles Atherton (JA) theory is as an attempt to create a quantitative model
of hysteresis based on a macromagnetic formulation. The model describes isotropic
polycrystalline materials (multi-domain grains) with domain wall motion as the major
magnetization process. If the grains are randomly oriented in space it is known as
an isotropic material. The more common case is when the crystals have a preferred
orientation, known as anisotropy.

Considering the domain wall motion, two differential equations have been derived.
They represent the irreversible differential susceptibility and reversible differential
susceptibility. The solution of the two differential equations, combined with an ap-
propriate choice of function for the anhysteretic magnetization, leads to a normal

sigmoid shaped hysteresis curve [33].

2.3.1 Background

If a specimen of iron or steel is subjected to a magnetic field that is increased from
zero to a higher value and then decreased again, it was observed that the plot of flux
density, also known as magnetic induction (B) vs magnetic field strength (H) will
not retrace the original curve. This phenomenon was named hysteresis by Ewing in
1881 [43]. This was one of the first attempts to explain ferromagnetic phenomena in
terms of forces between atoms. Assuming each atom was a permanent magnet free to
rotate in any direction, he described how the orientation of the various magnets, with

respect to the field and to each other, was entirely due to mutual magnetic forces

[441[45).
33



2. A New Transformer Model for GIC Studies

Some years after Ewing’s work, one of the most important advances in the un-
derstanding of ferromagnetism was made by Weiss in 1907 [46]. This theory was
based on the earlier work of Ampere, Weber and Ewing, in which Weiss suggested
the existence of magnetic domains in ferromagnets. He also established that (a)
atomic moments were in permanent existence, (b) the atomic moments were ordered
(aligned) even in the demagnetized state, (c) it was the domains that were randomly
oriented in the demagnetized state, and (d) the magnetization process consisted of
reorienting the domains so that either more domains were aligned with the field, or
the volume of domains aligned with the field was greater than the volume of domains
aligned against the field. Subsequent studies have confirmed that the magnetization
of a ferromagnetic material is changed by a change in the direction of magnetization
of the domain (domain rotation) or a change in the volume of the domain (moving
boundary) [47][48][49].

The boundary between domains is not sharp on an atomic scale. A transition
layer separates adjacent domains magnetized in different directions. Therefore, two
domains can have magnetic moments in different directions on either side of the
domain boundary, with the transition region in which the magnetic moments realign
between the domains belonging to neither domain (Fig.2.7)[47]. This transition layer
is named after Bloch, who was the first person to study the nature of this layer in
1932.

The changes in magnetization arising from the application of a magnetic field
to a ferromagnetic material can be either reversible or irreversible depending on the
domain process involved. A reversible change occurs when the magnetization returns
to its original value on the removal of a magnetic field. In ferromagnetic materials

this usually occurs during small increments of the field. More often, both reversible
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Figure 2.7: Alignment of individual magnetic moments within a 180° domain wall

and irreversible changes occur, so that on the removal of the field, the magnetization
does not return to its initial value. Thus under these conditions, hysteresis is observed

if the field is cyclic.

2.3.2 Hysteresis and related properties

A number of magnetic properties of the material characterize the general features of
the hysteresis loop. It has been observed that if a specimen of iron or steel is subjected
to cold working, the hysteresis loss and the coercivity increase. In addition, the intro-
duction of other non-magnetic elements to iron, such as carbon in making steel, also
increases the hysteresis loss and coercivity. Therefore, it appears that imperfections
in the material cause an increase in the energy lost during the magnetization process
in the form of an internal friction. Another mechanism which gives rise to hysteresis

is caused by magnetocrystalline anisotropy[47], i.e., a crystal is characterized by the
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Figure 2.8: (a) Major loop; (b) Anhysteretic magnetization curve.

periodic arrangement of its elements (atoms, ions) in space. The anisotropy energy
tends to make the magnetization of domain line up along certain crystallographic
axes.

Based on the hypothesis that the imperfections cause hysteresis, if the material
was free of all the imperfections it would be hysteresis free (ignoring the anisotropic ef-
fects). Then the magnetic induction would be a single valued function of the magnetic
field called the anhysteretic magnetization curve (Fig.2.8b) {48]. The magnetization
would be reversible, thus each point on the anhysteretic curve corresponds to the
domain configuration that gives the lowest possible energy (global minimum) for a

given external field.
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Parameter Characterization

The coercive force is one of the most sensitive properties of ferromagnetic materials
that can be controlled. Therefore the width of the loop across the H axis, (which is
twice the coercivity H,) is an independent parameter since this can be altered during
manufacturing process. In addition, the saturation magnetization defines the upper
limit to the magnetization that can be achieved. The height of the curve along the B
axis (remanence Bp) is also an independent parameter. The orientation of the entire
hysteresis curve, that is the slope of the curve at the coercive point, can be changed
independently of the other parameters. In addition, hysteresis loss and the initial
permeability may also be independent parameters.

The above description has highlighted some of the most important parameters
that characterize the general features of the hysteresis loop. However, there is no
general form of hysteresis loop for ferromagnetic materials. There does exist a shape
of hysteresis loop that occurs frequently in practice, which is known as the ‘Sigmoid’
shape Fig.2.8a. The Jiles Atherton theory describes a hysteresis model that generates
the familiar sigmoid shaped hysteresis loops by considering impedances to domain wall

motion caused by pinning sites encountered by the domain walls as they move. [35].

2.3.3 Review of the mathematical model

The Jiles - Atherton theory describes the relationship between the magnetization, M,
and the magnetic field intensity, H, for the core material. The flux density B, also
called the magnetic induction, consists of two contributions. The magnetic induction
in free space (1o H ), and the contribution to the induction from the magnetization of

a material (uyM). The relationship between the flux density B, M and H is given by
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(2.31), where B is in Tesla and H and M?! are in Amperes per meter.

B = py(M + H) (2.31)

Considering the domain wall motion, two differential equations have been derived
in the Jiles - Atherton theory. These represent the irreversible and reversible mag-
netization processes. The anhysteretic magnetization curve is derived using a mean
field approach, in which the magnetization of any domain is coupled to the magnetic
field intensity, H, and the bulk magnetization, M. The solution of the two differen-
tial equations, combined with an appropriate choice of function for the anhysteretic
magnetization, leads to a normal sigmoid shaped hysteresis curve [35].

The basis of this model is the fact that the anhysteretic magnetization is the low-
est energy state of domain configuration. Thus, for a given field, if the magnetization
M is greater than the anhysteretic magnetization M,,, then the domain walls will
experience a force which tends to reduce the magnetization. Similarly, if the magne-
tization M is less than the anhysteretic magnetization M,,, then the domain walls

will experience a force which tends to increase the magnetization [35].

Irreversible Magnetization

The change in energy of a ferromagnet could be considered as a change in the mag-
netization or as a hysteresis loss. In the case where there is no hysteresis loss, the
magnetization follows the anhysteretic curve, My,. In general the changes in the ir-
reversible magnetization can be expressed as in (2.32). This shows that the rate of

change of magnetization with the field is proportional to the displacement from the

'The magnetic polarization or intensity of magnetization (I ) is a related quantity used in the
Kennelly convention with units of Tesla, whereas the Sommerfeld system of units uses magnetization
{M) with units of A/m. Therefore I = puyM.
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anhysteretic My, (H.) — M,,»(H,) [35].

sz"rr _ -Man(He) - Mirr(He)
dHe B sk _ a[Man(He) - iTT(He)]

Mo

(2.32)

Reversible Magnetization

The reversible magnetization reduces the difference between the prevailing irreversible
magnetization, M., and the anhysteretic magnetization, M,,, at the given field

strength. This can be expressed as in (2.33) [35].

Mrev = C(Ma'n, - Mirr) (233)
AM,., dM,, dM,,
dH S ~am (2:34)

"The coeflicient ¢ represents the reversible wall motion. This can be calculated from

the ratio of the initial normal susceptibility to the initial anhysteretic susceptibility.

Total Magnetization

The total magnetization is an addition of the reversible and irreversible magnetiza-
tions. The JA theory describes an expression for the change in the total magnetization
with the field (43) using the anhysteretic magnetization curve of the material.

The anhysteretic magnetization M,, at a given field H, represents the global
minimum energy state where H, is the effective field (2.35). The « is the mean
field parameter which represents interdomain coupling. The anhysteretic magneti-

zation Mg, can be expressed in the form as in (2.36), where M., is the saturation
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magnetization and f is an arbitrary function of the effective field [35].

H,=H+aM (2.35)

Mon = Mg f(H.) {2.36)

The function f must have the following properties.

Jm f{He) = 0 (2.37)

Jim f(H) = 1 (2.38)
dM,

an 11 H, .39

JH 2 0 for a (2.39)

The function given in (2.40) has been used in [36] in the simulation of current
transformers, where a,,a, and a, are constants. The same function is used to rep-
resent the anhysteretic characteristic of the core of the power transformer model, on
the basis that the characteristics of the material is likely to be the same, i.e. grain
oriented silicon steel. This function satisfies the conditions given in (2.37)-(2.39),

provided that aq,a3 > 0 and a2 > a;

My, = M, £ 2.4
an 1 as %“CLQHE—I-HE ( O)
ndm ayas + 2(13He -+ ((12 — a;)Hg
== sut 230 (241)

The change in the total magnetization with ficld can be expressed as in (2.42).
This can be expressed in terms of 4%e2 as in (2.43) . The parameters ¢,c and k are
constants for the material being used and é takes the value 1 or -1 based on the sign

of %. The parameter k represents the coercivity.
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The function 4% in (2.43) can take some non-physical solutions when the magnetic

field is reduced from the tip of the loop, when the magnetization M., is below the
anhysteretic My, in the first quadrant or above the anhysteretic in the third quadrant.
Under these circumstances, the domain walls remain pinned on the defect sites and
hence %%E = 0. Therelore this function takes a modified form when the (M,, — M)é

becomes negative, as in (2.44) [36][50].

dM dMirr erev

am - am ¢ dH (2.42)
¢ dMan | Mo M

d M dH. %E,_cx(ﬂfi?c—f\ﬂ . S0 s

ﬁ o lmacdé\ﬁ: fO?"CL ( an ) > ( . )

dM ¢ Yha

T~ 1-aciia for all (Myn — M)5 <0 (2.44)

dH 1- ac%ﬁﬂ

The new transformer model uses the above equations to model the hysteresis
characteristics of the iron-core. Therefore this representation properly represents
the long term remanence, recoil loops and the hysteresis losses. This model can be

extended to include the eddy current effects as described in the following section.

2.4 Core Loss

One of the most important parameters of a magnetic material used in ac applications
is its losses. There are two forms of losses which occur in a transformer core. They
are the hysteresis loss and eddy current loss. Hysteresis arises due to domain wall
motion in the material. Eddy currents are induced in transformer core laminations
by an alternating flux in the core and the losses arising from these eddy currents are

frequency dependent [35[38]. The modelling of eddy current loss in a laminated iron
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core is at least as important as modelling of hysteresis, as the eddy current losses are
significantly greater than the hysteresis losses in a core material [31].

This section describes how the eddy current losses are incorporated into a sim-
ulation model of a transformer based on the Jiles-Atherton theory of ferromagnetic
hysteresis. The hysteresis model presented in the previous section is extended to
incorporate the effects of classical eddy current loss and excess or anomalous loss

[38][40].

2.4.1 Background

The area of the hysteresis loop has an important physical meaning. It represents
the amount of energy transformed into heat during one cycle of magnetization as
given in (2.45), where P is the power loss per unit volume and f is the frequency of
magnetization. If the area of the loop is measured on the same specimen for different
magnetization frequencies f, a substantial increase in the area and change in the

shape of the loop can be observed with increasing f.
? = j{ HdB (2.45)

The most important advancement in understanding of losses in a ferromagnetic ma-
terial dates back to the 1940s. During this period, it was generally recognized that
the domains exist in an magnetized material and, when a magnetic field is applied,
the change in the magnetization takes place by movement of boundaries between do-
mains. However the shapes of domains, the ways in which the boundaries form and
move with field and stress was first established experimentally by Williams, Bozorth,

and Shockley in 1949 [52][53]. Since then all attempts to deal with the physical origin
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of magnetic losses have taken domain wall motion explicitly into account.

The loss for a single moving wall was experimentally evaluated with a single do-
main boundary in a crystal of silicon iron by Williams, Shockley, and Kittel {54]. The
results showed that the total losses in a ferromagnetic material are often several times
greater than the eddy current and hysteresis losses caleulated assuming a uniform and
isotropic permeability. It was also reported that the difference between calculated and
measured losses, which was known as the ‘eddy current anomaly’, could in principle
be accounted for if the domain structure of the magnetic material was considered in
the calculation of losses.

Pry - Bean calculated energy losses from eddy currents for magnetic sheet mate-
rials with a simple domain configuration [55]. Since then, this model has served as

the foundation for most of the work in this field.

2.4.2 Loss separation

The concept of loss separation describes the total power loss at a given magnetizing
frequency as in (2.46), where the total losses are divided into three parts, Prys: Peis
and Peyc. Prys is the hysteresis loss and Py, is known as the classical eddy current loss
that is calculated assuming a uniform magnetization. When the calculated values of
hysteresis and classical eddy current losses are added, their sum is significantly less
than the measured losses. This difference is known as the excess or anomalous losses
(Pese).

With a sinusoidal excitation, F.;, takes the general form as in (2.47), where f is
the frequency, D is the thickness of the laminations, B_, is the peak flux density, p

is the resistivity and &, is a constant [38][56] [57].
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Ptota! = Phys + Pcls + Pe:cc (246)
22 2
P, = % (2_47)
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Figure 2.9: Comparison of loss for a grain-oriented steel.

Excess Loss

Excess loss arises due to the fact that any ferromagnetic material is made up of self-
saturated domains, thus the microscopic magnetic flux pattern in the material is not
smooth and continuous as assumed in calculating the classical eddy current losses.
Magnetization proceeds by a movement of domain boundaries and, if the domains
are relatively large, the eddy currents induced in the neighbourhood of the moving

boundaries will differ from the simple classical pattern assumed [38][39][57].
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2.4.3 Incorporating Losses

In the transformer model proposed here, the JA model is used to represent the hys-
teresis characteristics of the core and hence it properly represents the hysteresis loss
of a transformer core. We have extended this model to incorporate the effects of
classical eddy current and excess losses as described below.

The total magnetic field intensity, Hi, can be expressed as in (2.48), where H, hyst
is calculated with the JA model and, the sum of H,, and H.,. is added to represent
the eddy current effects [58][59].

Hioi = Hpyst + Hops + Hege (2.48)

The instantaneous power loss per unit volume due to classical eddy currents is
proportional to the rate of change of magnetization [60]. This can be expressed as in
(2.49), where W, is the energy lost per cycle per unit volume, B is the flux density,
D is the thickness of the laminations, p is the resistivity and 3 is a constant (3 = 6 for
laminations)[40]. In our model, H., represents a magnetic field intensity equivalent
to the classical eddy current losses. Equation (2.50) represents the energy lost due to
classical eddy currents per cycle per unit volume. From (2.45) and (2.49) it is clear
that the energy lost due to classical eddy currents per cycle per unit volume can be
represented in the model with an equivalent magnetic field proportional to %. In

our model, H,; represents a magnetic field intensity equivalent to the classical eddy

current losses. Therefore H in (2.48) can be expressed as Hy, = k42 where k; is
b dt
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a constant.
AW, D? /dB\?
D? dR
W %—J{d (2.50)

The instantaneous excess power loss can be expressed as in (2.51), where (' is a
constant, S is the cross sectional area of laminations and, H, is a parameter repre-
senting the internal potential experienced by domain walls [40][61]. Equation (2.52)
represents the excess losses per cycle per unit volume. From (2.45) and (2.49) it is
clear that this energy loss can be represented by an equivalent magnetic field propor-
tional to (4&5)5. Thus H,;. in (2.48) can be expressed as H,,, = kz(%)% where ks is

a constant.

(ST

Wee  (GSH,\? (dB\?
dt ( p ) (E) (251

i 1
2
Wipe = j[(GSHO)Q(d—B) dB (2.52)
P dt

Therefore in time domain simulations, the total magnetic field intensity H,, can

be expressed as in (2.53), where the values of constants &, and k. are tuned to simulate
the core loss of the transformer at power frequencies. The initial values of &; and &,
are calculated using (2.49) and (2.51), respectively. The k; and k, are tuned to
simulate the core loss at power frequencies using measured data. (See Appendix A.)

Then
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i
B dB\?
Hir = Hug + ki + ks (Et‘) (2.53)

The following section describes the new simulation algorithm, that incorporates

all the equations described so far.

2.5 Simulation Model

2.5.1 The existing model

The existing model considered is based on the core model presented in section 2.2. A
single phase two winding transformer model was shown in Fig.2.1, and its magnetic
equivalent circuit was shown in Fig.2.2. In this magnetic equivalent circuit, branches
1 and 2 represent transformer winding limbs.

The simulation algorithm of the existing transformer model begins with the cal-
culation of the flux in each branch in the magnetic equivalent circuit that contains a

winding, i..e. branches 1 and 2 (2.55).
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o+ (0 5 (2.55)

1, 2 ; for single phase two winding transformer

present value of flux in the i** branch

value of flux in the " branch in previous time step
incremental flux in the present time step

present value of voltage in the ** winding

value of voltage in the i winding in previous time step
Number of turns in the i** winding

time step

Then the flux density of branches 1 and 2 are calculated from (2.56). If the flux

density |B;] is greater than y, and smaller than y;, then the piece-wise linear segment

that corresponds to this flux density determines the differential permeability of the

core. This piece-wise linear segment in the saturation curve can be described with

the points (2q,%.) and (23,4,). Once the magnitude of the differential permeability

(Haiz,) is found, the magnetic field strength (H,) is calculated using B; and gy, P

gb'rlew
B = i 2.
¢ Area (2.56)
if Yo < B; < Up (257)
Yo — Ya
Maip, = o — 2, (2.58)
H o= B, (2.59)
Hif,
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Using these values, the new value of the branch permeance (F;) is updated, where J;

is the length of the branch 1.

(2.60)

The present value of the branch MM F's are used in the calculation of the flux in the
leakage paths, i.e. branches 3 and 4 shown in Fig.2.2. N; is the number of turns in

the ¢*" winding, i; is the current in the i** winding.

Gigo = (Nit; — Hil;) % Py (2.61)

This is followed by the calculation of flux in the yoke, i.e. branch 5 in Fig.2.2;

@5 = ¢1 - @3 (2-62)

Once the magnitude of the flux in yoke is known, this value is substituted in (2.56)
- {2.60}, and hence the new value of the branch permeance (Fs) is found. Therefore,
at this stage, the branch permeance matrix has been updated with the new values
for the present time step. Then the simulation algorithm continues to follow the
main algorithm, where the transformer inductance matrix is calculated using (2.21).
Similarly, the transformer admittance matrix can be calculated using (2.22), and the
magnitudes of the current injected are calculated using (2.30). These new values of

the current are injected across each winding.
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2.5.2 'The new model

In the simulation algorithm discussed in the previous section, the transformer model
uses the slope of the B-H curve (p4;,) to update the branch permeance matrix, and
the transformer inductance matrix, and hence to calculate the magnitudes of the
current injected. However, the slope of the M -H loop described in the JA model is
related to the slope of the B-I loop. Equation (2.31) is reproduced here as (2.63),

which by taking the derivative with respect to H, gives (2.65).

B = u,(M+ H) (2.63)
dB dM
E = Uy (E + 1) (2.64)
S
aM
Paiy = Ho (ZIE + 1) (2.65)

Hence, the M-H relationship given in the JA theory, that describes % (2.43)
can be used for this purpose. Therefore during each time step, the slope of the
M-H loop is used in the process of updating the branch permeance matrix. Thus,
the new hysteresis model is incorporated into the simulation algorithm of the power
transformer as described below.

During each time step, the transformer model calculates the flux (¢,) and the
incremental flux (A¢;) in winding limbs as in (2.55). The input to the hysteresis
model are the flux (¢;), and the incremental flux (A¢,) of the winding limbs, and
the yoke. For each magnetic branch under consideration, the increment in H; (AH,)
and the increment in M; (AM;) are estimated using A¢; as in (2.66) and (2.68)
respectively. Using the estimates of AH; and AM;, the new values of M, and H, are

updated as in (2.69) and (2.70). Hq, and M, are the H; and M; values during the
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previous time step. The parameter §,, which indicates the direction the magnetization

is obtained from (2.71).

AH; = Q AH;pa where (0<Q <1) (2.66)
AHimax = jiz (2.67)
AM;, = %i—; _AH, (2.68)
H; = Hyq + Al (2.69)

M; = Mug, +AM,; (2.70)

6 = sign(AH;) = sign(Ag,) (2.71)

Using the values obtained from (2.69), (2.70) and (2.71), the current value of £
is calculated using (2.43). A numerical iterative method is used to reduce the error
in the calculated value of 221 by varying Q.

In order to incorporate losses, the magnitude of H; that is calculated in (2.69)
is modified using (2.53). Therefore, the effects of excess and anomalous losses are
added to this expression, as described in section 2.4.3. Finally the calculated Hiy,
value is used to find the branch M M F;, and the branch permeance P,. This process is
repeated for all the branches in the equivalent circuit which represent a winding or a
yoke. At this stage, the branch permeance matrix is updated with the new values for
the present time step. Then the simulation algorithm continues to follow the main
algorithm in the existing model. The transformer inductance matrix is calculated
using (2.21), followed by the calculation of the transformer admittance matrix using
(2.22), and the magnitudes of the current injected using (2.30). Finally, the new

values of the current are injected across each winding.
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2.6  Summary

This chapter described how the Jiles Atherton theory of ferromagnetic hysteresis is
incorporated into an electromagnetic transient simulation model of a power trans-
former. A brief review of an existing model was presented to show how a typical
transformer model represents saturation, and also to identify a methodology to in-
terface the existing model with the JA theory. This was followed by a review of the
JA theory, that described the two differential equations on which the new model is
based.

Having incorporated the JA theory to represent the hysteresis characteristics of the
core, the simulation mode] was extended to include the effects of eddy currents. An
expression for excess and anomalous losses was added. Therefore, when the simulation
algorithm determines the magnitude of the current injected across each winding, the
eddy current effects are taken into account. Therefore, this approach becomes useful
in the simulation of multi-winding transformers, such as three phase three limb or
three phase five limb ete.

PSCAD/EMTDC was considered as an example to show how this model could
be implemented in an electromagnetic transient simulation software package. This
enables the new model to be used along with the existing models for other power
system elements such as transmission line models based on travelling waves etc., to

carry out system studies,
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Chapter 3

Validation of the New Model

Simulation results are compared with laboratory recordings to validate the model. A
series of tests were carried out using a 3kVA, 115V /2300V, 60Hz single phase distribu-
tion transformer. In order to simulate the B-H characteristics of this test transformer
in EMTDC, the parameters of the new model were determined as described below.

3.1 Determination of Parameters

In order to simulate the magnetizing characteristics of a transformer with the new

model, the following parameters are required;
1. Parameters of the hysteresis model.

'The anhysteretic function has three constants aj, as, and ag as in {2.40).

Miqr, the saturation magnetization is a constant for a given material.

e o represents interdomain coupling, and it is used in determining the effec-

tive field H, in (2.35)

k represents the coercivity, and hence determines the hysteresis loss {2.32).
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3. Validation of the New Model

e ¢ determines the reversible component of magnetization as described in

(2.33).
2a. Parameters of the eddy current representation.

e The expression given in (2.53) has two constants k; and k; that determine

the contributions from excess and anomalous losses.
2b. Parameters that interface the new model with EMTDC. This requires either,

¢ the cross sectional area (A), length of each limb (I), and number of turns

in each winding {N),

or,

e if the actual values of the cross sectional area (A), length of each limb
(1), and number of turns in each winding {N) are not known, then an

equivalent inductance matrix can be used to represent the transformer.

{See Appendix A.)

In a simulation model, the parameters of the first category depend on the proper-
ties of the core material, whereas the parameters of the second category are dependent
on the properties of the core material and the design of the transformer. These param-
eters were determined such that the simulated saturation characteristics (Vipns/Trms )

closely matches the measured values.

3.1.1 Parameters for the hysteresis model

The numerical determination of the parameters for the anhysteretic magnetization

curve from experimental measurements has been presented in [50]. This process has

24
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Table 3.1: Primary data for the anhysteretic magnetization curve; core material M4
Hoppys (A/m) | 1.7 1 3.0 | 53 {105 16 | 28 | 36 | 52
Bannys () | 0.80]1.00 [ 1.20 | 1.40 | 1.49 | 1.56 | 1.59 | 1.64

been adopted in [36] to calculate parameters for the current transformer model. The
same methodology was used to derive the parameters for the power transformer model

presented here.

Anhysteretic Magnetization Curve

Parameters that represent the anhysteretic magnetization curve are dependent on the
core material. Therefore, in order to derive parameters for the test transformer, a
measured B-H characteristic is required. The measured B-H characteristic of the core
material M4 was used in this analysis (See Table 3.1) [62]. This is a typical core
material used in manufacturing distribution transformers.

This calculation involves the determination of the three constants aq, as, and ag in
(2.40) and . Typically M,y is 1.71e6 A/m for iron (Table 4.1 of [49]). ¥f the values
of the o and M., are known, then the determination of a;, as and a3 is a constrained
optimization problem of minimizing the error between the reference anhysteretic char-
acteristic and the model. Thus, an initial value of « is assumed. The initial value of
v is selected by comparing the magnetization curve of the core material M4 with a,
known curve such as the anhysteretic magnetization curve of the current transformer
core material used in [36] as in Fig.3.1. The variation of the anhysteretic magnetiza-
tion curves with « is discussed in [35]. If the « value is increased, the magnitude of
the anhysteretic magnetization (M,,) for a given effective field (H,) also increases.
Therefore, it can be expected that the o value of the core material M4 is less than the

« value of the current transformer material, i.e. 1.32e-5. Therefore an initial value
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Table 3.2: Parameters for the Hysteresis Model Based on the Core Material M4
o Msr | a1 | az | ag
3.90e-6 | 1.71e6 | 60 | 96 | 93

of 1.0e-6 is assumed for «. Using this initial guess of «, a numerical iterative routine
of least squares estimation was used and the o with the minimum error was chosen.

The parameters a;, a; and a3 for this « are given in Table 3.2.

2.0

1.9

1.8

7

1.6

B (T

1.5

1.4

1.3

1.2

. Core material 6f CTs
—— Core material M4

100 150 200 250
H (A/m)

Figure 3.1: Comparison of the magnetization curves: core material of CTs and the
core material M4.

Determination of parameters k and ¢

The value of & can be calculated considering its relationship with H.. The general
relationship between £ and H, can be expressed if the differential susceptibility at
the coercive point x4 is known. In general X}y = X[... denotes the differential
susceptibility around the coercive point, which in the model is always the maximum

value observed around the hysteresis loop [50]. Thus & can be found using (3.1), if
56



3. Validation of the New Model

Table 3.3: Determination of parameters k£ and ¢
H, Xeax | € k
8 A/m | 374e3 | 0.1 | 8.96e-6 A/m

H,, ¢, o and y. .. are known. The values of H, and ¥/ are found from the reference
max Xmax

B — H loop of the core material M4, and are given in Table 3.3.

Mun(Hy) 1

1-¢ |° + Xex ¢ dMan(H.)

1—¢  1—¢  dH

k= (3.1)

The value of ¢ can be calculated from the ratio of the initial normal susceptibility

[50].

dMyr

; (dM aH ) M=0, H=0

Xin = \ 557 to the initial anhysteretic susceptibility X, = (

dH)M:O, H=0
However this method could not be used due to lack of data. Typical values of ¢ for
several iron core materials are given in [50]. Thus the value of ¢ is set to 0.1. The

same value has been used in the current transformer models in {35]. The magnitudes

of k and ¢ used in this simulation model are given in Table 3.3.

3.1.2 Parameters for a given transformer

The parameters derived in the previous section are the basis of the hysteresis model.
However, in order to simulate the measured magnetizing current, the hysteresis model
has to be interfaced with the existing model in EMTDC. This involves the need to
input detailed core data such as the length (1) and the cross-sectional area {A) of each
limb, and the actual number of turns (N) in each winding so that the transformer is
properly represented with its inductance matrix, as discussed in section 2.2.

If the actual core dimensions and the number of turns are known, the model can
be readily implemented with EMTDC. Meanwhile, there are two constants in (2.53),

that represent the effects of the excess and anomalous loss. The values of these two
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3. Validation of the New Model

constants k; and ks can be determined such that the total power loss measured at
rated conditions are simulated in the model.

However, if the actual core dimensions and the number of turns are not known,
interfacing of this model with EMTDC can be achieved by determining an equivalent
inductance matrix as described in section 2.2.1, where (2.25) - (2.27) have shown the
relationship between the length (I} and the cross-sectional area (A) of each limb, and
the actual number of turns (N) in each winding.

The actual number of turns in the windings are not commonly available. Therefore
the number of turns, V; and Ns, are set equal to the rated voltage of the windings
(2.26). Then the magnitude of A is calculated by assuming a peak operating flux
density (Bper) of 1.6 ~ 1.7 T at the rated conditions, so that the actual value of the
product of NA is matched by the product of N A used in the simulation model. (See
Appendix A.}

Once the parameters of the anhysteretic magnetization curve, the magnitude of
the cross sectional area, and the number of turns in each winding are determined, it
remains to determine the length of the winding limb, I , and the constants k; and ks
used in (2.53). However, all three parameters affect the waveform of the simulated
magnetizing current, and hence the magnitude of the rms value of the magnetizing
current and the open circuit core losses. Therefore, the length of the winding limb,
! ;and the constants &, and k; in {2.53) are tuned such that the correct magnitude
of the magnetizing current and the power loss are simulated at the rated conditions.
The calculated values are given in Table 3.4. At this stage the measured saturation
characteristic (Vips/Ime) and the simulated characteristic can be compared. The
slope of the anhysteretic curve in the saturation region and the width of the B-H loop

in the shoulder region may be slightly modified to match the particular characteristics
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Table 3.4: Parameters for a 3kVA Distribution Transformer
Bo.x | A l ke ko

1.65 | 2.27 | 0.717 | 3.5e-3 | 0.79

of a given transformer [36].

3.2 Comparisons with Recorded Waveforms

Simulation results for open circuit tests on a single phase two winding transformer
model are compared with test results. Simulations were carried out with the electro-
magnetic transient program PSCAD/EMTDC.

The single-phase two-winding model used has a current source across each winding
to represent the saturation. In the new model, the eddy current effects are also incor-
porated into the same algorithm. Thus, the calculated value of the saturation current

injected across each winding also contains the effects of eddy currents (Fig.3.2a).

R'i
AYAAY,
Single phase g |
source hys+eddy hys+eddy
_1_ 115V /2300 V
(@)
R‘i
AYAVAY
() Single phase R I
( source eddy hys ’hys
1 115V /2300V
(b)

Figure 3.2: Simulation models; (a) with the new algorithm, (b) with an external
resistor representing losses.
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3. Validation of the New Model

3.2.1 Comparisons : Open Circuit tests at 60 Hz

Figure 3.3 shows the comparison of the simulated waveform and the recorded wave-
form at the rated voltage and frequency. Figure 3.4 shows the comparison of the flux
density (B) versus current (I} curve for the same conditions. A close comparison is
seen between the simulation and the recorded waveforms. Figures 3.5 and 3.6 show
the comparison of the magnetizing current at 0.9 pu and 1.1 pu voltages respectively,
and the remaining comparisons are presented in Appendix B. A slight difference is

seen between the measured and the simulated waveforms, which can be due to a slight

mismatch in the simulated B-H loop.

Current (A)

1
0.8
0.6
0.4
0.2

0

.............................................................................................

.............. . . Newmodel -
: : : P o=-= Measured
0.15 0.16 0.17 0.18 0.19 0.2

time (s)

Figure 3.3: Magnetizing current at the rated conditions
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Figure 3.4: Flux density (B) vs Magnetizing current (I) at 60 Hz
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Figure 3.5: Magnetizing current at 0.9 pu voltage
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Figure 3.6: Magnetizing current at 1.1 pu voltage
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3. Validation of the New Model

Simulations were also carried out to compare the new model with a more com-
monly used approach of representing eddy current losses using a shunt resistor as
shown in Fig.(3.2b). In this ‘resistor model’, hysteresis characteristics are represented
by the JA theory, and the eddy current effects are represented with an external re-
sistor connected across the terminals. The magnitude of this resistor is calculated to

match the measured core loss at the nominal frequency.

1 T T T L T T
09 b
g8 -
g 0.7 -
g
E 06 - -
05 - .
04 A —e— Measured M
— »  New model
- =& —  with Resistor
02 . ; . . I :
0.85 049 0.95 1 1.05 1.1 1.15 1.2

V(pu)

Figure 3.7: Magnetizing current at different excitation voltages at 60 Hz

Figure 3.7 shows the variation of the rms magnetizing current for different exci-
tation voltages. The percentage error in the rms value of the magnetizing current
produced by the new model is -1.0% at the rated conditions. A maximum error of
5.4% is produced by the new model at 0.9 pu voltage whereas the resistor model pro-
duced only 1.2%. The variation of the core loss (active power) is shown in Fig.3.8a.
The parameters of the new model were tuned so that an accurate representation is
obtained at the rated conditions. Thus the minimum error is seen at the rated con-

ditions i.e. 2.0%. A maximum error of 13.5% is produced by the new model at 0.9
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pu voltage whereas, the resistor model produced 11.3%. The variation of the reactive
power consumption shows a closer match than does the variation of the active power
(Fig.3.8b).

The representation of hysteresis is common for the two models discussed, and
hence any mismatch in the simulated B-H loop could affect the accuracy of both
models. The variation of the phase angle of the fundamental component of the mag-
netizing current, and the power factor are shown in Fig.3.9a and Fig.3.9b respectively.
These figures explain the differences seen in the active power and reactive power con-
sumption simulated by the new model. For example, at 1.0 pu, the magnitude of
the phase angles of simulated and the recorded waveforms are 46.2° and 47.7° respec-
tively (phase difference 1.5%). This represents a 0.69 and 0.67 in power factors (3%
error). However at 1.1 pu this phase difference increases to 2.6°. The resulting power
factors are 0.46 and 0.50 respectively (-8.0% error). With an -8.0% error in the power
factor and a -4.0% error in the fundamental component of current, the total power
loss simulated has an error greater than 12%. The phase angle error and hence the
error in the power factor can be attributed to a mismatch in the simulated B-H loop
and B-H loop of the core material.

All of the above comparisons show that the resistor model produces a closer match
than does the new model. This is due to the fact that the magnitude of the core loss
resistor in the resistor model was calculated at 60 Hz and all of the comparisons
were carried out at the same frequency. However, the eddy current effects included
in the new model are capable of representing the frequency dependency of the B-H
characteristics, and the following comparisons show that it is important to model

these effects accurately.
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Figure 3.9: Comparison of the phase angle, and the power factor at 60Hz
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3.2.2 Comparisons at different frequencies

A series of open circuit tests were carried out at different frequencies (25 «~ 60 Hz).
A separately excited dc motor was used to drive a three phase generator to obtain
a variable frequency, variable voltage supply. Details of the test system are given in
Appendix B. The frequency of the generator voltage was adjusted using the de motor,
and the generated voltage was adjusted so that a constant % | thus a constant Aux
level is maintained in the core. Fig.3.10 shows the comparison of the simulated B-H
loops produced with the new model at different excitation frequencies. It shows that

the width of the B-H loop increases as the frequency is increased.

20 40 a0 80 108

H(A/m)

-100 -30 -0 -40 -20

Figure 3.10: B-H loops at different frequencies

Fig.3.11a shows the comparison of the core loss at different frequencies. A maxi-
mum error of -5.6% is produced by the new model at 25 Hz whereas the resistor model
showed significant deviations with the maximum error of -24.4% at 25 Hz. Similar

observations can be made with the variation of core loss per cycle for frequencies 25
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Figure 3.11: Comparison of the core loss, and the core loss per cycle at different
frequencies

Hz ~ 100 Hz (Fig.3.11b) and 25 Hz ~ 360Hz (Fig.3.11c). Fig.3.12a and Fig.3.12b
show the comparison of the magnetizing current, and the fundamental component of
the magnetizing current at different frequencies.

These comparisons show that the resistor model may cause significant errors as the
frequency is decreased. The same trend can be seen when the frequency is increased
(70 ~ 360Hz). This range could not be verified due to the lack of recorded data.
However, Fig.3.11b shows that the new model has a slope much closer to the measured

curve. Also previous work in this area has indicated a linear variation in this region
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Figure 3.12: Comparison of the magnetizing current (I,,,,) and the fundamental

component, of I,,, at different frequencies

[38][39]. This confirms that the new model is capable of simulating the magnetizing
current and the power losses more accurately than does the commonly used approach
of a shunt resistor. In addition, it highlights the importance of modeling the frequency

dependency of the B-H loop. The comparisons at 25Hz are presented in Figs.3.13 and

3.14.
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3.3 Comparisons with an Existing Model

3.3.1 Open circuit test: magnetizing current

Simulation results of open circuit tests carried out with the new model and the existing
transformer model in EMTDC are compared. The existing model has a piece-wise
linear curve to represent saturation in the core. A brief overview of this model was
given in section 2.2.2. This is considered as an example to show the major differences
seen in the simulated waveforms of magnetizing current obtained with the new model
against a typical piece-wise linear representation of saturation.

Input to the existing model are the open circuit normal magnetizing curve with
excitation voltage in pu and the rms value of the magnetizing current as a percentage
of the rated current. This model does not represent eddy current effects, therefore
an external resistor was connected to include losses. These parameters were chosen
such that the rms value of the magnetizing current, and the core loss were accurately
represented at the rated conditions, which was the basis of this comparison.

Figs.3.15a and b show the comparison of the waveform of magnetizing current
obtained with the new model and the existing model. The waveforms of voltage were
considered as the basis of aligning the two waveforms. This allows us to compare the
phase differences in the simulated waveforms of magnetizing current.

The waveform obtained with the new model has already been compared with
the measured waveform in Fig.3.3. Waveforms in Fig.3.15b show that the piece-
wise linear representation does not properly match the shape and magnitude of the

recorded waveform.
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Figure 3.15: Comparison of the waveform of magnetizing current obtained with; (a)
new model, (b) existing model

3.3.2 Remanence cases

During short time simulations, piecewise linear solutions of saturation can give the
impression that they handle remanence because the system time constants maintain
the magnetization over several hundreds of milliseconds. However, over time scales of
seconds the flux decays to zero. It has been shown in reference [36] that the hysteresis
model based on the JA theory accurately represents the long term remanence and
recoil loops in the transformer cores. Simulations were carried out to demonstrate
this effect, however these simulations could not be verified with recordings due to the

limitations in the laboratory test system.
71



3. Validation of the New Model

Simulations were carried out with the existing model where; (2) a resistive load
of 0.01 pu is connected, {b) a resistive load of 1.0 pu is connected at the secondary
terminals. The simulated system consists of a single phase source connected to the
transformer through a single phase breaker. Fig.3.16 shows the simulated waveform
of flux obtained when the breaker was opened. A resistive load was attached to the
transformer so that it leaves maximum remanence flux in the core at the time of
opening the breaker. The comparison shows that the flux in the core decays to zero
after a small time duration with the existing model. This duration is dependent on
the system time constant as shown in Fig.3.16 (a) and (b). In the existing model, the
output waveform of flux density has been normalized to obtain a peak flux density of
1 pu., whereas the output of the new model plots the flux density in Tesla.

The same simulation was carried out with the new model. When the breaker was
opened, flux in the core gradually decays and then remains at the remanent flux level
as in Fig.3.17 (around -1.0 T even beyond 60 seconds). Therefore this comparison
shows that a hysteresis model based on the JA theory properly represents the long
term remanence in the core, whereas a piece-wise linear representation with no hys-
teresis would fail to maintain the remanent flux beyond several hundred milliseconds.

This simulation scheme was also used to simulate minor loops under small ac
excitation. Fig.3.18 shows the simulation results of different kinds of hysteresis loops,

such as a symmetrical minor loop and an asymmetrical minor loop.
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Figure 3.16: Waveform of flux density (normalized) obtained with the existing model
when the breaker was opened.
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3. Validation of the New Model

3.3.3 Inrush cases

The recorded waveforms of inrush current obtained using the 3kVA, 115V, 2300V,
60z single phase distribution transformer are compared with simulation results. In
the laboratory test system, the low voltage winding of the transformer was energized
from the demagnetized core condition by applying the rated voltage at 60Hz. The
simulations are initialised by closely reproducing the point-on-wave of the recorded
waveforms of voltage. Figures 3.19-3.21 show the comparison of the recorded wave-
forms, and the simulated waveforms obtained using the new model. Simulation results

closely match the recorded waveforms.
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Figure 3.22: Inrush case considered in Fig.3.19a: Waveform of current; (a) New
model; (b) Existing model.

The inrtush condition shown in Fig.3.19a was also simulated using the existing
model. Fig.3.22 shows the comparison of the simulated waveforms obtained with the
new model and the existing model. Since the waveform obtained with the new model
has already been compared with the measured waveform in Fig.3.19, waveforms in
Iig.3.22 show that the piece-wise linear representation does not properly match the
shape and magnitude of the recorded waveform.

Simulations were also carried out to analyse the inrush current during the re-
closure of a circuit breaker. The simulation cases described in the previous section
(section 3.3.2) were considered for this analysis. During the first case, the breaker
was reclosed after 180 ms. Fig.3.23 shows the waveform of current and the waveform
of flux (normalized) obtained with the existing model. Fig.3.24 shows the waveforms

of current and flux density obtained with the new model. When the breaker was
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reclosed, the waveform of current obtained with the existing model has a lower peak
value, however it has the characteristics of a transformer inrush. The difference in
the peak values is due to a decrease in the level of flux in the core at the time of
reclosing.

In the second case, the breaker was reclosed after 1.0 s. Fig.3.25 shows the wave-
form of current and the waveform of flux (normalized) obtained with the existing
mode, whereas Fig.3.26 shows the waveforms of current and flux density obtained
with the new model. Comparison of waveforms of current show that the existing
model does not represent an inrush during the reclosure. This is due to the fact that
the remanent flux has decayed to zero, and therefore the reclosure appears as ener-
gizing the transformer from the demagnetized core condition. Meanwhile, the new
model has retained the remanent flux in the core, therefore a fairly significant inrush
can be seen. These results are consistent with the observations made in the previous

section.
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3.4 Summary

This Chapter focused on the validation of the new model using recorded waveforms.
A series of tests were carried out using a 3 kVA, 115 V/ 2300 V, 60 Hz single phase
distribution transformer. Simulation results for open circuit tests on a single phase
two winding transformer model are compared with test results. Simulation results
are in good agreement with recorded waveforms. Meanwhile, comparisons carried out
at different frequencies of excitation have highlighted the importance of modeling the
frequency dependency of the B-H loop.

Simulations were carried out to compare the simulated waveforms obtained with
the new model against an existing transformer model, that has a piece-wise linear rep-
resentation of saturation. Simulation results also show that the new model represents
long term remanence and recoil loops in the core, whereas a piece-wise linear model
fails to maintain the remanent flux beyond several hundred milliseconds, depending
on circuit time constants.

Simulation results were also compared with the recorded waveforms of inrush

current. A good agreement is seen between the simulated and recorded waveforms.

81



Chapter 4

GIC Studies: Comparisons

The simulation study of a GIC event involves dc superimposed on the normal ac
excitation of a power system. Hence, these studies are usually based on the injection
of measured or predicted values of quasi-de current into the simulation model of power
transformers. This is followed by the analysis of the effects of GIC on the simulated
power system,

Validation of a simulation model using measured data allows to adjust the sim-
ulation model to correspond to actual conditions. The measured data and recorded
waveforms captured during a GIC event may include the waveforms or the harmonic
content of the current in transmission lines and the current at the neutral of power
transformers. These data can be obtained from the SUNBURST recorders installed
at different locations. SUNBURST is the name given to the monitoring system that
was installed to collect data on the characteristics and effects of GIC in substations
and generating stations across North America [63]. In addition to the GIC data, the
power flow in transmission lines and system bus voltages across the network, before
and during the event, are also essential for validations.

During the past decade, there have been numerous studies carried out to analyse
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the effects of GIC on power systems, where the simulation results have been compared
with measured data for validations. Most of these studies have used a piecewise linear
representation to model the saturation characteristics of a transformer [64][65][66]. A
curve fitting technique that represent the hysteresis effects has been used in references
[17]{32]. A GIC study involving a large power system that consists of over 2000 buses
has been carried out using a standard load flow programme, where a finite element
programme has been used to determine the earth surface potential [67][68].

The simulation results presented in chapter 3 have shown that the new transformer
model developed in chapter 2 properly represents the magnetizing characteristics of
a transformer, that includes the long term remanence and recoil loops. Therefore,
the new model can be considered as an excellent candidate for the analysis of the
effects of GIC on a power system. The following description focuses on analysing a
GIC event in a power system, that includes the comparison of simulation results with

recorded wavelorms to validate the simulation model.

4.1 A Recorded GIC Event

Simulation studies carried out in reference [17] and [32] had compared simulation
results with recorded data of a GIC event. These studies have been carried out using
recordings from the SUNBURST recorder at the Dorsey converter station, and a
power system model of the Dorsey substation and the 500 kV transmission line from
Dorsey, Manitoba to Forbes and Chisago in Minnesota.

The SUNBURST recorder is no longer available at Dorsey, and in the absence of
more recent recordings during a GIC event at this location, GIC studies carried out in
reference [17] and [32] were used as the basis of the analysis presented here. There are

two recorded GIC events compared in reference [32]. The event in 1993, which is the
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more recent recording, was chosen for this analysis as reference {32! presents sufficient
information about this event along with the recorded waveforms. The description of
this GIC event is as follows.

“On the 5 October 1993, the SUNBURST recorder at the Dorsey substation
took a snapshot of the 500 kV line voltage and the current of the secondary side of
the current and voltage transformers. The time of the recording was 04.59 GMT and
the corresponding GIC in the transformer neutral was 30 A. The power flow out of
Dorsey was -53.2 MW and -137.1 Mvar. The power flow out of Forbes was -100.1
MW and -34.8 Mvar”[32].

4.2 Description of the System

The 500 kV transmission line system connects three utility companies as shown in
Fig.4.1. The northern section of the system is 528 km long and it connects Manitoba
Hydro’s Dorsey HVDC Converter station to Excel Energy’s Forbes substation. The
southern section of the system is 220 km long and it connects Forbes substation to
Minnesota Power’s Chisago substation. The simulated circuit is shown in Appendix
C, Fig.C.1.

Three phase shunt reactors with sizes 225 Mvar, 300 Mvar and 150 Mvar are
installed at the Dorsey, Forbes and Chisago substations respectively. Neutral reactors
with sizes 425 ), 325 Q, and 1250  are located in Dorsey, Forbes and Chisago
respectively. The Dorsey-Forbes section of the transmission line is transposed at 4
locations and Forbes-Chisago section is transposed at 3 locations.

The autotransformer af Dorsey consists of three single phase units and each sep-
arate unit is a two winding transformer. The windings are connected to form a

230/500/46 kV three phase unit with the 230 kV and 500 kV windings connected
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Figure 4.1: Dorsey, Forbes, and Chisago 500 kV network

as an autotransformer. The 230 kV and 500 kV windings are star connected and

grounded whereas the 46 kV winding is connected as a delta winding. The trans-

former is rated for 720 MVA without cooling and 1200 MVA with cooling. The

autotransformer at Forbes is similar with the exception that the tertiary winding is

rated for only 13.8 kV. At the Dorsey Substation, filters are connected on the 230 kV

side to minimize the harmonics introduced by the HVDC converter station. There

is also a delta connected bank of capacitors of 15.3 uF each connected to the 46 kV
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tertiary winding.
Fig.4.2a shows the recorded waveforms of three phase currents in the 500 kV line
at Dorsey. Fig.4.2b shows the harmonic content of the line currents, where a high

content of 274, 374 4% and 5% harmonics can be seen.
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Figure 4.2: (a) Recorded waveform of current in the 500 kV line at Dorsey; (b)
Harmonic content of this waveform.

The following section describes how this system could be represented in an elec-

tromagnetic transient simulation programme to analyze a GIC event.

86



4. GIC Studies: Comparisons

4.3 Modelling a GIC Event in an Electromagnetic Transient

Simulation Programme

The transient simulation software PSCAD/EMTDC is considered as an example to
describe details of the features that are essential to be modelled. Since the new model
has already been incorporated into this software package as described in Chapters 2
and 3, the power system under consideration can be represented using the existing
models such as transmission line models, source models etc. Several assumptions were
made in the modelling, sometimes due to lack of data and sometimes to make the

system simpler.

4.3.1 Transformers

A simulation study aimed at analysing the effects of GIC in a power system requires
accurate representation of magnetizing characteristics of power transformers. Thus
in this study, the 230/500/46 kV, 240 MVA transformers at Dorsey and Forbes sub-
stations were represented with the new model. Meanwhile, measured data such as
waveforms of the magnetizing currents, B-H loop of the core, and core dimensions
were not available to derive the parameters. Therefore, open circuit test results, and
name plate data were used to derive the parameters, so that the transformer is rep-
resented with an equivalent inductance matrix (Appendix C). The B-H data, given in
Table 3.1 were used as the basis of this calculation. This is based on the assumption
that the core material is likely to be the same; i.e. grain oriented silicon steel. A peak
operating flux density of 1.65 T was assumed.

Once the parameters of the anhysteretic magnetization curve are calculated, the

eddy current effects can be incorporated by calculating the constants k; and ks in
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(2.53). These constants were introduced as part of the expressions derived in section
2.4.3, where the effects of classical eddy current losses and excess losses were consid-
ered. In addition, the length of the core limb (2.27) can be determined to simulate the
measured rms magnetizing current and the measured power loss at rated conditions.
Using these calculated values, the magnitudes of open-circuit V-I characteristics are
found and compared with the measured data. The slope of the anhysteretic curve in
the saturation region was slightly adjusted to closely match the measured character-
istics. Fig.4.3 shows the measured V-I characteristics of the transformers at Dorsey
compared with the simulated V-I curve, and Fig.4.4 shows the simulated hysteresis

loop at the rated conditions.
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Figure 4.3: V-1 characteristics of the 230/500/46 kV, 240 MVA single phase trans-
former

The winding resistances of transformers were represented with external resistors
as they are important in a GIC study [5]. This is due to the fact that, during half
cycle saturation, the dec component in the magnetizing current causes a voltage drop

across the resistances that eventually leads to an equilibrium in saturation when the
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Figure 4.4: Simulated hysteresis loop at the rated conditions

voltage drop becomes equal to the de bias that causes half cycle saturation [65].
The autotransformers at Forbes substation are similar to the autotransformers at
Dorsey, with the exception that the tertiary winding is rated for 13.8 kV at Forbes,
whereas it is 46 kV at Dorsey. Therefore, in the absence of measured V-I charac-
teristics, it was assumed that the transformer at Forbes follows the same saturation

characteristics as that of the Dorsey transformer.

4.3.2 Injecting GIC

GIC are quasi-de currents that have a very slow variation in frequency. Severe GIC
events can persist for several hours and can occur for several days in successiomn.
However, a high magnitude of GIC with one polarity usually lasts for a few minutes
before changing polarity [69].

If a uniform electric field is assumed during a GIC event, the resulting current

can be represented with driving voltage sources that can be connected between the
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grounded neutrals with a finite resistance to the remote end as in [32][68][70]. Gen-
erally each source can be modelled as either a Thevenin voltage source behind the
neutral grounding resistance or a Norton cwrrent source in parallel with the neutral
grounding resistance [5].

Bowever, quite often this assumption does not correspond to actual conditions.
This is due to the fact that the electric field produced at the earth’s surface will have
a maximum directly underneath the electrojet current and the magnitude will decay
with increasing distance on either side. Considering a network of four substations
[25] has shown that a source connected in the transmission line is more suitable for
modelling GIC with a non uniform electric field.

Fig.4.5 shows an assumed network of four substations . It has been assumed that
the transmission lines AB and CD run in a north - south direction and lines AD and
BC run in an east - west direction, with each line being 100 km long having identical
characteristics and grounding impedance. Assuming a non uniform electric field, it
has heen assumed that the electric field along lines BC and AD are 4.9 V/km and
3.2 V/km respectively. This can be represented either with a source connected in
the transmission line (Fig.4.5a) or with a source connected at the grounding node
(Fig.4.5b). However, due to the nature of the electric fields, sources connected at the
grounding nodes also produces an electric field of 1.7 V/km along the line BA, that is
not consistent with the electric fields produced by the electrojet. Therefore, in order
to represent a non uniform electric field produced by the electrojet current during a
GIC event, a source connected in the transmission line should be used.

In these simulation studies, a voltage source was connected in the transmission
line between Dorsey and Forbes forcing a GIC to flow into the transformer neutral at

Dorsey and to go through the northern section of the transmission line finally leaving
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Figure 4.5: Modelling GIC due to a realistic field; (a) using a voltage source in the
transmission line; (b) using a voltage source at the grounding point.
the system at Forbes transformer neutral. Meanwhile, a voltage source connected
at the neutral of the transformer would have produced similar results, since the net-
work considered has only three substations, that are connected by two transmission
lines. However, a voltage source connected in the transmission line is suitable for any
network configuration, and hence this representation was used.

It was also assumed that the electric field between Forbes and Chisago is negligible
compared with that between Dorsey and Forbes. This is due to the fact that the
northern section of the 500 kV line is much longer in length and it is closer to the

north pole giving rise to a higher electric field than in the southern section. In
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addition, field measurements have also shown that it is more likely to have an electric
field in the east - west (E - W) direction rather than the north - south (N - S) direction
[71]i72]. Meanwhile, the northern section of the line runs in a north west - south east
(NW - SE) direction whereas the southern section runs mainly in north - south (N - §)
direction. Therefore it is reasonable to assume an electric field between the northern
section (Dorsey - Forbes} and assume that the electric field in the southern section

between Forbes and Chisago is negligible.

4.3.3 System Model

Modelling of transmission lines plays an important role in studying the effects of GIC
in a power system. The transmission lines can be modeled using a travelling wave
model in an electromagnetic transient simulation programme. Since the simulations
were carried out with PSCAD/EMTDC, transmission lines were represented using
the frequency dependent phase model. The phase domain frequency dependent model
represents all the frequency dependent effects of a transmission line using a frequency
dependent modal transformation matrix [73][74].

One section of the line was represented in two segments and it was assumed that
the lines were ideally transposed. For example, the transmission line between the
Dorsey and Forbes substations was represented with two segments. This representa-
tion was adopted so that the source of the quasi-dc voltage source can be connected in
series with the transmission line. In addition, the ground wires were eliminated dur-
ing the initialization of the transmission line model. This is due to the fact that the
ground wire will carry an extremely small portion of GIC, and usually the presence
of tower footing resistance further limits the current entering a grounded wire.

The model of Dorsey substation consists of the three phase autotransformer, line
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reactors, ac side filters of the HVDC converter station, and an equivalent source rep-
resenting the 230 kV system. The actual description of this event does not clearly
indicate further information about the status of each component. Therefore simula-
tion studies carried out in reference [32] were considered as the basis for initialization
of simulations. The Forbes substation was represented with the three phase auto-
transformer, line reactors, and an equivalent source to represent the 230 kV system.
The Chisago subsystem was represented as a 500 kV source with an internal induc-
tance, although, in reality, transformers and reactors are present.

Once the system model is properly represented, the initial conditions can be ad-
justed so that the recorded power flow is simulated. This is achieved by performing
a load flow analysis on the system under consideration using a load flow programme.
The load flow study provides the power flow data. The same load flow information
is also used to obtain the network equivalents at the required nodes of the network ,

so that the transient simulation can be initialized.

4.4 Comparisons

Based on the description provided for this event in reference [32], a maximum dc
neutral current of 30 A has been observed during this event. However, a comparison
of the magnitudes of dc neutral current shown in Fig.4.2b indicates that the total de
neutral current at the instant when the waveform was recorded was 18.75 A. Hence it
is clear that the recordings have been taken when the neutral current was not at the
maximum. Therefore, this recording must have been taken during an instant when
the dec current was either increasing or decreasing. Without any prior knowledge
about the history of the waveform of quasi-dec neutral current and the state of the

transformer core, a demagnetized core was assumed as the initial condition.
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In addition, in the absence of the recorded values or a predicted variation of quasi-
de current, the simulation was carried out by considering a constant dc current of
18.75 A at the neutral. Comparison of the waveform current in phase A of the 500
kV line and its harmonic content are shown in Figs.4.6 and 4.7 respectively. The
magnitudes of the 2", 37 and 5*" harmonics are significantly higher in the measured
waveform, whereas the 8" and 11 harmonics are higher in the simulated waveform.
In addition, it was observed that the reactive power consumption of the transformer

has increased from 2.5 Mvars to 10 Mvars due to half cycle saturation.
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Figure 4.6: Comparison of the waveform of current in the 500 kV line ; (a) measured,
(b) simulated with a constant neutral de current of 18.75 A

The same simulation was carried out with a constant de neutral current of 30 A
to analyze the waveforms under maximum neutral dc current reported. Comparison
of the waveform of currents and the harmonic contents of the recorded and simulated
waveforms are shown in Figs.4.8 and 4.9 respectively. The harmonic content of the

measured waveform and the simulated waveform shows a significant difference in the
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Figure 4.7: Harmonic content of the waveforms of current shown in Fig.4.6; (a)
Measured, (b) Simulated

magnitudes of the 5%, 8" and 11** harmonics. In addition, the simulated waveform
shows more distortions than does the recorded waveform. These distortions can be
attributed to an increased magnetizing current drawn by the transformer during half
cycle saturation. The simulated hysteresis loop in Fig.4.10 shows the extent of half
cycle saturation undergone in the core of the phase A transformer. Meanwhile, with
an increased level of saturation in the core due to a higher neutral dec current, the

reactive power consumption has increased from 2.5 Mvars to 14 Mvars.
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4.5 Summary

The focus of this discussion was to show the effects of GIC on a power system, and to
show how a recorded GIC event could be modelled using an electromagnetic transient
simulation programme for validations and further analysis. The details of the power
system model and its features that are essential to be modelled to represent a GIC
event were presented. (Also see Appendix C.)

It is clear that in order to facilitate a direct comparison with the recorded data and
waveforms, the simulation model should properly represent the conditions that may
have prevailed at the instant when the recording was taken. The simulation studies
carried out confirmed that the new transformer model represents the effects of half
cycle saturation that the core undergoes in the presence of GIC. However, simulations
carried out with dc neutral currents of 18.75 A and 30 A respectively, showed that
some discrepancies exist between the measured and simulated waveforms.

Meanwhile, the initialization of a simulation model has a direct effect on the
simulation results. Therefore, it is likely that the initial conditions assumed during
these simulation studies may have contributed towards the discrepancies seen between
the measured and simulated waveforms.

The following assumptions may have affected the simulation results;

o Initial conditions of the transformer model, which was represented with a de-

magnetized core, instead of considering remanent flux (if any) in the core.

¢ Representing GIC with a constant dc current, instead of considering the actual

variation of the quasi-dc current.

In addition, the initial values of the network equivalents, especially the bus volt-

ages, have an effect on the flux in the transformers. However, the initialization of the
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transformer model itself becomes more important during a GIC study, as the state of
the magnetic core directly depends on its initial conditions. This is because the core
of the transformer can have remanent flux as a result of the status of the magnetic
core prior to this event under consideration.

In the absence of a recorded waveform of the quasi-de current, a constant mag-
nitude had to be assumed to represent the effects of GIC. However, a constant de
current in the neutral may not represent the actual conditions, as the history and
present variation of the actual quasi-de current has an effect on state of the core at
a particular point of interest. In general, any particular change in the status of the
magnetic core, which can be due to remanent flux in the core, or history of the quasi-
de current, could directly affect the harmonic content of the waveform of current and
the increase in reactive power consumption in the transformer.

Therefore, the sensitivity of the simulation results to the initial conditions needs
to be further investigated to identify how important these effects are. The following
chapter focuses on carrying out a sensitivity analysis to consider the dependency of
the simulated waveforms on the initial conditions of the transformer model, quasi-dc

current, and the simulation model of the power system.
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Chapter 5

GIC Studies: Sensitivity Analysis

Comparisons of a GIC event carried out in the previous chapter suggested that the
initial conditions assumed may have caused the discrepancy between the simulated
and recorded waveforms. However, the recorded data for this event provide waveforms
of current in the transmission lines during a short time interval, and do not provide
additional information about the waveform of the quasi-de current or the status of
the entire network prior to the recordings. Therefore, the effects of remanent flux in
the transformer core, and the history of the quasi-de current on the simulation results
cannot be determined. Thus, it becomes an extremely difficult task to ensure that
the simulation conditions closely match the conditions at the time of the recording.
Hence further validations could not be carried out for this event.

Therefore, this chapter focuses on analysing the sensitivity of the waveforms of
the simulated current to the history of the quasi-de current, and the remanent flux

in the transformer core. These simulation studies show that;

® An electromagnetic transient simulation carried out to model a GIC event re-

quires not only the magnitude of the quasi-dc current, but also its history with
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respect to any particular point of interest.

e If a constant neutral de current is assumed instead of using an actual or a
predicted variation of a quasi-dc current, the simulation case may not represent

the worst case scenario of that point of interest.

This sensitivity study is also extended to analyse the effects of the magnetization
characteristics of the transformer model, and the details of the power system model
used. Therefore, this was aimed at identifying the important parameters that are
required for a proper initialization of a simulation case, so that it closely matches the

actual conditions that may have prevailed.

5.1 History of the Quasi-dc Current

The waveform of the quasi-de current depends on the complex space weather cycle,
its interaction with the earth, and the complex nature of a power system. Thus, the
variation of this current cannot be approximated with a simple variation such as a low
frequency sinusoid etc. Therefore, a recent recording of a waveform of quasi-dc neutral
current obtained from the recorder at the Grand Rapids substation was considered
for further analysis. However, these simulation studies do not attempt to simulate
the conditions that may have prevailed on 5™ October 1993 since they are not known.
In addition, a direct comparison cannot be carried out with the simulation results
presented in this section and the recorded waveforms of current in the 500 kV line
shown in Fig.4.2, due to the same reasons.

Initially a portion of the recording was considered due to the difficulties in sim-
ulating a GIC event that spans several hours. The EMTDC simulation scheme was

modified to inject the recorded variation of the neutral dc current. These waveforms
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were recorded on 15% July 2000 at the Grand Rapids substation. Initially a demag-
netized core was assumed before applying the quasi-de current given in Fig.5.1, which
has a peak value of 38 A. This waveform will be referred to as a recorded variation

with a 38 A peak in this discussion. In order to analyze the effect of the history of the
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Figure 5.1: Waveform of a recorded neutral dc current considered; (38 A peak)

quasi-dc current, the simulated waveforms of current in the 500 kV line are compared
when the total neutral de current is 20 A, and 30 A respectively. The snapshots
taken at points 1 and 5 in Fig.5.1 show the status of the simulated system when the
neutral dc current is 20 A. Similarly, snapshots taken at points 2 and 4 in Fig.5.1 are
considered when the neutral dc current is 30 A. These simulation results are presented
to show the effect of the history of the quasi-de current on the simulated waveforms.

Fig.5.2a shows the waveform of the line current when the neutral dc current is
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Figure 5.2: (a) Comparison of waveforms of current in the 500 kV line when the de
current was 2 and 4 in Fig.5.1; (b) Magnetizing current of the phase A transformer;
(c) Harmonic contents of the waveforms shown in (a)

30A. This comparison considers two snapshots taken at points 2 and 4 in Fig.5.1, with
the second snapshot being taken after 20 seconds. Fig.5.2b shows the magnetizing
current of the phase A transformer at the Dorsey substation. A slight phase shift
was introduced to display differences in the two waveforms. During this interval the
neutral dec current has experienced the peak value of 38 A. It is seen that even if the

waveforms of current in the transmission line are very similar, the peak value of the

waveform of magnetizing current at point 4 is slightly higher than the peak value
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at point 2 (Fig.5.2b). Fig.5.2c shows the harmonic content of the two waveforms,
in which the magnitude of the fundamental component {166.5 A) was not shown to
improve clarity. A slight increase in the magnitude at point 4 is due to the increase in
the level of saturation in the core compared to point 2. Since both points chosen lie
closer to the peak value (point 3), the effect of history at point 4 can be considered
insignificant to the waveforms of current in this simulation. However, this effect
becomes more significant as the points of interest move away from the peak value.
Figs.5.3a shows the comparison of the line currents when the neutral de current is
20 A at points 1 and 5. This comparison considers two snapshots taken 100 seconds
apart. Fig.5.3b shows the magnetizing current of the phase A transformer at the
Dorsey substation. The waveforms are not completely aligned, which makes it easier
to distinguish the two. A considerable increase in the peak value of the magnetizing
current at point 5 is due to a higher extent of saturation than at point 1. The
harmonic content of the two waveforms highlights the difference between the two
waveforms of line current as in Fig.5.3¢c. Generally these effects are dependent on
the nature of the waveform of quasi-de current, that includes the peak value, and
the time duration between the two snapshots considered. Therefore, this comparison
shows that the history of quasi-dc current can significantly affect the extent of the
saturation in the transformer core, and hence the simulated waveforms of current.
Table 5.1 shows the increase in reactive power demand (AQ) observed in the
transformers at the Dorsey substation. The simulation results show that the increase
in reactive power demand is dependent on the history of the gquasi-dc current. This
1s consistent with the observations made previously, when the harmonic content of
the waveforms of current were compared. Therefore it is clear that the history of

the state of the magnetic core directly affects the harmonic content of the simulated
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Figure 5.3: (a) Waveform of current in the 500 XV line when the dc current was at 1
and 5 in Fig.5.1; (b) Magnetizing current of the phase A transformer; (¢) Harmonic

content of the waveforms shown in (a).
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Table 5.1: Increase in reactive power demand (AQ) observed with the recording of a
quasi de current that has a 38 A peak

Points in Fig.5.1 | 1 (20 AT) | 2 (30 AT) | 3 (38 A peak) | 4 (30 A) |5 (20 A])
AQ 8.0 MVar | 11.8 MVar | 14.4 MVar 12.0 MVar | 8.4 MVar

Table 5.2: Increase in reactive power demand {AQ) observed with the recording of a
quasi dc current that has a 65 A peak

Points in Fig.5.4 | 1a (20 A7) | 65 A peak | 5b (20 A})
AQ 4.2 MVar | 25.0 MVar | 8.4 MVar

waveforms of current, and the increase in reactive power demand in the transformers.

In order to analyze the dependency of the nature of quasi-dc current on this
analysis, a different portion of this recording given in Fig.5.4 was considered. This
variation has a higher peak value (65 A), and a higher rate of change in the waveform.
Similar to the previous comparisons, simulated waveforms of current in the 500 kV
line are compared when the neutral de current is 20 A, that is points 1a and 5b
in Fig.5.4. Fig.5.5a shows waveforms of current, and Fig.5.5b shows the waveform
of magnetizing current at points la and 5b respectively. A slight phase shift was
introduced to display the differences. The harmonic content of the two waveforms of
line current are compared in Fig.5.5¢c. In addition, Table 5.2 shows the magnitudes
of the increased reactive power demand of the transformers at the Dorsey substation.
These comparisons confirm the observations made with the previous waveform of
neutral dc current.

Comparisons carried out so far have considered waveforms of neutral de current
obtained from two different segments of the recording. In the meanwhile, a direct
comparison of the simulation results obtained with the two waveforms also provide
some interesting observations. The waveform of neutral dc current in Fig.5.1 has a

peak value of 38 A, and contains several minor peaks, whereas the waveform in Fig.5.4
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has a peak value of 65 A with one major peak, and a higher rate of change. The fol-
lowing comparisons consider the simulated waveforms obtained with the two neutral
dc current variations, when the current is either increasing at 20 A or decreasing at

20 A respectively.
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Figure 5.6: Comparison of the harmonic contents when the neutral de current was;
(a) 20 A and increasing; (b) 20 A and decreasing

Fig.5.6a shows the comparison of the harmonic contents when the neutral de cur-
rent is increasing at 20 A, that is, snapshots taken at point 1 in Fig.5.1 and point
la in Fig.5.4. Similarly, Fig.5.6b shows the comparison of the harmonic contents
when the neutral dc current is decreasing at 20 A, that is, point 5 in Fig.5.1 and

point b in Fig.5.4. Comparisons in Fig.5.6a shows a significant difference in the
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harmonic content of the simulated waveforms. Both simulations were initialized as-
suming a demagnetized core, and the harmonic contents are compared at the same
magnitude of neutral dc current. Therefore, it is clear that the rate of change of dc
current has affected the extent of saturation, and hence the harmonic content of the
waveform of simulated current. Meanwhile, comparisons in Fig.5.6b are shown for
the completeness of this analysis. That is, when the neutral dc current is decreasing
at 20 A. During the two simulation cases under consideration, transformer cores have
undergone different extents of saturation due to two peak currents (38 A and 65 A
respectively). Since then, these have been experiencing a gradual reduction in the
extent of saturation due to the nature of the dc bias. In addition, similar effects
can be expected in the transformers at the Forbes substation. Comparison of the
harmonic contents show that both the peak value, and the rate of change of the dc
current have affected the extent of saturation, as seen in the two waveforms when the
neutral dc current is decreasing at 20 A. That is, at point 5 in Fig.5.1 which has a
peak value of 38 A, and at point 5b in Fig.5.4 which has a peak value of 65 A.

The foregoing discussion has shown the dependency of the simulated waveforms
of current on the history of the quasi-de current. However, if a recorded waveform or
a predicted variation of the quasi-dc current is not known, a constant de current may
be used to simulate the effects of GIC in a power system. The following comparisons
analyse the sensitivity of this assumption on the simulated waveforms. These com-
parisons show that if a constant dc current is assumed instead of using a measured
or a predicted variation of quasi-de current, this may not represent the worst case
scenario of that event.

This discussion considers a comparison previously presented in the Chapter 4.

A simulation was carried out with a constant neutral dc current of 18.75 A, and its

109



5. GIC Studies: Sensitivity Analysis

simulation results were shown in Figs.4.6 and 4.7 respectively. During this simulation,
a constant neutral de current had to be assumed due to lack of knowledge of the past
variation of the quasi-de current.

Meanwhile, simulation results presented in this chapter have considered two seg-
ments of a recorded quasi-d¢ current. Therefore, a direct comparison can be carried
out by considering the three simulation cases at the same level of de current. That is;
(1) a simulation carried out by assuming a constant dc current of 18.75 A (Fig.4.7),
(2) simulation results obtained at the same dec current, when the recorded variation
with a 38 A peak is considered, and (3) simulation results obtained at the same de
current, when the recorded variation with a 65 A peak is considered. When a con-
stant dc current was applied, the simulation was extended for a longer duration, so
that the transformer is fully saturated for the given dc bias.

Fig.5.7 shows the comparison of the harmonic content of current in phase A of the
900 kV line obtained with, (a) a constant dc current of 18.75 A, and a snapshot taken
at the same current when the recorded variation with a 38 A peak is considered,
(b) a constant de current of 18.75 A, and a snapshot taken at the same current
when recorded variation with a 65 A peak is considered. In both cases, simulation
results obtained with the recorded variation has shown a higher extent of saturation
in the core. This is due to the fact that the history of the state of the magnetic core
determines its present status. Hence a higher peak current in the recorded variations
have affected the status of the magnetic core at the instance when simulation results
are compared.,

In addition, simulations were also carried out to consider the sensitivity of rep-
resenting GIC with a constant dc current, when it is used to simulate the peak dc

current. Simulations carried out by applying a constant dc current of 38 A and 65
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Figure 5.7: Harmonic content in the phase A current obtained with a constant neutral
de current and recorded variations; (a) recorded variation with a 38 A peak, (b)
recorded variation with a 65 A peak
A are compared with the snapshots taken at the peak dc current when the recorded
variations of 38 A peak and 65 A peak are considered. Fig.5.8 shows the harmonic
content of the waveform of current obtained with (a) a constant dc current of 38 A,
and the recorded variation with a 38 A peak, (b) a constant dc current of 65 A, and
the recorded variation with a 65 A peak. This comparison shows that if the point
of interest is the maximum, a simulation carried out with a constant dc current may
represent the same conditions as with a recorded variation of quasi-dec current.
Meanwhile, all three simulations have assumed a demagnetized core as the initial
conditions, and hence any effects of remanent flux have been ignored. Therefore,
these comparisons show that a constant dc current representation of GIC may not

represent the worst case scenario, unless that point of interest has the maximum de
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Figure 5.8: Simulation results obtained with a constant dc current, and recordings
at the maximum (a) 38 A constant dc and the 38 A variation at the peak; (b) 65 A
constant dc and the 65 A variation at the peak.
current, and the effects of remanence are not considered.

The presence of remanent flux in the core is expected to affect the simulations sig-

nificantly. Hence, the following section focuses on establishing the effects of remanent

flux on the simulated waveforms of current.

Remanent flux in the core

Comparisons presented in this chapter so far have assumed a demagnetized core as
the initial condition before applying a recorded variation of neutral dc current into the
simulation model. However, a GIC event could last for a few hours with a significant
intensity, and sometimes the entire duration of activity could be of the order of a few
days. Therefore the effect of this total quasi-de variation could affect the remanent
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flux in the core. Although it is extremely difficult to carry out a transient simulation
to consider effects that span several hours, the sensitivity of the remanent flux is
considered in the following comparison to show its effect on the waveforms.

Therefore, in order to analyze the effect of the history of the magnetic core (rema-
nence effects), a seven minute segment of the recorded current prior to the variation
with a 38 A peak (Fig.5.1) was considered. The entire variation considered is shown
in Fig.5.9. The later portion of this waveform contains the waveform previously con-
sidered in Fig.5.1 for this analysis, indicated with a dotted line and labeled ‘without
history’. Therefore, direct comparisons can be carried out to analyze the effect of the
history of the waveform on the simulated waveforms.

Fig.5.10 shows the comparison of the waveforms of current in the 500 kV line when
the neutral de current is point 1 in Fig.5.1 (without history} and point 1 in Fig.5.9
(with history). A slight phase shift was introduced to clearly show the difference
between the two waveforms. The waveform simulated assuming a demagnetized core
as the initial conditions has a higher peak value. This is due to the fact that when the
history is considered, the transformer core undergoes saturation during the opposite
half cycle (in the opposite direction ) due to the negative peak of the neutral dc
current. Meanwhile, Fig.5.11 shows the B-H loop after 420 seconds of simulation
time, when the history is considered. This marks the beginning of the portion that
was considered previously without the history. Therefore, this B-H loop shows the
initial conditions of the magnetic core when the history of the neutral de current is
considered. Afterwards, the core undergoes half cycle saturation during the opposite
half cycle due to the nature of the dec current applied. Therefore, when the effect of
history is ignored, the simulation is initialized assuming a demagnetized core whereas

when the history is considered, the core has some remanent flux before undergoing
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history of dc current in Fig.5.1; (b) Magnetizing current of the phase A transformer.
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Figure 5.11: The B-H loop after 420 s of simulation using the waveform in Fig.5.9

the variation of dc current with a 38 A peak. Thus, comparisons show the effect of
the remanent flux on the simulated waveform of current, in which the peak value and
the harmonic content are different. Meanwhile, when the simulation reaches the peak
value at point 3, the effect of the initial condition diminishes due to the duration,
and magnitude of the neutral dc current. Therefore the waveforms obtained with and
without history shows a very close comparison. However, this observation does not
conclude that the effect of remanent flux becomes insignificant beyond the peak value
of a given neutral de current. Because, the remanent flux could be in the opposite

half cycle with respect to the dec bias considered in the present interval, however its
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magnitude could be significantly higher than what was experienced in this simulation.
Then the extent of half cycle saturation experienced with the same variation could
be significantly lower than the values observed in this analysis. On the other hand,
the remanent flux could be in the same direction as the dc bias caused by GIC. In
such situations, if the remanent flux is significantly higher, the present variation could
further saturate the core far beyond the extent projected by the case initialized with
a demagnetized core.

Meanwhile, in addition to the effects of the history of the quasi-de current, and
remanence, the magnetizing characteristics of the transformer model, and the simula-
tion model of the power system could also affect the simulation results. The following

sections focuses on analysing the sensitivity of these models on the simulation results.

5.2 Simulation Model of a Transformer

5.2.1 Parameters for a given transformer

Power transformers are usually manufactured with different varieties of grain oriented
silicon steel, and have a typical peak operating flux density of 1.60 ~ 1.70 T. In a
simulation model, these conditions can be accurately represented if dimensions of the
core and number of turns in each winding are available. In addition, further ver-
ifications can be carried out by comparing the simulated and recorded waveforms.
However, if the core dimensions, number of turns, and recorded waveforms are not
available, a typical peak operating flux density can be assumed, and the transformer
can be represented with an equivalent inductance matrix (Appendix A). The sensi-
tivity of this assumption for the simulated waveforms of current in the 500 kV line is

considered in this section.
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Figure 5.12: Simulated B - H loops obtained, assuming different peak operating flux
densities

Fig.5.12 shows the simulated B-H loops considered, which have peak operating
flux densities of 1.60 T, 1.65 T, and 1.70 T respectively. The harmonic content
of the simulated waveforms of current in the 500 kV line are analysed considering
these characteristics. Fig.5.13 shows that an increase in the peak operating flux
density results in an increase in the harmonic content of the simulated waveform.
Since all three comparisons were carried out with the same magnitude of GIC, these
transformers have experienced the same bias. However, the different peak operating

flux densities assumed have caused the state of the magnetic core to be different when

the waveforms are compared. This is reflected in the magnitudes of each harmonic
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shown in Fig.5.13.
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Figure 5.13: Harmonic content of the waveform of 500 kV line current obtained with
B-H loops shown in Fig.5.12

5.2.2 Parameters of the B-H model

A three phase transformer bank that consists of three single phase units may not show
identical characteristics. This could be due to slight deviations in the manufacturing
process or due to ageing. Therefore power transformers with the same name plate
rating could have slightly different magnetizing characteristics. The measured normal
magnetizing characteristics (Vyms v8 Lyns) of three autotransformers at Dorsey show
similar deviations in the shoulder region. Therefore simulations were carried out
considering two characteristic curves to analyse how sensitive this variation would be.
Parameters that represent the hysteresis and eddy current effects were recalculated to
represent the second characteristic (Table 5.3). Fig.5.14a shows the simulated normal
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Table 5.3: Parameters of the new model that represent the magnetizing Curve 1 and
Curve 2

Description | « k a1 |ay |ay3 | Ay | Ly
Curve 1 1.0e-6 | 4.96e-6 | 173 | 236 1 437 | 2.27 | 3.93
Curve 2 1.0e-6 | 4.94c-6 | 227 | 303 { 621 ! 2.27 | 4.01

magnetizing curves, and Fig.5.14b shows the waveforms of current in the 500 kV line
obtained with the two characteristics. The waveforms of line current are slightly
phase shifted for display purposes. This comparison shows that even if the measured
curves are not identical, a slight deviation in the measured V - I characteristic does
not affect the waveform of simulated line current during half cycle saturation. This
is due to the fact that a slight deviation in the shoulder region does not affect the
extent of saturation that a core experiences. However, some negligible differences can
be seen in the two waveforms, which are generally insignificant to the results of any
GIC analysis. Therefore, this observation confirms that even if the three single phase
transformers are not identical, if the normal magnetizing curves are close enough,
these can be simulated with a single characteristic curve.

However, if the normal magnetizing curves are significantly different as in Fig.5.15,
this considerably affects the waveform of the simulated line current. Comparison of
the simulated waveforms of current in the 500 kV line obtained with two significantly
different characteristics is shown in Fig.5.16. This comparison also shows the sensi-
tivity of the waveform of current to the shape of the hysteresis loop, particularly in
the saturation region. A significant difference can be seen in the magnitudes of the 8t
~ 12" harmonics. These two characteristics are represented in simulation models by
properly tuning the parameters of the JA model, mainly the slope of the anhysteretic
function in the saturation region.

The anhysteretic curve determines the general shape of the hysteresis loop, and
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Figure 5.14: (a) Simulated normal magnetizing curves; (b) waveform of current in
the 500 kV line obtained with two magnetizing characteristics

Table 5.4: Parameters of the new model that represent the magnetizing Curve 1 and
Curve 3

Description | a k ay Qs as Ay | Ly
Curve 1 1.0e-6 | 4.96e-6 | 173 | 236 | 437 | 2.27 | 3.93
Curve 3 3.0e-6 | 7.27e-6 | 2123 | 2643 | 9214 | 2.27 | 3.77
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Figure 5.15: Simulated normal magnetizing curves
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Figure 5.16: Simulation results obtained with the magnetizing curves given in Fig.5.15
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hence the permeability of the core and the extent of saturation for a given flux density.
Therefore the comparisons given in Figs. 5.14 and 5.16 show the sensitivity of the
simulated waveform of current to the parameters of the anhysteretic curve.

In this simulation model, the total magnetization losses are determined by the
width of the B-H loop. If the width of the B-H loop is increased, the total simulated
power loss is increased. However, analysis of the harmonic content of the open cir-
cuit magnetizing current shows that a change in the width of the B-H loop affects
the fundamental component only. Similar observations were made with simulations

carried out in the presence of GIC.

5.2.3 Comparisons with the existing model

This section focuses on comparing the simulation results obtained using the existing
model, which was described in section 2.2.2, and the new model developed. The
existing model uses a piece-wise linear curve to represent saturation. Therefore,
these comparisons allow us to analyse the sensitivity of the simulation results to a
B-H model and a piece-wise linear saturation model.

‘The recorded variation of quasi de current, that has a 65 A peak (Fig.5.4), was
considered for this analysis. Simulation results are compared when the total de neutral
current is either increasing at 20 A, or decreasing at 20 A. Simulation results obtained
with the new model under the influence of this recorded quasi dc current are already
presented in section 5.1: Fig.5.5. Meanwhile, Fig.5.17 shows the comparison of the
harmonic content obtained with the new model, and the existing model, (a) when
the current is increasing at 20 A, and (b) when the current is decreasing at 20 A
respectively. These comparisons show that the harmonic contents produced by the

two models can be significantly different, and these changes can be attributed to the
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Figure 5.17: Comparison of the harmonic content obtained using the new model and

the existing model; (a) when the neutral current is increasing at 20 A; (b) when the
neutral current is decreasing at 20 A,

nature of their representation of magnetizing characteristics. In addition, Table 5.5
shows the comparison of the increased reactive power demand observed. It is seen
that the existing model shows a higher reactive power demand over the new model.

This leaves us with two interesting observations.
1. The new model has shown a higher harmonic content in Fig.5.17.

2. The existing model, however, has shown a higher increase in reactive power

demand under the same conditions.

It is clear that if an iron core experiences a higher state of saturation, it causes a

higher content of harmonics in the simulated waveforms. Therefore, simulation results
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Table 5.5: Increase in reactive power demand (AQ) observed with the new model,
and the existing model

Points in Fig.5.4 | 1a (20 AT) | 5b (20 A])
New model 42 MVar | 84 MVar
Existing model | 5.2 MVar 10.8 MVar

in Fig.5.17 indicates that the new model has experienced a higher extent of saturation
than does the existing model. This can be due to two reasons. The permeability of the
core changes significantly in the saturation region. In the new model, the permeability
is governed by the shape of the anhysteretic magnetization curve and the magnitude
of the saturation magnetization (M.}, whereas in the existing model this is entirely
dependent on the slope of the piece-wise linear curve. Therefore, the input data (that
is, the Vi, vs Ips curve in the existing model) can affect the simulation results
significantly. In addition, the effects of remanent flux could also cause the new model
to indicate a different state of the magnetic core than does the existing model.
Meanwhile, the increase in reactive power demand is closely tied to the magnitude,
and the phase angle of the fundamental component of the magnetizing current. If the
correct shape of the hysteresis loop is represented in the model, it closely reproduces
the phase angle of the magnetizing current, whereas a piece-wise linear representation
always shows a current that lags the voltage by 90°. Therefore, this discrepancy in
modelling the phase angle will have contributed to the difference seen in the reac-
tive power demand shown by the two models. Hence, it is seen that a piece-wise
linear representation models a higher reactive power demand and a lower extent of

saturation due to the inherent nature of this representation.
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5.3 Simulation Model of the Power System

The simulation model of a power system consists of several components such as elec-
trical substations and transmission lines that are as important as the model of a
power transformer in simulating a GIC event. Therefore, the sensitivity to some of

the key parameters in these models is considered in this section.

5.3.1 Transmission Lines

A transmission line model may be represented using a travelling wave model such
as the frequency dependent phase model {42]. In order to define the transmission
line, parameters such as tower dimensions, conductor data, and earth resistivity are
required. Simulations carried out in [32] had considered details of the transmission
lines from Dorsey - Forbes and Forbes - Chisago to represent them in the simulation
model. The two sections of transmission line had used earth resistivities of 65 Qm
and 125 (m respectively. In order to analyse the sensitivity to the earth resistivity,
the entire line was simulated with 10 (m or 100 Qm respectively. Both simulations
showed negligible differences in the harmonic content. Similar observations were made
in [75] where zero sequence currents in ac lines caused by transients in an adjacent dc
line was analysed. Results of this study have shown that it is important to include
the earth resistivity in a simulation model, however the variation of magnitudes from
10 Qm to 1000 £2m does not affect the waveforms significantly. These observations
are consistent with the sensitivity studies carried out in our study. In both situations,
the phenomena studied are of low frequency which has a higher depth of penetration,
and hence the effect of earth resistivity becomes minimal. The simulation study has
also confirmed that the transmission lines can be adequately represented with the

data made available by utilities.
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5.3.2 Substations

The neutral grounding resistance is an important feature that is required to be rep-
resented in an electrical substation. If the measured data are not available, typical
values may be used. Simulations carried out with low neutral grounding resistances
such as 0.3 €2, 0.5 € at each substation showed that the change in the neutral ground-
ing resistance does not aftect the simulated waveforms, as long as the magnitude of
the source voltage is adjusted to drive the same current. However, if the magnitude
of the neutral grounding resistance is high enough, the magnitude of the peak flux
density in the core could be affected. This is due to the effect of an increased po-
tential at the transformer neutral as a result of a higher resistance. As a result of
the higher potential at the neutral, the time taken for the transformer to reach the
fully saturated state under the influence of a constant neutral dc current is also de-
creased. These effects were observed during simulations, when the neutral grounding
resistance was increased from 0.5 2 to 1.0 Q and 3.0  respectively.

In addition, a simulation model may contain several equivalent source models to
represent the rest of the network. These network equivalents are also useful in initial-
izing the load flow. The sensitivity to the initial conditions of the network equivalents
were analysed considering the parameters of the local substation (Dorsey) and remote
substation (Forbes) respectively. The simulation model of the Dorsey substation takes
a more complicated form due to the presence of ac side filters at the converter sta-
tion. It was observed that the extent of saturation and the increased reactive power
consumption are closely tied to the bus voltage, and hence any significant difference
in the bus voltage could affect the simulated waveforms. Therefore, this confirmed
the importance of proper initialization of a simulation model to closely represent the

power flow and bus voltages.
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5.4 Summary

The sensitivity analysis presented in this chapter showed that the history of the quasi-
dc current, and the remanent flux in the transformer core could affect the simulated
waveforms significantly. The simulation results confirmed that an electromagnetic
transient simulation carried out to model a GIC event requires not only the magnitude
of the quasi-dc current, but also its history with respect to any particular point of
interest. In addition, if a constant neutral dc current is assumed instead of using
an actual or a predicted variation of a quasi-dc current, the simulation case may not
represent the worst case scenario of that point of interest, unless that point of interest
has the maximum dc current, and the effect of remanence is ignored. Meanwhile,
simulations carried out to analyse the effects of remanence showed that the presence
of remanent flux in the core could significantly affect the simulated waveforms. The
remanent flux considered in this analysis was not large enough to affect the simulated
waveforms at the peak value of the quasi-dc current. However, depending on the
level of remanent flux in the core, and the nature of the quasi-dc current, it is likely
that a higher level of remanence could affect the simulation results even beyond the
peak value.

Simulations were also carried out to analyse the sensitivity of the parameters in the
transformer model and the simulation model of the power system. It was shown that
the magnetizing characteristics of the transformer model could have some effect on
the simulation results, depending on the parameters chosen to represent them in the
model. The sensitivity of the simulation results to a B-H model and a piece-wise linear
saturation model was analysed by comparing the simulation results obtained using
the new model and the existing model. This study has also analysed the adequate
representation, and the initialization, of the simulation model of the power system.
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Chapter 6

Conclusions

6.1 General Conclusions

Development of an improved transformer model for use in electromagnetic transient
simulations has been investigated in this dissertation. Further, the effects of Geo-
magnetically Induced Currents (GIC) on a power system has been investigated using
the new model. The following description summarizes the major goals accomplished
in this dissertation.

In Chapter 2, an overview of an existing transformer model was presented to show
how the Jiles Atherton theory of ferromagnetic hysteresis is incorporated to represent
the hysteresis characteristics of the iron core. The new model accurately represents
hysteresis characteristics that include recoil loops and long term remanence. The sim-
ulation model was also extended to include the effects of eddy currents. An expression
for excess and anomalous losses was incorporated. Therefore when the simulation al-
gorithm determines the magnitude of current injected across each winding, the eddy
current effects are taken into account. This approach is useful in the simulation of

multi-winding transformers, such as three phase three limb or three phase five limb
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etc., whereas the commonly used approach would represent losses at the terminals
with three resistors. PSCAD/EMTDC was considered as an example to show how
this model could be implemented in an electromagnetic transient simulation software
package. This allowed us to use the new model along with existing models such as
the frequency dependent transmission line models to carry out system studies.

In Chapter 3, simulation results of open circuit tests, and waveforms of inrush
current for a single phase two winding transformer model were compared with test
results. Simulation results are in good agreement with recorded waveforms. Compar-
isons carried out at different frequencies of excitation have highlighted the importance
of modeling the frequency dependency of the B-H loop. Simulations were also carried
out to compare the simulated waveforms obtained with the new model against an
existing transformer model that has a piece-wise linear representation of saturation.
Simulation results show that the new model properly represents long term remanence
in the core, whereas a piece-wise linear model fails to maintain the remanent flux
beyond several hundred milliseconds.

In Chapter 4, a simulation model of a power system was considered to analyse the
effects of GIC in a power system. Simulation results were compared with recorded
waveforms to validate the simulation model. Although these simulation results showed
general characteristics of the recorded waveforms, it did not closely match some of
the harmonics seen in the recordings. Therefore, at this stage it was reasonable to
examine whether the information provided for this recording was adequate to simulate
the actual conditions.

A sensitivity study carried out in Chapter 5 showed that the history of the quasi-dc
current, and remanent flux in the core could affect the simulated waveforms signifi-

cantly. The simulation studies showed that an electromagnetic transient simulation
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carried out to model a GIC event requires not only the magnitude of the quasi-de cur-
rent, but also its history with respect to any particular point of interest. In addition,
if a constant neutral de current is assumed instead of using an actual or a predicted
variation of a quasi-de current, the simulation case may not represent the worst case
scenario of that point of interest. This analysis has further highlighted the need for
proper initialization of the simulation model of the power system, to represent the
actual conditions that may have prevailed at the time of the recording.

Therefore, based on the simulation studies carried out in Chapters 4 and 5, and
considering previous work in this area, the following may be described as the major
steps in carrying out a GIC study of a power system using an electromagnetic transient

simulation programme,

¢ Modelling the power system. This involves an assessment of the vulnerability
of a power system considering the geophysical data and the configuration of the

network, to identify an area that needs to be modelled.

e Collection of data for a GIC event. This include the recordings or predicted
variations of quasi-de current, and adequate information on the state of the

power system to represent that in a simulation model.

s Initialization of the simulation model. Simulation studies have shown that the
initial conditions could significantly affect the outcome of a simulation case.
Thus, initial conditions must closely represent the actual conditions that may

have prevailed.
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Modelling a power system

A section of a large transmission network that is vulnerable to GIC may be represented
in detail to analyse the effects of GIC on that power system. Historical data indicates
that high geomagnetic latitude areas in Canada, parts of USA, and some Nordic
countries are more vulnerable. Because of that, many studies have been carried out
to analyse the effects of GIC in these areas. Most studies have concentrated on looking
at the vulnerability of the bulk power transmission network, which in turn determines
the security, and the stability of the power system under the influence of GIC.

For example, simulation studies carried out in [32], which was the basis of analysis
in Chapter 4, had considered the 500 kV transmission line in the Manitoba Hydro
network. A similar study has been carried out in [64], where the effects of GIC
in the BC Hydro 500 kV system were analysed. Meanwhile, even if the focus of a
study is to analyse the effects on the 500 kV transmission network, effects of the
power transformers, and transmission lines in the lower voltage networks, such as the
230 kV network, may have to be considered. The simulation studies carried out have
shown that the waveforms of current and voltage in the 230 kV bus could be distorted
due to the half cycle saturation of the power transformers.

Therefore, the presence of long transmission lines, their orientation, and geophys-
ical conditions at different sites etc., at different voltage levels have to be considered
in identifying the section of a power system that requires detailed modelling. In
addition, the core configuration of the power transformer (single phase banks, three
phase three limb etc.), and their winding configurations also have to be considered.
Once the network has been identified, a detailed model of this power system can be

represented as described in section 4.3.
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Collection of data

Simulation results presented in the previous chapters have shown that the simulated
waveform of current is dependent on the history of the quasi-dc neutral current. Field
measurements carried out during GIC events have shown that there could be large
scale differences in the magnetic and electric fields measured at different recording
sites spread over a large area [71][72]. These differences can be attributed to the
distance between the sites and the electrojet, and differences in the local geology. In
addition, if the simultaneity of measured samples are considered, it is likely that the
maximum recorded GIC may not have occurred simultaneously across all the sites
[76]. Therefore, a simulation carried out to validate a GIC event requires the actual
variation of quasi-dc current to be considered to properly represent conditions that
may have prevailed at the time of the recording. This becomes more important as
the simulated waveforms of current are dependent on the variation of the quasi-dc
current in the neutral.

In addition, the core of the transformer can have remanent flux as a result of the
status of the magnetic core prior to this event under consideration. If the core of the
transformer has remanent flux, it also affects the extent of saturation experienced. In
general, any particular change in the status of the magnetic core, which can be due
to remanent flux in the core, or history of the quasi-de current, could directly affect
the harmonic content of the waveform of current and the increase in reactive power
consumption in the transformer.

Therefore, collection of data during a GIC event must address the above require-
ments. If a SUNBURST recorder is used for monitoring GIC, it provides the details
of current in the transmission lines and at the neutral of the power transformer.

Meanwhile, if a detailed model of electrojet is used to predict the electric field at
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the surface of the earth, this paves the way for the calculation of GIC driven by this
electric field in a network.

In addition, the power flow in the transmission lines and voltage at the system
buses are also needed to closely represent the conditions in the actual system. Fur-
ther, the simulated power system intends to represent a snapshot of the system at a
particular point of interest, hence the status of each substation has to be accounted
for. For example, if a substation has capacitor banks or filter banks, as in Dorsey,

the status of each component needs to be taken into account.

Initial conditions

Simulation studies carried out to analyze the effects of GIC on a power system may
involve validation of a GIC event using measured data as well the prediction of the
worst case scenario using the estimated values of electric fields and GIC. Meanwhile,
initialization of a simulation model could significantly affect the outcome of a simu-
lation case. The initial values of the network equivalents, especially the bus voltages,
have an effect on the flux in the transformers. However, the initialization of the
transformer model itself becomes more important during a GIC study, as the state
of the magnetic core directly depends on its initial conditions. It is usually possible
to initialize remanence in a typical transformer model, however it requires outside
mtervention whereas the new transformer model will do it automatically. Therefore,
the availability of a recorded variation or the estimated values of the quasi-de neutral
current becomes useful in this endeavour.

Usually GIC events can last for several hours. A simulation study, however, may
focus on the maximum reported de current in the neutral or focus on a specific event

that may have happened. If an analysis considers the instant where the maximum de
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current was reported, it is likely that the initialization of the transformer assuming
a demagnetized core would have negligible effects on the simulation results, provided
that the duration of the dc current is long enough to reach the fully saturated state,
and the level of remanent flux (if any) is fairly small so that it does not affect the
overall extent of the saturation. Similarly, if the network under consideration expe-
riences the maximum de current simultaneously across the network, a constant de
current may be used in the simulation for the same reasons.

However, if different points in a network do not experience the peak dc current
simultaneously, it requires proper consideration of the recorded variation or the pre-
dicted values of quasi-de current. Similar consideration is required if a simulation
study is carried out to analyze a specific recorded event. In such situations, the re-
manent flux in the transformer core can be initialized by considering a portion of the

variation of dc current prior to the point of interest.

6.2 Contributions

The main contributions of the work presented in this dissertation are as follows.

e It has developed a new simulation model of a power transformer for use in

electromagnetic transient simulation studies by;

1. Incorporating the Jiles Atherton theory of ferromagnetic hysteresis to rep-

resent the hysteresis characteristics of the iron core of the transformer,

2. Incorporating the eddy current effects in the same model, so that the

simulated B-H loop is frequency dependent.

o It has developed an algorithm to incorporate this new model into an existing

transformer model of an electromagnetic transient simulation programme.
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o It has developed a methodology to determine parameters for the model to rep-

resent the magnetization characteristics of a given transformer.

e [t has validated the new model by comparing simulation results with recorded
waveforms to confirm the suitability of the new model for electromagnetic tran-

sient simulations.

e It has analysed the effects of GIC using a simulation model of a power system
in an electromagnetic transient simulation programme. Simulation results were

compared with recorded waveforms for validations.

e A sensitivity study was carried out to show the effects of the history of the

quasi-dc current and remanent flux in the core on simulation results.
These contributions have led to the following publications;

o W. Chandrasena, P. G. McLaren, U. D. Annakkage, and R. P. Jayasinghe, “An
Improved Low Frequency Transformer Model for Use in GIC Studies”, accepted
for publication in the IEEE Transactions on Power Delivery, paper TPWRD-
00354-2002. This paper was also presented at the IEEE Power Engineering

Society General Meeting, Toronto, July 2003.

e W. Chandrasena, P. G. McLaren, U. D. Annakkage, and R. P. Jayasinghe,
“Modeling the Effects of Geomagnetically Induced Currents (GIC) in a Power

System”, the IEEE Transactions on Power Delivery, in preparation.

e W. Chandrasena, P. G. McLaren, U. D. Annakkage, and R. P. Jayasinghe,
“Modeling GIC Effects on Power Systems: The Need to Model Magnetic Sta-
tus of Transformers”, in proceedings of the IEEE Bologna Power Tech 2008,

Bologna, Italy, June 23-26, 2003.
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o W. Chandrasena, P. G. McLaren, U. D. Annakkage, R. P. Jayasinghe, D.
Muthumuni, and E. Dirks, “Simulation of Hysteresis and Eddy Current Ef-
fects in a Power Transformer”, in proceedings of International Conference on

Power Systems Transients - IPST 2003, New Orleans, USA, 2003.

e W. Chandrasena, P. G. McLaren, U. D. Annakkage, R. P. Jayasinghe, and
E. Dirks “Simulation of Eddy Current Effects in Transformers”, in proceed-

ings of the IEEE Canadian Conference on Electrical and Computer Engincering

(CCECE), Winnipeg, Canada, vol. 1, pp. 122 - 126, 2002.

6.3 Suggestions for future research

The work presented in this dissertation has focused on developing an improved power
transformer model for use in electromagnetic transient simulations. The mathemati-
cal model developed in Chapter 2 was incorporated into an existing transformer model
in PSCAD/EMTDC. Although the validations were carried out with a single-phase
two-winding model, this algorithm is capable of simulating multi-limb, multi-winding
transformers. Therefore this algorithm can be extended to three-phase three-limb,
and three-phase five-limb models. Further, simulation results can be compared with
recorded waveforms to validate such models.

‘The effects of GIC on a power system was analysed in Chapters 4 and 5. The sim-
ulation studies have identified a number of important recordings, and measurements,
which include long term recordings with snapshots of current at regular intervals.
These are required to ensure that a simulation model closely represents the actual
conditions. The same information is required if predicted values are considered. These
suggestion will be useful in validating a simulation model in future studies. With the

availability of accurate models of current transformers [36][77]-{80], and the power
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transformer model developed, the future studies could also focus on investigating the
problems associated with power system protection. In general, once the vulnerabil-
ity of a power system is determined, simulation studies can focus on mitigating the
effects of GIC in a power system.

Although the new model developed was used in studying the effects of GIC in a
power system, this model could also be used in electromagnetic transient simulation
studies that require an accurate representation of magnetization characteristics of
the iron core such as in ferroresonance studies and switching studies where the new
model could significantly improve the accuracy. In addition, comparative studies can
be carried out to quantify advantages and provide recommendations for future studies

using the new model, and to compare the simulation time with the existing models.
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Appendix A

Determination of Parameters

This appendix focuses on describing how the parameters are determined to represent
a given magnetizing characteristic using the new model. Validations carried out in
Chapter 3 were based on laboratory tests carried out usinga 115V / 2300 V, 60 Hz, 3
kVA single phase distribution transformer. During laboratory tests, the waveform of
magnetizing current at different voltages, and at different frequencies were recorded.
In addition, the open circuit normal magnetizing curve, and the core loss were also
measured.

The calculation of parameters for the hysteresis model was already discussed in
section 3.1.1. However, a brief review of this process is presented here for the com-
pleteness of this discussion. Further, it also describes how the new model is interfaced

with EMTDC by calculating the parameters for a given transformer.

Hysteresis model

The anhysteretic magnetization (M,,) at a given field (H,) represents the global

minimum energy state. The function given in {2.40) is used to represent the anhys-
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A. Determination of Parameters

teretic magnetization curve, and its slope is given in (2.41). These two expressions

are reproduced below in (A.1), and (A.2) respectively.

a1 He -+ H2
My = Mgy = Al
* a3+ agH, + H? (A1)
dM, ayas + 2a3H, + ((12 — al)Hg
= M £ .
dH. st (a3 + aaH, + H2)? (A-2)

e M., the saturation magnetization is a constant for a given material. A typical
value of M, for iron is used in this calculation. That is 1.71e6 A/m (Table 4.1

of {49]).

e The anhysteretic function has three constants a;,as, and a3 in (A.1). In addi-
tion, since the slope of the anhysteretic curve is greater than or equal to zero
for all H, (%ﬂf = 0), the three constants, aj, s, and a3 should be greater than

zero and as = aq.

e o represents interdomain coupling, and it is used in determining effective field

H, in (2.35). That is, H, = H + aM.

If the values of the o and M, are known, then the determination of a;, a» and as
is a constrained optimization problem of minimizing the error between the reference
anhysteretic characteristic and the model. The initial value of & can be assumed by
comparing the magnetization curve of the core material M4 with a known curve such
as the anhysteretic magnetization curve of the core material of current transformers
used in [36] (as in Fig.3.1). Generally, when « is increased, it increases the slope of the
B-H loop at the H axis. Therefore, based on the comparison of the two characteristics,

an initial value of 1.0e-6 is assumed for .
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A. Determination of Parameters

A measured B-H loop of a core material, is used to obtain Bon,svs Hynnys data
for the anhysteretic curve. It is assumed that the curve that symmetrically intersects
the measured B-H loop represents the values of Baphysvs Hannys curve. A measured
B-H loop of the core material M4 is used in determining the values of this curve,
which are given in Table 3.1. During the calculation, these values are converted to
represent a normalized anhysteretic curve as in (A.3) - {A.6). Then, the initial guess
of & was used in a numerical iterative routine of least squares estimation to determine

the three constants a;, a; and as.

from B = uy(M+ H) (A.3)
M= 2_x (A.4)

Ha

M
Mnorma.lized - Msat (A5)
H = H+aM (A.6)

Once the parameters of the anhysteretic curve are found, the magnitudes of ¢
and k are calculated. The value of ¢ can be calculated from the ratio of the initial
dM

normal susceptibility x;, = (44

dH)M:Q o to the initial anhysteretic susceptibility

T {dMan

Xan = (558*) 1o 5_o150]. However this method could not be used due to lack of

data. Typical values of ¢ for some iron core materials are given in [50]. Thus value
of ¢ is set to 0.1. The same value has been used in the current transformer models
in [35], and has shown that small changes in ¢ have negligible effect on the simulated
B-H loop.

The value of k can be calculated using (3.1), which is reproduced below as (A.7).

The general relationship between k& and H, can be expressed if the differential sus-
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A. Determination of Parameters

ceptibility at the coercive point X% is known. In general x% = x... denote the
differential susceptibility around the coercive point, which in the model is always the
maximum value observed around the hysteresis loop [50]. The values of H. and x/__,
obtained from the reference B — H loop of the core material M4 [62], and are given

in Table 3.3.

Man(H,) L 1

1 —C x’max ot dMan(Hc)
1—e l—e¢ dH

k=

Eddy Current effects and the interface with EMTDC

Once the parameters of the hysteresis model are determined, the model can be inter-

faced with the existing model. This can be achieved by one of the following methods;

1. Tf the core dimensions such as the length (I) and the cross-sectional area (A)
of each limb, and the actual number of turns (N) in each winding are known,

then the model can be readily interfaced with EMTDC.

or,

2. If the actual values of core dimensions (I and A) of each limb and number of
turns (V) in each winding are not known, the existing model uses an equiv-
alent inductance matrix representation to model the transformer in EMTDC.

Therefore this method can be adopted if the actual values are not known.

In addition, there are two constants in (2.53), that represent the effects of excess
and anomalous loss. Therefore, irrespective of the method in which the inductance
matrix is determined, the values of these two constants &; and %, need to determined
such that the total power loss measured at rated conditions are simulated in the

model.
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A. Determination of Parameters

The actual number of turns in the windings, and core dimensions are usually not
available. Therefore, this discussion focuses on determining the parameters using the
second method. In the existing model, the number of turns N; and N, are set equal
to the rated voltage of the windings (2.26). In addition, the existing model uses
a unity cross sectional area by scaling the entire piece-wise linear curve. However,
since the JA theory is based on the physics of ferromagnetic hysteresis, the range
of values used in the new model must correspond to the actual values. Therefore, a
peak operating flux density (B,,,.) was assumed, which is typically 1.6 ~ 1.7 T at
the rated conditions.

In order to represent the test transformer, a peak flux density of 1.65 T is assumed.
Then, the cross sectional area A is determined such that the actual value of the

product of N A is matched by the product of NA used in the simulation model as in

(A.9) - (A.10).
f - N2 — Av|=N A8
omuv = -&—{ - | | = wﬁi’pgak ( - )
V2V
A= NwBpear (A9
since N = |V (units kV)
substituting values; A = V2 1000 =2.273 (A.10)

247 x60*1.65

The eddy current effects are represented using the expression given in (2.53),

reproduced below as (A.11).

1
' dB db\*?
Htoz = thst - kla + k2 (“C_i‘t_) (Al].)
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A. Determination of Parameters

The initial values of the two constants in this expression are calculated using

(2.50), and (2.52) respectively.

DQ
fr 250) by, .. = —— Al2
om ( ) 1znzmai 2,06 ( )
where D = thickness of laminations
p = Tesistivity
f = a constant {3 = 6 for laminations)

Typical commercially available electrical steels are low carbon, silicon-iron, or
silicon-aluminum-iron alloys containing up to 3.5% silicon, and only a small amount
of aluminum. In addition, the electrical resistivity in 2.m at 25°C can be represented
as in {A.13). This equation is based on the average line drawn through many test
points obtained on commercial grades of electrical steels of various compositions,
published by the American Society for Testing and Materials [81]. Therefore, based
on this information, a typical value of 0.48 x 10~% .m is considered in this calculation,

which approximately represents a 3% silicon content.

p=0.1325 x 107% 4 0.113 x (percent silicon 4 percent aluminum) x 1078 Q.m
(A.13)

Meanwhile, the thickness of laminations {D) typically varies between 0.18 mm to
0.35 mm [82]. A 0.30 mm thickness was assumed in this calculation, as manufacturers
data sheets suggest a range between 0.27 mm and 0.35 mm for the core materials M3
~ M3.

Therefore, substituting these values in (A.12) gives;
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) _ (0.3e-3)*
Heiviel T 95 (.48¢-6 % 6
= 15.6e-3
Similarly, from (2.52);
GSH,\*
Zinitial ( ) (A14)
P
where ¢ = a constant; 0.1356 [39]
S = cross sectional area of laminations
H, = represents the internal potential experienced by domain walls

p = resistivity

H, is 0.15 A/m for grain oriented silicon steel (3% SiFe) [39]. S is the cross sec-
tional area of laminations. This requires the width, and the thickness of laminations

in meters. The thickness has already been used in the calculation of k However,

initial ’
the width of laminations depends on the design of the transformer and its capacity

etc. Therefore, the initial value of ks (ko is calculated without taking the width

i'n.:'t'ia.!)
of laminations into consideration. However, this does not cause any significant errors,

as both the k; and ko are tuned along with the length of the winding limb

initial initial

(1) to ensure that the simulation results closely match the recorded data.
In addition, the existing model has a current source that injects the ‘linear com-
ponent’ of the saturation current. The magnitude of this source is based on the

initial slope of the piece-wise linear curve used. Ewven if the JA model represents

157



A. Determination of Parameters

the hysteresis characteristics in the new model, this linear current component cannot
be removed completely, as it is an integral part of the existing model. However, the
magnitude of this source can be reduced to a very small value. In addition, the tuning
of parameters also compensates for any discrepancies that may have been caused by

this additional current component.

ko =

initial

GDH,\* (01356 x 0.3¢-3 x 0.15 }
0 N 0.48¢-6

= 3.565

Therefore, once the initial values of k; and ks are found, these values, and the
length of the winding limb [, are tuned so that the correct magnitude of the mag-
netizing current and power loss are simulated at the rated conditions. In addition,
if the open circuit normal magnetizing curve is available, these measured values can
be compared with the simulation results. If the simulation results do not closely
match the measured data, the parameters that represent the anhysteretic curve need
to be modified. This can be achieved by extrapolating the values and by changing
the permeability represented by these extrapolated values in the saturation region.
Meanwhile, if the parameters of the anhysteretic curve are re-calculated, the proce-
dure described above needs to be followed to ensure that the rest of the parameters
are appropriately determined.

The iteration histories corresponding to the tuning of parameters are given in
Table A.1. Initially the length of the winding limb, { = 1.0 is assumed. In addition,
the initial values of k; and ks calculated above are considered. A simulation of an
open circuit test is carried out using these initial values. This is followed by the

determination of the error function (f.rer), which contains the percentage errors of
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Table A.1: Iteration histories corresponding to the tuning of parameters

l k1 k? .f error 6fglmr BJ;;;;W 6{;’2;“

1.0 15.6e™ | 3.565 | 603.86 | 803.9 | 63.8 | 638
0.839 | 10.6e3 | 2.428 | 283.07 | 575.8 | 52.6 | 527
0810 | 6.5e > | 1.488 | 116.9 | 388.9 | 47.0 | 537
0.791 | 3.6e™ | 0.721 | 2.634

»J;C.OE\JI-—A:ﬁ:

the simulated core loss and the rms value of the magnetizing current;

Pmeasur - 7 10 Imeasure ""' Isimu ation
Jervor = | ez — Fiimdar ”q x 100 + p G tationl | 100 (A.15)

Pmea,sured Imeasured

'This is followed by the determination of the sensitivity of the error function with
I, k1, and ks respectively, and tuning of these parameters until the error is minimized.
After three iterations, the simulated rms value of the magnetizing current showed
an error less than 1% , and the simulated core loss produced an error less than 2%.
Therefore, iterations were terminated at this point, and the tuned parameters were
considered as the basis for further simulations carried out to represent different test
conditions.

The laboratory tests carried out with the test transformer provided waveforms
of magnetizing current, measured data at (a) different excitation voltages at 60 Hz,
and (b) different frequencies, while maintaining a constant -‘Jé ratio. Therefore, when
the parameters for the laboratory test transformer are determined, this process did
not limit itself to the rated conditions. The tuned values obtained at the rated
conditions were used in simulation studies to compare the waveforms and analyse
any discrepancies, at different frequencies, and excitation voltages. This is followed
by further tuning of [, k1, and k3. The parameters given in Table A.2 shows parameters
obtained {a) by tuning the parameters considering the measured data at the rated
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. Determination of Parameters

Table A.2: Parameters determined using different measured data for tuning

Description [ ks ko
(a) Considering the measurements at rated conditions | 0.791 | 3.6e-3 | 0.72
(b) Considering the measurements at different V and f | 0.717 { 3.5e-3 | 0.79

condition as the basis, (b) by tuning the parameters considering the measured data
at different voltages and frequencies as the basis. The simulated waveforms obtained

with these parameters are given in Fig.A.1
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Figure A.1: Simulated waveforms obtained using the parameters given in Table A.2

Summary

The foregoing discussion was focused on describing how the parameters were calcu-
lated to represent a given transformer using the new model in EMTDC. The labora-
tory test transformer was considered as an example to describe the procedure followed.
A similar process was followed to determine the parameters that represent the 230

kV/ 500 kV/ 46 kV auto transformers considered in Chapters 4 and 5. During this
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process, open circuit test results, and the measured normal magnetizing curve were
used as the basis of tuning I, k;, and k.

[t is expected that the measured data such as the open circuit test results and
normal magnetizing curve are available, so that the core loss and the permeability
in the shoulder region are adequately represented in the simulation model. Mean-
while, the function that was considered to represent the anhysteretic curve is more
appropriate for the magnetizing characteristics of grain oriented electrical steel. A
different function may have to be used for different core materials, such as High-
Permeability Grain Oriented Electrical Steel, Laser-Scribed High-Permeability Elec-
trical Steel, amorphous metal (METGLAS®) ete.
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Appendix B

Comparisons with recorded

waveforms

Details of the laboratory test system, and the comparisons carried out with recorded

waveforms are presented in this appendix.

Laboratory test system

A separately excited dc motor was used to drive a three phase synchronous generator
to obtain a variable voltage, variable frequency ac supply (Fig.B.1). The field current
of the synchronous generator was varied to control the magnitude of voltage (|v]),
and the field of the de motor was varied to control the frequency (f). Whenever the
frequency was changed, a constant % ratio was maintained, so that a constant flux is

maintained in the core.
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B. Comparisons with recorded waveforms

Figure B.1: Laboratory Test System
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B. Comparisons with recorded waveforms

Details of the laboratory test system are;
1. Transformer

e 3kVA, 115V / 2300 V, 60 Hz single phase distribution transformer.

o Measured data at the rated conditions are: Core loss! = 33.8 W; rms value

of the magnetizing current = 0.48 A.
2. Synchronous generator

e Three phase, 3 kVA, 208 V,1800 rpm.

e Field circuit 120 V de, 1.25 A.
3. DC motor

e 2.5 kW, 110 V, 20 A, 1750 rpm.

o Field circuit 110 V, 1.5 A.

Comparisons with recorded data

A series of tests carried out in the laboratory covered a range of voltages and fre-
quencies. Fach recorded waveform was compared with a simulated waveform. Some
of the comparisons carried out with recorded data are already presented in section
3.2.1. This include the waveforms at 0.9 pu, 1.0 pu, and 1.1 pu voltages at 60 Hz.
In addition, in section 3.2.2, a comparison carried out at 25 Hz was presented. The

following consists of the comparisons which are not presented in Chapter 3.

YWhen the eddy current effects are represented with an external resistor in the simulation model
{called the ‘resistor model’) as in section 3.2, an external resistance of Reqay = 548 2 referred to
115V winding was used.
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Figure B.2: Magnetizing current compared at 0.92 pu voltage, 60 Hz
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Figure B.3: Magnetizing current compared at (.94 pu voltage, 60 Hz
165
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Figure B.5: Magnetizing current compared at 0.98 pu voltage, 60 Hz
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Figure B.6: Magnetizing current compared at 1.02 pu voltage, 60 Hz
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Figure B.7: Magnetizing current compared at 1.04 pu voltage, 60 Hz
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Figure B.9: Magnetizing current compared at 1.08 pu voltage, 60 Hz
168
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Figure B.11: Magnetizing current compared at 1.14 pu voltage, 60 Hz
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B. Comparisons with recorded waveforms
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Figure B.12: Magnetizing current compared at 30 Hz.
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Figure B.13: Magnetizing current compared at 35 Hz.
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B. Comparisons with recorded waveforms
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Figure B.15: Magnetizing current corpared at 45 Hz.
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B. Comparisons with recorded waveforms
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Figure B.16: Magnetizing current compared at 50 Hz.
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Figure B.17: Magnetizing current compared at 55 Hz.
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Appendix C

Simulation model of the power

system: Parameters

Parameters of the simulation model of the power system considered in Chapters 4 and
5 are presented in this appendix. This consists of a number of individual models such
as the simulation model of a power transformer, a transmission line, and a three phase
source ete. In order to represent a power system using these models, a large number
of parameters and data are required. The following presents how each individual
- model is represented in PSCAD/EMTDC. A single line diagram of the Dorsey-Forbes-
Chisago system is shown in Fig.C.1. The simulation model considered is based on

the work carried out in [32].

Power transformer model

The 230/500/46 kV, 240 MVA auto transformers at Dorsey and Forbes substations
are represented with the new model. The new model is based on the existing single

phase three winding UMEC model in EMTDC [42].
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Figure C.1: Single line diagram of Dorsey - Forbes - Chisago system
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C. Simulation model of the power system: Parameters

The following data are required as input parameters;

1. Configuration

Description of the transformer Dorsey | Forbes

Rated MVA [MV A] 240 | 240

Voltage rating of the winding # 1[kV] | 132.8 | 132.8

Voltage rating of the winding # 2[kV] | 46 13.8

Voltage rating of the winding # 3[kV] | 288.67 | 288.67

Resistance of winding # 1 2] 0.015 | 0.015
Resistance of winding # 3 [Q}] 0.219 | 0.219
Base frequency (Hz) 60 60
Model saturation? “Yes’ ‘Yes’
Tap changer winding ‘None’ | ‘None’

2. Saturation Curve

The existing model uses a piece-wise linearly interpolated curve to represent sat-

uration. The following information is required under this menu;

¢ Magnetizing Current at Rated Voltage: This is used only if core saturation is

disabled. Therefore it is not required for our simulations.

e Enable Saturation (Enab) must be set to 1, to enable core saturation. Even if
“Yes’ has been selected in the section ‘Configuration’, this parameter needs to

be enabled to represent saturation.

e Data points in the V vs I curve are entered, with current () as a % of Rated
Current, and voltage (V') in pu. The existing model has provided provisions

for 10 data points. However, in our implementation the first data point is
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C. Simulation model of the power system: Parameters

used, as these values are considered in determining the magnitude of the ‘linear
component’ of the current source. The data points are chosen such that the
injected ‘linear component’ of current has a negligible effect on the simulated
waveforms. Point (X5,Ys) is made (0,0), because if 0.0 value is entered, PSCAD

will ignore all points following the 0.0.

Description of the saturation curve

Magnetizing current at the rated voitage n/a

Enable saturation 1.0

Point X;: Current as a % of the rated current | 4.0e-5

Point ¥Y;: Voltage in pu 0.5

Point Xo: Current as a % of the rated current | 0.0

Point Yo: Voltage in pu 0.0

3. Core aspect ratios

The core aspect ratios are useful if the equivalent inductance matrix representation

is used.

e Ratio of the length of yoke (I,) to the length of winding limb (I,,)

{
TL:—EE—=O.5

e Ratio of the area of yoke (A,) to the area of winding limb (A.)
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C. Simulation model of the power system: Parameters

Modifications to the existing model

In addition to the default parameters described above, the following parameters are

required in the new model.

e In order to enter the value of the cross sectional area (A, ) and the length of
the winding limb (I,,), a new section was added to the component definition of
the existing model. If the actual values are not known, the tuned parameters
can be entered using this menu. In the absence of actual values, the values of

Ay and [, are tuned as described in Appendix A.

e A new section was added to enter the leakage reactances of the three windings.

Parameters for the new B-H model

Determination of parameters for the new B-H model was described in Appendix A. In
this discussion, a 3 kVA, 115 V/2300 V, 60 Hz single phase distribution transformer
was considered as an example. The same procedure was followed to determine the
parameters that represent the magnetizing characteristics of the 230/500/46 kV, 240
MVA auto transformers at Dorsey and Forbes substations. The open circuit test
results and measured normal magnetizing curves are considered to tune some of the
parameters, as explained in the Appendix A. There are three normal magnetizing
curves considered in Chapters 4 and 5. The Curves 1 and 2 are shown in Fig.5.14a,
and Curves 1 and 3 are shown in Fig.5.15. The parameters determined to represent

the three magnetizing characteristics are given in Table C.1.
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C. Simulation model of the power system: Parameters

Table C.1: Parameters for the new model that represent the magnetizing curves 1, 2,
and 3

Description | & k a, as ag k1 ko Ay | Ly
Curve 1 1.0e-6 | 4.96e-6 | 173 | 236 | 437 | 10.3e-3 | 0.528 | 2.27 | 3.93
Curve 2 1.0e-6 | 4.94e-6 | 227 | 303 | 621 | 9.80e-3 | 0.498 | 2.27 | 4.01
Curve 3 3.0e-6 | 7.27e-6 | 2123 | 2643 | 9214 | 10.2e-3 | 0.5318 | 2.27 | 3.77

Transmission line model

The 500 kV transmission network connects three utility companies. The first section
is 528 km long, and it connects Dorsey converter station to Forbes substation. The
second section is 220 km long, and it connects Forbes substation to Chisago substa-
tion. Fach section was represented using the frequency dependent (phase) model in
EMTDC [42][74].

Details of the tower configurations, types of conductors etc., can be obtained from
data sheets. Fig.C.2 shows the graphical overview of the transmission line model, that
represents the 528 km long line from Dorsey to Forbes (called Line 1), and Fig.C.3
shows the graphical overview of the transmission line model, that represents the 220

km long line from Forbes to Chisago (called Line 2)

1. Geometric data

Description Line 1 | Line 2

Height of lowest conductors (Measured at Tower) [m] 28.956 | 30.48

Vertical distance of centre conductor above outer conductor [m] | 9.692 : n/a

Horizontal spacing between phases [m)] 6.706 | 9.756
Relative X position of tower centre on right of way [m] 0 0
Shunt conductance [mhos/m] 1.0e-10 | 1.0e-10
Is this circuit ideally transposed “Yes’ “Yes’
How many ground wires 2 2
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C. Simulation model of the power system: Parameters

2. Conductor data

Description Line 1 Line 2
Conductor name ‘Chukar’ ‘Bunting’
Conductor radius [m)] 1.755e-2 1.6535e-2
Conductor dc resistance [{)/km] 0.04486 {.0489
Conductor sag [m] 12.2 15.24
Number of sub-conductors in a bundle | 3 3

Bundle configuration symmetrical | symmetrical
Bundle spacing [m/ 0.457 0.457

3. Ground wire data

Description Line 1 Line 2
Ground wire name (HSS: High Strength Steel) 7/16” HSS | 1/2” HSS
Ground wire radius [m] 0.5486e-2 | 0.5486e-2
Ground wire dc resistance [(}/km) 2.81 2.865
Sag for all ground wires 7.6 12.192
Height of ground wires above lowest conductor m] | 16.7 10.668
Spacing between ground wires [m] 10.2 21.336

4. Ground resistivity

Description Line 1 | Line 2
Ground resistivity [{2.m] | 65 100
Substations

The following describes the parameters used in modelling the Dorsey, Forbes, and

Chisago substations respectively.
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1. Source equivalents

Description Dorsey Forbes Chisago
Base MVA ({3 phase) [MV 4] 720 720 645
Base Voltage (I-L, rms) [kV] 230 230 500
Base frequency [H z] 60 60 60
Source impedance type (R//L)+L | (R//I)+L | L
Positive sequence R (parallet}[Q)] | 5.79 9.85 n/a

Positive sequence L (parallel)[H] | 1.13e-2 1.85¢-2 n/a

Positive sequence L (series)[H | 1.81e-2 3.7e-2 0.127

Source Values for external control

Voitage [kV] 206 235 477.7
Phase [deg] -0.525 0 7.3
Frequency [Hz] 60 60 60

2. Filter banks at Dorsey

Description R[Q I L[H |C[pF

Filter bank 1 [(R//L)+C] | 65.8 | 9.49e-4 | 14.0

Bi-pole 2 - 11 [R+L+C] | 1.08 | 1.43¢-2 | 4.10

Bi-pole 2 - 13 [R4-L-+C] 1.27 | 1.43e-2 | 2.90
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3. Line reactors

Description Dorsey | Forbes

Shunt reactor

R (series) (2] 1658 8.05

L (series) {H] 1.08 2.21

Neutral reactor

R (series) (2] | 5.22 4.56

L {series) [H] 1 1.13 0.862

R (parallel) [Q2] | 8000 | 5000
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