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Abstract

The Delaunay triangulation of a set of sites (points in the plane) can be defined as the
triangulation with the property that the circumcircle of each triangle is empty (contains no
site). I generalize this to define empty-shape triangulations. An empty-shape triangulation is
defined by a set of shapes with the property that any triangle has a unique circumscribing
shape. The Delaunay triangulation is the empty-shape triangulation where the shapes
consist of the set of all circles.

In this thesis I develop a taxonomy for triangulation algorithms, describe and imple-
ment a plane sweep algorithm for empty-shape triangulations, describe algorithms for con-
strained empty-shape triangulations and an algorithm for higher-dimensional empty-shape
triangulations. I implement an algorithm for computing convex-distance-function Delaunay
triangulations by extending them to empty-shape triangulations and then extracting the
appropriate subtriangulation.

Two properties of the Delaunay triangulation are necessary for the correctness of the
known efficient algorithms. I prove that the only triangulations with these properties are
empty-shape triangulations.

[analyze, implement and measure the performance of Delaunay triangulation algorithms
on random convex polygouns.

There is no generally accepted definition of what a random convex polygon is. I give

several operational definitions, design efficient algorithms and implement some of them.

i
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Imagine a vast sheet of paper on which straight Lines, Triangles, Squares,
Pentagons, Hexagons, and other figures, instead of remaining fixed in their
places, move freely about, on or in the surface, but without the power of ris-
ing above or sinking below it, very much like shadows—only hard with lumi-
nous edges—and you will then have a pretty correct notion of my country and
countrymen. ..

Our Women are Straight Lines.

Our Soldiers and Lowest Classes of Workmen are Triangles with two equal
sides, each about eleven inches long, and a base or third side so short (often
not exceeding half an inch) that they form at their vertices a very sharp and
formidable angle. Indeed when their bases are of the most degraded type (not
more than the eighth part of an inch in size), they can hardly be distinguished
from Straight Lines or Women; so extremely pointed are their vertices.

...a wise ordinance of Nature has decreed that, in proportion as the working-
classes increase in intelligence, knowledge and all virtue, in that same proportion
their acute angle (which makes them physically terrible) shall increase also and
approximate to the comparatively harmless angle of an Equilateral Triangle.
Thus, in the most brutal and formidable of the soldier class—creatures almost
on a level with women in their lack of intelligence—it is found that, as they wax
in the mental ability necessary to employ their tremendous penetrating power

to advantage, so they wane in the power of penetration itself.
Edwin A. Abbott Flatland [1]



Chapter 1

Introduction

A set of sites (points) in the plane can be connected into a network of triangles by Jjoining
pairs of sites with line segments so that no segments cross and no more segments can be

added. There are many applications of triangulations:

e A surveyor measures the height of the ground at a set of a sites, and then wants to
find a surface interpolating those sites (for example, to construct a contour map).

Triangulating the sites gives a polyhedral surface [329].

e A mechanical engineer who wishes to analyze a mechanical component can divide it
up into finite elements and solve the resulting equations. Triangular elements are a

popular choice [341].

e If the sites represent an image, we might wish to cluster the sites into groups that are
close together. Triangulating the sites connects each site to others that are close to

it [36].

e If the sites represent post offices, we might wish to find the post office closest to
a given query location (this is called the post office problem [185]). For each post
office, the set of sites that it is closest to is known as its Voronoi polygon. The set
of all Voronoi polygons is called the Voronoi diagram [318]. The Voronoi diagram is
dual to the Delaunay triangulation (see figure 1.1) and can be constructed from it in
time O(n). To solve the post-office problem it is only necessary to locate the Voronoi

polygon containing the query point [295].
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Figure 1.1: Voronoi diagram (solid) and Delaunay triangulation (dotted)

¢ If the sites represent cities that we wish to connect in a power grid by joining cities
with straight power lines, then the grid with the shortest total line length is the Eu-
clidean minimum spanning tree of the sites. Using a general minimum-spanning-tree
algorithm to compute this requires examining O(n?) edges. The Euclidean minimum
spanning tree is a subgraph of the Delaunay triangulation [78] (see figure 1.1) and can
be constructed from it in time O(n) [263].

e Other applications of triangulations include such fields as robotics [245], pattern
recognition [311], surface fitting [19], computer-aided geometric design [289], geog-
raphy [255], geology [327], architecture [233], medicine [20], computer graphics [10],
forestry [324], VLSI [208], remote sensing [81], image processing [143], computer vi-
sion [114], and hydrology [167]. Aurenhammer [15], Bern and Eppstein [25], Okabe et
al. [248], and De Floriani [74] survey many of these applications.
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The most commonly constructed triangulation is the Delaunay triangulation. There are

two reasons for this:
L. there are fast (O(nlogn)) algorithms for its construction:

e divide and conquer [202],
e randomized incremental [148], or

e plane sweep [122].
2. it has useful geometric properties:

e Amongst all triangulations, it optimizes various triangulation measures. These

include

— maximizing the minimum angle [298],

|

minimizing the maximum circumscribed circle [71],

— minimizing the maximum smallest enclosing circle! [71, 266],
— minimizing the integral of the gradient squared [261, 272], and
— maximizing the mean inradius (proved in appendix A).

e The circumcircle of each triangle contains no other site [78].

e It contains as subgraphs the convex hull, the Fuclidean minimum spanning tree,

the Gabriel graph [130], and the relative neighbourhood graph [312] of the sites.

e The length of the shortest path between two sites along edges of the Delaunay

triangulation is within a constant factor of the straight-line distance [53, 90, 174].

e If we define a relation on the triangles by their order along rays from a given

site, then that relation is a partial order [75, 95].

The fact the Delaunay triangulation optimizes so many measures has led some au-
thors astray in claiming that the Delaunay triangulation minimizes the sum of the
minimum triangle angles [206, 257, 260, 294], that it minimizes the standard devia-
tion of the triangle angles [329], and that it minimizes the total edge length [89, 295].

(Counterexamples to these claims can be found in appendix B.)

'The smallest enclosing circle differs from the circumscribing circle when the triangle is obtuse.
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1.1 Triangulation Algorithm Taxonomy

There have been about one hundred papers published describing triangulation algorithms
(see table 2.2 on 24). The surveys by Aurenhammer [15], De Floriani [74], Fortune [120]
and Okabe et al. [248] list some of these, but the only attempt at classification is made by
De Floriani who divides them into “static” (off-line) and “dynamic” (on-line) algorithms.

[n chapter 2 I provide a taxonomy for triangulation algorithms. [ hope that my taxonomy
will prove useful to programmers faced with choosing from a hundred alternatives for a
triangulation algorithm by helping them realize that there are really only a half dozen
choices; to researchers by discouraging them from publishing a microscopic variation on a
previous method and encouraging them to find a new algorithm; and to anyone who wants to
understand triangulation algorithms by helping them to apply their intuition about sorting
algorithms to this problem.

The one-dimensional analogue of triangulation is sorting; so I have adapted Knuth’s
taxonomy for sorting algorithms [185]. I classify triangulation algorithms into Incremen-
tal (e.g. [145]), Selection (e.g. [229]), Flip (e.g. [19]) and Divide-and-Conquer algorithms.
Just as with sort algorithms, straightforward algorithms of the first three types have worst-
case complexity of O(n?), cleverer algorithms can improve on this (for example Fortune’s
sweepline algorithm [122] is a triangulation by selection algorithm with worst-case com-
plexity O(nlogn)), the Divide-and-Conquer algorithm [202] has worst-case complexity
O(nlogn), and the randomized incremental algorithm of Guibas et al. [148] has average

(taken over all insertion orders) complexity O(nlogn)).

1.2 Locally Optimized Triangulations

A locally optimized triangulation can be defined by a flip rule that determines which diag-
onal of a convex quadrilateral should be included in the triangulation. The Flip algorithm
repeatedly applies the flip rule to adjacent triangles in the triangulation until there are no
flippable edges left.

The rule is generally chosen to select the “better” of the two triangulations of the

quadrilateral. About twenty different such rules have been published, including:

¢ maximize the minimum angle in both triangles [194] (this leads to the Delaunay

triangulation [298]),
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e minimize the maximum angle [19],

e select the shorter diagonal [233],

e maximize the sum of the minimum angles [43, 294],
e maximize the minimum altitude [138, 332], and

e minimize the maximum inradius [288].

For each flip rule we can also consider a globally optimized triangulation. For the
maximize-minimum angle flip rule this is just the Delaunay triangulation. Ior the shorter-
diagonal rule this is the triangulation with minimum total edge length, this is commonly
called the MWT (Minimum Weight triangulation). No polynomial-time algorithm is known
for the MWT. (It is one of the remaining open problems from Garey and Johnson [133].)
Polynomial algorithms have been published for only a few globally optimized triangulations

(other than those that are the Delaunay triangulation):

¢ the minimize-maximum-angle rule [103] (O(n?logn)),

e the minimize-maximum-edge-length rule [100] (O(n?)),

¢ the maximize-minimum-triangle-height rule [24] (O(n?logn)), and

e the minimize-maximum-eccentricity rule [24] (eccentricity is distance from circumcen-

tre to triangle) (O(n?)).

If we use the Delaunay flip rule, the Flip algorithm terminates with the Delaunay trian-
gulation [194] using at most O(n?) flips [102]. If the flips are done in the right order then
on average only O(n) flips are required [148]. Do fast algorithms exist for the triangulations
defined by other flip rules?

Two key properties of the Delaunay triangulation are needed to prove the correctness

of the algorithms described in chapter 2:
e A Systematic property—there is a unique triangulation.

o A Local property—when a site is added to the triangulation, the only new edges are

those adjacent to the new site.



CHAPTER 1. INTRODUCTION 6

Nielson and Franke [243] claim that the min-max angle rule has the systematic property.
It is easy to construct a five site counterexample,? but it would be tedious to do so for other
flip rules for which counter-examples exist, so in chapter 3 I generalized all the dozen or
so flip rules that I had seen published to get 120 different flip rules and tested each of
these against random convex pentagons to see if I could find counterexamples to the two
properties. I found counterexamples to all of them, except those that were equivalent to the
Delaunay triangulation. This led me to search for the proof described in the next paragraph.

I prove that the only systematic local flip rule that is invariant under rotations and
translations of the quadrilateral is the Delaunay rule (section 3.6.3).

[ prove that the only systematic local flip rules invariant under scaling and translation
correspond to generalizations of convex-distance-function Delaunay triangulations which I
call empty-shape triangulations (section 3.6.4).

This suggests that algorithms as fast as Delaunay triangulation algorithms for triangu-
lations other than empty-shape triangulations are unlikely to be found. However, for most
site sets, these other triangulations do not differ by much from the Delaunay triangulations,
so computing a Delaunay triangulations and then applying the flip algorithm should work

well in practice.

1.3 Convex-Distance-Function Delaunay triangulations

The Voronoi diagram and Delaunay triangulation can be defined for non-Euclidean metrics.
Algorithms to compute the Voronoi diagram have been published for the /; metric by
Hwang [158], for the {; and o, metrics by Lee and Wong [203], for the {, metric by Lee [200],
for metrics where paths are limited to a fixed number of orientations by Widmayer et al. [333]
and for a metric where paths can only go in a certain connected range of directions by Chang
et al. [45]. These metrics are all special cases of Minkowski convex distance functions,
where the ball (“unit circle”) can be any convex shape. Chew and Drysdale [55] give
a Voronoi diagram algorithm for convex distance functions. The corresponding Delaunay
triangulation can be easily computed from the Voronoi diagram, but it is simpler to calculate
it directly. Drysdale [91] implements a Divide-and-Conquer algorithm for convex-distance-

function Delaunay triangulation.

*Nielson gives a six point counter-example in a note correcting this [242].
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The above papers and the book by Okabe, Boots and Sugihara [248] give many applica-
tions for these Voronoi diagrams and Delaunay triangulations including defining response
areas for emergency units in urban areas, scheduling head movement in a two-dimensional
secondary storage system, analyzing market areas, finding minimum spanning trees, Steiner
trees and nearest neighbours in these metrics, finding largest empty homothetic convex
shapes, testing polygon containment, and planning robot motion.

The algorithms® described in chapter 2 can be implemented so that they use only two

geometric tests:
e Is a point inside the circle passing through three other points?
o s a point to the left of a directed line?

If the ball for the distance function is smooth (no corners) and strictly convex (no flat spots)
then for any three points there is a unique circumball [187]. If we replace “circle” in the
first test above by “ball” the algorithm will work for this distance function with essentially
the same proof of correctness.

If this is not the case (for example, the Manhattan metric), the outer face of the trian-
gulation may have concavities, and the algorithms will break down. It is possible to fix up
the algorithms—this is what Drysdale does for the Divide-and-Conquer algorithm, but has
only been done in the metrics /; and [, for a sweepline algorithm [297] and Drysdale lists
the implementation of a general sweepline algorithm as an open problem.

In chapter 4 I show that a simpler approach, using empty-shape triangulations (which
generalize convex-distance-function Delaunay triangulations), is to fix the distance function
and round off the corners at an infinitesimal scale. This produces a supertriangulation from
which the desired triangulation can be easily extracted, leading to the first known Flip,
Selection and Sweepline algorithms for convex-distance-function Delaunay triangulations
(section 4.1.2).

I present a complete working implementation of my new sweepline algorithm for empty-
shape triangulations and convex-distance-function Delaunay triangulations, and implemen-
tation of the geometric primitives required for the other algorithms (section 4.1.1).

I give examples showing that algorithms for higher-dimensional Delaunay triangulation

®with the sole exception of the sweepline algorithm
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do not work in general for higher-dimensional convex-distance-function Delaunay triangu-
lation (section 4.2.1). I give a Selection algorithm for higher-dimensional convex-distance-

function Delaunay triangulation (section 4.2.2).

1.4 Constrained Delaunay triangulation

A constrained triangulation is one where certain edges are forced (for example, triangu-
lating a simple polygon). In a constrained Delaunay triangulation, sites can occur in the
circumcircle of a triangle if they are hidden from a triangle vertex by a constraint edge.

Algorithms have been published for constrained Delaunay triangulation, using Incre-
mental (e.g. [63]), Selection (e.g. [216]), Flip (e.g. [33]), Divide-and-Conquer (e.g. [57]) and
Sweepline algorithms (e.g. [291]).

Applications of constrained Delaunay triangulations include constructing finite-element
meshes for polygonal shapes [164], dividing polygons into triangles while avoiding small
angles [54], finding shortest paths that avoid line obstacles [56], finding the greedy triangu-
lation (this is formed by adding edges that do not intersect previously added edges in order
from shortest to longest) [139, 211] and fitting a surface to a scattered set of sites and line
segments [76].

Using the ideas in the previous section, I can create algorithms for constrained Delaunay
triangulation using arbitrary convex distance functions, a problem not previously considered

in the literature (section 4.1.4).

1.5 Delaunay Triangulation of Convex Polygons

The worst-case lower bound for constructing the Delaunay triangulation is Q(nlogn) in?
the real-RAM model [263]. If the sites to be triangulated form a convex polygon this lower
bound does not apply and Aggarwal ef al. have found an O(n) worst-case algorithm [5].
Unfortunately, it is too complicated to be practical. Devijver and Maybank [83] present
a very simple algorithm that is O(n3) in the worst case and O(n?) if we take the average
over all possible triangulations of the polygon. Chew [52] gives a randomized incremental

algorithm that is O(n) if we take the average over all insertion orders.

4Q(g(n)) 1s the set of functions f(n) such that |f(n)| > C|g(n)| for some C > 0 [144].
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In chapter 5 I calculate the average time complexity of general Delaunay triangulation
algorithms over all possible triangulations of the polygon. This is O(n) for all types of
algorithm, except for the simple selection algorithm, which is O(n?’/ ) and the sweepline
algorithm, which is still O(nlogn).

Surprisingly, when tested on random convex polygons generated by the methods de-
scribed in chapter 6, each of the algorithms exhibited worst-case performance, rather than
the performance expected from assuming that all triangulations were equally likely. TFor
example, the incremental algorithm took time O(n?). To improve this to O(n) it is nec-
essary to insert the sites in a random order. A similar randomization is required to make
Divide-and-Conquer take time O(n).

I implemented both of these randomizations and the resulting algorithms ran in the

expected time on my test polygons.

1.6 Generating Random Convex Polygons

To test the analysis described in the preceding section, it is necessary to be able to generate
random convex n-gons. Unfortunately, there is no accepted definition of what a random
convex polygon is. For example, Sylvester’s problem [277] is to find the probability that the
convex hull of four random sites is a quadrilateral. Even for sites drawn from the uniform
distribution, this turns out to depend on the shape of the region from which they are drawn.

Random convex polygons have been generated on the computer by Crain [67], who
used Voronoi polygons defined by a Poisson point process, by Crain and Miles [68], who
examined polygons defined by a Poisson line process, by Devroye [84], De Pano et al. [80] and
Abrahamson [2], who took the convex hull of random points, and by May and Smith [226],
who took the intersection of random half-spaces. However, none of these methods let you
specify the number of sides of the polygon.

In chapter 6 I describe efficient algorithms for each of the following methods:

¢ Pick n points from some distribution. Reject if their convex hull is not an n-gon. (We

can generate a convex n-gon in time O(nlogn) using this method.)

e Select points from some distribution until their convex hull has n vertices. (This takes
time O(hlogn) where h is the number of times times the hull changes, which seems

in practice to be proportional to n.)
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e The n vectors comprising the sides of the polygon can be regarded as a point in 2n-
dimensional space. For the polygon to close, the vectors must sum to zero. This means
that the point must lie on a 2n — 2 dimensional flat; so pick from some distribution
on this flat. (This takes time O(nlogn) since it is necessary to sort the vectors to

construct the polygon.)

o Start with an arbitrary convex polygon and give each vertex a random velocity. If a
vertex is ever about to become concave, we “bounce” it from that constraint. If we
perform O(n) bounces the resulting polygon should be “random”. (Each bounce will
take time O(logn) since the event queue will have O(n) elements, giving O(n logn)

time in total.)

e Choose a random topological triangulation of a polygon. Use Dillencourt’s construc-
tive proof of the realizability of such triangulations as Delaunay triangulations [87] to

construct a convex polygon.

o We can take the dual of polygons produced by the above methods. For example, for
the first method, this amounts to taking the intersection of half-spaces containing the

origin.

I have implemented the first three methods above and used them for testing the perfor-
mance of the convex polygon triangulation algorithms described in chapter 5.

Some other uses for my random convex polygons might be to determine how often
random convex polygons were unimodal [6] and how often the minimum-area and minimum-

perimeter-enclosing rectangles are different [80].

1.7 Contributions of this thesis

I develop a taxonomy of Delaunay triangulation algorithms that allows us to use our in-
tuitions about sorting algorithms to understand triangulation algorithms and show that
this classification scheme deals with constrained Delaunay triangulation algorithms as well
(chapter 2).

Sweepline algorithms for Delaunay triangulation and constrained Delaunay triangulation
have been presented in terms of the dual Voronoi diagram. I give a clearer and simpler
presentation showing how the sweepline algorithm is a direct search for Delaunay triangles

(section 2.5).
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L implement and illustrate all the Delaunay triangulation algorithms described in sec-
tions 2.2.1,2.3.1,2.4.1,2.5.1, and 2.6.1.

I prove that the only systematic local flip rule that is invariant under rotations and
translations of the quadrilateral is the Delaunay flip rule (section 3.6.3).

I prove that the only systematic local flip rules invariant under scaling and translation
correspond to generalizations of convex-distance-function Delaunay triangulations which
L call empty-shape triangulations (section 3.6.4). I show how to modify Delaunay trian-
gulation algorithms to produce empty-shape triangulations and constrained empty-shape
triangulations (section 4.1). This also provides new algorithms for convex-distance-function
Delaunay triangulations and constrained convex-distance-function Delaunay triangulations.

I present a complete working implementation of the new sweepline algorithm for empty-
shape triangulations and convex-distance-function Delaunay triangulations (solving a prob-
lem posed in [91]) and implementation of the geometric primitives required for the other
algorithms (section 4.1).

I'show that that this approach does not generalize to three-dimensional convex-distance-
function Delaunay triangulation and design an algorithm for this problem (section 4.2).
I also prove some results bounding the complexity of three-dimensional convex-distance-
function Delaunay triangulation (theorems 14 and 15).

[ compute the average (taken over all possible triangulations) execution time for three
algorithms for computing the Delaunay triangulation of a convex polygon (section 5.4).
I measure the performance of the algorithms on random convex polygons and show that
randomization of the algorithms is necessary to obtain the expected execution times (sec-
tion 5.5). I also give an O(1) space algorithm for convex-polygon Delaunay triangulation
(solving a problem incorrectly solved in [83]).

I give several operational definitions of “random” convex polygons, design efficient
(O(nlogn) or better) algorithms to compute them and implement some of them (chap-
ter 6). Two algorithms I developed as part of algorithms for convex polygon generation
are interesting in their own right—a data structure that allows generation of variates in
time O(logn) from a dynamically changing discrete distribution (section 6.2) and an O(n)
algorithm for realizing a Delaunay triangulation of a convex polygon (section 6.6.2).

I prove that the Delaunay triangulation optimizes several geometrical properties of the

triangulation including maximizing the mean inradius (appendix A).



Chapter 2

Triangulation Algorithms

2.1 Introduction

There have been over a hundred papers published on various algorithms for Delaunay and
non-Delaunay triangulation problems (table 2.2 on page 24).

We can classify Delaunay triangulation problems using two orthogonal axes:

constraint properties What is the nature of the constraint edges? Figure 2.1 shows a

lattice of the constraint properties described in section 2.1.1.

metric properties What is the shape of the “circle” in this metric? Figure 2.2 shows a

lattice of the metrics described in section 2.1.2.

Not included in this framework are non-Delaunay triangulations such as the Greedy
triangulation and the Minimum Weight triangulation. These are discussed in chapter 3.

Section 2.1.3 describes the classification for the algorithmic paradigms used to classify
Delaunay triangulation algorithms.

Sections 2.2 to 2.6 survey how each paradigm has been applied to each Delaunay tri-
angulation problem. Where it has not been applied, I design an algorithm to demonstrate

that it can be so applied.

2.1.1 Constraint properties

Note from figure 2.1 that all the other Delaunay triangulation problems are subsets of the
constrained Delaunay triangulation problem. Simpler triangulation algorithms are possible

for these problems, so it is worthwhile to consider them separately.

12
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The Delaunay triangulation

Let S be a set of points in the plane. We will call the points in S sites.

To simplify the discussion we will assume that the set of sites is non-degenerate, that
is, no three sites are collinear and no four sites are cocircular. Degenerate site sets can be
made non-degenerate by a small perturbation of the sites. This can be done by modifying
the computation of the geometric primitives rather than actually moving any sites [97].

The Delaunay triangulation of §' is the unique triangulation of S such that the circumcir-
cle of each triangle contains no site in its interior. Sites s and ¢ are connected by a Delaunay
edge iff there exists a circle through s and ¢ which has no other site on its boundary or in
its interior.

The Voronoi polygon of a site s € 5' is the set of points that are closer to s than to any
other site in §. The Voronoi polygons of all the sites form a partition of the plane known as
the Voronoi diagram of §. The Voronoi diagram is the dual of the Delaunay triangulation.
Figure 1.1 shows the Voronoi diagram and Delaunay triangulation of a set of sites.

There is a strong relationship between the Delaunay triangulation and three-dimensional
convex hulls [94, 147]. The lifting map sends each point (,y) to the three-dimensional point
(z,y,2% + y?). The lifting map sends the base plane to the paraboloid z = 22 + y%. To lift
a triangulation we just apply the lifting map to its sites to get a triangulation embedded in
three dimensions. The lower convex hull of a point set consists of those faces visible from
(0,0, —o0). The lift of the Delaunay triangulation is just the lower convex hull of the lifted
sites. (This follows from the fact that the lift of a circle is the intersection of a plane with
the paraboloid.)

If all except one of the sites are on a line, then any triangulation sorts the sites in the
order in which they occur on that line. This means that there is a worst-case lower bound
of Q(nlogn) for any Delaunay triangulation algorithm.

Shamos and Hoey [295] were the first to develop an algorithm that attained this bound.

See the surveys by Aurenhammer [15], Fortune [120] and Okabe et al. [248] for more

information on the properties of Voronoi diagrams and Delaunay triangulations.

Constrained Delaunay triangulation

Let § be a set of sites in the plane and E be a set of straight-line edges (constraints)

connecting sites in 5. A point A is visible from a point B if the segment AB does not cross
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an edge of Iv.

The constrained Delaunay triangulation of (S, I/) is the unique triangulation of S such
that the circumcircle of each triangle contains no site visible from all three vertices of the
triangle in its interior and the vertices of each triangle are mutually visible. Sites s and ¢
are connected by a constrained Delaunay edge iff s is visible from ¢, and there exists a circle
through s and ¢ which has no other site on its boundary or in its interior visible to s and t.

The bounded Voronoi polygon of a site s € §' is the set of points whose closest visible site
is s. The bounded Voronoi polygons of all the sites form the bounded Voronoi diagram of
5. Figure 2.3 shows the bounded Voronoi diagram and constrained Delaunay triangulation
of a set of sites and constraints. Note that AB is a Delaunay edge but that the bounded
Voronoi polygons of A and B are not adjacent, i.e. the bounded Voronoi diagram and

constrained Delaunay triangulation are not dual.

Figure 2.3: Bounded Voronoi diagram and constrained Delaunay triangulation

The dual of the constrained Delaunay triangulation is the constrained Voronoi diagram.
This is formed by taking the bounded Voronoi diagram and gluing an extra sheet to it
along each constraint edge so that if you cross the constraint edge, you move from the base

plane to the associated extra sheet. If a Voronoi polygon is adjacent to a constraint in the
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base plane, then it extends into the associated extra sheet. Figure 2.4 shows the two extra
sheets that are glued to the bounded Voronoi diagram in figure 2.3 to form the constrained

Voronoi diagram.

Figure 2.4: Ixtra sheets in constrained Voronoi diagram

The lift of the constrained Delaunay triangulation is just the lowest triangulated surface
which contains all the constraint edges.

Chew [57] and Wang and Schubert [320] were the first to develop worst-case optimal
O(nlogn) algorithm for constrained Delaunay triangulation.

Some applications of constrained Delaunay triangulations are listed in section 1.4. For
more on the properties of constrained Delaunay triangulations see Joe and Wang [165].
(They say “constrained Voronoi diagram” instead of “bounded Voronoi diagram” and “ex-
tended constrained Voronoi diagram” instead of “constrained Voronoi diagram?”.)

A related construction is the conforming Delaunay triangulation. The conforming De-
launay triangulation of (5, E) is the Delaunay triangulation of §' D S, where 57 is chosen
such that no edge in the Delaunay triangulation of S crosses an edge in E. Figure 2.5
shows the conforming Delaunay triangulation corresponding to the constrained Delaunay
triangulation shown in figure 2.3.

The usual approach used to construct a conforming Delaunay triangulation is to repeat-

edly add sites on constraint edges that are crossed by Delaunay edges until the triangulation
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Figure 2.5: Conforming Delaunay triangulation. Added points are marked with bullets.

is conforming [29, 30, 150, 239, 249, 276, 278, 287, 314, 330]. This approach seems to work
well in practice, though it is possible that vast numbers of extra sites would have to be
added. Edelsbrunner and Tan [101] show that with n sites and m edges, Q(mn) extra sites
can be required and give an algorithm to find a conforming triangulation with at most

O(m?n) extra sites.

Convex-Polygon Delaunay triangulation

If the sites form a convex polygon, and we are given the order in which they occur around
the boundary, the Q(n logn) lower bound no longer applies, and Aggarwal et al. [5] have de-
veloped a worst-case O(n) algorithm. Chapter 5 is devoted to the analysis, implementation

and performance measurement of several algorithms for this problem.

Simple polygon Delaunay triangulation

Definition. A polygon with vertices po,p1,...,pn_1, and edges e; = pipisy (define p,, as
Po) Is a simple polygon if

e adjacent segments intersect only at their shared vertex: e; N €41 = Dit1-
e non-adjacent segments do not intersect: e;Ne;j = G if 5 £ i + 1.

This is a special case of constrained Delaunay triangulation where the constraints form a
simple polygon and the sites are the endpoints of the constraint edges. Furthermore, we

are only interested in the part of the triangulation inside the polygon. The incremental
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algorithm for constrained Delaunay triangulation (section 2.3.2) requires this computation
as one step.

The Q(nlogn) lower bound does not apply in this case either, and recently Klein and
Lingas [181] have presented a randomized algorithm that takes expected linear time.

In contrast, calculating the Delaunay triangulation of the vertices of a simple polygon

still requires time Q(nlogn) [4, 290]. That is, the constraints make the problem “easier”.

Special polygon Delaunay triangulation

Triangulations of particular kinds of polygons are required as steps in other geometric
problems.

A polygon is monotone if there is a line [ such that all lines parallel to { intersect
the polygon at most twice. Yeung [338] provides a O(nlogn) algorithm for the Delaunay
triangulation of a monotone polygon.

If we delete a site from a Delaunay triangulation it is necessary to retriangulate the
polygon formed by the union of all the triangles adjacent to the deleted site. This Delaunay
deletion polygon is characterized by having the intersection of the circumcircles of all trian-
gles formed from three vertices be nonempty. Aggarwal et al’s convex-polygon Delaunay
triangulation algorithm can be generalized to triangulate Delaunay deletion polygons in
linear time [5].

A polygon P is a Delaunay monotone polygon if there is a line which intersects every
internal edge of the Delaunay triangulation of P [321]. These arise when a single constraint
is inserted into a constrained Delaunay triangulation, and their Delaunay triangulations
can be found in linear time [204, 321].

A polygon P with vertices po,...,p, is a normal histogram if the p; have ascending
@-coordinates, po and p, have the same y-coordinate, and all other vertices have larger
y-coordinates. Klein and Lingas present a linear algorithm for Delaunay triangulation of
normal histograms as a step in their linear algorithm for the Delaunay triangulation of a

simple polygon [181].

2.1.2 Metric properties

Definition. A homothety h(t,,t,,k) is a product of a translation by (tz,ty) and a scaling
by k.
Atz ty, k) (z,y) = (t. + ke, t, + ky).
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If & # 1 then the homothety has a fixed point P, so we will also call it H(P,k). Aset Ais
a homothet of a set B of there is a homothety H such that H(B) = A.

Lay [195] and Coxeter [66] (who calls them dilatations) cover some of the properties of
homotheties.
[ will use shape set to refer to an equivalence class under homotheties. For example, the

set of all axis-parallel squares is a shape set.

Definition. A convex body is sirictly conver if it contains no straight line segments in its

boundary [317].

Definition. A directed line [ is a support line of a set K iff [ contains a boundary point (a

support point) of K and K is contained in the closed halfplane to the left of /.

We can associate directed lines with the half-planes to their left. A convex set can be

seen to be equal to the intersection of the half spaces associated with its support lines.

Definition. A convex body is smooth if there is a unique support line at each boundary

point [195].

Definition. The polar set K* of K is defined by
K* = {(z,y)|ax + by < 1 for all (a,b) € K}.

If K contains a single point (a,b) # (0,0) then K* is the closed half-plane az + by < 1.
The dual of such a point is its polar set K*. The dual of a closed convex set K with (0,0)
in its interior is its polar set K*. See Lay [195] for more details.

Boundary points and support lines are dual—that is, the directed line associated with
the dual of a boundary point p of K is a support line of the dual X*. Smoothness and strict
convexity are dual—if there are two support lines at a boundary point of K, then, in the
dual there are two boundary points incident on the same support line, and the boundary
of the dual will contain the segment joining these two points. In other words, & is smooth

if and only if the dual of K is strictly convex.

Definition. Given a closed convex set K with (0,0) in its interior, then the conver distance

function f:R? — R of K is defined by

d(z,y) = inf{k|(x — y) € h(0,0,k)K}.
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K is called the ball for the convex distance function.

Note that we have generalized the definition given by Chew and Drysdale [55] by allowing
the convex set to be unbounded.

I we let P’ be the point where the ray OP (O is the origin) intersects the boundary of
K then d(P,0) = |OP|/|OP'| (see figure 2.6). The Euclidean metric is the convex distance
function of the unit disc {(2,y)]2?+y? < 1}. The Manhattan metric is the convex distance

function of the square with corners (0,1), (1,0), (0, —1), and (—1,0).

/GP
/
/ P’

Figure 2.6: Ball for a convex distance function

Given a ball K, a circumbell of a triangle T is a homothet of that ball with the vertices
of T' on its boundary. We say that K circumscribes T. If the ball is smooth and strictly
convex then every non-degenerate triangle has a unique circumball [187].

The convex-distance-function Voronoi diagram is defined just as in section 2.1.1, but us-
ing the convex distance function to measure distance. In the dual convex-distance-function
Delaunay triangulation each triangle has a circumball with no site in its interior.

If the ball is not smooth then some triangles will not have circumballs and the outer
face of the Delaunay triangulation is not the convex hull but the support hull [91]. (See
figure 4.6 for an example.) An edge PQ is part of the support hull iff there is an infinitely
large homothet of the ball with P and @ on its boundary and no site in its interior.

Similarly, if the ball is unbounded, some triangles will not have circumballs and the
outer face is the support hull. In addition, some sites will be outside the the support hull
(See figure 4.8 for an example.). We can regard an unbounded ball as having a corner at
infinity.

If the ball is not strictly convex and the line through two sites is parallel to a straight-

line segment on the boundary, then there may be an infinite number of circumballs for a
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triangle with the two sites as two vertices. Consequently, the Delaunay triangulation is
ambiguously defined. A small perturbation of the sites will solve this problem, so we can
deal with it in the same way that other degeneracies are dealt with.

In this thesis I further generalize convex-distance-function Delaunay triangulation to de-
fine the empty-shape triangulation. If we are given a set of balls & such that for any triangle
1" there is exactly one ball in £ which circumscribes 7', in the empty-shape triangulation
each triangle has an empty circumball. Tigure 4.6 shows an empty-shape triangulation
where K consists of all homothets of a triangle and three hyperbolae.

Table 2.1 shows the Delaunay triangulation problems for which algorithms have been
published. Chapter 4 gives algorithms for constrained empty-shape triangulations, which

are a superset of all the problems in table 2.1.

empty-shape | convex distance | Euclidean Manhattan
triangulation | function
constrained [57]
no constraints [55] [295] [158]
simple polygon [181] [180]
convex polygon [5]

Table 2.1: Delaunay triangulation problems

2.1.3 Algorithm paradigms

The one-dimensional analogue of triangulation is sorting. Much has been written on
the taxonomy of sorting algorithms. One commonly used classification scheme is that
of Knuth [185], who classifies sorting algorithms into insertion, selection, exchange, and
divide and conquer. If all except one of the input sites are on a line, then the triangulation
algorithm functions as a sorting algorithm, so it should be no surprise that we can adapt

Knuth’s scheme to classify triangulation algorithms.

Flip

Bubble sort repeatedly exchanges adjacent elements that are out of order until the sequence
is sorted. The number of exchanges is equal to the number of inversions in the list which is

O(n?) in the worst and average case.
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By exchanging non-adjacent elements it is possible to obtain a O(nlogn) algorithm.

Analogously, a flip algorithm for triangulation repeatedly modifies a triangulation by
“exchanging” diagonals of convex quadrilaterals in the triangulation that are “out of order”
until the triangulation is “sorted”. In this context to “exchange” means to flip! the diagonal,
“out of order” means that the triangulation of the convex quadrilateral is not Delaunay and

“sorted” means that the triangulation is Delaunay.

Incremental

Insertion sort inserts each point into the sorted sequence in turn. This takes time O(n) in
the worst and average cases, giving O(n?) time to sort n points.

Using a more sophisticated data structure, (such as an AVL tree) to store the sorted
sequence enables the insertion to be carried out in time O(logn), leading to a O(nlogn)
algorithm.

Analogously, an incremental algorithm for triangulation maintains a triangulation of the

sites processed so far. Lach new site is inserted in the triangulation in turn.

Selection

Selection sort outputs a sorted sequence by selecting the smallest element in a sequence,
then the next to smallest and so on. Finding the smallest element takes time O(n), so the
total time taken is O(n?).

By using a priority queue data structure (such as a heap) that enables the selection to
made in time O(log n) we can obtain a O(nlogn) algorithm (heapsort).

Analogously, a selection algorithm for triangulation finds Delaunay triangles one at a

time from the set of sites.

Sweepline

The sweepline paradigm is an important computational geometry paradigm that can be used
to create a selection triangulation algorithm by finding Delaunay triangles in the order that
a sweepline crosses the rightmost point of their circumball. Although sweepline algorithms
are selection triangulation algorithms, they are important enough to be given their own

category.

'defined on page 72



%

CHAPTER 2. TRIANGULATION ALGORITHMS 23

The sweepline algorithm is analogous to heap sort in that it uses a priority queue data

structure to select Delaunay triangles in time O(logn) per triangle.

Divide and Conquer

Merge sort divides the sequence to be sorted into two equal sized sequences. These are
sorted recursively and the results merged to produce a final sorted sequence. Since the
merge step takes O(n) time, merge sort takes O(nlogn) time overall.

Analogously, the Divide-and-Conquer triangulation algorithm divides the sites into two

equal sized sets, recursively triangulates each set, and merges the two triangulations.

Published algorithms

Table 2.2 classifies published triangulation algorithms using the above scheme. The great

popularity of the incremental algorithm is evident.

2.2 Flip Triangulation Algorithms

2.2.1 Delaunay triangulation

The flip algorithm for the Delaunay triangulation constructs an initial triangulation and
then does Delaunay flips until no more flips are possible.

Lawson [194] proved that the flip algorithm will converge to the Delaunay triangulation,
no matter what order the flips are done in.

The initial triangulation can be made by constructing a star triangulation by connecting
a site to all others and then filling in the concavities [233], finding a spiral path through
the sites and then filling in between whorls of the spiral [222], by repeatedly dividing the
sites into two by finding a path connecting sites [207], or by connecting sites to other visible
sites [19].

We can repeatedly make passes over all the edges of the triangulation, flipping any
eligible edges and stopping when a pass is made without any flips [233]. Or, if we use
a list of triangles to store the triangulation, we can check each triangle against its three
neighbours. Once a triangle has been tested it need not be tested again, so one pass over the
triangle list, with new triangles being added at the end, will suffice. Figure 2.7 shows the

sequence of triangulations that this method produces, starting with a star triangulation.
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325)

Flip Incremental Selection Sweepline Divide and
Conquer
Delaunay (19, 119, 161, | [7, 8, 31, 34, [20, 22, 37, 40, | [122, 199] [39, 70, 92,
triangulation | 207, 222, 269, | 35, 36, 42, 58, | 69, 81, 105, 104, 147, 172,
280] 64, 65, 82, 85, | 112, 113, 124, 173, 199, 202]
115, 116, 119, | 154, 175, 183,
123, 131, 134, | 198, 224, 227,
135, 145, 148, | 229, 271, 281,
150, 152, 163, | 305, 307]
168, 194, 197,
202, 213, 221,
225, 234, 246,
249, 253, 260,
294, 296, 300,
302, 303, 308,
314, 327, 339,
340]
Constrained [33, 231, 252, [14, 27, 63,73, | (201, 216, 218, | [291] [57, 165, 236,
Delaunay 309] 76, 142, 160, 228, 241] 237, 279]
triangulation 169, 171, 181,
219, 220, 301,
320, 321]
simple [76, 301] [63] [201]
polygon
Delaunay
triangulation
special [181, 182] [171, 338]
polygon
Delaunay
triangulation
convex [161] [55] [83]
polygon
Delaunay
triangulation
convex- [45, 77, 121, [91, 158, 170,
distance- 299, 297] 200, 203, 205]
function
Delaunay
triangulation
non-Delaunay | [109, 136, 138, [139, 211, 204] [235]
triangulations | 156, 233, 254,

Table 2.2: Published Triangulation Algorithms
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Efficiency of the flip algorithm

In the lifted triangulation each flip causes the surface to move downwards. Jonsequently,
once an edge is deleted it can never come back. Since there are (?) possible edges there can

be at most O(n?) flips.

2.2.2 Constrained Delaunay triangulation

The flip algorithm is the conceptually simplest algorithm for constructing the constrained
Delaunay triangulation. Construct an initial triangulation that contains all the constraint
edges. Do constrained Delaunay flips until no more are possible. A constrained Delaunay
flip differs from a Delaunay flip in that it will not delete a constraint edge. The proof of the
correctness is almost identical to that for the unconstrained flip algorithm and the worst
case is still O(n?).

The only difficulty is that it is no longer trivial to construct the initial constrained
triangulation. Garey et al. [132] give a O(nlogn) for this problem. Implementing this algo-
rithm is the most complicated part of implementing the flip algorithm for the constrained
Delaunay triangulation, since it requires two stages: first a plane sweep from left to right
that adds edges so that each site has an edge to its left and an edge to its right, and then
triangulation of the resulting monotone polygons.

There have been no published implementations using this method.

In many applications, the constraint edges form a simple polygon. We can triangulate
the simple polygon and complete the triangulation by triangulating the sites that fall into
each triangle by any of the above methods. There exists a very simple algorithm to trian-
gulate the simple polygon. An ear of a polygon is a triangle ABC' where A, B and C are
successive vertices along the boundary, ZABC' is convex, and AABC contains no polygon
vertex in its interior. Meisters [230] has proved that any polygon has at least two ears. The
ear-cutting algorithm triangulates a polygon in time O(n3). It finds an ear in time O(n?)
by testing (in time O(n)) each of O(n) possibilities, cutting this ear from the polygon and
recursively triangulating the resulting polygon.

This algorithm has been proposed in [337] and [336], while [231] and [252] use it with
the flip algorithm.

A slightly more complicated algorithm, also with O(n®) worst-case complexity, directly

searches for a triangle standing on a side that does not intersect a polygon edge [51].
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Borgers [33] uses it with the flip algorithm.
Implementors have used these simple O(n®) algorithms because in their applications the
number of constraints is small relative to the number of sites, so the flipping time dominates.
We should also note that there has been much research into finding o(n log n) algorithms?
for polygon triangulation. Such algorithms were found for special cases [50, 107, 153, 310,
313, 335], then general O(nloglogn) algorithms [178, 306] and O(nlog*n) randomized
algorithms [62, 60, 292] were developed before Chazelle found a deterministic O(n) algo-

rithm [48].

2.2.3 Simple polygon Delaunay triangulation

We construct an arbitrary triangulation of the simple polygon and then apply the flip
algorithm. We have already discussed triangulating simple polygons in section 2.2.2.

2.2.4 Convex-Polygon Delaunay triangulation

In this case it is particularly easy to construct an initial triangulation. For example, con-
necting one vertex to all others will suffice. Joe [161] describes a flip algorithm for convex
polygon Delaunay triangulation.

2.2.5 Convex-Distance-Function Delaunay triangulation

If the convex-distance-function ball is smooth and bounded then the flip algorithm will work

in the same way that it does in the Euclidean metric. If not, two difficulties are encountered:
1. We must first find the support hull and construct an initial triangulation of that.

2. The convex-distance-function Delaunay triangulation of a convex quadrilateral may

not contain any triangles, making it unclear which way to flip the diagonal.

In section 4.1.2 I present a way to deal with these difficulties.

2o(g(n)) is the set of functions f(n) such that |f(n)| < ¢|g(n)| for all ¢ > 0 [144].
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2.3 Incremental Triangulation Algorithms

2.3.1 Delaunay triangulation

There are two main ways that a new site can be inserted into a triangulation. Watson’s
method [326], is to scan through all the triangles, deleting all those triangles whose cir-
cumcircles contain the new site. The deleted triangles form a star-shaped polygon.® New
triangles are then added by connecting the new site to each boundary edge of this polygon.
The list of boundary edges can be computed by collecting all the edges of the deleted poly-
gons and discarding all the edges that occur twice. For this method, we do not need a data
structure that keeps track of triangle adjacencies. A simple list of triangles will suffice.

Another method, due to Lawson [194] connects the new site to all those sites visible
from it. This triangulation is then converted to a Delaunay triangulation by repeated flips.
The only possible candidate triangles for flipping are the new triangles that have just been
created by connecting the new site.

If the new site is inside the convex hull of the sites triangulated so far, then the only
sites visible from it will be the three corners of the triangle that it is inside, so to simplify
programming you can start with a triangulation of some dummy sites whose convex hull
includes all the real sites [202].

If the new site is outside the convex hull of the sites triangulated so far, then the only
sites visible from it will be a sequence of sites on the convex hull. To ensure that this is
the only case that you need to consider in your triangulation algorithm you can sort all the

sites in order of distance from the origin [194], or sort them by their « coordinate [65, 308].

Efficiency of Incremental Algorithms

In the worst case, an incremental algorithm will require O(n) time to insert a site in the
triangulation, since the new site might have to be connected to all O(n) other sites. This
means that the total time will be O(n?) in the worst case. A sequence of sites along a
half-parabola [202] is an example of this worst case.

Most implementations of incremental algorithms perform much better than this in prac-

tice for reasons explained below:

®A star-shaped polygon is a polygon with a point in its interior from which every other interior point is
visible.
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Insertion by Flipping When a site is inserted into a Delaunay triangulation the only
new edges are those adjacent to the new site, so the number of flips required is d, the degree
of the new vertex. If the sites are uniformly distributed, he expected value of d is 6 and the
expected number of flips is O(n). Guibas, Knuth and Sharir [148] generalize this result to
show that the expected number of flips is O(n) for any site set, provided that the sites are
inserted in random order.

The other time-consuming part of incremental algorithms, is finding the sites to initially
connect the new site to.

If we reorder the sites such that the new site is outside the convex hull of the sites
triangulated so far, it is necessary to search the convex hull of the sites. If the sites are
uniformly distributed and we order the sites by the distance from the origin, the expected
number of sites in the convex hull is O(n'/?) [268], giving a total search time of O(n/?) [194].
If sites are uniformly distributed over a rectangle, then the expected number of sites in the
convex hull is O(logn) [270], so sorting the sites by & coordinate will lead to a total search
time of O(nlogn) [308].

If the new site i‘s inside the convex hull, it is necessary to find the containing triangle.

We can use the partial Delaunay triangulation for this. We test the new site against
each side of a given triangle. If it is inside each side, we have found the containing triangle,
otherwise the next triangle to be checked is the one on the other side of a side that the site
is outside. We can walk across the triangulation from one triangle to an adjacent triangle
until we find the containing triangle. If the sites are uniformly distributed, the average
number of triangles intersected by a line is O(y/n) (see below), so in this case the search
time is O(y/n) and the search time for the entire algorithm is O(n3/2) [145].

We can improve on this by reordering the sites so that successive sites are close together,
and starting the search for the containing triangle at the site of last insertion.

A fast way to do this sorting is to divide an enclosing rectangle into b buckets and in time
O(n + b) reorder the sites by the buckets they fall into. Lee and Schachter [202] proposed
using a serpentine or spiral order (see figure 2.8) and about /n buckets. If the sites are
uniformly distributed, there will be O(y/n) sites in each bucket and an average search time
of O(n'/%) per site, and a total search time of O(n®/*). Sloan [300] reports that for an
implementation of the above scheme using serpentine ordering the observed run time was
O(n'-98) for sites uniformly distributed on the unit square. He suggests that this is because

for the values of n tested (< 10,000) the time for the O(n) flip operations dominates. Ohya,
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Figure 2.8: Proposed bucket orderings

[ri and Murota [247] got similar results for an implementation using a spiral ordering (about
O(n*%%) for n < 32,000).

Ohya, Iri and Murota [246] also tried using n buckets so that there is an average of one
site per bucket and a quaternary ordering for the buckets. (The numbers in figure 2.8 are in
base 4 to make the pattern clearer.) The observed execution time was O(n), for n < 32,000.

Agishtein and Migdal [7] sort the sites by the order that they occur on a space-filling frac-
tal curve. This takes time O(nlogn) for any distribution of sites. The observed execution
time to compute the triangulation (not counting the initial sort) was O(n) for n < 90, 000.
This approach is similar to using quaternary bucketing without a fixed number of buckets,
and subdividing any bucket with more than one site.

Note that for all the schemes that involve re-ordering the sites, the Guibas-Knuth-Sharir
guarantee (that the expected number of flips is O(n) regardless of the site distribution) is
voided. Indeed, for sites on a half-parabola, sorting by = coordinate, or spiral or serpentine
bucket ordering can lead to Q(n?) flips since the order of insertion could be the order that
sites occur on the half-parabola. The quaternary ordering scheme is designed to be more
robust by mixing up the ordering of the buckets. If the sites are on a half parabola through
the bottom row of buckets, with one site per bucket, the total number of flips to produce

the triangulation satisfies the recurrence

J1) = o (2.1)
f2) = 1 (22)
F@YY = @)+ 2+ 1), (2.3)
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The solution to this is @(nlogn),* so while better than the other schemes, the number of
flips is still suboptimal for this particular distribution of sites.

By keeping all the intermediate triangulations, Guibas, Knuth and Sharir [148] are able
to locate the insertion triangle in average time O(logn) (average over all insertions and
all insertion orderings, regardless of site distribution). Whenever a triangle is flipped, or
subdivided by a new site, instead of deleting it, they keep it around, with pointers to the
two (if flipped) or three (if subdivided) new intersecting child triangles. Since the expected
number of flips to construct the triangulation is O(n), the total space required is O(n) on
average. To find the insertion triangle for a new site it is just necessary to start at the
root triangle that contains all others, and move to the child which contains the new site
until a leaf triangle is reached. The total search time to construct the triangulation is then

O(nlogn).

Watson’s algorithm If we do not keep track of triangle adjacencies and use Watson’s
method of deleting all triangles whose circumcircles include the new site, we can avoid
having to search all the triangles by pre-sorting the sites by @ coordinate. When searching
the triangles, if we discover one whose circumcircle does not intersect the vertical line
through the new site, then we know that no later site can be inside the circumcircle of that
triangle, and it need not be checked when inserting later sites. So, when inserting a new
site, it is only necessary to check those triangles whose circumcircles intersect the vertical
line.

If the sites are uniformly distributed inside the unit square, we can estimate this number.
A circle of radius R has a probability of 2R of intersecting a random vertical line (ignoring
edge effects). The expected value of R is 3/(4+/n) [232], and there are 2n Delaunay tri-
angles (again ignoring edge effects), so a random vertical line will intersect 3v/n Delaunay
circumcircles on average.

We also need to consider the triangles that are Delaunay triangles of the sites to the
left of the line, but whose circumcircles contain a site to the right of the line. An edge of
such a triangle must be intersected by a Delaunay edge that crosses the vertical line, so we
can bound this number by considering the number of Delaunay edges that cross a vertical
line. A line of length { has probability 2//x of intersecting a random vertical line [277]. The
expected length of a Delaunay edge is 32/97/n [232], and there are 3n Delaunay edges

4@(g(n)) is the set of functions f(n) such that Clg(n)| < |f(r)| < D|g(n)| for some C, D > 0 [144].
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(ignoring edge effects), so a random vertical line will intersect (64/37%)/n Delaunay edges.

Hence, it only necessary to search O(y/n) triangles, giving time O(n'*®) for uniformly
distributed sites. Sloan and Houlsby [302] report execution times growing at O(n'3) for an
implementation of the above approach.

If we record triangle adjacencies, then the same triangulation walking, site reordering,
and keeping old triangulations methods can be used as in flip insertion.

The Delaunay tree, proposed by Boissonnat and Teillaud [31], by keeping old trian-
gulations around allows us to find the triangles whose circumcircles contain the new site
in average time O(logn). The main difference from the Guibas-Knuth-Sharir method is
that fewer triangles are kept—the temporary triangles created while flipping that are not
in a partial Delaunay triangulation are not included. This saves space, but makes the data
structure a little more complicated since triangles have a variable number of children.

A similar scheme was proposed by Palacios-Velez and Renaud [253]. The main difference
is that for deleted triangles we just store a pointer to the site whose insertion caused the
deletion of this triangle, since each new triangle that intersects it must be adjacent to
this site. When searching for an enclosing triangle for a new site, we can walk on the
triangulation, starting at a triangle adjacent to the deletion causing site. They measured
a total search time of O(nlogn) for an implementation of this method for n < 15,000 and
uniformly distributed sites. They also compared this method with a simple triangulation
walk scheme. This proved to be slower for n > 500 but sorting the sites made a dramatic
difference—in this case fewer than 4 triangles needed to be searched for each insertion, as
compared with 24 for the hierarchical method and 35 for unsorted triangulation walking.
(This is for n = 2000.)

Table 2.3 further classifies the incremental Delaunay triangulation algorithms from ta-

ble 2.2 by the way insertions are carried out.

Watson’s algorithm | [31, 82, 85, 115, 116, 135, 152, 107, 253, 260, 302, 314, 327,
339]

Flip [34, 163, 296]

inside (7, 36, 42, 58, 119, 123, 131, 134, 148, 150, 168, 202, 221,
934, 246, 294, 300, 303]

outside (8, 65, 194, 308]

Table 2.3: Incremental Delaunay Triangulation Algorithms
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2.3.2 Constrained Delaunay triangulation

Given a constrained Delaunay triangulation we can insert a new site or a new constraint.
Inserting a new site is done in the same way as in the incremental Delaunay triangulation
algorithm—we connect it to all the sites that it can see and then use the constrained flip
algorithm to get the new constrained Delaunay triangulation.

To insert a constraint it is necessary to delete the & edges that it intersects and then
insert the edge. If & > 1 the result will contain one or two non-triangular faces—a p-gon and
an r-gon,where p+r = k4 5. We need to compute a simple polygon Delaunay triangulation.
This has been done by the selection algorithm [63] (section 2.4.3), the flip algorithm [76, 301]
(section 2.2.3), and the divide-and-conquer algorithm [169] (section 2.6.3).

If we use a worst case O(k?) (e.g. selection) algorithm, then since & is O(n) and there
could be O(n) constraints, the worst-case execution time is O(n®). However, in many
applications, k tends to be small (i.e. the constraint edges are short), or there are not many
constraints, so this approach can give reasonable performance.

In fact, the faces to be retriangulated are Delaunay monotone polygons (section 2.1.1)
and hence can be triangulated in time O(k), yielding O(n?) worst-case algorithms [204, 321].

If we do not require an on-line algorithm, we can insert all the constraints before doing
any retriangulating. This leaves us with a set of simple polygons to Delaunay triangulate.
If we use an O(nlogn) algorithm for this, we obtain a O(n logn) for constrained Delaunay

triangulation [169, 320].

2.3.3 Simple polygon Delaunay triangulation

The natural way to apply this paradigm is to add vertices one at a time to the polygon,
maintaining a simple polygon triangulation at all times. In particular, if the polygon has
vertices p1ps...p, and {pr,,P,,..., Pk} is a subset of the vertices such that &y < ky <
... < k; we want the Delaunay triangulation of the polygon DPky Pk, - - - Pk;- Unfortunately,
this polygon may not be simple (its edges might cross). We could also try adding the
constraints one at a time, but a subset these might not form a simple polygon either.
Consequently, we must insert points in an order such that PkyPky - - -Pk; 18 a simple
polygon. One way to achieve this is to first triangulate the simple polygon (section 2.2.2).
Pick any triangle to start, and then add triangles that share an edge with previously added

triangles, one at a time. This introduces one new vertex at each step. Each intermediate
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polygon is simple because its edges are edges of the polygon triangulation, and hence do
not intersect. The Delaunay triangulation can be updated by flipping in the usual manner.
Note that since sites are not inserted in a random order the Guibas-Knuth-Sharir [148]

result does not apply: we cannot say that the expected number of flips is O(n).

2.3.4 Convex-Polygon Delaunay triangulation

If the sites are the vertices of a convex polygon then the two sites to connect a new site
to can be found in constant time. If the sites are inserted in a random order the expected
total number of flips is O(n) and the total time is O(n). This result was first proved by

Chew [52].

2.3.5 Special polygon Delaunay triangulation

Why were we able to find a linear randomized insertion algorithm for convex polygons but
not for simple polygons? The difference was that for convex polygons, we were guaranteed
that polygons like py, py, . .. py; were simple. So we also have a linear randomized insertion
algorithm for polygons with the property that a line joining any two vertices does not cross
a polygon side.

Klein and Lingas [182] show that the same applies for polygons with the property
that sides of polygons like pi, pi, ... pr, were edges of the Delaunay triangulation or of the
furthest-site Delaunay triangulation® of the sites {Pry»Prss- - Pk, }. Such polygons include

Delaunay deletion polygons and monotone histograms.

2.3.6 Convex-Distance-Function Delaunay triangulation

If the convex-distance-function ball is smooth and bounded then the incremental algorithm
will work in the same way that it does in the Euclidean metric. If not, two difficulties are

encountered:
1. We don’t always know how to flip diagonals (see section 2.2.5).
2. Connecting a new site to all visible sites may add edges outside the support hull.

Drysdale [91] presents an algorithm that deals with these difficulties in the case of non-

smooth balls. In section 4.1.2 I present a way to deal with these difficulties in all cases.

*Triangles of the furthest-site Delaunay triangulation contain all other sites in their circumcircles.
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2.4 Selection Triangulation Algorithms

2.4.1 Delaunay triangulation

The naive selection algorithm just considers all (5) possible triangles. We check each triangle
to see if its circumcircle is empty in time O(n), leading to a O(n?) algorithm.

Given a Delaunay edge we can find the Delaunay triangle on a given side of that edge
by a simple scan through the sites on that side. We start with a candidate site for the third
site of that triangle. If another site is inside the circumecircle of the candidate triangle, then
that site becomes the new candidate.

The circumeircle algorithm [229] starts by finding a Delaunay edge (for example, by
finding the closest site to a particular site). We place this edge and its reverse on a stack.
The algorithm proceeds by popping an edge from the stack, finding the Delaunay triangle
on that edge, and pushing the two new Delaunay edges onto the stack. If we push an edge
onto the stack and its reverse is already on the stack, we remove both edges.

Figure 2.9 shows the the sequence of triangles constructed. Triangles around the convex
hull are found first, then it spirals inward. This is a depth first search of the dual graph of
the triangulation.

If a queue is used instead of a stack (figure 2.10), the boundary tends to sweep across the
triangulation, and the size of the boundary is likely to be smaller. A queue gives a breadth
first search of the dual graph of the triangulation. Figure 2.11 shows average and maximum
boundary sizes for each data structure, with sites taken from the uniform distribution over
the unit square.

For each Delaunay edge we do a O(n) search through all the sites, so this algorithm
takes time O(n?). The edges stored on the stack form the boundary of the area triangulated
so far, so the stack will have maximum size O(n). The only data structure needed by this
algorithm is the stack since Delaunay triangles can be output as they are computed. If we
wish to construct the adjacencies for the triangles it is necessary to store with each edge
the associated triangle.

If we lift our two-dimensional triangulation problem to a three-dimensional convex hull
problem, then the gift-wrapping algorithm [263] is just the circumcircle algorithm in dis-

guise.
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Figure 2.9: Circumcircle algorithm. Stack is in bold
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Figure 2.10: Circumcircle algorithm. Queue is in bold
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Figure 2.11: Boundary size in circumcircle algorithm (log scale)

Speeding up the circumcircle algorithm

Sorting on « A simple way to speed up the search for the Delaunay triangle is to sort the
sites by @ coordinate. All the sites in a vertical strip will be contiguous in the sorted list. If
C' is a candidate site for the third vertex of the triangle on AB, then it is only necessary to
test those sites in the vertical strip with sides tangent to the part of OABC on the same
side of AB as C'. If we find a site inside the circle ABC, then we have a new candidate and
the circumcircle and consequently the vertical strip to be checked will shrink.

If we test the sites in the right order it is unnecessary to test sites outside the vertical
strip tangent to the actual Delaunay arc® on AB. The optimal order is the order in which
the sites are touched by the expanding vertical strip (see figure 2.13).

If the sites are uniformly distributed in a unit square then the expected radius of a
Delaunay circumcircle is 3/(4,/n) and the expected number of sites searched is less than
3/n. Hence the total search time to construct the Delaunay triangulation is O(n3/2).

Fang and Piegl [112] uses an approach similar to the above, though without the optimum

search ordering.

Sthe part of the Delaunay circle on the same side of AB as C
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Figure 2.12: Strip tangent to the part of QABC on the same side of AB as C
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Figure 2.13: Search for a Delaunay triangle using an 2 sorted list
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Bucketing If the sites to be triangulated are uniformly distributed, we can use bucketing
to improve the execution time to O(n) in the average case [113, 224, 227, 307].

We need to use O(n) buckets so that each bucket will contain O(1) = p sites on the
average. To find the third site of the Delaunay triangle to the right of the edge AB (see
figure 2.14) we need to first search the buckets intersected by the edge AB. To ensure that
buckets are not searched unnecessarily, the order in which the remaining buckets should
be searched is the order in which they are encountered by an expanding arc through the
sites A and B. The buckets in figure 2.14 are numbered in the order that they will be
searched. We can stop the search when we have searched all the buckets to the right of AB
that intersect the circumcircle of the candidate triangle. (In figure 2.14 we would stop after

searching bucket 11.)

13
@
P 12
;7 /
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| \
\ \
\ \
\
\
~
~N

Figure 2.14: Bucket search for a Delaunay triangle

A circle with radius R will contain an average of 7 R? = ¢ bucket corners, and intersect

an average of 2R = h horizontal and 2R = [ vertical lines. Consider the planar graph formed
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by the intersection of the buckets with the circle (see figure 2.15). This has ¢+ 2h+ 2/ = v
vertices and (4c + 3(2h + 2))/2 = e edges since the vertices inside the circle have degree 4

and the ones on the boundary have degree 3. Euler’s formula says

f = 2+e—-w
= 24 2c+3(h+1)— (c+2h+20)
= 24+c¢+h+ 1

(This is one more than the number of buckets, since it counts the exterior face.)

/’M‘\

——

Figure 2.15: Graph formed by intersection of buckets with a circle

Miles [232] proves that the the moments of the circumradius of a random Delaunay tri-
angle are E[R*] = T(k/2+2)/(np)*/%. Therefore, the average number of buckets intersected

by a Delaunay circumcircle will be

E[rR®+ 4R + 1]
_ B, T(5/2)
EETIN CHTTE
203 1
[V

The number of buckets searched will hence be at most b(p) and at most pb(p) sites will be

b(p)

+1

tested. The optimum value of p will depend on the amount of time it takes to test a site
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and the amount of time it takes to compute the next bucket and test if it is empty. If these
times are equal the optimum value is about 1, giving about 6 sites tested and 6 buckets
searched.

The total search time for the whole triangulation will hence be O(n).

To ensure that the total running time is O(n) we must make sure that the updating of
the stack takes O(1) time. We cannot just search the entire stack for the reverse of the edge
to be added, since this could take O(n) time. The stack is just the edges making up the
boundary of the triangulated region and almost all sites will appear on this boundary at
most once, so we just need to maintain a table that contains for each site a list of pointers
into the edges on the stack that it is the first site of.

Maus [224] and McCullagh [227] do not search the buckets in the optimum order defined
above. Instead they search all the buckets intersecting a circle through AB. If these are all
empty, they try progressively larger circles. Fang and Piegl [113] adopt a similar approach,
except that they search the buckets in a bounding square of the circle. They report an
optimum value of p of 16/9. Tarvydas [307] just searches the nine buckets adjacent to the

bucket containing the centre of AB.

2.4.2 Constrained Delaunay triangulation

When searching for a new triangle on an edge AB it is sufficient just to test AC and BC
to see if they intersect a constraint edge. This gives a very simple O(n?%e) algorithm. Since
e is O(n) this is O(n®) in the worst case. A simple improvement, implemented by Lo [216]
Is to first construct the triangles on either side of the constraint edges. Once we have done
this it is no longer necessary to test for intersection with the constraint edges, giving time
O(ne® +n?). In many applications there are only a few constraint edges—if e is O(1/n) the
total time is just O(n?).

Another possibility, suggested by Lee and Lin [201] is to construct (in time O(eloge))
the visibility polygon from A. We can test in time log e whether a site is in this polygon.
This gives a O(n?loge) algorithm. Lee and Lin also suggest using a O(n?) algorithm [12]
to construct the visibility graph for the entire set of sites, which gives a O(n?) algorithm,
but this is not practical since the space requirement is O (n?) and the visibility algorithm is

much more complicated than the simple Selection triangulation algorithm.
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Bucket Search

If the sites are uniformly distributed we can consider using bucketing. The obvious approach
is to store each edge in the buckets that it intersects. When we search a bucket, we test
each site in the bucket against each constraint edge intersecting that bucket. I urthermore,
we do not search buckets on the far side of constrained edges that we find in a bucket.

There is a problem with this approach: it is possible to have Q(n) constraint edges, each
of which intersects Q(/n) buckets, leading to (n3/2) storage requirements. Furthermore,
even if we could, by some clever data structure, reduce this to O(n), we have another
problem. The constraint edges will divide each bucket up into an average of Q(y/n) regions.
When we search a bucket, we will only consider sites in one of these regions. This means
that we will have to search Q(y/n) buckets on average to find a site, so the total search time
for the algorithm will be Q(n3/?).

This problem may not be as bad as it seems—most applications will not want to force
a lot of long edges, since this guarantees many skinny triangles. In this context a long
edge is one that intersects O(/n) buckets. If the constraint edges intersect a total of O(n)
buckets (e.g. O(y/n) long edges, or O(n) edges that intersect O(1) buckets) then the total
storage requirements are O(n) In this case, each bucket is intersected by an average of O(1)
coustraint edges, so we can still expect to find O(1) candidate sites per bucket which gives
O(n) search time and O(n) time to construct the constrained Delaunay triangulation.

This approach is adopted by Piegl and Richard [256] for the slightly less general problem

that occurs when the constraints form multiply connected polygons.

2.4.3 Simple polygon Delaunay triangulation

The visibility graph (from a site) in a simple polygon can be constructed in time O(n) [106]
and so the search for a triangle standing on an edge will take time O(n) and the circumcircle
algorithm will take time O(n?). In fact, since in this case the Delaunay triangulation divides
the polygon into two smaller polygons we can do better than this on average.

Let us consider the two extreme cases for the structure of the triangulation of the
polygon: a thin triangulation (where the dual graph is a path) and a bushy triangulation
(where the dual graph is a complete ternary tree).”

In the case of a thin triangulation if we randomly choose a side of the polygon to

"These names come from Chatopadhyay and Das [46].
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construct a Delaunay triangulation then the average time taken satisfies

o =1

T(n)=n+ —i— > T()
=1

giving time O(nlogn). On the other hand, if we always choose the newly constructed side,
we gel
Tn)y=n+T(n-1),

giving a total of O(n?).

In the case of a bushy triangulation if we randomly choose a side we always get a
worst-case split and take time O(n?). On the other hand, if we always choose the newly
constructed side, in O(logn) steps we get to the middle of the triangulation and after that,
each Delaunay triangle that we find divides the polygon exactly into two, so run time is
O(nlogn).

In the case where the triangulation is a random one from all possible polygon triangu-
lations, the run time is O(n%?) (see section 5.4.1.)

If we have no a priori information about which sorts of triangulations are most likely
it would seem best to alternate between a randomly chosen side and a newly constructed

side.
2.4.4 Convex-Polygon Delaunay triangulation
This is similar to simple polygon Delaunay triangulation except that it is no longer necessary

to test for intersections with polygon edges. See section 5.4.1 for more details.

2.4.5 Convex-Distance-Function Delaunay triangulation

If the convex-distance-function ball is smooth and bounded then the selection algorithm
will work in the same way that it does in the Euclidean metric. If not, two difficulties are

encountered:
1. The dual graph of the triangulation may not be connected.
2. The triangulation may contain edges that are not part of any triangle.

In section 4.1.2 I present a way to deal with these difficulties.
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2.5 Sweepline Triangulation Algorithms

2.5.1 Delaunay triangulation

Fortune’s sweepline algorithm for the Voronoi diagram [122] works by deforming the plane
so that each site appears at the bottom of its Voronoi region. Guibas and Stolfi [149] give a
three-dimensional interpretation. An infinite cone extending upwards is placed at each site
so that the view from below is just the Voronoi diagram and space is swept with a plane
that makes the same angle with the base plane as the cones.

We can think of Fortune’s algorithm as a selection Delaunay triangulation algorithm in
the following way: The circumcircle algorithm extends the triangulated region by searching
through all the sites for each edge on the boundary of the triangulated region. The sweepline
algorithm makes one pass from left to right over the sites. As each site is encountered, it
is connected to the appropriate part of the boundary. Each triangle is added as soon as we
are sure that its circumcircle is empty.

We will maintain the subset of the Delaunay triangulation that is guaranteed to be
present no matter what sites are to the right of the sweepline. We will be able to include
an edge if we can find an empty circumcircle touching that edge. Let AC' be the Delaunay

edge shared by Delaunay triangles ABC and ACD (see figure 2.16).

Figure 2.16: Type I edge AC' is added when sweepline reaches C'
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Consider the pencil of circles that pass through the sites A and C'. The locus formed by
the rightmost points of these circles is a branch of a rectangular hyperbola® with leftmost
point €. The circles whose centres lie on the segment joining the circumcentre of ABC (E
in figure 2.16) and the circumcentre of ACD (F in figure 2.16) are the only empty ones. The
rightmost points of these empty circles form a segment of the hyperbola (the part whose
y coordinates are between those of 2 and I'). We are interested in the first empty circle
that the sweepline passes over. This is the one corresponding to the leftmost point of the

hyperbola segment. There are two possibilities:

Type I edge The y coordinate of C' is between that of £ and that of I’ (figure 2.16). The

edge AC' must be added when the sweepline reaches C.

Type II edge The y coordinates of 7 and I are both greater or hoth less than (s (fig-
ure 2.17). The edge AC' must be added when the sweepline reaches the rightmost

point of the circumecircle AC'D.

From the above it might seem that we need to know the entire Delaunay triangulation
in order to determine the edge to add next, but in fact we only need to keep track of the
boundary of the partial triangulation, those edges that could potentially have a Delaunay
triangle on their right hand side. We can order the edges of the boundary in an anticlockwise
order, starting from the leftmost site.

Define STC(AB) (sweep tangent circle) of an edge AB to mean the circle through A
and B and tangent to the sweepline at a point to the right of AB. (Note that there are
two circles through an edge, tangent to a line.) The sweep tangent circle for a boundary
edge will be empty, since if it contained a site, a Delaunay triangle to the right of the
edge with a circumcircle to the left of the sweepline would exist. The order of the edges
around the boundary is the order in which their tangent circles touch the sweepline (see

figure 2.18), since if ABC' are three consecutive sites on the boundary and the tangent

8Put the origin at the midpoint of AC, and let C' have coordinates (a,b). The circle centres lie on the

line az + by = 0. Let the circle centre be (20, y) (50 20 = ——gy) and its rightmost point be (%, y). Then
(z—20)* = (z0—a) +(y—b)
b b
(@+29) = (--v~a)’ +(y—0b)

0

z + 2§xy -y —(a® +0°)

which is a rectangular hyperbola.
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Figure 2.17: Type II edge AC' is added when sweepline reaches G

point for STC(AB) is above the tangent point for STC(BC), then C' € STC(AB) (see
figure 2.19), which is impossible.

Initially the boundary will contain just the leftmost site. When we add a type I edge
AC where C'is the new site and A occurs on the boundary in the sequence a X AY 38 (v and
p are sequences of vertices), the boundary becomes aX ACAY S (see figure 2.20). When
we add a type I edge AC' (see figure 2.17) the edges DC and AD will already have been
included in the partial triangulation (since we can find an empty circle entirely to the left
of the sweepline that touches C'D with a centre just a little above F'). The boundary will
contain aADCP since all new edges are added to the boundary and edges are only deleted
when their Delaunay triangle is found. The boundary becomes a ACS. At termination, the
boundary contains the convex hull of the sites.

If ABC' are three consecutive vertices on the boundary and C is to the right of AB (i.e.
B is a concave vertex), then ABC' is a potential Delaunay triangle, and AC' can be added
to the triangulation when the sweepline reaches the rightmost point of )ABC (since then
OABC = STC(AB)). We will update the boundary whenever the sweepline reaches a site
or the rightmost point of circumcircle. It is sufficient to maintain a priority queue for these

events, ordered by @ coordinate. The priority queue will contain a site event for each site
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Figure 2.18: Circles through boundary edges tangent to sweepline

Figure 2.19: Sweep tangent circles in the wrong order
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Figure 2.20: Boundary changes from aX AY 3 to aXACAY (3
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to the right of the sweepline, and a circumcircle event for concavity ABC' on the boundary.

We initialize the queue to contain all the sites except the leftmost. We then proceed by
removing an event from the queue.

If this is a circumcircle event for triangle ADC' we can output the triangle ADC and
update the boundary from a X ADCY 3 to aX ACY 3. We remove events (if any) for XAD
and DCY and add events for X AC' (if A is concave) and ACY (if C' is concave).

It this is site event for site ', we need to find the boundary site to connect it to.
Such a site is guaranteed to exist—consider an expanding circle through C', tangent to the
sweepline. The first site that it touches, say A, is the site we want. A could occur on the
boundary more than once (see figure 2.21). At the correct spot on the boundary a X AY S,

we have (' € wedge(X AY).5

Figure 2.21: Boundary is LAMAXNXAY L

We update the boundary from aX AY 8 to X AC AY 3, remove the event (if it exists)
for X AY and add events for X AC' and C'AY (if they are concave).
We could search the entire boundary to find the spot with the desired properties, but

*wedge(X AY) is the intersection of the half-plane to the right of X4 and the half-plane to the right of
AY.
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there is a better way. Since the tangent points of the STC's of boundary edges are ordered, we
can use binary search to find adjacent boundary edges X A and AY such that ¢ is between
the tangent points of STC(X A) and STC(AY). Now, STC(AC) C STC(X AUSTC(AY JUR

where R is the shaded region in figure 2.22.

Figure 2.22: C'4 is a Delaunay edge

If R is empty then STC(AC) is empty and, since the tangent points of STC(X A) and
STC(AY) are in wedge(X AY) and C'is between them, then C € wedge( X AY).

If R is not empty, then let C’ be the leftmost point in R. The circle through A and C’
with a vertical tangent at C' is empty. By the same reasoning as in the previous paragraph,
C' would be connected to A when the sweepline reached ¢’ , which contradicts XA and AY
being adjacent.

When the queue becomes empty, we will have constructed the Delaunay triangulation
and the boundary will contain the convex hull of the sites.

Figures 2.23 and 2.24 show the sequence of events that occur. Circumecircle events added

to the queue are shown as dashed circles, while those deleted are shown as dotted circles.

Efficiency of Sweepline

The total number of events that occur is equal to the number of edges in the Delaunay
triangulation, which is O(n). The boundary is a subset of the Delaunay triangulation, so

its size is O(n). The event queue contains at most one event for each site, and one event for
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Figure 2.23: Sweep algorithm
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Figure 2.24: Sweep algorithm
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each boundary edge, so its size is O(n). By using suitable data structures (for example, a
heap for the queue and a balanced tree for the boundary) updates and searches on the event
queue and the boundary can be done in time O(logn). The time to process each event is

O(logn) and the total time to compute the triangulation is O(nlogn).

2.5.2 Constrained Delaunay triangulation

The sweepline algorithm can be modified to compute the constrained Delaunay triangula-
tion. We still maintain a subset of the constrained Delaunay triangulation that is guaranteed
to be present no matter what sites are to the right of the sweepline.!® This obviously in-
cludes all the constraint edges. Constraint edges that lie entirely to the left of the sweepline
can be treated just like any other edges. Constraint edges that lie entirely to the right of
the sweepline can be ignored until the sweepline reaches them. Constraint edges that cross
the sweepline divide the area between the partial constrained Delaunay triangulation and
the sweepline into a number of regions (see figure 2.25). We will call these constraint edges

aclive constraints.

Figure 2.25: Partial constrained Delaunay triangulation—Constraint edges are in bold

“*Though not the maximal such subset as we will see below.

L2
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Definition. If a site is the leftmost point of a constraint edge then that edge is an incoming
edge of that site. If a site is the rightmost point of a constraint edge then that edge is an

outgoing edge of that site.

When a site event for a site with no incoming edges is processed the search for the
boundary site to connect it to is confined to the piece of the boundary that borders the
region the new site belongs to since these are the only sites visible from the new site. For
example, in figure 2.25 when processing the site event for (', the boundary to be searched
is just XY and C' must be connected to Y (compare with figure 2.20).

FEach piece of the boundary can be stored as a balanced tree just as in section 2.5.1. If
there are k active constraints there will be & + 1 pieces. These pieces can be organized into
a balanced tree with the constraints stored in the internal nodes and the houndary pieces in
the leaves. We will call this tree the constraint tree. An in-order traversal of the constraint
tree puts each boundary piece between the two constraints that form its top and bottom.
The number of constraints is O(n), so the constraint tree only requires O(n) space in the
worst case.

The queue is exactly the same as it is in the original algorithm.

Circumcircle events are processed just as in the original algorithm. If the rightmost
point of the circumcircle is on the far side of a constraint from the inscribed triangle, then
we could be sure that the circumcircle was empty of visible sites before the sweepline reached

the rightmost point (see figure 2.26).

Figure 2.26: ABC can be added to the triangulation when the sweepline reaches R’
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If we wanted to maintain the maximal subset of the constrained Delaunay triangulation
that is guaranteed to be present no matter what sites are to the right of the sweepline
we would have to schedule the circumcircle event when the sweepline passes the rightmost
point of the circumcircle modified by removing all the parts on the far side of constraints
(the unshaded portion in figure 2.26). However, it is rather difficult to compute the right-
most point of the modified circumcircle since we would have to find the potentially O(n)
constraints that intersect it.

Fortunately, this is not necessary. We can schedule the circumcircle event when the
sweepline passes the rightmost point of the unmodified circumcircle. The only way this
could cause a problem is if we encountered a site inside the circumcircle on the far side of
a constraint (in the shaded region in figure 2.26). This site could only cause the removal of
the circumcircle event if the new site ended up being connected to one of the vertices of the
inscribed triangle. But this is impossible since these vertices do not belong to the piece of
the boundary adjacent to the region that the new site falls into.

There are three stages to processing a site event for a site C: first we must deal with
the incoming edges for a site, then find a boundary site to connect it to, then deal with the

outgoing edges.

Incoming Edges Let ¢ be the number of incoming edges. These edges will occur in suc-
cession in an in-order traversal of the constraint tree, so we can find them (and the
boundary pieces that they separate) in time O(i + logn). The in-order traversal of

the constraint tree will look like this:
abochbleQCbg e bi_lXinﬂ

where the b; denote pieces of the boundary and the X ; are left ends of constraint
edges (see figure 2.27). We just need to modify the constraint tree so that in the
in-order traversal the above sequence is replaced by the single boundary piece boC'b;.
Each boundary piece is represented by a balanced tree, so that we can construct this
new piece in time O(logn) by merging two balanced trees by creating a tree with C'
at the root and by and b; as its children and rebalancing if necessary. To modify the

constraint tree we just need to delete the 7 incoming edges in time O(ilogn).

Find a boundary site to connect it to If the site has an incoming edge this is unnec-

essary. Otherwise, the search is confined to the piece of the boundary that borders
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\

Figure 2.27: Incoming edges for a site event
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the region the new site belongs to. We first do a search in the constraint tree to find
this piece. To compare the new site to a constraint, we just have to test whether it is
above or below. Then we do a search within the piece and modify the event queue just

as in the original algorithm. Fach of these take time O(logn) for a total of O(log n).

Outgoing edges Let j be the number of outgoing edges. Let the boundary piece that ¢
belongs to be b = bpC'b;. The in-order traversal of the constraint tree will look like
this:

aFGbDES

where I'G' and DI are the constraint edges that bound b (see figure 2.28).

Figure 2.28: Outgoing edges for a site event
The constraint tree must be modified so that its in-order traversal looks like:
aFGbg.XlC’b'leCb'g .. .b;_lXib;-DEﬂ

where by = boC', b = C for 0 < k < j, and b; = Cb;. We need to split the boundary
piece b into two pieces at C. This can be accomplished in time O(logn) [185]. We

need to insert j constraints into the constraint tree which will take time O(jlogn).

The total time to process a site event is therefore O(logn + (5 + o) log n). The total time

to process all the site events is O(nlogn) since the total number of incoming and outgoing
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edges is O(n).

The efficiency of processing site events can be improved somewhat by noticing that if a
site has incoming and outgoing edges we merge two boundary pieces and then split them
apart at the same spot. This is unnecessary, so we only need to merge when a site has
incoming but no outgoing, and split when it has outgoing edges but no incoming edges.

The total time to construct the constrained Delaunay triangulation is O(nlogn) just as
in the original algorithm.

Seidel [291] gives another sweepline algorithm for constrained Delaunay triangulation.
He proceeds by modifying Fortune’s algorithm [122] for the Voronoi diagram to compute
the constrained Voronoi diagram. It is simplest to think of it as operating in a base plane
(which holds the sites), plus one plane per constraint edge. Iach extra plane is glued to
the base plane along its constraint edge so that crossing the constraint edge goes from one
plane to the other. All the planes are swept in parallel and by appropriate data structures

each event can be processed in time O(logn), giving a O(nlogn) algorithm.

2.5.3 Simple polygon Delaunay triangulation

Some simplification of the sweepline algorithm for constrained Delaunay triangulation (sec-
tion 2.5.2) is possible if the constraints form a simple polygon—it is not necessary to com-
pute the part of the triangulation inside the polygon and each site has exactly two incident

constraints.

2.5.4 Special polygon Delaunay triangulation

If the polygon is monotone, each vertex has exactly one incoming and one outgoing edge.
This means that we will never have to search the boundary for a site to connect a new edge
to, so we do not need a fancy data structure to store the boundary. Nor do we need to
implement the geometric primitive that finds the tangent point of a sweep tangent circle.
Furthermore, we no longer need to schedule site events so that they are processed when the
boundary is correct. Instead, we can just process all the site events first. This amounts
to setting the boundary (which can now be represented by a double-linked list) to be the
polygon. Then we schedule a circumcircle event for each triangle formed by a convex corner
of the polygon. To process an event, we cut off the appropriate corner of the polygon, delete
up to two events (for corners containing the vertex that has been removed), and schedule

up to two events (for the two new corners created). It takes time O(logn) to process an
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event, giving us a very simple O(nlogn) algorithm.

We can use this algorithm to build a O(nlogn) algorithm for simple polygon Delau-
nay triangulation. Use a sweepline algorithm to divide the polygon into monotone poly-
gons [263], Delaunay triangulate each monotone polygon with the above algorithm, and
merge the triangulations together with technique used in the Divide-and-Conquer algo-

rithm. Each of these steps takes time O(n logn).

2.5.5 Convex-Polygon Delaunay triangulation

Convex polygons are monotone, so the algorithm described in the previous section will work

for this case.

2.5.6 Convex-Distance-Function Delaunay triangulation

If the convex-distance-function ball is strictly convex, smooth and bounded then the sweep-
line algorithm will work in the same way that it does in the Euclidean metric [299]. If not,

two difficulties are encountered:
1. The partial triangulation (and hence the boundary) may be disconnected.
2. The sweep tangent circle may not exist.

In section 4.1.2 T present a way to deal with these difficulties. Dehne and Klein [77] also
solve this problem, though in a different way by creating two more types of events.

Shute et al. [297] give a sweepline algorithm for the Manhattan metric. They use a
sweepline parallel to a side of the square ball for this metric. This ensures that the boundary
of the partial triangulation is monotone, making site insertion easy. This approach does
not generalize to other metrics.

Chang et al. [45] give a sweepline algorithm for the oriented Voronoi diagram. This is a
convex distance function where the ball is a circle sector, with the origin at the centre. They
use a sweepline that reaches the origin of the ball first. This approach does not generalize

to other metrics.
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2.6 Divide-and-Conquer Triangulation Algorithms

2.6.1 Delaunay triangulation

The hard part about the divide-and-conquer algorithms is the merge step.

While it is possible to merge two arbitrary Delaunay triangulations in linear time [176],
the merge step is much simpler if the two triangulations are separated by a line. In this
case, all the new edges in the merged triangulation will cross the separating line. We can
find these edges in the order in which they cross this line. Given one of these cross edges LR
(see figure 2.29), we can quickly find the next one, LR’ say. LRR' is a Delaunay triangle, so
RRE' must be a Delaunay edge in the triangulation of the set of sites to the right of the line.
We could find the site R’ by searching all the sites adjacent to R and all the sites adjacent

to L, but there is a better way.

Figure 2.29: Finding the next cross edge

Suppose L, R’ and R” are three successive neighbours of R (see figure 2.29). If R" is
outside QLRR’ then since RR'R" is a Delaunay triangle of the right hand sites, QRR'R"
contains none of the right hand sites, and consequently no other neighbour of R could be
inside LRR'. If R" is inside QLRR’, then RR' cannot be a Delaunay edge of the merged
triangulation, so it can be deleted and the next two neighbours of B considered. We can

similarly find L adjacent to L such that Q) LRL’ contains none of the left hand sites.
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If ' is outside QLRR' then OLRR’ is an empty circle, and LR’ is the next cross edge
and can be inserted in the triangulation. If I/ is inside QLRR' then QLRI is an empty
circle, and L'R is the next cross edge.

The first cross edge is just the bottom hull edge that crosses the vertical line. Figure 2.30
shows the sequence of partial triangulations as all the cross edges are found.

The number of steps to do the merge is O(n), since there is one step for each new edge
added and one step for each edge deleted.

If the sites are sorted by « coordinate, it is easy to divide them into two equal sets
separated by a vertical line. Tigure 2.31 shows how the triangulations are merged together
to form the final triangulation.

This is the algorithm described by Lee and Schachter in [202]. Guibas and Stolfi give a

more detailed description in [147].

Efficiency of Divide-and-Conquer

If the sites are uniformly distributed on a unit square, the expected number of Delaunay
edges crossing a vertical line is O(y/n) (see the discussion in section 2.3.1). From this it
might appear that (not counting the initial sort), the run time should satisfy the equation
T(n) = O(y/n) + 2T (n/2) which has solution T'(n) = O(n), but this is not the case. A look
at figure 2.31 reveals the problem. The typical merge is not along a line splitting a square,
but one dividing a rectangle along its long axis and most Delaunay edges will cross this
line, leading to £(n) merge steps. Ohya, Iri and Murota [246] report that the divide and
conquer algorithm does indeed take time ©(nlogn) for n < 32,000 uniformly distributed
sites.

However, if the splitting is done on both horizontal and vertical lines, Dwyer [92] shows
that expected running time O(nloglogn) is obtained. Katajainen and Koppinen [173]
improve this to O(n).

2.6.2 Constrained Delaunay triangulation

Chew [57] generalizes the Divide-and-Conquer algorithm to construct constrained Delaunay
triangulations.

Intermediate triangulations that are to be merged together triangulate all the sites in a
vertical strip. Constraint edges that cross a vertical strip divide it up into regions. Chew

keeps track of only those regions that contain sites (the unshaded regions in figure 2.32),
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. . By .
since otherwise (n?) space could be required.

Figure 2.32: A vertical strip. Constraint edges are in bold.

He also adds virtual sites where the constraint edges cross the strip edges. These are the
white sites in figure 2.32. The virtual sites are considered to be infinitely far away for the
purposes of constructing the triangulation. (So they are never considered to be inside the
circumcircle of three real sites.) When two strips are merged, the virtual sites that are on
their common edge allow adjacent regions to be matched up. These virtual sites are then
eliminated. The adjacent regions are then merged independently, by the same technique as
in the original algorithm. Two strips can be merged in time linear in the number of sites
they contain, so the algorithm takes time O(nlogn) in total.

Moreau and Volino [237] have implemented Chew’s algorithm. They modified the al-
gorithm to remove the virtual vertices. Instead, an AVL tree is used to keep track of the
active regions and match them up for merging.

Joe and Wang [165] sketch a Divide-and-Conquer algorithm for the extended constrained

Voronoi diagram. This could be used to construct the constrained Delaunay triangulation
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by duality.

2.6.3 Simple polygon Delaunay triangulation

A diagonal of a polygon is an edge connecting two vertices that is interior to the polygon.

The divide step of a Divide-and-Conquer algorithm will divide the polygon at two ver-
tices. The edge connecting these two vertices must be a diagonal if the two smaller polygons
are to be simple.

Chazelle [47] showed that a diagonal of a simple polygon where each subpolygon has n/3
vertices can be found in time O(n). Lee and Lin [201] use this result to do the division for
a Divide-and-Conquer algorithm. The merging of the triangulated subpolygons is done the
same way as in the Delaunay triangulation algorithm. This algorithm takes time O(nlogn).

An alternative to Chazelle’s algorithm for diagonal finding is to triangulate the polygon
(see section 2.2.2). Using the triangulation it is easy to find in linear time a diagonal where

each subpolygon has n/3 vertices.

2.6.4 Special polygon Delaunay triangulation

It is easy to find a diagonal in time O(n) that splits a monotone polygon in two roughly
equal subpolygons. Yeung [338] used this idea to design a Divide-and-Conquer algorithm
for the Delaunay triangulation of convex polygons. Kao and Mount [171] use a similar

approach for Delaunay monotone polygons.

2.6.5 Convex-Polygon Delaunay triangulation

Splitting a convex polygon in two can be done in constant time. The merge step could
still take O(n) in the worst case, so the divide and conquer algorithm for the Delaunay
triangulation of a convex polygon is O(nlogn) in the worst case. Section 5.4.2 analyzes the

average time over all triangulations of a convex polygon.

2.6.6 Convex-Distance-Function Delaunay triangulation

If the convex-distance-function ball is smooth and bounded then the Divide-and-Conquer
algorithm will work in the same way that it does in the Euclidean metric. If not, two

difficulties are encountered:
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Reference | n Plip Random  Quaternary Sweepline Divide and
Incremental Incremental Conquer

[120] 10000 59 51 24 42
50000 | 317 285 128 222

[199] 219 164 195
220 333 410

[246] 2l4 4.2 7.5
215 8.5 16.4

Table 2.4: Execution time (seconds) for some implementations

L. It is necessary to start the merge with the bottom support hull edge (instead of bottom

convex hull edge).

2. Deleting non-Delaunay edges could cause one of the subtriangulations being merged

to become disconnected.

Drysdale [91] presents an algorithm that deals with these difficulties in the case of non-
smooth balls.

In section 4.1.2 T present a way to deal with these difficulties in all cases.

2.7 Conclusion

Although the worst-case performance of the incremental, selection and flip algorithms for
the Delaunay triangulation is O(n?), the use of bucketing can give average-case performance
of O(n) with selection and incremental algorithms for most site sets, while randomized in-
sertion can attain average-case performance of O(n log n) for any site set. Furthermore, the
flip algorithm tends to require only O(n) flips when measured on sample data. That is, all
five classes of algorithms have comparable asymptotic performance. Table 2.4 summarizes
some measurements of the actual performance implementations of some of the algorithms
on uniformly distributed data.

Needless to say, the numbers are not comparable across the boxes of table 2.4—only the
relative sizes are important since the measurements are for different computers at different
times.

The actual execution times are roughly comparable—any of the algorithms should be

suitable for triangulating large site sets. The quaternary incremental is one of the simplest
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to implement and one of the best performers.

It would be interesting to make similar measurements for some of the other Delaunay

triangulation problems such as constrained Delaunay triangulation.



Chapter 3

Local Optimization of

Triangulations

3.1 Introduction

3.1.1 Optimal triangulations

There are many different possible triangulations of a set of sites. Which one is optimal will

depend on the application. For example:

e If the triangulation is to be used as finite-element mesh we wish to avoid ill-conditioned

equations. This means that we wish to avoid triangles with angles close to 180° [17].

o If we are using the triangulation to linearly interpolate functions with a bounded sec-
ond derivative, then the error is minimized by minimizing the maximum circumradius
of any triangle [250].

e If the triangulation represents a three-dimensional surface which is to be rendered on

a raster display, then we want to avoid triangles less than one pixel wide as these can

cause undesirable artifacts [118].

e If the triangulation contains no obtuse angles then it can be used to discretize partial
differential equations in a way such that the resulting matrix is a Stieltjes matrix, a

desirable property for computation and theoretical analysis [18].

Many alternative definitions of optimality can be found in table 3.1. The only point

of agreement seems to be that a triangulation consisting entirely of equilateral triangles is

69
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optimal.

This does not necessarily apply to two-and-a-half-dimensional triangulations, where a
triangulated surface is embedded in three dimensions. These are often used for scattered-
data interpolation in R?, where a function value is specified at a set of sites and must be
interpolated.

Nadler [240] showed that the best shaped triangles for best [, approximation' of a
quadratic /" by linear polynomials are long in the direction of minimum second directional
derivative of I" and narrow in the direction of maximum second directional derivative of F.

Dazevedo and Simpson [71] showed that the triangulation that gave the best ., ap-
proximation was a convex-distance-function Delaunay triangulation where the “circle” was
an ellipse with the long axis in the direction of minimum second derivative. Rippa [273]
extended this to the best [, approximation, where 1 < p < 0.

Dyn, Levin and Rippa [93] consider several optimality conditions including minimizing
the angle between the triangle normals (also considered by Choi et al. [59]) and minimizing
the jump in the normal derivatives. Quak and Schumaker [265] try to minimize the energy
(thinking of the surface as an elastic membrane). Brown [38] computes a surface normal at
each vertex by taking the average of the normals of the adjacent triangles and then tries to
minimize the sum of the squares of the angles between vertex normals and adjacent triangle
normals.

There are also definitions of optimality applicable to two-dimensional triangulations
where it is permitted to add extra (Steiner) points and to higher-dimensional triangulation.

See Bern and Eppstein’s survey [25] for more details.

3.1.2 Systematic Triangulations

Definition. A triangulation has the systematic property if it depends only on the positions

of the sites, not on the order in which they are presented.

That is, the triangulation is a well defined function from sets of sites to triangulations.
If a triangulation is not systematic, the results of a computation using the triangulation

can be difficult to reproduce.

!An I, approximation minimizes the integral of the squares of the deviations of the approximation from
the true function.
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In a survey on triangulations Watson and Philip [328] found only three systematic

triangulations:

e the Minimum Weight triangulation (MWT ) which is the triangulation which mini-

mizes the total edge length of all triangles [215].

e the Greedy triangulation which is formed by considering edges in order from shortest to
longest and adding them to the triangulation if they don’t intersect any edge already

present [223].

e the Delaunay Triangulation, the dual of the Voronoi diagram [263].

3.1.3 Local triangulations

Definition. A triangulation has the local property when the only edges added when a site

is added to the triangulation are those adjacent to the new site.

The Delaunay triangulation is the only one of the three triangulations mentioned above
with the local property.

The local property is particularly useful for surface-fitting applications—adding a new
vertex will produce only local changes to the surface [72].

The local property of the Delaunay triangulation is also the key to some of the fast
algorithms for its computation. The incremental algorithm [202] will make at most O(n)
changes to the triangulation when adding a new site, giving a worst case of O(n?) time
to compute the Delaunay triangulation. Guibas, Knuth and Sharir [148] show that the
average? number of sites adjacent to a new site is O(1), so the incremental algorithm will
make an average? of O(n) changes to the triangulation.

The divide-and-conquer algorithm [202, 147] for the Delaunay triangulation also depends
on the local property, since it guarantees that the new edges added when merging two
triangulations separated by a line are just those that cross the line and of course are ordered
by their intersection with that line.

In contrast, the Minimum Weight Triangulation does not possess any sort of local prop-
erty. Kirkpatrick [177] shows that it is possible for the MWT of n sites to share no edges
(apart from hull edges which every triangulation must share) with each of its n — 1 site

subsets.

>The average here is taken over all n! insertion orders.
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3.1.4 Locally Optimized Triangulations

A flip rule determines which triangulation of a set of four sites is optimal. If the sites form
a convex quadrilateral, this amounts to making a choice between the diagonals.

Given a flip rule, a locally optimized triangulation (LOT) is one where each quadrilateral
formed by adjacent triangles is optimally triangulated. It can be constructed by the flip
algorithm, which repeatedly flips the diagonals of non-optimal quadrilaterals.

Aflip rule is systematic (local) if its LOT is systematic (local). If a flip rule is systematic
(local) then the flip algorithm generates a unique triangulation (does O(n?) flips in the worst
case).

If a triangulation is locally Delaunay then it is globally Delaunay [298], so the flip rule
that selects the Delaunay triangulation of the quadrilateral (DT) is systematic and local.
Nielson and Franke [243] claimed that the flip rule “choose the triangulation that minimizes
the maximum angle in both triangles” is systematic. Which flip rules are systematic and
local?

Nielson [242] has given a six site counterexample that disproves his claim above. One
of the points in his counterexample can be deleted to yield a five site counterexample. The
main result of this chapter is to prove that such a five site counterexample exists for any

flip rule that is not a generalization of the Delaunay triangulation flip rule.

3.2 Flips

Lawson [194] introduced the idea of local optimization of a triangulation.

Definition. In a triangulation, if two adjacent triangles, ABC' and ACD, form a convex
quadrilateral ABC' D3 it is possible to perform a flip (figure 3.1) and replace the diagonal
AC with BD to get the triangles ABD and BCD.

Any triangulation can be transformed into any other triangulation on the same set of sites

by a sequence of flips [193, 319].

Definition. The flip graph of a set of sites: The nodes consist of all possible triangulations
of that set. Two nodes are connected by an edge if one can be transformed into the other

by a single flip.

*Throughout this thesis it is assumed that the vertices of quadrilaterals and triangles are given in anti-
clockwise order.
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C , ¢
D D
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v

Figure 3.1: A flip

Figure 3.2 shows the flip graph for a set of seven sites.

Definition. A flip rule is a function F(ABCD) — {AC, BD,either} where ABCD is a
quadrilateral, which tells us whether the triangulation should include the diagonal AC or
the diagonal BD. We must have F(ABCD) = F(BCDA) = F(CDAB) = F(DABC).

For example, Mirante [233] suggested a flip rule to select whichever of AC and BD is shorter.
The flip rules that have been proposed (see table 3.1) areinvariant under translation, scaling,
and (usually) rotation and reflection of ABC'D. (This is why we must allow the value either
for a flip rule, for if ABC'D is a square, a rotation of 90° maps diagonal AC to BD.)

A flip rule that frequently returns the value either is not very useful.
Definition. either(F) is the set of quadrilaterals (regarded as points in R?) that flip rule

I returns either for, and similarly for AC(F) and BD(F).

For example, if F' is the flip rule “choose the shorter diagonal” then
AC(F) = {(€1,91, 22, Y2, %3, s, 04, )| (01 — @3)” + (31 — ¥3)* > (w2 ~ 24)? + (v2 — ya)?}.

If Fis a good flip rule then AC(F) and BD(F) should be open sets and either(F") the
boundary between them.

Often a flip rule can be defined by a function f: R® — R such that AC(F) = {x|f(x) >
0} either(F) = {x|f(x) = 0}. For example, with the “choose shorter diagonal” flip rule

we can use
F(®1, 51, %2, Y2, 23, 43,24, 44) = (21 — @3)% + (91 — ¥3)% — (g — z4)® — (y2 — ya)2.

If f is continuous then AC(F) will be an open set
For the rest of this thesis we shall assume that the sites are “in general position” with

respect to a good flip rule and it never gives the value either.
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Figure 3.2: Flip graph for a seven site set
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A flip rule amounts to putting directions on the edges of the flip graph, pointing to the
triangulation that the flip rule prefers. This produces a directed flip graph. Figure 3.3 shows

a directed flip graph using the “choose the shorter diagonal” flip rule.

5.
(4,3)
(2,2) (6,2)
5 4.2
(0,0) (7,0) A B

Figure 3.3: Directed flip graph using shorter diagonal

Note that a flip rule cannot assign arbitrary directions to all the edges of the flip graph,
since the same convex quadrilateral can occur in many different triangulations. In figure 3.2
parallel lines with the same dash pattern correspond to flips of the same quadrilateral, so

must have the same direction.

Definition. A locally optimized triangulation (LOT) with respect to a flip rule F is one

where the flip rule would not change any diagonal.

This corresponds to a sink (a node with no outgoing edges) in the directed flip graph (e.g.
the top and bottom left triangulations in figure 3.3). Of course, with a bad choice of flip
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rule the flip graph might not have a sink and a locally optimized triangulation will not exist.
The main reason for studying LOTs is that very simple algorithms exist for computing

them.

Definition. The flip algorithm for constructing a LOT takes an initial triangulation and

repeatedly performs flips using the flip rule until no more are possible (207, 233].

The initial triangulation could be part of the problem definition or might have to be com-

puted by some other method.

Definition. The incremental algorithm adds sites to the triangulation one site at a time.
The new site is connected to all the sites visible from it. The flip algorithm is then used to

construct a LOT of all the sites considered so far. [194, 202]

A program using either of these algorithms will go into an endless loop if there is no
locally optimized triangulation. In the next section we will prove that LOTs exist for a

broad class of flip rules.

3.3 Triangle-Based Flip Rules

There have been many different flip rules proposed (see table 3.1). All except the last two

rules in the table fall into the class of triangle-based flip rules.

Definition. A badness function is a function J(ABC) — R* or R~ which measures the
“badness” of a triangle ABC, that is, we would prefer a triangle with a small value of
b(ABC).

When ABC' is an equilateral triangle 5(ABC) should be minimized. Unless b(ABC) is a
dimensionless quantity scaling can affect its value. For example, if b(ABC) is the perimeter
of ABC' then halving the length of each side will halve the value of bJ(ABC). However, if
the area of a triangle is kept fixed, the minimum value of the perimeter occurs when the
triangle is equilateral. Since, in triangulating a site set, the total area is fixed, there are no
difficulties caused by using badness measures that are not dimensionless.

Sometimes the triangle property is maximized for equilateral triangles (for example, the
size of the smallest angle). In this case we just use the negation for our badness measure.

There are many possible choices for a badness measure (table 3.2). The only require-
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DESCRIPTION Rer NAME
Let the “badness” of a triangle be the quantity |a’/a—\/3/4] | [41] (¢'/a)w
where o’ is the length of the minimum altitude and « is that
of the longest side. Choose triangulation that minimizes
maximum bhadness.
Similar to above, except minimize root mean square (304] (a/fa—+/3)
badness.
Maximize minimum angle in both triangles [194] — 0Ol
Minimize maximum angle in both triangles (19, 243] | veo
Choose shorter diagonal of quadrilateral [233] Py
Maximize the sum of the minimum angles [43, 294]

[

Let “quality” of triangle be the inradius divided by the cir-
cumradius. Choose the triangulation which maximizes the
harmonic mean of quality.

Similar to above, except maximize geometric mean

(=r/R)o

Similar to above, except maximize arithmetic mean

(=r/R)

Similar to above, except maximize minimum quality (=7/R)eo
Minimize the minimum circumradius [231] R_q
Maximize the minimum inradius [214] —Teo
Minimize the maximum inradius [288] Too
Maximize the minimum altitude (138, 332] | —d!,
Maximize the minimum value of area of incircle divided by | [214] (=1%/A) o
area of triangle

Maximize the minimum area [214] Ay
Minimize the arithmetic mean of “sliveriness”, the quantity | [282, 283] | (P%/A);
Perimeter?/Area

Minimize the maximum “sliveriness”, the quantity [284] (P2/A)o
Perimeter?/Area

Let the “goodness” of a triangle be the area divided by the | [325] (—A/P?)
square of the perimeter. Maximize the minimum goodness.

Let triangle “quality” be the area divided by the sum of the [217] (Ef—f-__})%?)o
squares of the lengths of each side. Maximize the geometric

mean of the qualities of each triangle.

Choose the triangle with closest circumcentre. [328] doo
Minimize the standard deviation of the triangle angles [329] Sy

Choose the shorter diagonal provided that the minimum | [156]

angle is above some threshold.

Minimize “irregularity”, the quantity Z(d(p) - 6)%, [127]

where d(p) is the degree of p p=4,B,C,D

Let I be the point where the diagonals of ABC D intersect. | [109]

If AC' is the shorter diagonal we select it provided 1/4 <
AIJIC < 4.

Table 3.1: Some proposed flip rules
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NAME | DESCRIPTION
—a | Smallest angle
B | Median angle
v | Largest angle
a | Length of longest side
—c | Length of shortest side
P =a+4+ b+ c | Perimeter
abe | Product of sides
—A | Area
R = abc/(4A) | Radius of circumcircle
—r = —2A/P | Radius of incircle
—a' = ~2A/a | Length of shortest altitude
—r/R | Ratio of inradius and circumradius
—7r? /A | Area of incircle on area of triangle
—c/a | Ratio of shortest and longest sides
—c/P | Fraction of perimeter taken by shortest side
a — ¢ | Difference between longest and shortest sides
b/(c — a) | Median side divided by difference in other two sides
A =afa' | Aspect ratio (Largest width divided by smallest width)

d=1+\/R?> - (c/2)? - R?

5= > (i-60°)2/3

Eccentricity. Signed distance from circumecentre to tri-
angle. Take the negative root if circumcentre is outside
the triangle.

Standard deviation of the triangle angles.

78

i€{a, 0,7}
P | Perimeter measured by /., metric
R | Radius of circumcircle in /., metric
—r°° = —2A /P> | Radius of incircle in [, metric (see appendix C)
7.00
b
a
Y
R

Table 3.2: Some possible badness measures for triangles
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ments are that it be unaffected by translation and (usually) rotation and that it be mini-
mized (in the sense mentioned above) for equilateral triangles.

Now we need a way to measure the joint badness of two triangles.
Definition. A joint function is a function f : R+> — R* and R-% — R~ that is commu-
tative (f(z,y) = f(y,x)), associative (f(z, f(y,2)) = f(f(z,y),z)) and monotonic (ife >y
then f(x,2) > f(y,=2)).

Definition. A triangle-based flip rule by is a flip rule

AC i f(B(ACD),b(ABC)) < f(b(ABD),b(BC D))
bj(ABCD) = BD i f(b(AC'D),b(ABC))> f(b(ABD),b(BCD)) .

either otherwise
where b is a badness function and f is a joint function.

or example, if we take b(ABC') to be [AB|+|BC|+|AC| (the perimeter) and f(z,y) = a+y
we gel
AC  if |AC| < |BD|
b;(ABCD)={ BD  if|AC|> |BD| ,

either otherwise

which is the shorter-diagonal flip rule we encountered earlier.

Definition. If b is a badness function b, is the set of flip rules by where f is any joint

function.

For example, R, is the set of triangle-based flip rules with the circumradius as the badness

measure.

Definition. The total badness B(T) of a triangulation using by consisting of triangles
11,1y, .., Tods f(O(T1), f(D(T2), .. ., F(B(Tr-1),b(Tn)) - - +)). Note that this does not depend

on the ordering of the triangles.
Theorem 1 LOTs always exist for triangle-based flip rules.

Proor. If the flip rule prefers T/ to T we can take T' as T, 15, Ts,...,T,.

B(T') = F((T)), f(W(T}), K)) where K = f(b(T3),...,b(Ty)...)
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f(f(b(Tl)v b(-T‘Z))> I()
= B(T)

A

That is, every time a flip is performed the total badness is decreased. Since there are a
finite number of triangulations there must be at least one triangulation where no flips will

be performed. m]

The Minkowski distance function [,(z,y) = £ ¥/Jz[P + [y]P when p # 0,400 satisfies
the conditions of a joint function. (We take the sign of [, to be the same as & and y.)
leo(,y) = max(x,y) is not monotone, but we can still prove that LOTs exist for flip rules

using /oo.
Theorem 2 LOTs always exist for flip rules using loo.

Proor. We order the triangles of T such that 6(7}) > b(Ty) > -+ > b(Ty,). Define the total
badness B(T) to be the sequence (b(T1),b(73),...,5(T,)). We use lexicographic ordering
for total badness.

Now, if T’ is preferred to T by the flip rule and is formed by replacing T; and T}
(¢ <g) with T and T} (k < 1) then max(b(T),b(T})) = b(T:) > max(b(T%),b(T})) = b(TL).
Hence, 1 < kso B(T') = (b(T1), .. ., b(T5-1), 0(Tiq1), - . -, 0(TL), . . ). Now, b(T;) > b(Tiyy) >
-+ -0(Tk) 2 b(T) but b(T;) > b(T}) so at least one of the > signs must be a >, say b(T},) >
W Tn1) = 0(T},) and b(Ty) > b(T}) for k < m. Hence, B(T) > B(T’) and by the same

argument as before a LOT must exist. a

A similar argument shows that LOTs exist if we use {_oo(%,y) = min(z,y). We shall
extend our definition of joint functions to include Iy, _o and lp. (We can regard them as
the limits of the joint function {, as p — o0, p — —co0 and p — 0 respectively.) We will
write b, instead of b;,. Some possible joint functions are listed in table 3.3. The names of
the triangle-based flip rules in table 3.1 can be found in the last column. (The first entry is
(@'/a)oo instead of |a’/a — \/3/4|co. The reader can check that these two rules are identical.)

Definition. LOT(by) is a locally optimized triangulation using flip rule b;.

Definition. The flip rule by is systematic if LOT(by) is unique (that is, has the systematic
property).
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NAME | DESCRIPTION
[_o | min(a,y)
Ly | /(L] + 1/ |yl)
lo | |yl
Lot =]+ lyl
L | Va?+ 42

loo | max(z,y)

Table 3.3: Some possible joint functions

The example in figure 3.3 showed that LOT(P;) was not systematic.

Definition. GOT(by) is the triangulation with the minimum total badness with respect to

flip rule by.

GOT stands for globally optimized triangulation. If b, is systematic then LOT(by) =
GOT(by).

Definition. The flip rule by is local if LOT(b) has the local property.

The Greedy triangulation is a LOT(P;). The Minimum Weight triangulation is the
GOT(Py). Neither the Greedy triangulation nor the Minimum Weight triangulation has the
local property: The Greedy triangulation and the Minimum Weight triangulation of the set
{A,B,C, D} in figure 3.4 is ABC, BC'D. Now we add the site E. The Greedy triangulation
and the Minimum Weight triangulation of {A, B,C, D, E}is ABE,BDE,BCD. BD is an
edge of this triangulation that was not in the triangulation of {4, B, C, D}, and of course

BD is not adjacent to F.

- C (3,4) c op - .
D(0,3) (4,3) D/\B AC ~ 361
BD = 4
CE =~ 4.12
A(5,1) A AD ~ 5.39
E(4,0)

Figure 3.4: Neither Greedy nor Minimum Weight triangulation is local

3.3.1 Algorithms for GOT's

No polynomial-time algorithm is known for the Minimum Weight triangulation [263].
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Plaisted and Hong [258] describe a O(logn) approximation to the MWT. Baszenski and
Schumalker [21] have used simulated annealing to approximate the MWT.

Polynomial algorithms are known for only a few GOTs. Edelsbrunner et al. [103] gen-
eralize flips to insert arbitrary edges and develop an O(n?logn) algorithm for 0T (Veo)-
Bern «t al [24] have generalized this approach to compute GOT(bs) in the cases where
beo has the anchor property. b, has the anchor property if each triangle with the worst
badness has an anchor. An anchor is a vertex that must be incident to a new edge crossing
the opposite side of the triangle in any improved triangulation. In particular, ve, —a’_,
and d., have the anchor property [24].

Edelsbrunner and Tan [100] give a O(n?) algorithm for GOT(as).

The brute-force algorithm for the Greedy triangulation takes O(n3) time and O(n?)
space. In 1979 Gilbert [137] improved the time bound to O(n?logn). It was almost ten
years before any further improvement was made. First, the space requirement was reduced
to O(n) [139, 210] and then the time requirement was reduced to O(n?) [204, 322] and
finally to the optimal O(nlogn) [323].

All the fast algorithms listed above are rather complicated.

For any badness function b, GOT(b_s) can be computed by searching the O(n?) trian-
gles that contain no other site, finding the one that minimizes b, and arbitrarily completing
the triangulation. The naive implementation of this algorithm takes O(n?) time (since it
takes O(n) time to test if a triangle contains a site). This can be improved to O(n®): for a
given site P, sort the other sites by their angles relative to P getting Q,@2,...,Qn-1. The
triangle PQ1Q); will contain no other site if ZPQQ; is smaller than LPG1Q;for 1l < j <.
Consequently, all site-free triangles with PQ; as a side can be found in time O(n) by scan-
ning through the @; while keeping track of the minimum ZPQ,Q;. All site-free triangles
involving P can be found in time O(n?) (including the time to sort the Q;), and all site-free
triangles can be found in time O(n3).

For some badness functions this can be improved—Edelsbrunner and Guibas [96] show
that the minimum area triangle (and hence GOT(A_.,)) can be found in time O(n?) and
space O(n) by topologically sweeping the dual arrangement of lines. The dual of a point is
a line and vice versa, in such a way that incidence is preserved [49]. The dual of the sites is
a set of of lines that partition the plane into a subdivision known as an arrangement [146].
An edge in this dual arrangement that is a subset of the line ) from its intersection with

line P to the line @ is dual to an angle PQR that contains no other site. The smallest
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angle is dual to an edge in the arrangement, so the smallest angle and hence GOT'(a_ o)
can also be found in time O(n?) by topologically sweeping the dual arrangement.

Eppstein [108] proves that in the case where the sites form a convex polygon GOT (e _ )
is the farthest site Delaunay triangulation, which can be computed in time O(n) [5).

For badness measures, b, that are minimized by degenerate triangles (such as A, @ and
7), the problem of computing GOT(b_.,) falls into the class of n2-hard problems for which
no sub-quadratic algorithms are known [251]. This is because the problem of determining
whether three sites are collinear is n2-hard.

If the sites form a convex polygon, Klincsek [184] describes a dynamic programining
algorithm for the Minimum Weight triangulation (GOT(P;)). We can generalize this to

compute GOT'(by) for any triangle-based flip rule b s for sites on a convex polygon.
Algorithm 1 GOT(by) of a convex polygon.
Let p1,p2,...,p, be the vertices (in order) of the convex polygon. We will consider p,,;

to be the same as p;. The basic idea is to compute B(i,7), defined to be the total badness

of the GOT(by) for p;, pity,...,p;.

for ::=1 to n do
B(i,1+ 1) := identity
for k:=3ton—1do
for ::=1 to n do
B(i,i + k) = mini ik (B, 5), F(b(pwipe), BU, k)

identity; is defined by f(z'dentityf,rc) = f(=, identity;) = x. For example, identity, = 1
and identity_, = co.

This computes the badness of the GOT—the actual GOT can be extracted by the usual
dynamic programming backtracking technique.

The algorithm uses ©(n?) time and ©(n?) space.

3.4 The Delaunay Triangulation

Let P be the set of points py, ps, ..., p,.

Definition. The Voronoi polygon Vp: is the set of sites closer to p; than to any other site.

Definition. The Voronoi diagram Vor(P) is the set of Voronoi polygouns for all sites.
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It can be shown [263, 274] thatl if no four sites are co-circular, the straight-line dual of
Vor(P) forms the Delaunay triangulation.

Since there is only one Voronoi diagram of a set of sites it follows that the Delaunay
triangulation has the systematic property. Furthermore, if a new site Pn+1 is added to P
the Voronoi polygons {V,;[i = 1,...,n} can only get smaller as Vions takes territory away
from them. Two Voronoi polygons that were not adjacent in V or(P) cannot be adjacent
in Vor(P + {pnt1}). So edges in the Delaunay triangulation of P+ {p,4;} that are not in
the Delaunay triangulation of P do not connect two sites in P-—they must be adjacent to
Pnt1- That is, the Delaunay triangulation has the local property.

Now, a triangle ABC' in the Delaunay triangulation corresponds to three mutually
adjacent Voronoi polygons, V4, Vg and V. The boundary between two adjacent Voronoi
polygons V4 and Vg consists of points equidistant from A and B and closer to to A and B
than to any other site. The point common to all three boundaries is equidistant from A,
B and C so it is the circumcentre of ABC'. It is closer to A, B and ¢ than to any other
site, so the circumcircle of ABC contains no other site of P. This is called the empty-circle
property. Contrariwise, any triangle with the empty-circle property must be a triangle of

the Delaunay triangulation.

Definition. The flip rule DT is the rule that chooses the Delaunay triangulation of ABC'D.
That is,

AC if the Delaunay triangulation is ABC, AC'D
DT(ABCD) =< BD ifitis ABD,BCD
either if ABC'D is a cyclic quadrilateral

The equation of the circumcircle through A = (24,y4), B = (zB,yB) and C = (v, yc) is

2?4y oz oy

thtyi T4 ya
gl@y)=| > 77
Tgt¥Ys TB UYB

e G G O WY

25+l we ye
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The point (z,y) is outside the circumcircle if and only if g(z,y) > 0. So,

AC if g(zp,yp) > 0
DT(ABCD)={ BD  if g(xp,yp) <0 .
either if g(ap,yp) =0

Theorem 3 R, = {DT}. (That is, if f is a joint function Ry=DT.)

Proor. Let ABC'D be a convex quadrilateral with the Delaunay triangulation ABC, AC'D
(figure 3.5). We can assume that ZAC B and /C'AD are acute angles. For,if /AC'B is obtuse
D

Figure 3.5: Delaunay triangulation of ABCD is ABC, AC'D

then ZBAC is acute (part of same triangle as ZACB) and ZACD is acute (quadrilateral is
convex); so we can interchange A and C' to make the statement true. A similar argument
works if ZCAD is obtuse.

The circumcentres of ABD (say I') and ABC (say E) both lie on the perpendicular
bisector of AB. Counsider the family of circles through A and B. As the circle centre moves
along the bisector from infinity above AB (the side with C' and D on) to infinity below,
the part of the circle above AB gets smaller and the smaller pieces are contained in the
larger ones. The circumradius gets smaller as the centre approaches AB , has a minimum
when it reaches AB, and then gets larger again. Since C' lies in the circumcircle of ABD,

E is lower than F. By a plane geometry theorem [110] if ZAC'B is acute E is above
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AB and R(ABC) < R(ABD). Similarly R(CDA) < R(CDB). (R is the radius of the
circumcircle—see table 3.2.)

So, for any joint function f, f(R(ABC), R(ACD)) < J(R(ABD),R(CDB)). Hence
Rs(ABCD) = AC. ]

Since R, is a singleton set, with a slight abuse of notation we also use R, to mean the

single element of this set.
Theorem 4 For any site set LOT(DT) is the Delaunay triangulation.

Proor. Let ABC be a non-Delaunay triangle of a LOT(DT). QABC (the circumcircle of
ABC) must contain another site, say X, on the opposite side of BC' from A (we can relabel
to make this true). A line from A to X will cross a finite number of triangles. Let BC'D
be the second of these (after ABC). DT(ABCD) = BC; so D must be outside OABC.
So the the part of QABC above BC is included in the part of OBCD above it. Hence
X isin OBCD. Similarly X is in the circumcircle of the third, fourth and every triangle
crossed by AX. Let the last and second last of these be QRX and PQR respectively. Then
DT(PQRX) = QR;so X is outside OPQR. Contradiction. a

Since the Delaunay triangulation has the systematic and local properties this also shows
that B, = DT is systematic and local.

LOT(~aso) was one of the first triangulations considered [192] and can also be proved
to be the same as the Delaunay triangulation (see appendix A).

The Delaunay triangulation can be calculated quickly, with very simple O(n?) algorithms
and reasonably simple O(nlogn) algorithms. The reason for this is the local property of

the Delaunay triangulation.

Theorem 5 If I is a local flip rule then the incremental algorithm to construct LOT(F)

of a set of n sites will require at most %(n — 2)(n — 3) flips.

Proor. Consider what happens when the incremental algorithm is used to construct
LOT(F) of the site set P, where F is a local flip rule. When we add Pr the only flips
that are performed are those that add a new edge adjacent to Pr and each such flip adds
such an edge. So the number of flips to add p, is just the degree of p, in LOT(F) minus
the number of sites it is first connected to. p,, is initially connected to at least two sites

because p, will always be visible to two sites in a triangulation of py,...,p,_1. Hence the
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number of flips is at most n — 3 and the total number of flips needed by the incremental

algorithm to construct LOT(F) is at most L(n — 2)(n — 3). O

Theorem 6 The incremenial algorithm can require é(n — 2)(n — 3) flips to construct «
LOT(F) (F a local flip rule) of a set of n sites.

Proor. We will show that there is a site set where the incremental algorithm for the
Delaunay triangulation requires £(n — 2)(n — 3) flips. If A = (a,a?),B = (b,0%),C =

(¢,¢®), D = (d,d?) lie on the half parabola & = VUand 0 <a <b<e<dthen

d?+d* d d* 1
@ +a! a a?
D24+t b b2
2

=(d-a)(d-b)(d—c)(c—a)c—b)(b—a)a+b+c+d)>0

2 :
c“—i—c1 [

so DT(ABCD) = AC.

Now, consider the site set P = {p; = (n,n?), p = (n — 1,(n — 1)%), ...p, = (1,1)}.
DT (pipapap1) = pip2 so ps is outside Opipaps. Similarly, p4,ps,...,p;_1 are also outside
Opip2p1; s0 pipapr is a triangle of the Delaunay triangulation of p1,...,p;. By the same
TeAsONing p;Papa, PiPaPs, - - -, PiPi—1Pi—2 are also triangles in the Delaunay triangulation of
P1,---,pi- That is, p; is connected to every other site in the Delaunay triangulation of
P1s-.-,pi. When the incremental algorithm adds p; to the triangulation it is initially con-
nected to p; and p;_; only (these are all it can see because P is a convex polygon), so i — 3
flips must be performed. Hence the incremental algorithm requires a total of H(n—2)(n-3)

flips for this site set. d

Theorem 7 If F is a local flip rule then the flip algorithm can require at most 1(n—2)(n-3)
flips to consiruct LOT(F) from any triangulation of a set of n sites. It does not matter in

what order the flips are done.

Proor. Consider what happens after we perform a flip on a quadrilateral ABC D, replacing
diagonal AC' with diagonal BD. We now have the LOT(F) for ABC D; so when we go on
to consider other sites in the triangulation, because of the local property the only edges that
can be added are those with at least one end a site other than A, B, C or D. Consequently

the edge AC can never be added. That is, an edge deleted by a flip will never be added by
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another flip. Iach flip deletes exactly one edge. There are (5) possible edges and at least
2n — 3 edges in the final triangulation, so the maximum number of flips is (5)—(2n-3) =

s(n—2)(n-3). o

Theorem 8 There exisis a set of n sites so that for any systematic flip rule F' there is an
initial triangulation for which the flip algorithm requires O(n?) flips to construct LOT(I),
regardless of the order in which the flips are done.

Proor. The site set P is defined as follows (we will take n as even): The sites py, ... s Pr/2

lie on the circle with centre (—100,0) and radius 99.5 with

pi = (=100 + 1/(99.5) — (i/n)?,i/n) ~ (~0.5, i/n).

The sites p(,/3)41, - - > Pn lie on the circle with centre (100,0) and radius 99.5 with

Pitnsz = (100 — 1/(99.5)2 — (i/n)?,i/n) ~ (0.5,i/n).

(See figure 3.6.)

T S
Pe P12 Ps 12 Pe 12
Ps P11 Ps D11 Ps 711
P4 P10 Pa 010 Pa 210
b3 9 p3 P9 Ps3 29
P2 143 P2 143 P2 8
y41 P P P " Pr
1,2,3,4,5,7,8,9,10,11 7,8,9,1,2,10,3,4,11,5 7,8,9,10,11,1,2,3,4.5

Figure 3.6: Some possible triangulations of P

Any triangulation of P must include the edge p;p, since it is not intersected by any
other possible edge. Similarly edges pyps, ... s P(nf2)~1Pn/25 Prj2P(n/2)+1s - - - » Pn—1Pn TUSE
be in every triangulation. The sequences of edges pip .. -Pny2 a0d P(n/2)41 - - - Py divide the
triangulation into three independent pieces. We shall only be concerned with the middle
piece. Each triangle of the middle piece has two edges that cross the y axis and one edge
of the form p;p; .

If we move a point up the y axis from (0,0) to (0,1) we cross each triangle (of the

middle piece) in turn. This defines an ordering among these triangles. Associated with
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this ordering is a sequence of the numbers 1 to n — 1, excluding n/2. This sequence is
formed by associating the number ¢ with a triangle with an edge p;p;y; (the associated
sequences are written below each triangulation in figure 3.6). There are two possible types

of quadrilaterals in the triangulation of the middle piece:

e those with three corners in one piece and one in the other. These are of the form
PiPig1Pit2p; With associated subsequence i,¢+4 1. These quadrilaterals are not convex

so no flip is possible.

e those with two corners in each piece. These are of the form PiPi41PjPj+1 With two
possible associated subsequences ¢, j and 7,7 depending on which way the diagonal of
the quadrilateral is drawn. A flip in the triangulation corresponds to exchanging a

pair of adjacent numbers in the sequence.

Therefore, a flip in the triangulation corresponds to changing the number of inversions
(pairs of elements that are out of order) in the sequence by one.

Now consider the triangulation T formed by joining P(n/2)+1 b0 all the sites in the left
half and Pny2 to all the sites in the right half. Tt has associated sequence 1,2, .. L(n/2) -
1,(n/2)+1,...,n—1 with 0 inversions. Now consider the triangulation S formed by joining
Pn to all the sites in the left half and p; to all the sites in the right half. It has associated
sequence (n/2)+1,...,m —1,1,2,...,(n/2) — 1 with ((n/2) — 1)? inversions.

Therefore ((n/2)—1)® flips are required to transform T into S. Now, if it were possible to
find a sequences of flips that transformed T and S into the LOT(F) in less than ((n/2)-1)?
flips we could transform T into S in less than ((n/2) — 1)? flips merely by transforming T
into the LOT(F') and reversing the flips that transform S into the LOT(F). Hence either
T or S requires at least 1((n/2) — 1)2 = O(n?) flips. |

Theorem 8 might seem to suggest that an O(n?) algorithm is optimal for constructing
the Delaunay triangulation but Delaunay triangulation algorithms do not have to use flips.
The local property also lets us merge two disjoint Delaunay triangulations of n sites each
in O(n) time. This leads to an O(nlogn) Divide-and-Conquer algorithm to construct the
Delaunay triangulation [202].

In practice the O(n?) worst case does not seem to occur and the performance of the flip
algorithm is competitive with that of the Divide-and-Conquer algorithm [120].

If we use the incremental or flip algorithm to construct LOT(by), where by is not local,

although we know that the process of repeatedly performing flips will eventually terminate,
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there is no reason why exponentially many flips may not be necessary to construct LOT(by).

Type I Type II

SN

%
\, /
N

A B

D

b

/
\

AN PN
V.o e

B e —_—
A B A B

Figure 3.7: Possible directed flip graphs

3.5 Testing Flip Rules

By using the badness measures in table 3.2 each combined with the joint functions in

table 3.3 we can create 120 flip rules. We would like to find out which ones are systematic

and local.

Consider a set of sites that forms a convex pentagon. If the flip rule does not return
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either for any of the 5 subsets of size 4 (quadrilaterals), there are only four possible different

directed flip graphs for such a set (see figure 3.7).

e Type IV: No sink. No LOT exists. We proved this was impossible for triangle-based

flip rules.
o Type IIl: Two sinks. LOT is not unique. The flip rule is not systematic.

e Type II: One sink. The flip rule is not local: The (unique) LOT of ACDE is
ACE,CDFEsince I'C'is preferred to DAbut ADE, ABD, BD is the LOT of ABCDE.

The edge AD is a new edge in this triangulation although it is not adjacent to B.
e Type I: One sink. A flip rule which is systematic and local will always give this result.

If the flip rule returns the value either for any quadrilateral, we classify the flip rule as
type V. Since either should result with probability zero in a good flip rule, a type V flip
graph is a witness to the fact that a flip rule is not good.

To test our triangle-based flip rules we generate “random” pentagons and then for each
triangle-based flip rule classify the type of the directed flip graph. If any type III graphs
are found, then we know that that triangle-based flip rule is not systematic. If any type II
graphs are found, then we know that that triangle-based flip rule is not local. If any type
IV graphs are found, we have made mistake somewhere.

Of course, even if our flip rule gives us only type I graphs this doesn’t mean it is local
and systematic. Perhaps our set of test pentagons was unlucky, or perhaps the flip rule is
local and systematic for pentagons but not for other site sets.

For example, consider the flip rule —R; (mazimize the sum of the circumradii). The
directed flip graph for this rule can be obtained by reversing the edges of the directed flip
graph for Ry (minimize the sum of the circumradii). Reversing the edges of the type I graph
in figure 3.7 gives another type I graph so —R; will always produce a type I graph for a
pentagon.

However, — R; is not systematic as figure 3.8 shows. Figure 3.8 is the directed flip graph
for the four corners of a square and a fifth site inside the square using —R;. (The fifth site
is inside the circumcircle of any three of the others so the middle triangulation in figure 3.8
is the Delaunay triangulation of the set. So, in the directed flip graph using DT = Ry?

both arrows point to the middle triangulation. Reversing them gives figure 3.8.)

*See theorem 3 in section 3.4.



CHAPTER 3. LOCAL OPTIMIZATION OF TRIANGULATIONS 92

Figure 3.8: Directed flip graph using — R,

We have already seen that LOT(R.) and LOT(~as,) are the same as the Delaunay
triangulation. Other flip rules might also be the same as DT'; so if the flip graph is type I
we check to see if the LOT is the same as the Delaunay triangulation.

5000 pentagons were generated by taking points from the uniform distribution within
the unit circle until their convex hull formed a pentagon. (This is the iteration method
for generating convex polygons described in section 6.3.) The results are summarized in
table 3.4.

The first thing to be noted about table 3.4 is the set of flip rules that produced type V
flip graphs.

The reason why A; always gave a type V flip graph is quite simple. The sum of the
areas of the triangles making up a quadrilateral is just the area of that quadrilateral, and
this will be the same whichever way the diagonal is drawn. Consequently Ay will always
give the value either—not a very useful flip rule.

oo does not always return the value either—it will only do so when the quadrilateral
has a side longer than both diagonals. However, it is easy to see that this will always be
the case for at least one sub-quadrilateral of a pentagon since the longest diagonal or side
of the pentagon will be a side of at least one sub-quadrilateral.

Similar explanations can be found for the other rules that gave type V flip graphs.

The second thing to be noted is the set of rules that always produced the Delaunay
triangulation. As well as R, and —a,, as we would expect from section 3.4, this set
includes the rules —ry, (—7/R)1, (=r?/A)g and abe;. Proofs that this is always the case for
some of these rules can be found in appendix A.

This discovery might prove useful in programs that compute the Delaunay triangulation
since it is possible that one of these rules could be calculated in less time than it takes to
test to see if a site is inside the circumcircle of three other sites. Or one of these rules may
be less vulnerable to numerical error when the four sites are almost co-circular.

The third and most important thing to be noticed is the remaining set of rules. None of
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Joint Badness Measure (see table 3.2)
Fll}lc- I T 7’2 [ C C b e} [ co [oS)
tion Ri ol vlad Al 7| P a]c AN A RS abc Ple—c| == R | P |r
DTJ100| 49/14|16| 3 9140 (60{2| 34] 38 32{41] 37{36| 48] 34] 49| 38| 9o|{DT
[|100| 73|56|56|54| 52(71|85(9]| 66| 69| 66|68 69]631 73| 66 791 71} 531
| 1I 0 7T{12112}116] 13| 7| 4(1] 10 9 9111 8110 81 10 4 6 14|11
I 0| 20132(32(30 3522|116 24| 23| 251221 24/26| 18| 25| 17| 24 33|10
DT 100 91|67|70|21] 65(|54({60 (2] 86| 97| 78|48 48[41| 50| 67 49| 48| 58 | DT
[1100] 99184(89|54| 86{82|85[9| 98100 95|77| 78|71| 77| 87 791 781 8411
4 11 010.7| 5] 416 5| 5{ 4(110.6{0.1 21 5 5] 6 5 5 4 41 5|11
II1 0104f11] 7130 8{14 1116 110.1 41181 17]23]| 18 8| 17| 181 11{III
DT 100 85|72{81{21] 75|57(60|2| 91|100| 97|48] 60[43| 50| 54 491 50| 64| DT
[{100] 97)88|94!54| 93/83185[9( 99|100|100|76( 85|73| 78| 78| 79 791 881
| II 0 1] 31 11186 2| 4] 411]10.2 0101 5 4] 6 5 6 4 41 4111
III 0 2] 9| 4130 5113111({6(0.9 0(0.1[19) 1121} 18] 16 17| 17| 9o|IlI
DT |100( 65]|75({79| 0]100]60|60[2]100] 94| 96|49 100147] 50} 47 491 521 75{DT
T7100] 85(90]95] 0]100(85[85|9|100]|100]100]|76{100] 74| 78] 74 79 81| 94|1
L II 0 51 31 2] 0 01 4| 411 010.2]01] 5 0} 6 4 6 4 41 2111
111 0} 10 81 3] 0 O|1r|11]|86 0103|0319 0|20{ 17| 20) 17| 16| 5]|III
DT 100] 56|75|31] 3] 36|64l60(2[ 701 79| 91|48 67|47] 51 431 49| 54 32(DT
T{100| 799166 (54| 69/88(85(9{ 89| 95| 99|74| 87|72| 79| 71! 79 82) 6811
L II 0 61 2| 7116 71 41 411 4 2103} 7 3] 8 3 7 4 41 7|10
111 0| 15| 7126(30] 25| 9116 6 310519 10|20] 16| 21| 17| 14| 25]1III
DT {100|100{71{55{21] 50|63 o[0| 79| 88| 83|48| 43|36| 48] 77 0| 48| 47|DT
I[100|100(91 79 (54| 75{85| olo| 95] 98| 96|77| 69|67| 77! 94 0] 761 741
| II{ -0 01 4, 9{16f 11| 7| 0|0 3 1 21 8 81 8 8 3 0 31 10|11
I 0 0] 5112130| 14 8| olo 310.9 2116 23(24( 16 4 0 91 16111
LThere were no type IV flip graphs I
The only flip rules to produce type V flip graphs
rule | A; | G | €—co | -1 | 0 | €1 | c2 ¢ | RZ | P
% type V | 100 | 100 84 84 | 84 | 84 | 84 | 100 | 100 11

Table 3.4: % of flip graphs of each type for flip rules
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them were systematic or local. This contradicts Nielson and Franke [243] who, because of
the close similarity between the descriptions of —ea ., and 7. (see table 3.1) assumed that
Yoo Was systematic.®

Another rule that might be thought to be systematic and local is R%®. At first sight
it would appear that the proof in section 3.4 should work if the word ‘circle’ is replaced
throughout by ‘square parallel to the axes’. Unfortunately, it is not always possible to draw
such a square through three sites. For example, no square parallel to the axes can be drawn
through the points (0,0), (1,3) and (4,4). So, while we can find a smallest enclosing square
for this triangle with radius 2, this square does not have the “empty square property” and
the proof in section 3.4 does not apply.

If 1 < p < oo then it is possible to find a ball in the [, metric through any three points,
so RY is systematic and local in these cases. (Tests confirm that it always produces type I
flip graphs for pentagons.) However, the triangulations that these rules produce are duals
of the Voronoi diagram under the [, metric so these triangulations are generalized Delaunay
triangulations. (Though these rules are not rotation invariant.)

If we examine the scatter plot of type I and Delaunay percentages shown in figure 3.9
(rules that gave any type V flip graphs have been excluded from this plot) there is a strong
correlation bhetween these two percentages, which suggests that a rotation invariant rule
that always gives a type I flip graph will always give the Delaunay triangulation. This
result is proved in the next section. In section 3.4 we noted that constructing a locally
optimized triangulation for a flip rule that is not local could take exponential time. The
authors cited in table 3.1 managed to construct LOTs for several different non-local flip
rules, presumably without needing an exponential number of flips. How is this possible?
The answer lies in the fact that all of these rules agreed with DT more than 50% of the
time on a convex pentagon. Consequently a LOT for one of these rules of a typical set of
sites will be identical to the Delaunay triangulation except for a number of isolated ‘islands’
of a few adjacent triangles. The flip algorithm will perform quite quickly on the part of the
triangulation that is the same as the Delaunay and exponential behaviour on a small set
of non-Delaunay triangles will not cause any problems. Nielson and Franke [243] compared
LOT(DT) and LOT (7o) for the same set of sites and found 90% of the triangles to be the

same.

®Nielson has written a note correcting this error [242].
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Figure 3.9: Scatter plot for flip rules



CHAPTER 3. LOCAL OPTIMIZATION OF TRIANGULATIONS 96

3.6 Systematic and Local Flip Rules are Generalized De-

launay rules
Definition. The lines making up the sides of a triangle ABC divide the plane into seven
regions (see figure 3.10). We will denote by ABC the region that is adjacent to the sites A

and B, but not C'. The regions are open sets. Their union is the plane except for the lines

ADB, BC, and AC.

ABC ABC

Figure 3.10: Regions around a triangle

Definition. F'*(ABC) is the set of points in the plane for which the flip rule ¥ would not
choose the triangle ABC. That is, if D € ABC then D € F*(ABC) iff F(ABCD) = BD.
We can similarly define F*(ABC) in the regions ABC and ABC. In the remaining regions,
the quadrilateral is not convex, so the flip rule must choose the interior diagonal. This means
that ABC is included in F*(ABC) and ABC, ABC, ABC are excluded. FO(ABC) is the
boundary of F'*(ABC'), and F~(ABC) = R? — (F+(ABC) + FO(ABC))

Definition. Let F° be the set of curves FO(ABC) for all possible triangles ABC.

If F = DT, F%is the set of all circles. This is intimately related to the empty-circle
property of the Delaunay triangulation. The curves in F° for some flip rule F' act in a way
similar to circles for DT

Figure 3.11 shows F° for F = 7.,. We have rotated and scaled so that the longest
triangle side is (0,0)(1,0). The black dot marks the position of the third triangle vertex.
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This plot was produced numerically (and some of the jaggedness of the curves are sampling
artifacts), Hansford [151] and Powar [262] give analytical descriptions of +2.

The interesting thing to note is that some of the curves in figure 3.11 (the two dashed
curves in particular) intersect at points other than (0, 0) and (1,0). We will prove that this
is not possible for a systematic local flip rule.

The basic idea behind the proof is illustrated by figure 3.12 which shows just the two
dashed curves from figure 3.11. The flip graphs for the pentagons ABCDFE and A’/BCDFE
are shown in figure 3.13. The bold arrows in figure 3.13 follow from the placement of the
sites in figure 3.12. For example, the direction of the leftmost bold arrow in figure 3.13 is
a consequence of the fact that A € v (BDE) (v (BDE) is the region outside v2 (BDE)
in figure 3.12.)

If 7o Is systematic and local, both of the flip graphs in figure 3.13 must be type I—this
means that the remaining edges must be as shown in the figure. This is impossible since it
requires both yoo(BCDE) = EC (in the left graph) and Yoo (BCDE) = BD (in the right
graph).

This proves that 7., cannot be systematic and local. Section 3.6.1 generalizes this result.

Definition. A curve circumseribes a polygon if each vertex of the polygon lies on the curve.
Definition. We say that I has the circumscribing property if, given any triangle, there is

exactly one curve in F° circumscribing that triangle.

3.6.1 Systematic local rules have the circumscribing property

Lemma 1 If I is a systematic local rule and C € FO(ABE)N ABE then FY(ABE) =
FY(ACE) in the region ACE — ABC (the shaded region in figure 8.14).

Proor. If F*(ABE) # F*(ACE) then there is a point D € F*(ABE)\ F*(ACE)
or a point D € FT(ACE)\ F*(ABE) (see figure 3.14). Note that ABCDE is strictly
convex. Let’s consider the first case. If D € FP(ACE) then because F*(ABE) is open and
FO(ACE) is the boundary of F~(ACE) we can find a new D' € F¥(ABE)n F~(ACE).

e ABCD'FE is strictly convex
o FF(ABCE) = either

o F(ABD'E) = AD'
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Contradiction —__
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A B A B

Figure 3.13: Flip graphs for ABCDE and A’BCDE.

Figure 3.14: F(ABE) and F°(ACE)
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e FM(ACD'EY=CE

Now, because AD'(F) and C'E(F) are open sets we find a ball around ABC'E such that
for all A'B'C'E" in that ball F(A'B'D'E"y = A'D', F(A'C'D'E") = C"E’ and A'B'C' D'
is convex. And since ABC'L is on the boundary between AC(F) and BE(F) we can find

A'B'C'E" in that ball such that:
o A/B'C'D'E’ is strictly convex
o F(A'B'C'E") = B/
o F(A'B'D'E) = A'D/
o INAC'D'E=C'E

There is no way that we can pick the directions of the two remaining edges in the flip graph
for A'B'C'D'E’ so that it is type [ (see figure 3.15). This contradicts I being local and

systematic.

\, /

E@C @
AR

Figure 3.15: Not a type I flip graph

If D€ FH(ACE)\ F*(ABE), the proof is the same, except that we find A’B'C'E’ such
that F(A'B'C'E') = A'C". This leads to a flip graph that is figure 3.15 with all the arrows
reversed. This still can’t be type L. a

Lemma 2 If I is a systematic local rule and C' € F*(ABE) N ABE then F*(ABE) =
F*(BCE) in the region ACE — ABC (the shaded region in figure 3.14).
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Proor. If there is a point D € F*(ABE)\ F*(BCE), then just as in lemma 1 we can
find A'B'C'D'E' such that

o A'B'C"D'E’ is strictly convex
o F(A'B'C'E") = B'E’
o F(A'B'D'E) = A'D'
o F(B'C'D'E"Y = C'

The flip graph for A’B’C'D'E’ cannot be type I (see figure 3.16).

Q& O
\, /

Figure 3.16: Not a type I flip graph

It D € F*(BCE)\ F*(ACE) then we can find a flip graph that is figure 3.16 with the

arrows reversed. This still can’t be type L. a

Lemma 3 If F is a systematic local rule and C € FO(ABE)N ABE then F*(ABE) =
FY(ACE) =0 in the region ABC (the shaded region in figure 3.17).

Proor. If there is a D € F*(ACE) N ABC then, just as in the proof of Lemma 1 we can
find A’B'C"E’ such that

o A'B'C'E is convex

e Dec AB'C.
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o F(A'C'DE")= A'D

o F(A'B'C'E') = B'E'

The flip graph for A’B'C'DE’ (see figure 3.18) contradicts F being systematic.

FH(ABEYNABC = .

D/

FO(ABE)

Figure 3.17: D € ABC

E/

¢’

BI

AI

B

Figure 3.18: Flip graph of A’B'C'DE’

103

Hence

If there is a D € FT(ACE)N ABC, then we find D' € F~(ACE)Nn F*(ABE)Nn ABC

and A'B'C"E' such that
¢ A'B'C'E' is convex
o D'c AB'C.
o F(A'B'D'E) = A'D'

o F(AC'D'E") = C'E'
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o F(ABIC'E) = B'E
The triangulation of A’B'D'E" is A'B'D', A’ D' E'. If we add ¢’ the resulting triangulation of
A'B'C'D'E s AB'E', B'C'E' ,B'"D'C", ' D' I (see figure 3.19). We have a new edge B’
that is not adjacent to C”, which contradicts F being local. Hence PYHACEYNABC = 0.

O
D’ B’
-—
E A
[nsert C7
D' B
—_— c’ —_—
B A’

Figure 3.19: Inserting C’ in the triangulation of A’'B'D'E’

Lemma 4 If F is a systematic local rule and D € FO(ABE)NABE then (BDENABD) C
F*(ABE) (BDEN ABD is the shaded region in figure 3.20).

Proor. Suppose C' € (BDE N ABD)\ F*(ABE). If C ¢ F°(ABE) then we can find a
"€ BDENABD N F~(ABE). We can now find A'B'D'E’ such that

e A'B'D'E' is convex
e C'c B'D'E'NA'B'D
o F(A'B'D'E"Yy = A'D'
o F'(AB'C'E"Y = B'E’
Depending on the choice we make for the remaining edge direction in the flip graph for

A'B'C'D'E’ (see figure 3.21), we end up either with figure 3.18 or figure 3.19, contradicting

F being systematic and local. a
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FOABE)

Figure 3.20: C € BDEN ABD

D’ B’
-—
E yy
Insert C’
D' B’
c’ —_—
E' A’

Figure 3.21: Either nonlocal or nonsystematic
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Lemma 5 If I is a systemalic local flip rule and D € FO(ABC) then FH(ABC) =
FY(BCD) = FYH(ACD) = F*(ABD).

Proor. D cannot be in ABCUABCUABCUABC. Relabel the points if necessary, so that
D € ABC (see figure 3.22). Note that C' € FO(ABD), B € I'°(ACD) and A € FO(BCD).

Figure 3.22: D € ABC

We need to prove the result in the regions AC'D and ACD N BC'D (shaded in figure 3.22).
The rest will follow by symmetry.

e In the region ACDNBCD, applying lemma 1 with ABE replaced by ABC shows that
F*(ABC) = FT(BCD) and with ABE replaced by ABD shows that FY(ABD) =
F*(ACD). Applying lemma 2 with ABFE replaced by ABC shows that FT(ABC) =
F+(ACD).

o In the region ABC, lemma 3 shows that F¥(ABC) = F*(ABD) = §). Because F is
a flip rule F*(ABC) =0, and F*(BCD) = 0 because ABC ¢ BCD.

e in the region BCDNACD = I, applying lemma 4 with ABE replaced by ABC shows
that I C F*(ABC) and with ABE replaced by ABD shows that I C F+(ABD).
I C F*(BCD) becanse I C BCD and I C F+*(ACD) because I C AC'D.

Finally we note that we have left out the lines AB, BC' and AC in the proof, but there is
only one way to complete F'*(ABC) onto these lines. o

Theorem 9 If I is a systematic local rule and P,Q,R € F°(ABC) then Ft(ABC) =
FY(PQR). (That is, F has the circumscribing property.)
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Proor. By lemma 4, FP(ABC) = FO(ABR) = F(AQR) = FO(PQR). a

Theorem 10 If I' is a systematic local rule then F*(ABC) is conves.

Proor. If F*(ABC) is not convex, then there are points P,Q € FY(ABC) and R ¢
F*(ABC) such that R lies on the line segment PQ (see figure 3.23). If R € FO(ABC) then

Figure 3.23: F*(ABC) is convex

we can find new PQR such that P,Q € F*(ABC) and R € F~(ABC). The segment PR
goes from inside ¥ (ABC) to outside, so let P’ be a point where it intersects FP(ABC), and
Q" a point where QR intersects FO(ABC). Let § € FO(ABC)\ PQ. (If we can’t find such a
S5'then FO°(ABC) = PQ, which contradicts R € F~(ABC).) Since R is on the edge of P/’ 5
and R € F'7(ABC) = F~(P'Q’'S) (by theorem 9) we can find an R’ € P'Q'§ N F=(P'Q'S)

which contradicts F' being a flip rule. O

3.6.2 Rules with the circumscribing property are systematic and local

The proof that DT is systematic and local relies on the following geometric fact: If two
circles share a common chord, then on each side of the chord, the interior of one circle is a
subset of the interior of the other circle. We shall call this the nesting property.

If F' has the circumscribing property then the same fact is true, provided we replace
“circle” with “curve from F°. Consequently the same proof proves that rules with the
circumscribing property are systematic and local.

Also, just as for the Delaunay triangulation we have the “empty-circle property”——the

circumcircle of each Delaunay triangle contains no other site, for GOT(F), F systematic
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and local, we have the “empty-shape property”—the circumscribing curve for each triangle
GOT(F) contains no other site. We will call triangulations like GOT(F) empty-shape

iriangulations in such cases.

3.6.3 The only rotation and translation-invariant systematic local flip rule
is DT.
Definition. The two asymplotes of an unbounded curve are the limits of the support lines

as the support point goes to infinity.
Theorem 11 The only rotation and translation-invariant systematic local flip rule is DT,
Proor. Let /' be such a rule and K € FO,

Case 1 K is bounded. Fujiwara [128] and Bol [32] have shown that if X is a compact convex
set which is not a disc, then it is possible to find an infinite number of congruent copies
K" of K such that K and K’ have at least four points in common on their boundaries.
It follows from theorem 9 that K = K’. Hence K has an infinite number of symmetries

and must be a disc.

Case 2 K is unbounded. Let Ay and A, be the asymptotes to I, P their point of inter-
section, and o the angle between them. Rotate & by /2 about P, translate by d

in direction A; and by d in direction A; + a/2 to get K’ (figure 3.24). By making

Figure 3.24: K and K’ intersect three times

d sufficiently large we can ensure that Ay is a chord of K’. Then the boundaries of
K and K’ intersect three times and by theorem 9 K = K’ , t.e. o =0 and K is a

half-plane, which we can regard as infinitely large disc.
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Hence FO(ABC) is a circle for any three points A, B, and C'. By theorem 9 this circle is

the circumecircle of ABC and so F' = DT 0

3.6.4 The only systematic local homothetic flip rules are generalized De-

launay rules.

A homothetic flip rule is one that is invariant under homotheties of the quadrilateral.
Notice that if /7 is a homothetic flip rule, F° must be closed under homotheties, and
since either(F') is a closed set, 79 is a closed set.
At this point it might seem that a systematic local homothetic rule F must necessarily
be that of a Delaunay triangulation based on the convex distance function induced by the
“circle” FO(ABC) [55, 91], but this is only true if F° contains only one shape set.

Suppose FO(ABC) is a square (see figure 3.25). This is what you would expect in the

C FoBc)

FO(ADB)

Figure 3.25: Two different F© curves

leo metric. If D is in the shaded region in figure 3.25 then it is not possible to draw a scaled,
translated copy of the square F°(ABC) through the points ADB. F°(ADB) must be a
different shape, for example, the bottom right corner of a circle joined to an upwards ray
and a leftwards ray.

In general, the F° curves will be a collection of shape sets. We can complete the example
with three more copies of F°(ABD) rotated through 90°, 180° and 270°. This corresponds



CHAPTER 3. LOCAL OPTIMIZATION OF TRIANGULATIONS 110

to a convex-distance-function Delaunay triangulation where the circle is a square with in-

finitesimally rounded corners.

Definition. A cone is a convex set with a boundary consisting of two rays. We will also

consider an infinite strip with boundary a pair of antiparallel® lines a cone.
Note that if a convex set is invariant under a homothety, it must be a cone.

Theorem 12 Let F' be a homothetic systematic local flip rule. Then K € F° is either

strictly convex or a cone.

Proor. Suppose K is not strictly convex. Let XY be a line segment on the boundary of
K. Take A and B interior points of XV and ¢ a point on the boundary of X not on the
line XY. Then we can find a C’ sufficiently close to € such that the line through C” parallel
to C'A intersects the segment XY at A’ and the line through C” parallel to C'B intersects
the segment XY at B’ (see figure 3.26).

Since the sides of the triangles ABC and A’ B'C" are parallel, there is a homothety that
transforms ABC to A’B'C’. By theorem 9, K must be invariant under this homothety and

hence must be a cone. O

Definition. We can order the support lines of a convex set by the angle they make with
the z axis. If 0 < o(l) < 27 is the angle between | and the = axis then we say [ < m if
0<a(m)-a(l)<rmor0<a(m)—a(l)+2r <r. If ao(m)— a(l) = £7 then [ and m are

antiparalle] and we do not define < in this case.

Definition. If K is a convex set then 77 (P) (the pretangent) is the minimum support line

through P, and T75(P) (the posttangent) is the maximum support line through P.
Definition. P is a corner of K if T{f(P) # T (P).

Definition. The support cone to K at a point P is the cone with sides T (P) and T (P).
Note that this is limy_oo H(P, k)K.

Definition. If K is an unbounded convex set, the asymplole cone to K is the cone with
sides Ay and A}'{, the asymptotes to K. Note that the asymptotes are the maximum
and minimum support lines to K and if P is the intersection point of the asymptotes the

asymptote cone is limy_.o H(P, k) K.

5Two parallel lines with opposite directions are antiparallel.
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Figure 3.26: ABC' is homothetic to A’B'C"

Definition. Two sets have a common support line if they each have a support line with

the same direction.

Lemma 6 Let I be a translation-invariant systematic local flip rule. If K, K' € FO have
@ common support line | at a point P and Ty (P) < Ty ,(P) then TE(P) > T ,(P).

Proor. Suppose T (P) < TF,(P).. Then
Ti(P) < T, (P) < I < TH(P) < T P)

Translate K’ by a distance d in direction ! (see figure 3.27).

For any value of d, the support cones of X and K’ intersect. Since X and K’ get
arbitrarily close to their support cones as they get closer to P , for sufficiently small values
of d K and K’ will also intersect three times. By theorem 9, K' is a translate of K which
contradicts T (P) < Tr,(P). |

Definition. If P is on K then in a neighbourhood of P we define P*(K) to be the part

of K that follows P as we traverse K& in an anti-clockwise direction and P~ (K) as the part
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Figure 3.27: K and K’ intersect three times.

that precedes P.

Definition. If X and K’ are curves with a common support line [ and K is a subset of the

convex hull of &’ when translated so that the support points coincide then we say I C; K.

Lemma 7 Let I' be a homothetic systematic local flip rule and K,K'e FO. If T;(P) =
Ti,/(P) or T (P) = Tx.(P) then K is homothetic to K', or one of K and K' is a cone.

Furthermore, K C; K' or K' C; K where [ is a common support line at P.

Proor.

Case 1 T (P) > Ty, (P). In some neighbourhood of P, P~(K) is between P~(K') and
Ty (P) (see figure 3.28). If I = PH(K) N TH(P) # 0 then K is not strictly convex
and by theorem 12 must be a cone. Otherwise, we can find a k& large enough so
that P+(H(P,k)K') is between P*(K) and Ti#(P). P~(K) will still be between
P=(H(P,k)K'") and Ty (P) for some neighbourhood of P. By a similar argument to
that in lemma 6, X and K’ are homothetic which contradicts Tw(P) > Tr/(P). So if
T (P) > Tg/(P), K is a cone and K’ C; K.
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T (P)

T (P)
Tx-(P)

YR
P (H(P.3)K") P (H(P,3)K")

Figure 3.28: K and a translate of #(P,3)K" intersect three times.

Case 2 T (P) = Ty.(P). If both K and K’ are cones, then obviously K = K’ If (say)
K is a cone then K’ C; K and K is the support cone of k' at P.

If neither are cones, relabel if necessary so that in some neighbourhood of P, P~(K)
is between P~(K') and Tr(P). As in case 1 we can find a k large enough so that
PH(H(P,k)K') is between P+(K) and T3 (P). However, in this case it is possible for
PT(H(P,k)K") to also switch sides and be between P~(K) and Tr (P). Nevertheless,
unless P~(H(P,k)K') and P+(H(P,k)K') switch at the same value of k& we can
proceed as in case 1. If they do switch at the same value of k, then since H(P, k) is
continuous P~(H(P,k)K') intersects P~(K) and PT(H(P,k)K') intersects PH(K).
So H(P,k)K' intérsects K three times and by theorem 9, K’ is homothetic to K and
K'o K. ]

Lemma 8 If two shapes in F' have two common support lines at different points and in

different directions, then the shapes are homothetic.

Proor. Let the support lines be | and m with m > [ and support points P and
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P’. We can translate and scale one of the shapes so that the support points coincide (see

figure 3.6.4).

Figure 3.29: Two common support lines

Case 1 Ty (P) = Tx/(P). By lemma 7 K and K’ are homothetic or one is a cone.

If, say, K is a cone then PP’ is one of the sides of the cone and one of the support
lines. Since K'is convex, the segment PP’ must be part of X’. kK and K’ have three

common points and by theorem 9, K = K’ and the original shapes were homothetic.

Case 2 Ty (P) > Ty /(P). Since PP’ > T (P) a small expansion of K’ about P’ produces
two intersections of K’ with K near P which combined with the intersection at P’

means that by theorem 9 K is homothetic to K. a
Definition. Sr(l, P) is the set of curves in F° through P with { as a support line.

Lemma 9 Let I be a homothetic systematic local flip rule. If K, K' € F° have a common

support line | then K C; K' or K' C; K. That is, Sp(l, P) is totally ordered by C;.
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Proor. From lemma 7 the result follows if T (P) = T, (P). Otherwise, by lemma 6,
T (P) < T P) < U< TE(P) < TE(P). So in a neighbourhood of P, K C K' If Kis
not a subset of the convex hull of K’ then K and K’ must intersect at some point other
than P. By a similar argument to case 2 in lemma 8, K is homothetic to K’ and the result

follows. O

Lemma 10 Given a P €1 and Q (o the left of I, there exists K € Sr(l,p) such that Q € K.

Proor. Let K =limp_p FO(PP'Q)), where P € . ]

Lemma 11 There is at most one bounded shape set in FO. If there is no bounded shape in

FO, then FO contains two antiparallel rays.

Proor. A closed bounded set has a support line parallel to any given direction; so
lemma 8 shows that any two bounded shapes in F° must be homothetic.

If there is no bounded shape in F° then for any P and [ the minimum (with respect to
Cy) shape in Sr(l, P) must be unbounded and pass through P and by lemma 10 must have
an empty interior. Hence it must be a ray (degenerate cone) with direction 7, say. This
ray will be also be the minimum for / such that —r < [ < r. The minimum for [ such that

r <l < —r must be —r. O

Theorem 13 If there is a finite number of shape sets in F° then there is one bounded shape

set with all the other shapes “rounding” off the corners of this shape.

PRrooF. Since there is only a finite number of shape sets in Sg(l, P) it is meaningful
to talk about the following shape set using the ¢ ordering. If K is not a cone then
H(P,k)K C; H(P,k')K if k < k; so the shape set preceding K is the asymptote cone of
K and the following shape set is the support cone of K. The shape set following a cone
cannot be another cone, since in that case a point in the region between the two cones will
not have a K in Sg(l, P) passing through it, contradicting lemma 10. Consequently the
support cone of one shape is the asymptote cone of the following shape set (see figure 3.30.)

If 9 does not contain exactly one bounded shape set, lemma 11 shows that it contains
a pair of antiparallel rays. In this case we can pretend that F° contains a (bounded) digon

(line segment) with sides parallel to the rays.
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T(P)

TA(P)
B A
A

Figure 3.30: Sg(l, P)
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So FO contains exactly one bounded shape set. For each corner of this shape set there
is a shape that “rounds” the corner, with asymptotes corresponding to the corner. If these
shapes have corners then there are shapes to round their corners and so on. This describes

all the shapes in F°. |

If 7° contains an infinite number of shape sets then the result is similar, except that it
is possible to have an infinite number of cones to fill in the space between two cones.

How does this relate to convex-distance-function Delaunay triangulation? We can de-
fine the Buclidean Delaunay triangulation by the “empty-circle property”—the triangles of
the Euclidean Delaunay triangulation are just those whose circumcircles contain no other
site. Similarly, the convex-distance-function Delaunay triangulation can be defined by the
“empty-ball property”—the triangles are those whose circumscribing balls are empty, where
the ball is the unit circle for the convex distance function. Triangulations defined by sys-
tematic local flip rules further generalize this to the “empty-shape property”—the triangles
are those whose circumscribing shapes are empty.

If the convex distance function is not strictly convex then theorem 12 tells us that the
corresponding flip rule is not local and systematic. The problem here is that in this case
triangles with a side parallel to a line segment on the boundary of the shape have more than
one circumscribing shape and the Delaunay triangulation is not unambiguously defined. To
resolve this ambiguity one particular circumscribing shape must be chosen (e.g. the bottom
leftmost one [179]). This is effectively treating the flat part of the boundary as being very
slightly curved, that is, the shape is strictly convex.

If the convex distance function has corners then the conditions of theorem 13 are violated
because there is no shape that rounds the corners of the convex distance function. The
problem here is that triangles with two sides that are support lines at the same corner
of the convex distance function cannot be circumscribed and the convex-distance-function
Delaunay triangulation does not completely triangulate the convex hull of the input sites.
In this case we can add shapes to round the corners of the convex distance function and the
convex-distance-function Delaunay triangulation is just a subset of the generalized one.

Finally we note that we can interpret our generalized convex-distance-function Delaunay
triangulation as duals of Voronoi diagrams in the surreal [141] Cartesian plane, where the

distance function is smooth (no corners) and strictly convex.
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3.7 Conclusion

Locally optimized triangulations are simple to define and compute, while the systematic
and local properties are important and useful properties for a flip rule to possess.

I have shown that the only translation and rotation invariant systematic local flip rule
is the rule DT, and found that the Delaunay triangulation maximizes the mean inradius
over all triangulations as well as several other geometric properties. This gives some more
reasons to support the use of the Delaunay triangulation as the most natural and useful
triangulation of a set of sites.

[ have shown that the only homothetic systematic local flip rules correspond to empty-
shape Delaunay triangulations, which generalize convex-distance-function Delaunay trian-
gulations. Any Delaunay triangulation algorithm can be modified to produce empty-shape
Delaunay triangulations and consequently convex-distance-function Delaunay triangula-
tions.

These new simpler algorithms for convex-distance-function Delaunay triangulations are

well suited for practical use.



Chapter 4

Computing Empty-Shape

Triangulations

4.1 Two dimensions

Since empty-shape triangulations are systematic and local we can use the flip algorithm
to compute empty-shape triangulations in worst-case time O(n?). Other algorithms for
computing the Delaunay triangulation that use the incircle test, such as the divide-and-
conquer algorithm [202] and the selection algorithm [229] will also compute empty-shape
triangulations—it is only necessary to replace the incircle test with the F function.

The sweepline algorithm for Delaunay triangulation [122, 120] uses two different geo-

metric tests:
1. Find the rightmost point of the circumcircle of three sites.

2. Determine whether a site is above or below the contact point of a circle through two

other sites and tangent to the vertical line through the first site.

To implement a sweepline algorithm for empty-shape triangulation it is necessary to
be able to compute these two primitives when “circle” is replaced by “curve from FO°”.
The only difficulty arises for the first primitive when the curve is unbounded and has no

rightmost point. This can be overcome in one of two ways:

1. By using surreal numbers [141] and using polynomials in w to represent such points

“at infinity”.
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2. By noticing that such events occur after all site events and “finite” circumcircle events.
If we have events for ABC and BC'D then ABC' must occur before BC'D Jjust if
I'(ABCD) = AC. So F imposes a partial order on the infinite circumcircle events.

It is sufficient to process the event queue in a way consistent with this partial order.

4.1.1 An implementation of the sweepline algorithm

Here is a complete Miranda. [28, 315] implementation of the sweepline algorithm.!
Plane sweep algorithms operate by sweeping a vertical line across the plane from left to
right.

Any plane sweep algorithm requires two data structures:

o The sweep-line status which represents the intersection of the sweepline with the

geometry.
e A priority queue containing events, places where the status changes.

Priority Queue ADT

> abstype priority * *x*

> with push :: (priority * *x) -> * -> (priority * #*x*)

> top :: (priority * #%) -> %

> pop :: (priority * **) -> (priority * #*:x*)

> empty :: (x->%x) -> (priority * *%)

> isempty :: (priority * *x) -> bool

> remove :: (priority * **) -> * -> (priority % **)

empty is given a function that defines the ordering of events and creates an empty queue.
isempty determines if a queue is empty. top returns the smallest value from a queue, pop
deletes that value. push inserts a value into the queue and remove deletes an arbitrary
value from the queue.

The priority queue can be implemented? with a heap so that each operation takes time

O(logn), where n is the number of values in the queue.

'The TEX source of this document is an executable Miranda program. Lines starting with > are Miranda
source. All others are comments.
Zappendix D contains an implementation.
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Plane Sweep Algorithm

The algorithm processes events one at a time. The event processing function is given the
current state and an event and returns a new state, a list of new events, a list of events to

be deleted and a list of results.
> do_event_t * k% kkx == % -> kx -> (k, [kx], [*x], [¥x%])

The sweep function is also given a starting state, an initial list of events, and a function
that defines the ordering of events. It returns the results of processing the events until there
are no more events.

It uses an auxiliary function sweep’ that is passed the current event queue.

> sweep :: do_event_t k &% kkk => % > [sk] -> (kk-Dkckkxk) => [kkk]

> sweep do_event start_state start_events event_priority

> = sweep’ do_event start_state ¢

> where q = foldl push (empty event_priority) start_events

> sweep’ :: do_event_t k *¥ *x* -> x -> priority sk kkkk -> [#*k]

> sweep’ do_event s g

> =[], if isempty q

> = r++sweep’ do_event news newq, otherwise

> where (news,newevent,delevent,r) = do_event s (top @)

> newq = foldl push (foldl remove (pop q) delevent) newevent

Ordered Sequence ADT

We can use an ordered sequence ADT to represent the sweep-line status. Instead of being
ordered by <, it is ordered by a transitive, irreflexive relation < between elements and pairs
of elements and also between two pairs of elements. If A, B and C are three successive
elements in the sequence, the invariant is that (4, B) < (B, C).

Elements can occur more than once in the sequence, but clearly a pair can occur once

only.

> abstype ordered_seq._point

> with insert :: ordered_seq_point -> point
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-> (ordered_seq_point, [point])
delete :: ordered_seq_point -> (point,point)

-> (ordered_seq_point, [point])
create :: ((point,point)-> point -> bool) -> [point]

VvV vV VvV v v

-> ordered_seq_point

Inserting a new element X involves finding (... A, B,C .. ) such that (4, B) < X and
(B,C) £ X and replacing the sequence by (...,A,B,X,B,C,..). insert returns the new
sequence and the list [4, B, C].

Since elements can occur more than once in a sequence it is necessary to specify which oc-
currence by giving the successor of an element to be deleted, as well as that element. delete
Just deletes the first element of a pair (C, D) from the sequence (...,A,B,C,D,E,..) and
returns the sequence (..., 4,B,D,FE,...) and the list [4, B, D, E].

create creates the ordered sequence (D, A, D) from [D, A, D'] and the < relation.

The lists that insert and delete return contain just enough of the context of the
insertion or deletion point to schedule events as will be seen below.

The ordered sequence can be implemented?® using balanced trees so that each operation

takes time O(logn) where n is the number of elements in the sequence.

Delaunay sweepline

Now we can apply the general sweepline algorithm to computing Delaunay triangulations.

Define STS(AB) (sweep tangent shape) of an edge AB to mean the shape through the
two sites of the edge and tangent to the sweepline at a point to the right at the ends of the
edge. (Note that there may be two shapes through an edge, tangent to a line.) The sweep
tangent shape for a boundary edge will be empty, since if it contained a site, a Delaunay
triangle to the right of the edge with a circumcircle to the left of the sweepline would exist.

Another way to think of the state is to consider the part of the Delaunay triangulation
of the sites to the left of the sweepline that is guaranteed to be present, no matter how the
sites to the right of the sweepline are arranged. The sweepline state is just the boundary
of the external face of this partial triangulation.

The relation < corresponds to the ordering of the contact points of the shapes tangent
to the sweep line. (A4,B) < X means that the contact point for STS(AB) is below X on

®appendix D contains an implementation.
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the sweepline.

Implementing this relation obviously depends on the shape. It can be done by computing
the contact point, but it is simpler to find the circumscribing shape through A, B and X.
Because of the nesting property, the contact point is below X iff the intersection of the
circumscribing shape with the sweepline is below X. For example, if the shape is a circle,
we can just test if the circumcentre of ABX is below X. (circle_centre computes the

centre of the circle circumscribing three points.*)

> point == (num,num)
> triangle == [point]
> below_func == triangle -> bool

> below_circle :: below_func

> below_circle [x,a,b] = snd(circle_centre [a,x,b])>snd x

Another way to implement this relation is to determine if the slope of the tangent to
the circumscribing shape through A, B and X is positive or negative.

To turn a below function into a < relation, we need to observe that below gives the
right answer only if X is to the right of AB. Otherwise the contact point is below X if B
is below A. area computes twice the signed area of a polygon,® and its sign is used to test
if X is to the right of AB.

> before_func == (point,point) -> point -> bool
> makebefore :: below_func -> before_func

> makebefore below (a,b) x

> = below [x,b,a]l, if area [x,b,a] > O

> = fst a > fst b, otherwise

There are two sorts of events that change the sweepline status.

o If ABC are three consecutive sites on the boundary, and the sweepline passes the
rightmost point of the circumscribing shape for ABC, then ABC is a Delaunay tri-
angle. The two edges on the boundary AB and BC must be replaced by the single
edge AC. (This is what delete does.)

*Appendix D contains an implementation.
®Appendix D contains an implementation.
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e If the sweepline passes over a site P, then we must find the site X on the boundary
such that the shape passing through X and P and tangent to the sweepline is empty.

The edges X P and PX must be added to the boundary. (This is what insert does.)
> delaunay_event ::= Site point| Circumshape triangle

We must ensure that there is a Circumshape event in the priority queue for each triple
of consecutive sites ABC' on the boundary where C' is to the left of AB. So, whenever the
boundary is changed, we must delete events for triples that are no longer consecutive and

insert events for triples that are now consecutive.

do_delaunay_event::
do_event_t (ordered_seq_point) delaunay_event triangle

do_delaunay_event s (Site p)

where (news,[x,a,y]) = insert s p
do_delaunay_event s (Circumshape [c,b,a])
= (news,acwC[[c,a,x],[y,c,a]l,acwC[[b,a,x], ly,c,bld,[[c,b,all)

>
>
>
> = (news,acwC[[p,a,x],[y,a,p]],acwC[[y,a,x]],[[p,a]])
>
>
>
> where (news,[x,a’,c’,y]) = delete s (b,c)

Notice that the list of results of do_delaunay_event is a singleton list of Delaunay
triangles. (One for each Circumshape event.)®
acwC filters out triangles where the third point is not left of the first two (i.e. triangle

vertices are not anticlockwise.)

> acwC :: [triangle] -> [delaunay_event]
> acwC ts = [Circumshape t | t <- ts; area t > 0]

Site events are scheduled when the scan line reaches the site. Circumshape events
are scheduled when the scan line reaches the rightmost point of a circumscribing shape.
schedule is polymorphic so that we can use real numbers (type num) or surreal numbers

for ordering events.

> schedule_func * == delaunay_event -> *

®The code above also returns the Delaunay edge associated with each Site event—this is used to em-
phasize these edges in figure 2.23.
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> schedule :: (point->*) -> (triangle->*) -> schedule_func *
> schedule rightmostp rightmost (Site p) = rightmostp p
> schedule rightmostp rightmost (Circumshape t) = rightmost t

If we use real numbers to order events, rightmostp will just take the @ coordinate (and can
be implemented with the standard function fst).
Implementing rightmost depends on the shape. For example, the rightmost Point of a

circle can be computed by: (d2 computes the Buclidean distance between two Points.”)

> rightmost_circle :: triangle -> num

> rightmost_circle t

> = cxtr
> where (cx,cy) = circle_centre t
> r = d2 (hd t) (cx,cy)

Finally, we can write a function to compute empty-shape Delaunay triangulation. It
requires a list of sites, the < relation and the schedule function. The only tricky part is
creating the initial state. It simplifies the program to use sentinel sites directly above and

below the leftmost site.

> sweep_geom_funcs * == (schedule_func *,before_func)
> sweep_delaunay :: sweep_geom_funcs * -> [point] -> [triangle]

> sweep_delaunay (sched,before) ps

> = sweep do_delaunay_event

> (create before [(ax,ay+1),(ax,ay),(ax,ay—l)])
> (map Point rest)

> sched

> where (ax,ay):rest = sort ps

For example,
sweep_delaunay (schedule fst rightmost_circle, makebefore below_circle)

will calculate the Euclidean Delaunay triangulation.

"Appendix D contains an implementation.
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Iigures 4.1 and 4.2 show the sequence of events that occur when computing the empty-
shape triangulation for a triangle and three hyperbolae that round off its corners. Cir-
cumshape events added to the queue are shown as dashed shapes, while those deleted are
shown as dotted shapes.

These figures were produced by using a modified version of sweep that returns the
sweepline state and the queue after each event and using the graphics system described

in [190].

4.1.2 Computing convex-distance-function Delaunay triangulations

An algorithm for empty-shape Delaunay triangulation can be used to compute a convex-
distance-function Delaunay triangulation. If the convex distance function has corners it is
sufficient to add shapes that round the corners (see below) and compute the empty-shape
Delaunay triangulation. This triangulation is a superset of the convex-distance-function
Delaunay triangulation. The triangles in both triangulations are Jjust those whose circum-
scribing shape is a homothet of the original convex-distance-function ball. The triangles
that are in the empty-shape triangulation and not in the convex-distance-function triangu-
lation are those whose circumscribing shape is one of the shapes used to round the corners.
It is clear that a simple O(n) pass over the empty-shape triangulation will produce the
convex-distance-function triangulation.

It is interesting to compare these algorithms with previously published algorithms. The
fact that the convex-distance-function may have corners complicates algorithms such as the
Divide-and-Conquer algorithm given by Chew and Drysdale [55]. The merge step involves
computing the bisecting curve between the two sets of sites. Corners can cause this curve to
repeatedly head off to infinity and require the merge to be restarted. That is, the algorithm
must be “fixed” to deal with the problems caused by corners. In contrast, using empty-
shape Delaunay triangulations solves the problem by “fixing” the convex distance function

to remove the corners, and leaves the algorithm unchanged.

Rounding Corners

How do we add shapes to round off the corners of a convex distance function? The simplest
solution is to add an unbounded smooth shape with asymptotes equal to the support cone
for each corner.

The simplest such shape is one branch of a hyperbola. The equation of the rectangular
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Figure 4.1: Sweep algorithm
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Figure 4.2: Sweep algorithm
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hyperbola through 4 = (v4,y4), B = (vp,yg) and C' = (zc,yc) is

xy @

N TAYA T4 Y4
hiz,y) =

TBYB B UB

Tcyc ¢ Yo

(Since this has the form (x — a)(y — b) = r and passes through A4, B and C.)
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50, to round an arbitrary corner, it is sufficient to apply an affine transformation so that

its support cone is mapped to the positive = and y axes and then test the sign of -

P
Tal¥a
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tpYB
N
Yoo

Joa 0
Tp¥p

Ty Ya
¢ Yp
To Yo
¢ Yp

where A’, B', C" and D' are the sites that the flip rule is being applied to after transforma.

tion.

There is one exception—this will not work if the sides of the corner are antiparallel rays.

In this case the parabola with a vertical diameter

p(z,y) =

can be used instead of the hyperbola.

Implementation

T Yy
TA YA
B YB
o Yo

Pt

If the sites A, B, and C' cannot be circumscribed by the convex-distance-function “circle”

the flip rule cannot return any of the values {AC, BD,either}. We must instead identify

the corner of the “circle” that has caused the problem. This is the corner at which the

support cone to the “circle” is contained in the support cone to the triangle ABC' (see

figure 4.3.)

Let us make this concrete with an example: we will implement the flip rule for the
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C

oD

whichcorner={] whichcorner=[]
in_right_tri=False

in_right_tri=True

----------------- C
S o
A
whichcorner={(0,-1),(1,-1)] whichecorner=[(1,0),(0,1)] whichcorner=[(-1,1),(-1,0)]
in_right_tri isimelevent

in_right_tri isirmrelevent in_right_tri isirrelevent

Figure 4.3: Possible values for whichcorner[4,B,C] and inright tri[A,B,C,D]
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convex distance function where the “circles” are homothets of the right-angled triangle
X(0,0)Y(1,0)Z(0,1). Since we can find an affine transformation to transform any triangle
into this right triangle, this lets us handle the convex-distance-function Delaunay triangu-
lation for any triangular convex distance function.

First let us implement the flip rule for the case when the triangle ABC can be circum-
scribed by a homothet of the right triangle X (0,0)¥ (1, 0)Z(0,1).

We merely find the smallest homothet that encloses ABC and test to see if D is inside.

> fliprule == [point] -> bool

> in_right_tri :: fliprule

> in_right_tri [(ax,ay), (bx,by), (cx,cy), (dx,dy)]

> = dx > w & dy > s & dx+dy < ne

> where s = min [ay,by,cy] || bottom edge is y >= s

> w = min [ax,bx,cx] || left edge is x >= w

> ne = max [ax+ay,bx+by,cx+cy]l || diag edge is x+y <= ne

Note that in_right_tri is not a well defined flip rule: figure 4.4 shows an example

where in_right_tri [a,b,c,d]:in_right_tri [d,a,b,c].

Figure 4.4: in_right_tri is not a flip rule

To test if ABC is circumscribable and to find the offending corner if it is not, requires
another geometric primitive, support_right_tri. This finds the support cone to the right
triangle at the support point of a given directed line AB. We will represent the cone by

two vectors giving the direction of each ray.
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> cone == [point]

support_right_tri can take on one of three possible values, depending on which of the
three regions relative to A that B falls into (see figure 4.5). support_right_tri assumes

that the triangle has a positive area.

M
—Il||I,i1

N\ [(11),(-1,0)]
N[ ]

K77 7
— [(0,-1),(1 yl — [,0),(0,1)]

_Be | /

2

B

Figure 4.5: Regions for support_right_tri A B

suppoft_f == point -> point ~-> cone
support_right_tri :: support_f
support_right_tri (ax,ay) (bx,by)
[(1,0),(0,1)], if bxd>ax & by < ay
[(0,-1),(1,-1)1, if bx<ax & (bx+by<ax+ay)
[(-1,1),(-1,0)], otherwise

v v AVARN V4 v v
1}
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For an arbitrary convex distance function with ¢ corners, the support primitive can be
implemented using binary search in time loge. All that is needed is a list of the corners of
the convex distance function.

[t is interesting to compare our primitives with Drysdale’s [91]. Instead of a support
primitive he uses a InInfCircle(p,a,b) primitive. This returns inside if p is inside the
homothet of the cone support a b that passes through a and b. The support primitive
is more powerful since it can be used to implement the InInfCircle but not vice versa.
However, it is unclear how InInfCircle could be implemented with computing the support
cone.

Now we can identify the problem corner if ABC' is not circumscribable. This will occur
iff the support points for two sides of ABC' are the same, and the duplicated support point
will be the problem corner (see figure 4.3). We will use the empty list to represent the case
where there is no problem corner. (We assume that the triangle has a positive area—our

Delaunay triangulation algorithms produce positive triangles only.)

> whichcorner :: support_f -> triangle -> cone

> whichcorner support [a,b,c]

> = supab, if supab = supbc \/ supab = supca

supbc, if supbc = supca

[T, otherwise

where supab = support a b

supbc = support b c¢

v vV Vv Vv Vv

supca = support c a

Now we can can use a hyperbola to round the corners. If the corner has support cone

given by the vectors (ay, ay) and B, 3,) then the affine transformation
T("U> ?j) = (ﬂyz - ﬂw?h =y T + axy)

will transform them so that they are parallel to the @ and y axes. We then test if T(D) lies
inside the rectangular hyperbola through T(A)T(B)T(C).

> round_corners :: support_f -> fliprule -> fliprule
> round_corners sup flip quad

> = flip quad, corn=[]
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> = (affine_flip corn in_hyperbola) quad, otherwise

> where corn = whichcorner sup (take 3 quad)

affine_flip [a,b] applies an affine transformation (the one that maps the vector a

onto the « axis and b onto the y axis) to a flip rule.

> affine_flip :: cone -> fliprule -> fliprule

> affine_flip corn = ( . (map (affine corn)))
affine applies an affine transformation to a point.

> affine :: cone -> point -> point

> affine [(ax,ay), (bx,by)] (x,y) = (by*x-bx*y, -ay*kxtaxkxy)

Testing to see if a point is inside a rectangular hyperbola through three points just
involves evaluating the sign of a determinant, and is very similar to testing to see if a point
is inside a circumcircle.

Note that it is always possible to fit a rectangular hyperbola through three non-collinear
points, but that the points may lie on different branches. If we label the points such that
¢4 < ap < 2¢ then for all the points to lie on the same branch we must have YA > ¥YB > Yo
It is not hard to see that this will always be the case with the points used here.

hdist is the analogue of the Euclidean distance function.

in_hyperbola :: fliprule
in_hyperbela [a, b, c, d]
= hdist hc d > hdist hc a

vV VvV VvV Vv

where hc = hyperbola_centre [a,b,c]

> hdist :: peoint -> point -> num
> hdist (ax,ay) (bx,by) = (ax-bx)*(ay-by)

hyperbola_centre :: [point] -> point
hyperbola_centre t

= (cx,cy)

where ds = map d t

v Vv vV v Vv

xs = map fst t
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> ys = map snd t

> divisor = area t

> cx = area (zip2 xs ds)/divisor
> cy = area (zip2 ds ys)/divisor
>

d (x,y) = xxy

Iinally, we can put all the pieces together. delaunay is given a flip rule and a list of sites
and computes the Delaunay triangulation using any algorithm that uses a flip rule as the
geometric primitive (selection [229], incremental [202], lip [207] or Divide-and-Conquer [202]
algorithms).

We round the corners, compute the empty-shape triangulation, and extract the triangles
that can be circumscribed.

While this finds all the triangles of the convex-distance-function Delaunay triangulation,
the triangulation may include edges that are not part of any triangle (see figure 4.6).

Referring back to figure 4.3, if we use B to label the corner of the triangle ABC' whose
support cone contains the support cone of the “circle”, it is evident that every “circle”
with AC" as a chord must include B in its interior. This means that the edge AC is not
in the Delaunay triangulation. Furthermore, the nesting property implies that all “circles”
through AB contain no site on the same side of AB as (. Consequently it is only necessary
to examine the triangles on either side of an edge to determine if that edge is Delaunay.

The edge that is not a Delaunay edge is the one whose support point is different from

the other two.

> edge == [point]
> nondelaunay :: support_f -> triangle -> edge

> nondelaunay support [a,b,c]

> = [c,al, if supab = supbc

> = [b,c], if supab = supca

> = [a,bl, if supbc = supca

> =[], otherwise

> where supab = support a b
> supbc = support b ¢
> supca = support c a

The convex-distance-function Delaunay triangulation can now be calculated by removing
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all the non-Delaunay edges from the augmented triangulation.

> cdf_delaunay :: support.f -> fliprule -> [point] -> [triangle]
> cdf_delaunay sup flip ps
> = filter circumscribable ts ++
(potential_edges -- nonedges) -- map reverse nonedges
where circumscribable t = nondelaunay sup t = []

ts = delaunay (round_corners sup flip) ps

nonedges = map (nondelaunay sup) nontriangles

>

>

>

> nontriangles = filter ((”).circumscribable) ts

>

> potential_edges = concat(map explode nontriangles)
>

explode [a,b,c] = [[a,b]l,[b,cl,[c,a]l]

Figure 4.6: cdf Delaunay triangulation for a right triangle

For example, the Delaunay triangulation for our right-triangle distance function is com-
puted with cdf_delaunay support_right_tri in_right_tri.

Figure 4.7 shows the working of the selection algorithm [229] for our example distance
function. The selection algorithm starts with a hull edge and finds the Delaunay triangle
standing on this edge by searching all the other sites. This gives two (possibly new) edges

to which the algorithm can be recursively applied. Figure 4.7 also shows the empty circle
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for each triangle as it is discovered.

Figure 4.6 shows why the selection algorithm will not work with the original (unrounded)
convex distance function: hull edges may not belong to the triangulation, the dual graph
of the triangulation may not be connected, and there may be edges that do not belong to

any triangle.

Implementation of primitives for the sweepline algorithm

We need two primitives: find the @ coordinate of the rightmost point of the “circle” through
three points, and test whether a point is on top of the “circle” through that point and two
other points.

Here they are for our right-triangle example: (It is simpler to write one function that
returns the results of both primitives for a triangle.)

Naturally these are only well defined if the three points are circumscribable by the right

triangle.

> sweep_primitives * == triangle -> (¥,bool)
sweep_prim_right_tri :: sweep_primitives num
sweep_prim_right_tri [(ax,ay), (bx,by), (cx,cy)]

>
>
> = (ne-s, ay=s)
> where s = min [ay,by,cyl || bottom edge is y >= s
>

ne = max [ax+ay,bx+by,cx+tcy] || diag edge is x+y <= ne

Just as with flip rules, we can use hyperbolae to round the corners. We will use surreals
for the rightmost points of hyperbolae with no real rightmost point. We only need to deal
with surreals of the form aw 4 b, so we will just use ordered pairs like (a,b) to represent
them. (This means that we can use Miranda’s > operator which uses lexicographic ordering

to compare surreals.)

> surreal == (num,num)
> to_surreal :: num -> surreal

> to_surreal x = (0,x)

round_corners_sweep takes a partial sweep-primitives function and creates a total
one. If the triangle is circumscribable (i.e. there is no problem corner) then we just use the

supplied partial function, converting the rightmost value to a surreal.
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Figure 4.7: Selection algorithm for right triangle with rounded corners (solid lines)
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> round_corners_sweep :: support_f -> sweep_primitives num
> -> sweep_primitives surreal
> round_corners_sweep sup sweep_prim tri

> = applypair (to_surreal,id) (sweep_prim tri), corn=[]

Otherwise, we need to circumscribe the triangle with a hyperbola with asymptotes parallel
to the sides of the corner. We apply a transformation to the triangle (giving tri’) so that

the asymptotes are transformed to 2 and y axes.

> = (rightmost,tax>0), otherwise
> where

> corn = whichcorner sup tri

> tri’ = map (affine corn) tri

(x—hy)(y—hy) = 7 is the equation of the rectangular hyperbola through the transformed

points. We will call the hyperbola that it is the transformation of, the ‘original hyperbola’.

> (hx,hy) = hyperbola_centre tri’
> r = hdist (hx,hy) (ax,ay)
> (ax,ay) = hd tri’

The tangent vector to the rectangular hyperbola at the point (z,y) is
((z — hy)?, —7).

A point is below the original hyperbola if the tangent at that point lies in the first or fourth
quadrant, that is, the @ component is positive. We need to use the inverse transformation

to convert a tangent to the rectangular hyperbola to a tangent to the original hyperbola.
> (tax,tay) = iaffine corn ((ax-hx)"2,-r)

The rightmost point of the original hyperbola has a vertical tangent. The correspond-
ing point on the rectangular hyperbola will have tangent (tz,1y), the transformed vertical
tangent. This point satisfies (z — h;)2 = —7r ty/t,. If this equation has a solution, then

the inverse transformation gives the rightmost point of the original hyperbola. Otherwise,
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the original hyperbola does not have a real rightmost point. We can arbitrarily choose w as
the rightmost point of an original hyperbola® with centre (0,0) and radius » = 1. Another
original hyperbola with centre (x,y) and radius r, will have rightmost point rw + x. For
the sweepline algorithm, we can just use rw since this will only make a difference if two
hyperbolae have the same radius, and the ordering of Circumshape events only matters for
triangles with a common edge. Clearly, if two homothetic hyperbolae have two points in
common and the same radius, then they are identical. By comstruction it is not possible for

two non-homothetic hyperbolae to have two points in common.

> (tx,ty) = affine corn (0,1)
> X’2 = -r¥ty/tx
> (x,y) = (sqrt x’2 + hx,hy + r/(x-hx))

(r,0), tx=0 \/ x?2<=0

to_surreal (fst(iaffine corn (x,y))), otherwise

1l

rightmost

v Vv

iaffine is just the inverse of affine.

> iaffine [(ax,ay), (bx,by)] (x,y)
> = ((ax*x+bx*y)/det, (ay*x+by*y)/det)
> where det = ax¥by - bx*ay

Finally, we can use the primitives to produce the geometric functions required by

sweep_delaunay.

round_geom_funcs :: support_f -> sweep_primitives num

-> sweep_geom_funcs surreal

round_geom_funcs sup sweep_prim

where rightbelow = round_corners_sweep sup sweep_prim

>
>
>
> = (schedule (to_surreal.fst) rightmost, makebefore below)
>
> rightmost = fst.rightbelow

>

below = snd.rightbelow

For example, the Delaunay triangulation for our right-triangle distance function (see

figures 4.1 and 4.2) can be computed with

8 Assuming that is, we are calculating the Delaunay triangulation of sites with real coordinates. If they
have surreal coordinates, more careful calculation is required.
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sweep_delaunay (round_geom_funcs support_right_tri sweep_prim_right_tri)

Looking at these figures should make it clear why it was necessary to round the corners.
Consider what it would be necessary to do to use a sweep algorithm to directly calculate
the convex-distance-function Delaunay triangulation. The triangles whose circumscribing
shape have no real rightmost point can be safely discarded, but ignoring the ones that
are unbounded on the left causes the partial Delaunay triangulation to be disconnected
into potentially n pieces. The sweep algorithm uses binary search on the boundary of the
partial Delaunay triangulation to find a Delaunay edge connecting newly encountered sites
to the partial triangulation in time O(logn). In order to maintain this, the disconnected
pieces would have to be organized into a data structure with similar properties. But this is

precisely what the triangles with circumscribing shapes unbounded on the left do.

4.1.3 Bounding unbounded “circles”

It the “circle” for the convex distance function is unbounded there are further difficulties.
Not all the sites may be included in the triangulation (see figure 4.8). No previous published
algorithm correctly deals with this in the general case, though for the case where the “circle”
is a right-angle cone with sides the positive 2 and y axes the Delaunay triangulation is the
set of maxima of the sites [189], joined together in wx-sorted order. (And there are no
triangles in the triangulation, just edges!)

To deal with unbounded “circles”, as well as adding shapes to round the corners, we
need to add a shape with a corner whose support cone is equal to the asymptote cone of
the unbounded “circle”.

If we transform the sides of the asymptote cone onto the z and y axes, then a right
triangle can be used as this shape.

The only exception occurs if the sides of the asymptote cone are antiparallel (for example,
a parabola). In this case an infinite strip (a digon) with another shape to round the other

corner will work.
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Figure 4.8: Delaunay triangulation where “circle” is a hyperbola with asymptotes z +y =0
and y = 0.

4.1.4 Constrained empty-shape Delaunay triangulations

Constrained empty-shape Delaunay triangulations can be defined in exactly the same way
as constrained Delaunay triangulations, and any algorithm that computes constrained De-
launay triangulations can be used to compute constrained empty-shape Delaunay triangu-
lations.

Just as in the previous section it is also possible to compute constrained convex-distance-
function Delaunay triangulations using Incremental (e.g. [63]), Selection (e.g. [216]), Flip
(e.g. [33]), Divide-and-Congquer (e.g. [57]) or Sweepline algorithms (e.g. [291]). All that is

required is changing the appropriate geometric primitive.

4.2 Three or More Dimensions

The results of section 3.6 extend into three or more dimensions. The triangulation of a set
of sites in space consists of a division of the convex hull of the sites into tetrahedra whose

vertices belong to the set. A pair of tetrahedra which form a convex pentahedron can be
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exchanged for three tetrahedra that form a convex pentahedron and vice versa, so we cal
define flip rules in a natural manner (slightly complicated by the fact that the number of
tetrahedra is not fixed).

Now consider a site set where all but one of the sites are co-planar. Every tetrahedron
in the triangulation of this set will have as one vertex the non-planar site. The sides of the
tetrahedra opposite this site form a triangulation in the plane and the space flip rule gives
a flip rule in the plane, so if the flip rule is systematic and local it must be a generalized
Delaunay rule.

In higher dimensions it is still true that if a triangulation is locally Delaunay then it
globally Delaunay [94]. However, Joe [162] has shown than even in three dimensions DT is
not systematic. This is because it is possible for a triangulation to not be locally Delaunay
but impossible to improve by flipping. If the flipping is done incrementally, that is sites
are added one at a time and flips used to construct a LOT after each site is added, then

idelsbrunner and Shah [99] show that the result is always the Delaunay triangulation.

4.2.1 Higher-Dimensional Convex Distance Functions

This result does not extend to higher-dimensional convex-distance-function Delaunay trian-
gulations. It is possible for a triangulation to be locally Delaunay but not globally Delaunay.
Here is an example in R® using the (., metric:

Take A[6,6,2] B[10,4,8] C[0,2,6] D[2,12,0] E[4,8,10] F[8,0,4] (see figure 4.9) and

consider the diagram:

distance from centre
cell centre | radius | A | B|C | D! E|F
ACEF | [4,4,6] | 4 416|418 (4|4
ACDE | [1,7,5] | 5 519 (5155 |7
ABEF | [6,4,6] | 4 4146844
BCEF | [5,3,9] | 5 7151519 |5]5
BCDF | [6,6,2] | 6 0 ({6166 |86

This is locally Delaunay but not Delaunay. (Since BCDF has A in its circumball but is
adjacent only to BCEF and E is outside BCDF’s circumball.)

Schaudt and Drysdale [285] give an incremental algorithm that computes the Delaunay
triangulation for convex distance functions in d dimensions provided the set of sites is “non-

degenerate”. They defined “non-degenerate” to mean that each set of d+1 sites had a unique
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circumball. Unfortunately, this definition of “non-degenerate” is too restrictive. Consider
the site set (again, in R? using the I, metric) A[1,1,7] B[5,3,0] C[3,5,8] D[8,6,1] (see
figure 4.10). This has two circumballs, both of radius 4 with centres [4,5,4] and [5,2,4],
so is “degenerate” by Schaudt and Drysdale’s definition. However, any small perturbation
of the sites ABCD still has two circumballs, so the set of “degenerate configurations” does
not have measure 0.° We will call a configuration like ABC'D pseudo-degenerate.

Lé [196] gives a formal definition of “non-degeneracy” for site configurations in R¢ with
respect to a convex distance function.

Note that the existence of a pseudo-degenerate configuration does not depend on the I,
ball being non-smooth and non-strictly convex. We can perturb the ball slightly so that it
is smooth and strictly convex and still have a configuration like ABC'D.

A large set of randomly chosen sites will almost certainly contain a pseudo-degenerate
configuration and the Schaudt-Drysdale algorithm will fail.

Icking et al. [159] give balls in R® such that there is a tetrahedron with ¢ circumballs

for any ¢ > 1.

Theorem 14 The mazimum number of circumballs of @ non-degenerate configuration of

d + 1 sites in R with the o, metric is ol

Proor. Let sp,$1,...,5q4 be the sites, and WLOG take sy and sy as the pair of sites that
are the furthest from each other and d(so, 81) = Sp1 — 811 = 27, where 7 is the radius of the
circumball. Fach site lies on a different one of the 2d faces of the circumball. (If two sites
lie on the same face, then the configuration is degenerate, since a small perturbation of the
sites destroys this property.) We call the two faces orthogonal to the ith coordinate the
min-i face and the max-i face, so sy lies on the max-1 face, and s; lies on the min-1 face.
It is not possible for any other pair of faces to have sites on both faces of the pair. (Such
a configuration would be degenerate since the sites in question would be distance 2r from
each other.) So, one of each of the d — 1 remaining sites lies on one of each of the remaining
pairs of faces. This gives us a bound of 24! on the number of circumballs through the sites.

To improve this to QL%J, note that a site can only lie on the max-i face if it is the
--maximum (has the largest ith coordinate of the sites). The number of choices for the face

that a site lies on is just the number of 4s for which the site is a maximum or a minimum.

*Numerical experiments indicate that four sites taken from the uniform distribution inside the unit cube
have two I, circamballs 2.6% of the time.
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The total number of choices for all sites is 2(d—1). Now let us count the number of choices
for the circumball. If a site has no choices, then there is no possible circumball through the
sites. If a site has just one choice, then it is forced to lie on that face, the max-i face, say.
Then the i-minimum cannot lie on the min-i face, so we have reduced by one the choices for
the i-minimum site. Once we have dealt with all the forced sites, the remaining & sites will
have at least two choices each. Bach forced site reduces the total number of choices by 2, so
the total number of choices left is 2k, that is, each remaining site has exactly two choices.
Note that k& = 1 is impossible, since that site would have to be both a i-minimum and a
i-maximum. (This would be degenerate.) Fach time we make a choice of a face for one of
these, one of the other remaining sites is forced. This means that we can make a choice
between {wo faces at most |k/2] times. & is at most d — 1, so the number of circumballs is

d—
at most 2 5] . O

We can construct configurations that attain this bound. For example, in R5, the site

set
{(0, 1,1,1, 1),(4, 1,1,1, 1), (1,(),0, 1, 1),(1,2, 2,1, 1),(1, 1,1, 0,0), (1, 1, 1,2,2)}

has 4 circumballs, as does any configuration with (., distance less than 1 /2 from this one.
The generalization to R? is obvious.

Configurations with large numbers of circumballs seem to be quite rare. I chose 6 points
from the uniform distribution on the unit hypercube in R, and found that the configuration
had no circumballs in 75% of the trials, one circumball in 20%, two circumballs in 5%, and
four circumballs in just 0.03% of the trials.!0

Another interesting fact can be discovered by examining figure 4.10. The left-hand
picture shows an orthogonal projection onto the plane through ABC'. The thin dashed line
shows the intersection between the top cube and the plane ABC while the thin dot-dashed
line shows the intersection with the bottom cube. Looking at the part of the plane ABC
“below” the line BC' we see that the nesting property does not hold, even if we just consider
the plane ABC'. Consequently, it is possible for ABC to be a common facet of two Delaunay

tetrahedra on the same side of ABC and of three Delaunay tetrahedra altogether.

10 Jyust 17 times in 50,000 trials.
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4.2.2  An Algorithm for Higher-Dimensional Convex-Distance-Function

Delaunay Triangulation

Bearing this possibility in mind, we can now sketch a selection algorithm for computing the
cdf Delaunay triangulation of n sites that works for pseudo-degenerate configurations. We
assume that the sites are not truly degenerate (that is, each set of d + 1 sites has a finite
number of circumballs). The symbolic perturbation technique of Edelshrunner and Miicke
can be used to simulate this [97] if necessary. The algorithm is similar to the gift-wrapping
algorithm for computing the convex hull [44]. The geometric primitives required are one to
find the set of circumballs of d+1 sites, and one that tests if a site is inside a circumball. We
proceed from simplex to simplex, at each step constructing a simplex that shares a facet, (a
d dimensional simplex) with a previously constructed simplex. To construct a simplex on
a facet, we select any other site as a candidate and find the circumballs of the d sites in the
facet and the candidate site. We then test each other site against each of the circumballs,
eliminating circumballs found to be non-empty. If the last circumball of a candidate is
eliminated, then the site responsible becomes the new candidate.

Now, if the nesting property holds, it is only necessary to keep a single candidate and
make one pass to find the new simplex. This is because if we find a site inside the circumball
of a candidate we are guaranteed that the circumball of the new site does not contain any
of the sites that we have already checked, and if a site is outside the circumball of the
candidate then its circumball will contain the candidate.

Since the nesting property does not hold it is necessary to maintain a set of candidate
sites. Each new site is tested to see if it is inside each candidate circumball, and circumballs
found to be non-empty are eliminated. If the last circumball of a candidate is eliminated,
it is removed from the candidate set. It also necessary to test the circumball(s) of the new
site against each candidate. If at least one circumball survives, then the new site is added
to the candidate set. Finally, it is necessary to make two passes over the sites so that each
candidate circumball is tested against all sites.

Clearly, any simplex found by this algorithm will have an empty circumball. To ensure
that we find all of the Delaunay simplices we can use the techniques of section 4.1 to
round the corners of the convex distance function and guarantee that the dual graph of the
Delaunay triangulation is connected. This also means that any facet of the convex hull will
also be a facet of a Delaunay simplex; so the normal gift-wrapping algorithm can be used

to find an initial facet.
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The algorithm performs a traversal of the dual graph of the triangulation; so a set ADT
is needed to keep track of the facets already encountered and a stack (for depth first) or

queue (for breadth first) to help us find the next facet to search from.

Analysis In the unlikely event that the set of sites is not pseudo-degenerate then each
facet is incident on only two simplices and there are at most O(nLd/ 2J) simplices (since in
this case the Delaunay triangulation is a projection of a d + 1-dimensional polytope [94])
and O(nl?/2l) facets. Fach facet requires a test to see if it is in the set of visited facets
(O(logn) if a balanced tree is used to implement the set ADT) and O(n) circumball tests
to construct a new simplex on that facet. The total execution time is O(nL(‘l“)/?J), the
same as that for the Schaudt-Drysdale algorithm.

More likely, the site set is pseudo-degenerate. Then O(esn) circumball tests will be
required to find the potentially s simplices adjacent to a facet, where ¢ is the maximum
possible number of circumballs through a set of d + 1 sites, and s is the maximum size of
the candidate set.

cis a constant that depends only on the distance function. (For example, in R? using the
{0 metric we proved above that ¢ = 2“1;_1] .) Furthermore, ¢ < s since having ¢ circumballs

passing through d + 1 sites forms a candidate set of size c.

Theorem 15 If the ball for the convex distance function is polyhedral then s is at most

(f = 1)d + 1, where f is the number of faces of the polyhedron.

Proor. To see why this is true consider the pencil of balls passing through the d sites
that form a facet.

These balls are all homothets to each other, so apply a homothety to each one and also
to the hyperplane through the d sites so that they are all transformed to the unit ball.
The hyperplanes are transformed to a pencil of parallel hyperplanes that intersect the ball.
The sites are transformed to points on the intersection of the surface of the ball and the
appropriate hyperplane. Imagine sweeping a hyperplane across the ball, starting at vertex
F and ending at vertex L. (These are the support points for the hyperplane.) As we sweep
across the ball, each site moves across the surface of the ball from F to L, changing faces
at most f — 1 times, so there are at most (f — 1)d occasions when the faces that the sites
lie on change.

We can therefore partition the original pencil of balls into at most (f—1)d+1 subpencils,

according to which sites lie on which faces. Within each subpencil all the balls are mutually
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homothetic (with the same centre of homothety), namely the intersection of the d support
planes of the faces that hold sites. Consequently, the nesting property holds within each
subpencil and there can be only one candidate circumball within each subpencil. Since

there are (f — 1)d + 1 subpencils, this is the maximum size of the candidate set. ad

So, if the ball has f faces the total execution time of the algorithm is O(nk fdc), where

k is the size of the output.

4.3 Conclusion

It is simpler to compute empty-shape triangulations than to directly compute convex-
distance-function Delaunay triangulations. In this chapter I have given a complete im-
plementation of a sweepline algorithm for empty-shape triangulations, showing that the
only things that had to be changed from a Euclidean sweepline algorithm were the geo-
metric primitives. Other Delaunay triangulation algorithms (flip, incremental, selection,
Divide-and-Conquer) can also be easily modified to produce empty-shape triangulations. (I
so modified the selection algorithm to produce figure 4.7.)

Empty-shape triangulations also provide a simple way to compute convex-distance-
function Delaunay triangulations. Given the corners of the convex-distance-function ball
and the geometric primitives for the convex distance function I create the geometric prim-
itives for an empty-shape triangulation that is a superset of the convex-distance-function
Delaunay triangulation. Extracting the convex-distance-function Delaunay triangulation
from this superset is straightforward.

These ideas also allow the computation of convex-distance-function Delaunay triangula-
tions when the ball is unbounded and computation of constrained convex-distance-function
Delaunay triangulations.

Turning to higher dimensions, I show that algorithms for higher-dimensional Euclidean
Delaunay triangulation such as the incremental algorithm do not generalize to convex-
distance-function Delaunay triangulation. The only one that can be easily modified to

work is the selection algorithm, and I describe how to do this.



Chapter 5

Delaunay triangulation of convex

polygons

5.1 Introduction

The case where the sites to be triangulated are the vertices of a convex polygon has been
previously considered by Devijver and Maybank [83], by Joe [161], by Chew [52] and by
Aggarwal et al. [5]. This case is of special interest because of the insight it gives us into the
general case. Lee and Schachter [202] show that the worst case for incremental algorithms
occurs when the sites lie on a parabola (and hence form a convex polygon). Algorithms
that use bucketing [11, 22] will also perform poorly in this case since they require the sites
to be distributed approximately uniformly.

Also, if we delete a site from a general Delaunay triangulation it is necessary to retrian-
gulate a star-shaped polygon. Convex-polygon Delaunay triangulation algorithms can be
generalized to work in this case too.

The Q(nlogn) lower bound for constructing the Delaunay triangulation [295] (based on
sorting) does not apply in this case. We shall show that some algorithms use linear expected
time and implementations of these algorithms run in linear time.

It would be nice to calculate the expected run time for a ‘random convex polygon’, but
there is no commonly accepted definition of what this means. For example, one could define
it to mean ‘the convex hull of a set of points from the uniform distribution’. However, one
cannot take points from the uniform distribution over the entire plane. Instead, we must

take them from the uniform distribution over some bounded subset, and then the convex

151
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hull of those points will tend to approximate the shape of that subset. This contradicts our
intuitive idea of randomness.

We shall calculate the average execution time over all possible triangulations of a poly-
gon. This requires us to assume that all possible Delaunay triangulations are equally likely,
but gets around the difficulty of defining a ‘random convex polygon’ and doesn’t require us

to know anything about the location of the points.

5.2 Previous work

Devijver and Maybank [83] give an algorithm that they claim satisfies a “minimum space
complexity constraint”, that is, requires O(1) space in addition to the input. They choose
an arbitrary side of the n-gon and find and test each of the n — 2 possible triangles that
could stand on that side for the empty-circle property. When they find a triangle with an
empty circumcircle, it splits the polygon into two smaller polygons which are recursively
triangulated. The worst case for this algorithm is O(n?®) and it actually requires more than
O(1) space since it must use a stack for recursion. The stack will require O(logn) if the
smaller piece is triangulated first. In section 5.4.1 I describe an algorithm that requires
O(1) additional space.

Joe [161] describes a flip algorithm for convex-polygon Delaunay triangulation. The
polygon is decomposed into two chains wuyus...up, and vyvy...v,, where uy = v and
Upy = Upy are the endpoints of a diameter of the polygon. An initial triangulation is
constructed by adding edges of the form w;v;. If the last edge added was u;v; then the
next edge added is either w;v;11 or u;1v; depending on which of these two edges is present
in the Delaunay triangulation of w;vju;4+1vj11. Flips (see section 2.2.1) are then used to
transform the triangulation into a Delaunay one. This algorithm has worst-case complexity
of O(n?). Joe suggests that it will take O(n) time for most polygons.

Aggarwal, Guibas, Saxe and Shor [5] describe an O(n) algorithm for computing the
convex hull of a polygon in 3-space with a convex projection onto a plane. By using Guibas
and Stolfi’s [147] lifting map p(z,y) = (¢, y, 2>+ y?) which maps the Delaunay triangulation
of a set of sites 5 to the lower part of the convex hull of u(S) they are able to obtain the
Delaunay triangulation of a convex polygon in linear time. Unfortunately, the algorithm is
rather involved and difficult to follow and seems to involve large constants.

Chew [52] describes a much simpler randomized algorithm that runs in linear expected
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time. The sites are inserted into the triangulation one at a time in a random order. The
amount of time required to insert a site is proportional to its degree in the resulting trian-
gulation which is 4 — 6/n on average. Hence the average (taken over all insertion orders)
execution time is O(n). Seidel [293] observes that Chew’s algorithm and analysis was the
first example of backwards analysis of randomized geometric algorithms.

Djidjev and Lingas [88] showed that Aggarwal et al.’s algorithm allows the construction
the Voronoi diagram of the vertices of a monotone histogram (7.e. the sites are sorted by
@-coordinate and have in this ordering monotone y-coordinates). Klein and Lingas [182]
show that Chew’s algorithm can be generalized to compute the convex hull of the same site
sets that Aggarwal et al’s algorithin can (and hence it can compute the Voronoi diagram

of monotone histograms).

5.3 Preliminaries

Let P be an (n + 2)-gon with vertices popy ... Pnt1. The number of different ways of

triangulating P is given by the Catalan number

with generating function

> , 1—+v1-4z
z) = ",n:___~___:1 .,2‘.
c(z) T;)an 5 + zc*(@)

and satisfying the recurrence

Cn—l—l = Z Ckcn—-k-

k=0

Cr is ©(4"n3/2). See [23, 264] for details.

5.4 Analysis

The fact that the sites lie on a convex polygon has been used to simplify the algorithms in

this section.
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5.4.1 The Circumcircle Algorithm

This algorithm uses the fact that in the Delaunay triangulation, there are no sites in the
interior of the circumcircle of any triangle [202]. So, given an edge of the Delaunay triangu-
lation (in particular, the edge p,pnyq0f P), we can find the Delaunay triangle on that edge,

PkPrPnt1 by scanning through all the sites (this part is the same as in the general case).

radius := infinity; c:= p[n + 1];
for 1:=1 to n do
begin if distance(c,pli]) < radius then
begin k:=1;
¢ := circumeirclecentre(p[n], p[n + 1], p[i]);
radius := distance(c, p[t]);
end;

end;

P

Pn Pr41
Figure 5.1: How Apgpppyyq divides P

This triangle divides P into a (k +2)-gon p,r1pop1 .. .px and a (n—Fk+1)-gon prprat...pn
(see figure 5.1); so we recursively apply the algorithm to each of these smaller polygons.
(This is where the fact that the sites are convex enables us to simplify things.) So, if
scan(a,b) returns the third point of the Delaunay triangle on side p,py of the polygon
PaPat1 - .- Py We can triangulate the polygon with:
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procedure circumiri(a,b: pointindex);
var k: pointindez;
begin if b —a > 1 then
begin £ := scan(a,b);
print_triangle(a, k, b);
circumiri(a, k); circumiri(k,b);
end;

end;

Devijver and Maybank [83] pose the problem of computing the Delaunay triangulation
using only O(1) additional space. This algorithm can be modified to remove the recursion
and solve their problem (note that O(n) stack space could be required by the algorithm
above). The dual graph of the Delaunay triangulation is a tree (see figure 6.10). We merely
traverse the outer face of this tree until we return to our starting point. The scan procedure
outlined above lets us cross any edge of the Delaunay triangulation using a constant amount
of space. The time requirement is increased by a constant factor of 2 since each edge must
now be crossed twice. The modified algorithm is similar to the Avis-Fukuda algorithm for

the enumeration of the facets of a convex hull [16].

A nalysis

Let Tc(n) be the number of vertices scanned by the circumcircle algorithm when triangu-
lating an (n + 2)-gon. Then T¢(n + 1) = n+ 1+ Te(k) + Te(n — k), since we must scan
n + 1 vertices and then we have a (k + 2)-gon and a (n — k + 2)-gon to triangulate. The
worst case for this algorithm occurs when the division is always most unequal, that is when
kis always 0. Then Te(n + 1) = n + 1+ Te(0) + Te(n), and since T,(0) = 0, the solution is
Te(n) = gn(n + 1), that is Te(n) is O(n?).

The best case occurs when k is always |(n ~ 1)/2|. Then T.(2n + 1) =2n+ 1+ 2T.(n)
and if n = 27 — 1 the solution is Ty(n) = (j — )n + j, so Te(n) is O(nlogn). Now, the

expected time complexity is given by

Te(n+1)=n+1+ an Pr L (To(k) + Te(n — k),
k=0

where P,’f_,_lis the probability that in an (n+3)-gon prpyt1pars is a triangle of the Delaunay
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triangulation. P,L 11 is Just the number of triangulations which include PhPnt1Pny2 divided

by the the total number of triangula,tions. This is CChp/Chyt. So

Tn+1) = n+1+zc’”c“ K (Tu(k) + Tu(n — k),

k=0 n+t1

Te(n+1)Chyr = (n+1)C n+1+ZCkCn W Tk +ZQC” wTo(n — k)

k=0 k=0
= (n+ 1)Coy1+ 2> CuCryTe(k).
k=0
Let -
= Z Te(n)Cpra”™.
n=0
Now -
e"To(n)Ch = 2"nChp + 22 Y (Te(k)C)Crpi.
k=0
So summing from 1 to co
&) n—1
Z "I(n)Cp = = Z nCra™ ! 4+ 22 Zz" 1 Z (Te(kB)Cr)Crpon,
n=1
§e) - TO)Ch = wd(e) + 20c(e)g(e).
Since T¢(0) = 0,
ac'(z)

9(z) = l—_am

Now, ¢(x) = 1 + wc*(2); so, differentiating, ¢/(z) = ¢2(z) + 2xc(2)c/(2) and

iy — _ C(x)
¢le) = 1 — 2zc(z)’

Therefore

zc*(z)
(1 — 2z¢(z))?
c(z) -1
1—-4z
—1 -4z -2z
2z(1 — 4z)

g(z) =
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So, taking the coefficient of 2™,

Te(n)C,, = 4™ — %(271+2)7

) C’n 2 n—}—]. (?;:L)

= —-(2n+1)

4m ,
— m ~(2n+1)
= O(n*?).

We see that the performance of the algorithm on average is much better than the worst

case suggests.

5.4.2 The Divide-and-Conquer Algorithm

Divide the polygon into the two smaller polygons, Pln/2)+1 - - - PuPny1 and popy .. -Pln/2| and
recursively triangulate each piece. The triangulations are then merged. (This could involve

deleting some edges.) See section 2.6.1 for details.

Analysis

Let Tq(n) be the time taken by the Divide-and-Conquer algorithm to triangulate an (n+2)-
gon. The divide step takes constant time since the vertices of the polygon are in order. The
merge step must add to the triangulation all edges going from one piece to the other, that
is those crossing the dotted vertical line in figure 5.2, say a edges. The final triangulation

contains m — 1 edges, the two pieces contain [n/2| — 1 and [n/2] — 1 edges so we must
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p{_n/‘l]

Pinf2j41

Prnt1 l Po

Figure 5.2: Merging the triangulations of two sub-polygons

delete a + [n/2] =14 [n/2] = 1—(n — 1) = a — 1 edges. So the total number of additions
and deletions is @(a). Lee and Schachter [202] show how to structure the merge step so

that the total work done is ©(a). Hence
a(n) = O(a) + 2T4(n/2) (n even)

(assuming that all possible Delaunay triangulations of each piece are equally likely). Now,
in the worst case all edges of the triangulation cross the vertical line and ¢ = n — 1, and
s0 Tq(n) = O(nlogn). In the best case @ = 1 and Ta(n) = O(n). Let AX be the average
number of edges crossing the line from the centre of Pn+1Po to the centre of pypyyy (the
dotted line in figure 5.3). Now we shall count the number of edges that cross the line in all
possible triangulations. The edge p;p; crosses the line when 0 < i <kandk+1<j< n+ 1
(excepting t=0,j=n+landi=Fk,j=k+ 1). This edge divides P into a (j — i+ 1)-gon
and a (n—j+443)-gon (see figure 5.3) which can be triangulated in Cj—i—t and Cp_j_iy)
ways respectively. Hence p;p; occurs in Cj_; 1C ~(j—i~1) triangulations. Therefore the

total number

k  nil
CnAv,; = Z Z Cij—imrC ~(j—i-1) — 2CoCYy

=0 j=k+1
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k n—i
- Z Z Cymcin—m - 26’06'”
t=0 m=k—i
k-1 n—k n—1
= Z (777' + 1)C'mcn~m + (/V + L) Z Crmcn—m + Z (’Il —-m-+ I) /’mC’n—m
m=1 m=k m=n—k+1
k—1 n—k
= 2 Z (m + 1)C'mcrn~m + (l\: + l) Z C’mc'n—m-
m=1 m=k

We are interested in

1 n—1
Agn = ” (2 (77z + I)Cv’/ncvl)n—m + (n + l)c’i>

Hence Ta(n) = O(y/n) + 2T4(n/2) and the solution is Ty(n) = O(n).

5.4.3 The Incremental Algorithm

Let D; be the Delaunay triangulation of py...p;. We construct Dy, D3, ..., Dpyy in turn
by merging the triangulation of p; with that of D,_;. We could use the method used in
the Divide-and-Conquer algorithm, but the use of ‘flips’ [192] simplifies the procedure. We
make use of the following facts: The edges added in constructing D; from D;_; are just
those incident to p;. The edges deleted are those that intersect the edges added. We connect
pi to po and p;_; (see figure 5.4). If p; is outside the circumcircle of the triangle poprp;i—1
then popyp;_1 is a triangle of D;. There can be no more edges from p; in D; since they would
cross pip;—1. We can stop since we have constructed D;. If p; is inside the circumcircle of
the triangle poprp;_1, then pop;_1 ¢ D; so we perform a ‘flip’, that is, we delete pop;_; and
insert p;py. Now, if p;py ¢ D; then some edge p,p, must intersect it. This is impossible,

since no edge p;p. € D; \ D;_; can do this and we have already eliminated pop;_;, the
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(n—j+17+3)gon

Pnt1 l Po

Figure 5.3: Division of P by p;p,

Pm

D

b

Pi-1 Po
Pi

Figure 5.4: Adding p; to D;_¢
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only possibility in D;_;. Hence p;pr € D;. We now continue by considering the triangles
Pic1pepr and popn,pyr in turn. If p; is outside the circumcircle we can stop since we will
have found a triangle of D;. Otherwise we perform a flip and consider two more triangles.
We continue this process, stopping when we find a Delaunay triangle or reach the polygon
edge. Since only Delaunay edges are added and we only stop when we find an edge that no

pi-edge could cross, this process will construct D;.

Analysis

Let Ti(n) be the number of flips performed by the incremental algorithm in triangulating
an (n + 2)-gon. The number of flips in constructing D; from D;_ is just the number of

edges incident on p;, say d; flips. Hence

Tl(n) = Tl(n — 1) +d; = Z(li
=1
since Tj(1) = 0. Now in the worst case all the edges of D; are incident on p; and so d; = i— 1,
and Ti(n) = tn(n — 1) = O(n?). In the average case d; = A? = 2(i — 1)/(i 4 2) (since there
are ¢ — 1 edges and 7 4 2 sites) in an (i + 2)-gon; so Ti(n) = 2n — 3H, 4o + 41 = O(n). (H,

is the nth harmonic number.)

5.5 Empirical Tests

To test the analysis described in the preceding section, it is necessary to be able to generate
random convex n-gons. Unfortunately, there is no accepted definition of what a random
convex polygon is. Chapter 6 discusses the difficulty and presents several operational defi-
nitions.

The three algorithms were implemented in Pascal and tested on convex polygons of sizes
from 31 to 992 generated by the rejection method (see section 6.2) with sites taken from the
uniform distribution on the unit square. Execution times (averages of 70 trials) are plotted
in figure 5.5. A least-squares line of best fit has been drawn through each set of points. The
results are surprising. Although the slope of the line for the circumcircle algorithm suggests
O(n!®1) behaviour it can be seen that the points are curving upwards. The slope is tending

towards 1 (the slope of the line through the last two points is 0.9), implying worst case
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(0(n?)) behaviour. The divide-and-conquer and incremental algorithms also show worst-
case behaviour. This suggests that all possible triangulations of the polygons generated by
the above method are not equiprobable. Now, we would expect the Divide-and-Conquer
algorithm to exhibit worst-case behaviour if A%, (the average value of AZ for the generated
polygons) is O(n). The circumcircle algorithm will perform poorly when the i that it finds
tends to be close to p, or p,o;. This will occur if the triangulation tends to have ‘short’
edges. Define L, to be the average length of all edges over all possible triangulations (we
will say pips has length 2) and L,, to be the average in our generated polygons. The edge

PrPry1 has length min(k + 1,n — k4 1) and occurs in C,,_,C} triangulations, so

L. = Z;\L_:.ll Cn—/cC’k mln(lo -{-— l’n _ k + 1)
' Zf; 1L Cn—k C'A»

Now, 22;11 CrnkCr = C'n—{-l - 20, = 2:_;22 Cn 50,

A 2n + 2 !
Ly = ———(2Y (k4 1D)CiCons 1 C’2>
2 (4n_2)c,2n( kz:jl( + 1DCConk + (n + 1)C?
n+1A§n
2n — 1

Similarly, Ly, = %_gn. This is quite remarkable.

o If L, > L, we would expect the circumcircle algorithm to perform better than ex-

pected and the Divide-and-Conquer algorithm to do worse.

o If [, < L, we would expect the opposite.

How did both algorithms manage to do so badly?
It is instructive to consider the maximum and minimum possible average edge length
for a particular triangulation, L% and L™,

Let D be a triangulation of an (n + 2)-gon, P. The average length of the edges of D is

1

L(D) = > min(j—i,n+2—j49).
n-1 %
ijeD

Form D', the dual of the triangulation. This will be a tree with n vertices, each having
a maximum degree of three. Edges of D’ correspond to edges of D which divide P into two

pieces. Add directions to the edges of D’ to point from the triangle in the larger piece to
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the triangle in the smaller piece. The length of an edge in 1 is one more than the number
of triangles in the smaller of the pieces it divides P into. The length of an edge in D’ is one
more than the number of its descendant vertices.

Now, D' must have a source, say s, and every vertex can be reached from s (since we will
always be going from a larger piece to a smaller piece). Bach vertex other than s has exactly
one incoming edge. (If there were two, there would be two paths from s to it, contradicting
D’ being a tree.); so we can associate with each vertex the length of the incoming edge
(figure 5.6).

Figure 5.6: The dual of a triangulation

In the total length of all the vertices in D', each vertex will contribute one to the sum
for each ancestor it has, so L(D) = 1 + (,epr depth(v))/(n — 1) where depth(v) is the
number of edges on the path from s to v (the number of ancestors of ).

This is a similar expression to that for the average internal path length of a binary v
tree [186] and the minimum possible value occurs when the maximum possible number of
nodes are at depths 1,2,3,...,k. That is, we have 3 depth 1 nodes, 6 depth 2, 12 depth 3,
.-y 3281 depth k, n 4+ 2 — 3. 2% depth k + 1, where k = [logy((n +2)/3)]. Hence

Lpm = 14

k
ni1(Zz’-3-25_1+(k+1)(n+2—3-2k)>
=0

Il

1+L(3-2’“(k—1)+3+(k+1)(n+2—3'2k)>

n—1
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The maximum possible value of L(D) occurs when D' is just a path. Then s is in the

centre of this path; so if n is odd

1 (n—1)/2
(2 >

=1
1 n—1n+1
n—1 2 2
= %(n—!—ii).
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Figure 5.7: Average edge length

Ly, L, are plotted in figure 5.7 for the same polygons that execution times were measured

for. We see that L, is O(n). This explains the performance of the Divide-and-Conquer

algorithm, but not that of the circumcircle algorithm.
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Iigure 5.8 plots the distribution of edge lengths for 2000 31-gons and the expected
distribution. (We would expect 2CxChrop/ 721 CrClui = Ant2 pk | of the edges to be of

length & + 1 in an (n + 2)-gon if n # 2k.) We see that there are more long edges than

expected. This also suggests that the circumcircle algorithm would perform better than

expected, not worse.

d S/

a b
Figure 5.9: A polygon with long edges

Looking at the triangulation of a convex polygon with a large value of I, suggests a
reason for this behaviour. (Figure 5.9 shows a polygon with T = 3.8, whilst Ly =~ 3.42.)
Consider the behaviour of the circumcircle algorithm on this polygon. If we start with edge
ab = popnt1, the algorithm will find py, = ¢ and split the polygon using triangle abc. When
we continue to triangulate the left piece, we construct triangles bed, bde, de f, efg and so
on. Each of these triangles represents the worst case for splitting the polygon. We see that
although the polygon has a high average edge length, the algorithm exhibits worst-case
hehaviour.

The problem is that the new side formed by splitting the polygon to be triangulated
is special. The third point of a triangle constructed on this new side is very likely to be
adjacent to one of the endpoints of the new side.

Fortunately, there is a simple way to solve this problem. Instead of constructing the
triangle on the new side, we pick a side at random to build the triangle on.

Figure 5.10 plots the number of vertices scanned by the original and randomized al-

gorithm, along with the expected number. We see that while the unmodified algorithm
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is O(n?) the random algorithm performs better than expected. It appears to be at most
O(n®/y and could even be O(nlogn).

The behaviour of the incremental algorithm is also anomalous.

Let G¢ be the number of triangulations of an (n + 2)-gon in which p, has degree d. By
the degree of a vertex we mean the number of internal edges joined to it. Let p; be the
third vertex of the triangle on PnPnt1. We divide the triangulations where p,, has degree
d > 0 into two sets: those where & = 0 and those where 0 < k < n — 1. (If £ = n then p,

has degree 0.)
Dy

Pk

/
/
/
/

Po

Pn Prt1
Figure 5.11: Derivation of G¢

If £ = 0 the remainder of the polygon is an (n + 1)-gon where po has degree d— 1. There
are G~} such triangulations.

If 0 <k <n—1let p; be the vertex on the other side of Prt1px (figure 5.11). If we
delete p,11py and insert p,p; we have a triangulation where Pn has degree d+ 1. There are

G such triangulations.
Hence, G¢ = G4+1 4 G’i:ll if d,n > 0. We also have G¢ = 0 if d = n. The solution to

ci_ (2-3-d) (2m-3-d
no n— 2 n '

Figure 5.12 shows G%gq/Cl4og and the distribution of degrees for the generated 496-gons. We

this recurrence is

see that vertices of high degree are more likely than expected. Now, when the incremental
algorithm adds p; of degree d in Dy, to the triangulation it must perform d flips.

Now, since pr_y is close to pg the sites that are connected to pr in Dy will probably
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be connected to py_y in Dy_y; so adding py_; will probably take at least d flips. Similarly
adding pr_2, pr—3, ... will also tend to require d flips.

Clearly, if d is large, the average number of flips per vertex added will be much larger
than 2(k — 1)/(k + 2) as predicted by our theory. (In fact, for the generated polygons it
seems to be about £/7.) This is why the incremental algorithm performed so poorly.

Fortunately, the same method that worked for the circumcircle algorithm also works

here. Instead of adding sites in the order py, ps, ps3, ..., we add them in a random order.

Algorithm Slope
34 *x Expected 0.10
-+ Incremental 0.81
X Random incremental | 0.09

104
Number 97
of flips 7.
per side 6-

(log
scale)

10°

5 6 7 8 9 I102 2 3
Number of sides (log scale)

]
o]
[
o
-3
o
el

o

fed

[4)

Figure 5.13: Average number of flips

Figure 5.13 shows the number of flips for the two versions of the incremental algorithm,
and the expected number. We see that the original algorithm is O(n?) while the random
algorithm is O(n).

Figure 5.14 shows execution times for the original and randomized algorithms.

These experiments were repeated using the iteration method (section 6.3) and the vector
method (section 6.4) to generate convex polygons. The results were similar to those obtained

using the rejection method.
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5.6 Conclusion

All the algorithms exhibited worst-case behaviour on the generated polygons rather than the
behaviour predicted by our analysis. There were two causes for this worst-case behaviour.

Firstly, all triangulations of our generated polygons were not equally likely—there was a
bias towards long edges. Secondly, the overall triangulation and the subtriangulations con-
sidered by the various algorithms were not ‘independent’. The circumcircle and incremental
algorithms were vastly speeded up by randomizing to ensure this independence.

The worst-case behaviour has some interesting implications for general Delaunay trian-
gulation algorithms. A major step in the incremental algorithm is finding the first edge
from a new site (either by finding the closest site to the new site [145], or finding the tri-
angle the site is in [202]). In the convex polygon case, this search is unnecessary. Finding
this edge could take O(n) time; so one approach [11] has been to sort the sites in such a
way that successive sites are close together and to start the search at the previous point.
However, this chapter has shown that if the sites form a convex polygon this approach leads
to O(n) update time. The worst case for such algorithms may be much more probable than
previously thought.

It would be nice to generalize the analysis of these algorithms to the case where the sites
do not form a convex polygon. Unfortunately, while combinatorial results for the number
of possible triangulations of a set of sites exist [267, 316], these allow curved edges. If we
restrict the edges to being straight, then the number of possible triangulations depends on
the position of the sites, and the techniques used in this chapter do not apply.

Finally, observation of figure 5.14 reveals how misleading considering just asymptotic
behaviour can be. The random incremental algorithm has the best asymptotic behaviour
(O(n)) of the five algorithms in figure 5.14, and yet is the slowest for 32-gons. Even for

1000-gons the random circumcircle algorithm is faster by a factor of almost 2.



Chapter 6

Generating Random Convex

Polygons

6.1 Introduction

‘o test the analysis described in section 5.4, it is necessary to be able to generate random

convex n-gons. Unfortunately, there is no accepted definition of what a random convex
polygon is. For example, Sylvester’s problem [277] is to find the probability that the convex
hull of four random points is a quadrilateral. Even for points drawn from the uniform
distribution, this turns out to depend on the shape of the region from which they are
drawn.

Random convex polygons have been generated on the computer by Crain [67], who
used Voronoi polygons defined by a Poisson point process, by Crain and Miles [68] who
examined polygons defined by a Poisson line process, by Devroye [84], De Pano et al. [80]
and Abrahamson [2] who took the convex hull of random points, and by May and Smith [226]
who took the intersection of random half-spaces. However, none of these methods let you
specify the number of sides of the polygon.

The only published algorithm that allows the number of sides of the polygon to be
specified is that of Roussille and Dufour [275]. They present an algorithm that also allows
constraints on the range of values a given polygon angle will take to be specified. The
algorithm works its way around the boundary of the polygon, randomly choosing an angle
for each corner and a length for each edge. The requirement that the polygon be convex

and that it be possible to satisfy the constraints on the remaining angles imposes further

174
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constraints on the angles and lengths chosen. The authors do not discuss what probability
distribution the angle should be chosen from. If the uniform distribution is used then the
first few angles chosen will use up most of the slack available and the remaining angles will
be very close to straight angles. This does not seem like a very random convex polygon. It
seems desirable that the probability distribution for each angle in the resulting polygon be
the same, and it is unclear how to make this happen.

XY7 Geobench [286, 244] contains an algorithm for generating a random convex polygon
with a specified number of sides. It can best be described if we use polar coordinates
pi = (7i,0;), where 1 < ¢ < n, for the corners of the convex polygon. The angles 6; are
chosen by taking n values from the uniform distribution on [0, 27) and sorting them so that
the corners are given in anti-clockwise order. An initial cyclic convex polygon is created by
setting all the r;s to the same value. Then, a randomly chosen 7; is given a new randomly
chosen value 7, subject to the constraint that the resulting polygon remain convex. That is,
p; must lie to the left of p;_yp;11 and to the right of p;_sp;_; and Pir1Pi+2 (see figure 6.1).

This last step is repeated n times.

Figure 6.1: 7} is chosen from the uniform distribution on ["min> Tmax]

There are some problems with this approach. The distribution of the number of times
that a corner is moved is approximately Poisson with mean 1 if n is large, so that the
fraction of vertices moved i times is approximately i'e~!/i!. Approximately e~1 /0! =~ 37%
of the corners will not be moved at all and will all lie on the same circle, which doesn’t

seem particularly random. Furthermore, if n is large it is not possible to move the corners
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very far at each step and the final polygon closely approximates a circle.

[ wish to be able to generate polygons quickly—in close to the optimal O(n) time. After
all, it doesn’t seem to right to test an O(nlogn) algorithm with data that takes time Q(n?)
to generate.

In this chapter I consider the following methods:
Rejection Pick n points from some distribution. Reject if their convex hull is not an n-gon.
Iteration Select points from some distribution until their convex hull has n vertices.

Vector The n vectors comprising the sides of the polygon can be regarded as a point in 2n
dimensional space. For the polygon to close, the vectors must sum to zero. This means
that the point must lie on a (2n — 2)-dimensional flat, so pick from some distribution
on this flat (for example, the uniform distribution over a (2n — 2)-dimensional unit

hypersphere).

Bounce Start with an arbitrary convex n-gon and give each vertex a random velocity. If
a vertex is ever about to become concave, we “hounce” it from that constraint. If we

perform O(n) bounces the resulting polygon should be “random?”.

Triangulation Choose a random topological triangulation of a polygon. Construct a con-

vex polygon with Delaunay triangulation homeomorphic to this.

Dual We can take the dual of polygons produced by the above methods. For example, The
Dual Rejection method takes the intersection of n half-spaces containing the origin

and rejects the resulting polygon if it has fewer than n sides.

6.2 Rejection

Pick n points from some distribution. Reject if their convex hull is not an n-gon.

Another way of thinking about this method is to consider convex n-gons with bounded
integer coordinates (e.g. those expressible as 32 bit integers). Randomly choosing one such
n-gon is equivalent to the Rejection method with the points coming from the uniform
distribution on a square.

The naive implementation of this method is obviously not feasible. The probability of
the convex hull of n points from most distributions having n vertices is extremely small,

even for moderate values of n.
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We will therefore use an iterative rejection method to generate a convex polygon, re-
Jecting points that would cause the convex hull to have fewer than n points. If we have a
convex n-gon P we generate another point p from the distribution. If [conv(p+ Pl <n+1
we reject p, otherwise we form conv(p + P) to get a convex (n + 1)-gon. (conv(A4) denotes
the convex hull of the set A.) In other words, we accept the point if it lies in one of the
shaded regions in figure 6.2. (This is called the 2-level of the arrangement formed by the

sides of P [98].) We repeat this process until we have a convex polygon with the desired

Figure 6.2: Acceptance regions for adding a point to P

number of sides.

If we represent P as a circular list of points (oriented anti-clockwise)
type polygon = Jrecord

a : point;

nezxt : polygon;

end;

we can generate a convex n-gon with
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procedure makepolygon(var P : polygon; n : integer);
var u, right, temp : polygon;
P point;
size, noright : integer;
begin maketriangle( P); size := 3;
while size < n do
P = randompoint;
{count number of edges of P that p is to the right of }
u = P; noright := 0;
repeat if -left(ul.a,ul.nextT.a,p) then
begin noright := noright + 1;
right = u;
end;
u = uT.next;
until (u = P)V (noright > 1);
if noright =1 then {add p to P}
begin new(temp); templ.a:=p; temp|.next := u|.next;
ul.next := p;
end;
end;

end;

where maketriangle makes a triangle by taking three points from the distribution and
left(z,y, z) returns true iff z is to the left of the line from z to y. The only drawback
of this procedure is that it takes time ®(n?) to generate a convex n-gon.

To improve this to O(nlogn) we need to compute the probability that a random point
falls into each of the shaded regions in figure 6.2. Let a; denote the probability that a point
falls into acceptance region z, §; the area of acceptance region i and f4; the minimum value
of the probability density function over region i.

If the points are being chosen from the uniform distribution over some shape, then q;
is just the area of the intersection of the shaded region with the distribution shape (this
intersection will probably be a triangle). If some other distribution is being used (for
example, a normal distribution), then a; is just the integral of the probability distribution

over acceptance region ¢.
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‘To randomly select a point from the acceptance regions we select region ! with probability
; and randomly choose a point from this region. For large values of n these regions will
be small triangles. If the points are being chosen from a uniform distribution, then it is
sufficient to choose a point from the uniform distribution over the triangle in time O(1).
Most other distributions will be almost constant over the acceptance region, that is, u;0;
will be almost as big as a;. So with probability (1;6;)/a; (most of the time) we choose
a point from the uniform distribution over the triangle in time O(1). Otherwise we can
subdivide the region and repeat the process

To get O(nlogn) total time we need to be able to select an acceptance region in time
O(logn). The alias method for generating random variables [188] could randomly select an
acceptance region with the required probability in time O(1). Unfortunately, it takes time
O(n) to construct the alias table and this would be required after each point is generated
(since the probabilities of all acceptance regions change). The alias method is therefore not
suitable. ‘

Instead, we use a tree structure. The leaves of the tree in order from left to right
correspond to the acceptance regions in order around the polygon. In each internal node we
store a probability given by the sums of all the a;s of the leaves in the associated subtree.

We can define it in Miranda [28, 315] like this:

> tree ::= Leaf num region | Internal num tree tree
> probability :: tree -> num

> probability (Leaf p reg) = p

> probability (Internal p 1 r) =p

To select a leaf with the required probability we begin by generating a random number
uniformly between 0 and the probability of the root.

If the number is less than the probability of the left subtree, we recursively select from
the left subtree with the same number, otherwise select from the right subtree using the

number less the left subtree probability.

> select :: tree -> num -> region
> select (Leaf p reg) n = reg

> select (Internal p 1l r) n

>

select 1 n, if n < probability 1
>

select r (n - probability 1), otherwise
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The optimal (in the sense of fastest selection of an acceptance region on average) tree is
a Huffman tree [157]. Unfortunately, rebuilding the Huffman tree after a point is inserted
will take O(n) time; so we cannot use a Huffman tree.

Instead we will use some sort of balanced tree (height balanced or B tree or some similar
scheme). Since the tree is balanced, the select function will select a region in time O(logn).

Now we need to show that the tree can be updated in time O(logn). Figure 6.3 shows
that when a new point is inserted, its region is split into two and the two adjacent regions
(only) change. So all that is required is to split the relevant leaf node, rebalance the tree
(O(logn)) and then recompute the probabilities of all the ancestors of the four changed

regions (O(logn) since each node has O(log ) ancestors). To simplify the computation we

Add
Pto
convex
hull

Figure 6.3: How the acceptance regions change when a new point P is added

store a parent pointer for each node (this saves us having to store the path from the root
to the leaf) and link all the leaves together in a double linked list (simplifies finding the
adjacent region).

Figure 6.4 shows how the tree rotation(s) necessary for rebalancing take time O(1). We
need to recalculate the probabilities at only two internal nodes.

Putting it all together, we can now generate a “random” convex n-gon in time O(n log 7).
g g g g g
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Figure 6.4: Tree rotation takes time O(1)

There is one remaining difficulty—our selection is biased. Fortunately, correcting for this
bias is easy. At each iteration there is a probability A = > i 4; of getting a point in an
acceptance region and a probability 1 — A of getting one outside. In the case that it is
outside, we might as well stop, because there is no chance the the convex hull can have n
vertices. Instead of doing this we always pick a point in the acceptance region and weight
the result by A (this value is conveniently available at the root of the tree). The weight of
the final polygon is given by the product of all the weights A during its construction. We use
this weight when computing any statistics using this polygon (for example, the execution

times in chapter 5).

6.3 Iteration

In the iteration method we repeatedly take points from our distribution until the convex
hull has n points. If & points are taken from the unit disc, the expected number of points
in the convex hull is @(k'/3) [268], so the naive implementation of this method will require
generating ©(n3) points to produce an 7-gOon.

However, it is unnecessary to generate points that fall inside the convex hull of the
preceding points. We can divide the area outside the convex hull into regions as shown in
figure 6.5 and generate a point in one of these regions by the method described in section 6.2.

It takes time O(logn) to select a region, and then O(1) to generate a point in that region
and update the convex hull (we may have to delete O(n) vertices, but this can be charged
to the vertices when they are created), and O(logn) to update the tree used for region

selection. If A points are generated while creating our n-gon, the total time is O(hlogn).
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Figure 6.5: Dividing exterior of the hull into regions

When implemented using a uniform distribution on the unit disc, & turned out to be

roughly 27 and the total time to generate an n-gon was O(n logn).

6.4 Vector

We can regard the sides of the convex polygon as vectors (figure 6.6).
Let the vectors be (x1, 1), (#2,%2), - -+, (Tn,¥n). Since the polygon must close up, the

sum of the vectors is 0. That is,
n

Z.’L‘i:O.

i=1
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Figure 6.6: Convex polygon edges regarded as vectors

If we think of (21, 22, ...,2,) as a point in n-dimensional space, this says that this point must
lie on the hyperplane 3, z; = 0. So all we need to do is choose a point from some distribution
on this hyperplane. I have chosen the uniform distribution on the n — 1 dimensional unit
hypersphere in my implementation.

We can generate a point on the surface of a n — 1 dimensional unit hypersphere by
making a vector from n — 1 normally distributed variates and normalizing it [238]. To get
a point from the uniform distribution on the interior of this hypersphere we just scale this
point by a factor k& = u'/® where u is a uniform variate between 0 and 1.

If we extend this vector with a 0, we have a point on the hyperplane z, = 0. This
hyperplane can be rotated onto the 2_i%; = 0 hyperplane by constructing a orthonormal
basis for R" containing (1,1,...,1)/+/n, the normal to this hyperplane. This basis forms

the columns of the transformation matrix for the rotation. The transformation is

-1 -1 ~1 -1 =17 i
al, V21 V33 Va3 Va(n-1) Vr T2
2 -1 -1 -1
I D . R e
2! -1 -1 T
/Z’nl—l J 0 0 0 Ce e —__—n(n-—l) ﬁ z 1 J
T, n—1 =1 L Tn
L i 0 0 0 ... W=y ﬁJ
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The following Pascal fragment performs the transformation in time O(n).

sum := x[n]/sqrt(n);
for i := n downto 2 do begin
sum := sum + x[i-1]/sqrt(i*(i-1));
x[i] := i*x[i-1]/sqrt(i*(i-1)) - sum;
end; {for}

x[1] := -sum;

This generates the « coordinates of our vectors. The y coordinates are generated exactly
the same way. Tinally the n vectors are sorted by direction to create the convex polygon.

The sorting is the only part that requires O(nlogn) time.

6.5 Bounce

This idea is due to Thurston [26].

Start with an arbitrary convex n-gon and give each vertex a random velocity. If a vertex
is ever about to become concave, we “bounce” it from that constraint. If we perform O(n)
bounces the resulting polygon should be “random”.

We can use discrete event simulation [117] techniques to implement this method. We
maintain a priority queue containing all potential bounces (events). This queue enables
us to identify the next bounce to occur. We then modify velocities so that the polygon
does not become concave and adjust the priority queue accordingly. We need to be able to
calculate when the bounces occur and how to modify velocities to avoid concavities.

Let A = (az,ay), B = (bg,by) and C = (cz,¢y) be three successive vertices on the
boundary of the convex polygon, with velocities (@uzs Guy), (byz,byy) and (Cuzs Cyy). The
position of the point A at time £ is given by A(t) = (ag + tays, @y +tayy). For the polygon
to remain convex the area of ABC must be positive, so that a “bounce” will occur whenever

the area becomes zero. Let

(a.{v?a’;’q) = (a’flf - b:vaa'y - by)7
(a;;aﬂ ai/y) = (avl‘ - bv:c; Uyy — bvy)7
(c;‘)C;) = (ca: - b:c; Cy — by):

(C:J:m C;y) = (Cw: — byg, Coy — bvy)-
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Then

20(8) = (c + ey, )ay +tay,) — (¢ + tey, )(af, + tal,)
=y — Cyan +

g ! 7 !’ ! !
t(Chety + €y, — € a, — ¢, a)) +
2

o~

N ror
(C'uwa‘uy - C'uya"u:v)‘

So, if we start with ¢ = 0 a bounce will occur at the smallest positive root of the quadratic
equation A(t) = 0. If this equation has no positive roots then no bounce is possible.

One natural way to modify the velocity of B to prevent a concavity when a bounce
occurs at time 7, is to imagine that vertices are physical particles and to conserve the total
energy of the system. This means that we change the direction of B but not its speed.
Unfortunately, this is not always possible: for example, if B has a velocity of zero and the
motion of A and C'is causing the concavity.

One solution is just to randomly choose a new velocity for B such that %(tb) > 0. We
can just keep randomly choosing until one has the desired property, or if we are selecting
velocities from the unit disc we just need to select from the uniform distribution on the
region formed by the intersection of the unit disc and the halfplane defined by id%(tb) > 0.
Then we just need to modify the events (if any) in the priority queue for the neighbours of
B and insert the new event for B.

An alternative solution that does not require generating a new random number each
bounce, is to choose a frame of reference moving with the velocity of A (so that A is
stationary in this frame) and rotating about A such that the motion of C' is along the
line AC in this frame. We can then bounce B by reversing the component of its velocity
perpendicular to AC. Note that this is done in a non-inertial frame of reference so that the
energy of the system is not conserved.

If we use a heap to implement the priority queue then finding the minimum, insertion .
and deletion operations can be performed in time O(logn) and each event processed in
time O(logn). If we perform O(n) events, the total time to generate a convex polygon is
O(nlogn).
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6.6 Triangulation

Choose a random topological triangulation of a polygon. Construct a convex polygon with
Delaunay triangulation homeomorphic to this.

Atkinson and Sack [13] give a O(n) algorithm for choosing a random triangulation of a
convex polygon.

Dillencourt [87] gives a constructive proof for the realizability as a Delaunay triangula-
tion of any triangulation of the interior of a simple polygon. A naive implementation of the
construction will take O(n?) time. I show below how the construction can be performed in
O(n) time.

The total time to generate a convex polygon by this method is O(n).

6.6.1 Realizing a Delaunay triangulation in O(n?) time.

Dillencourt’s construction shows how to compute each angle of each triangle in the triangu-
lation. If the values of the angles (measured in some arbitrary units such that s units form

a straight angle) are a;, then the a;s must satisfy the following properties:

1. For each vertex, a;; + ...+ @y, < s where a;),...,qa;, are the angles at that vertex.

This says that the polygon is convex.

2. For each interior edge, a; + a; < s where a; and a; are the two angles facing the edge.

This says that the triangulation is Delaunay.
3. For each ¢, a; > 0.
4. For each triangle, a; + a; + a;, = s where q;, a; and ay are the angles of the triangle.

The construction proceeds incrementally, computing values satisfying the above prop-
erties for progressively larger subtriangulations of the triangulation to be realized.

Initially we'start with any triangle, set each a; to 1 and s to 3, clearly satisfying the
four properties above. Each step adds any triangle which shares a common edge (AB in
figure 6.7) with one of the triangles in the subtriangulation.

For each triangle in a triangulation of a simple polygon we can define the opposite
corner with respect to a triangle 7' in the triangulation as follows: starting at 7" follow a
path within the triangulation to that the triangle. The opposite corner is the one opposite

the last edge crossed.
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s szl |
B B

Figure 6.7: Adding triangle AC B

Let z be the value of the opposite corner to the new triangle (see figure 6.7). The new
triangle is given values 2+ 1, z+ 1 and s — z — 1 at vertices A, B and respectively. The
value of s is replaced by s’ = s + 2 + 1. The value of the opposite corner with respect to
ABC' in every other triangle is increased by z + 1.

Property 1 remains true for vertices other then A, B and C: since exactly one of the
angles adjacent to each of these vertices is an opposite corner, both sides of the inequality
@iy t...+az < s are increased by z + 1. The totals at A and B are also increased by z + 1,
while there is only one angle at C, and it is clearly less than s'.

Property 2 remains true because for edges other than AB only one of the angles facing
the edge is an opposite corner, while for AB we have /BDA+/ACB = z42+4+14s—2z—1 =
s+ z< 8.

Property 3 is obviously still true.

Property 4 is true for AABC. For the other triangles it is still true since there is exactly
one opposite corner per triangle.

Figure 6.8 gives an example of the steps in the construction.

Once all the angles of all the triangles have been computed we Just need to pick positions
for the endpoints of one edge and then trigonometry determines the positions of of all the

other vertices.
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Figure 6.8: Realizing a Delaunay triangulation
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Since an angle in each triangle must be updated at each step in the computation of the

angles the total time required is Q(n?).

6.6.2 Realizing a Delaunay triangulation in O(n) time.

The key to improving the execution time to O(n) is the following observation: Since the
angles of a triangle add to s, it doesn’t matter if the value of one of the angles is incorrect,
as long as we know which one it is.

Any given triangle ABC' divides the triangulation into three pieces: those triangles
whose opposite corner is A, those whose opposite corner is B and those whose opposite
corner is ' (see figure 6.9). If we add all the triangles whose opposite corner is A without
updating the angles of ABC only the value of A will be incorrect. Its value can then be
computed from the value of s and the other angles. Then the triangles opposite B can be

added and the value of B then corrected and similarly for .

opposite
corner
is B

opposite
corner
isC

opposite
corner
is A

Figure 6.9: ABC divides the triangulation into three components

We wish to do this for all triangles, so the appropriate order is given by traversing the
outer face of the dual graph of the polygon triangulation (see figure 6.10).

To describe the invariant for this algorithm we need one more bit of state—the current
triangle of the traversal. By the opposite corner of a triangle we just mean the opposite
corner with respect to the current triangle. (The current triangle does not have an opposite
corner. )

For each angle ¢ we store a value a}. The relationship between the a; and the a; of
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Figure 6.10: Dual of triangulation and traversal order

the previous section is quite simple: If 7 is not an opposite corner then a; = af. If i is
an opposite corner then a; = s — (L'j — a), where j and & are the two other corners of the
triangle.

The traversal order ensures that we only ever cross a single edge when moving from one
current triangle to a new one. If the new current triangle is one we haven’t visited before
then we can compute the values for its angles and update s just as in section 6.6.1 (see
figure 6.11). This will be correct since we know that the values for the current triangle are
correct. The difference from section 6.6.1 is that we do not add z + 1 to all the opposite
corners with respect to ABC'. Since ABC' is now the current triangle, these are all opposite

corners and their values do not matter.

B B
A

C
D
s

D

Figure 6.11: New current triangle is previously unvisited
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Figure 6.12: Realizing a Delaunay triangulation—O(n) algorithm
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If the new current triangle has been visited before, the corner opposite the edge crossed
to enter this triangle is no longer an opposite corner, so we compute its value from s and
the values of the two other corners.

One traversal of the outer face ensures that all the triangles are visited. A second
one ensures that all the angles are correct. Figure 6.12 shows the steps for our example
triangulation. The current triangle is highlighted in bold. The steps where no values change
have not been shown.

Each step takes O(1) time. The traversal crosses each edge exactly twice, so there are

O(n) steps and a total run time of O(n).

6.6.3 Implementation

The following fragment of C implements the algorithm described above.

The topology of the triangulation is represented by three functions on the angles. prev
and next give the next angle in the same triangle in the anticlockwise and clockwise di-
rections respectively. adj is the successor in the clockwise ordering of angles which share
a common vertex. The last angle in this ordering has adj(i)=-1 In figure 6.13 we have

next(1)=5, prev(1)=9, adj (1)=2, and adj(2)=-1.

Figure 6.13: Traversal order for angles

We traverse the angles in the order in which they occur on the outer face (see figure 6.13).
Let i is the current angle. If adj(i)=0 then the successor to i in the ordering is next (i)
in the same triangle. Otherwise, we cross a triangle edge to adj(i) and must update the
angles of the new triangle. We store the values of the angles in array a, which is initially

zero (so that we can test to see if we have entered a triangle for the first time by looking at
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alil). We assume that the triangles are numbered from 0 to 3%*n-1, where n is the number

of triangles.

for (1 = 0; i < 3%n; ++1i)

alil = 0;
i=0;
ali]l = al[next(i)] = alprev(i)] = 1;
s = 3;
for (j = 0; j < 2; ++j) {
do {
if (adj(i) == -1) {
i = next(i);
} else {
i= adj(i);

if (a[i] == 0) {
z = al[next(adj(prev(i)))];

alprev(i)] = ali] = z + 1;

alnext(i)] 8 -z -1;

s =8 +z + 1;

} else {
alnext(i)] = s - alil - alprev[ill;
+
}
} while (i != 0);
}
6.7 Dual

We can take the dual of the convex polygons produced by any of the above methods. For
example, The Dual Rejection method takes the intersection of n half-spaces containing the

origin and rejects the resulting polygon if it has fewer than n sides.
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6.8 Conclusion

I have implemented the Rejection, Iteration and Vector methods described above.
Some other uses for my random convex polygons can be to determine how often ran-
dom convex polygons were unimodal [6] and how often the minimum-area and minimum-

perimeter-enclosing rectangles are different [80].



Chapter 7

Further Work

7.1 Performance of Delaunay triangulation algorithms

Not much has been done on actually measuring the performance of Delaunay triangulation
algorithms. Implement all the constrained Delaunay triangulation algorithms described in
chapter 2, the bucketing versions of the algorithms described in sections 2.3.1 and 2.4.1 and
convex-distance-function versions of these algorithms 4.1.2 and measure the performance

on a variety of distributions of sites and constraints.

7.2 Is Locality Necessary?

It may be possible to generalize the proof in section 3.6 to prove that systematic flip rules
are generalized Delaunay rules, since I have not found a flip rule that is systematic but not

local.

7.3 More Powerful Flip Rules

A generalization of the work in chapter 3 that might be considered is that of more powerful
flip rules. For example, we could look at sets of three triangles that formed a convex
pentagon and replace the triangulation of the pentagon with GOT(Py) of that pentagon.
Such a rule would always be systematic for convex pentagons, (but not local since GOT(P)
(the Minimum Weight triangulation is not local), so would pass the tests in section 3.5.

The proofs in section 3.6 are obviously not applicable.
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For this rule we could experiment using convex hexagons and a similar technique to
that of section 3.5 could be used (although the directed flip graph is considerably more

complicated).

7.4 Higher-Dimensional Convex-Distance-Function Delau-

nay triangulation

The structure of higher-dimensional convex-distance-function Delaunay triangulations is
very different from that of higher-dimensional Fuclidean Delaunay triangulations. It would
be very interesting to investigate this structure and perhaps develop a more efficient algo-
rithm than that described in section 4.2.1. Visualization tools such as IRIS Explorer would

prove useful in visualizing the shape of the associated Voronoi diagram.

7.5 Robustness of Delaunay triangulation algorithms

When implemented using floating point arithmetic Delaunay triangulation algorithms some-
times fail because computations are inexact. This failure occurs because the approximated
DT flip rule is not systematic and local. The tests used in section 3.5 can be used to ex-
amine this and compare various different implementations of the DT flip rule. (The results

in appendix A suggest a variety of alternative implementations.)

7.6 Convex-Polygon Delaunay triangulation

It would be interesting to implement Aggarwal et al.’s deterministic linear algorithm as well
as a sweepline and a flip algorithm and compare execution times with the other algorithms

described in chapter 5.

7.7 Random convex polygons

Implement the other algorithms designed in chapter 6 and use them to test the algorithms
in chapter 5 and also to measure how often random convex polygons were unimodal [6] and

how often the minimum-area and minimum-perimeter-enclosing rectangles are different [80).
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7.8 Prove linear number of points generated by the itera-

tion algorithm

The iteration algorithm (section 6.3) for generating a random convex n-gon generated

roughly 2n points. It would be interesting to prove that this number was O(n).



Chapter 8

Conclusion

A useful heuristic in problem solving is to look for problems that you can use your favourite
technique on. Faced with a large number of alternative definitions of optimality, in chapter 3
I looked for optimal triangulations defined by flip rules for which there were fast algorithms
like those for the Delaunay triangulation rather than trying to find fast algorithms for each
different definition. The “systematic” and “local” properties capture the properties of the
Delaunay triangulation that are needed for the fast Delaunay triangulation algorithms to
work.

‘The experiments described in section 3.5 convinced me that that there were no system-
atic local flip rules other than the Delaunay rule. I also discovered several more optimality
properties of the Delaunay triangulation (proved in appendix A).

I proved that the Delaunay rule is the only systematic local flip rotation and translation-
invariant rule (section 3.6.3). When I tried the natural extension of this result to convex-
distance-function Delaunay rules, I discovered empty-shape triangulations which generalize
convex-distance-function Delaunay triangulations and are the only systematic local homo-
thetic rules (proved in section 3.6.4).

All of the algorithms I describe in chapter 2 can be used to compute empty-shape tri-
angulations. To demonstrate this I implemented a sweepline algorithm for empty-shape
triangulations using Miranda (section 4.1.1). The greater expressive power of Miranda as
compared to a language like C allowed a very compact implementation of the sweepline
algorithm—100 lines of Miranda as opposed to 900 lines of C [120] or 2500 lines of C [199).
This enabled me to present the complete implementation, together with extensive commen-

tary in a few pages of this thesis.
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It is easier to compute empty-shape triangulations than convex-distance-function De-
launay triangulations. (After all, I discovered them while looking for triangulations that
were easy to compute.) So, extending the convex distance function by adding shapes to
“round” its corners allows me to compute an empty-shape triangulation that is a superset of
the convex-distance-function Delaunay triangulation (and from which the convex-distance-
function Delaunay triangulation is easily extracted) (section 4.1.2). This provides a way for
all the algorithms described in chapter 2 to be used to compute convex-distance-function
Delaunay triangulations. Previously published algorithms for convex-distance-function De-
launay triangulations dealt with the problems caused by corners in the distance function
by modifying the algorithm-—my approach modifies the distance function. This approach
yields simple algorithms for constrained convex-distance-function Delaunay triangulations
as well.

Naturally I wanted to consider if this approach generalized to three dimensions. When
looking at the published algorithm for three dimensional convex-distance-function Delaunay
triangulation [285], I found something very disturbing—the authors observed that Delaunay
tetrahedra could intersect. I wrote some simple programs to test the properties of random
configurations and found the counterexamples presented in section 4.2.1. These show that
the previously published algorithm is incorrect, so I devised a correct one.

In my literature review I found a vast number of published Delaunay triangulation
algorithms (table 2.2). I found that a standard taxonomy for sorting algorithms applied
to triangulation algorithms proved useful for classifying them and thinking about them.
My work in section 4.1.2 amounts to filling in the empty boxes in the “convex distance
function” row of table 2.2, while the proofs in section 3.6 show why the empty boxes in the
“non-Delaunay” row are likely to remain empty.

Devijver and Maybank [83] analyze an algorithm for convex-polygon Delaunay triangu-
lation that they claim satisfies a “minimum space complexity constraint”. They computed
the average execution time over all possible triangulations of the convex polygon. Unfor-
tunately, their algorithm was very inefficient and did not satisfy their “minimum space
complexity constraint”. I did a similar analysis for more efficient algorithms and designed
an algorithm that satisfies the “minimum space complexity constraint” (section 5.4).

Algorithms should be implemented and tested, so I had to have some way of generating
“random” convex polygons, in order to test the algorithms analyzed in section 5.4. Since

the concept of a “random” convex polygon is not well defined, [ used a variety of operational
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definitions (chapter 6). To get efficient algorithms for generating convex polygons by my
definitions, I developed a data structure that allows generation of variates in time O(logn)
from a dynamically changing discrete distribution (section 6.2) and a O(n) algorithm for
realizing a Delaunay triangulation of a convex polygon (section 6.6.2).

The results of testing the algorithms analyzed in section 5.4 on the random convex
polygons generated by the methods of chapter 6 were surprising—all the algorithms had
worst-case execution times rather than that that predicted by my analysis, thus showing
that each triangulation of the polygons produced by my methods were not equally likely.
In order to achieve the expected execution times predicted by my analysis it was necessary
to randomize the algorithms. This is an interesting result. Randomization has found many
applications in computational geometry [61] in recent years and in many cases it may be
unnecessary to add an explicit randomization step if the the input is already “random” in

some sense. | have discovered a case here where it definitely is necessary.
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DT'=—r = —ae = (rR); = abe; = (Rr?/A),

We will prove that each of the rules R,, —r{, —a., (rR)y, abey and (Rr?/A)g produces the
same result as the Delaunay triangulation on a convex quadrilateral.

Let ABC'D be a convex quadrilateral with Delaunay triangulation ABC, AC'D (so
DT(ABCD) = AC). D is outside the circumcircle of ABC and B is outside the cir
cumcircle of AC'D. We have already proved in theorem 3 that DT = R..

Theorem 16 —7; = DT,

Proor. Let P be the point where the diagonals of ABCD intersect. Let r4 = r(DAB),
raB = 1(PAB), rps = r(PDA) and hy be the length of the altitude at A in triangle DAB
(see figure A.1).

Demir [79] has proved the following relation between these quantities:

TDATTAB — T4 = 2——7‘DZ:AB. (A.1)

Applying this relation to triangles ABC, BCD, and CDA yields:

T T

TAB+TBC —TB = 2%}327 (A.2)
T T

reo+rep —re = 2-29CR (A.3)

rop +rpa—rp = 2904 (A.4)
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Figure A.1: Inscribed Circles

Adding A.1 and A.3 and subtracting A.2 and A.4 we get:

TDATAB TABTBC TBCTCD TCDTDA
- + — > . (A.5)

. " — T4 — e =D
TBTTD = TA—TC ( ha hp he hp

Now let D' be the point where BD intersects the circumcircle of ABC, and define r'D A,
r'C'D and h', appropriately.
PD'A is similar to PCB; so
7./ r !
DA BC and TBC Tpa

ha hp ho Ry

Clearly 7h4 < rpa. Also,

DA 2A(PDA)

hp hp(|PD| + |DA| + |AP])

' |AP|

(IPD|+|DA|+|AP)
|AP|

(1PD'] +| D' Al 4 |AP])

™D

hy
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Using these results in equation A.5 we get

! !
r T rge T
. , ” . . D4 BC . BC DA
rgt+rp—ra—rc>2 7ABI_‘*_“)+7CD( -55=) ] =0.
A hp he h'y

That is, - (ABC'D) = AC. O

Theorem 17 —ac, = DT (also proved in [192, 202, 298]).

Proor. Because D is outside QABC, a plane geometry theorem [111] states that o =
LADB < LACB = o (see figure A.2). Similarly, the unprimed angles are less than
D

\p>

d

B
Figure A.2: Quadrilateral ABC'D

the corresponding primed angles in figure A.2. Also, min(ZABD,/CBD) < LABC and
min(ZADB,/BDC) < LADC. Hence

max(~a(ABC), ~a(ACD)) = - min(LABC, LACB, LBAC, LACD, LADC, [C AD)
< —min(ZABD, /CBD,/ADB, [BDC)
< max(—a(ABD), —a(BCD)).

That is, —ae(ABCD) = AC. o

Theorem 18 abc; = DT.



APPENDIX A. DT'= —11 = —ag = (rR); = abey = (Rr?/A)g 204

Figure A.3: Cyclic quadrilaterals

Proor. Let a = |AB|, b = |BC|, ¢ = |CD|, d = |AD|, = = |AC| and y = |BD]|. (See
figure A.2). There is a unique cyclic quadrilateral ABC’ D' with |BC'| = b, |C"D'| = ¢ and
|AD'| = d (figure A.3). Let o’ = |AC’| and ¢’ = |BD|.

If LABC' < LABC then 2’ < ¢ (Cosine law). Consequently ZAD'C' < LADC'. Hence,
LABC + LADC < ABC' + LAD'C' = 180° (opposite angles of a cyclic quadrilateral are
supplementary). Since LABC+/BCD+/.CDA+/.DAB = 360° we have /BCD+/DAB <
180° < LABC + LADC. But (see figure A.2)

LBCD+ /[DAB = o +8 4+ +¢§
> o+ p+y+6
= [ABC + LADC.

This is a contradiction. Hence LABC' > LABC, &' > z and y' < y.

Ptolemy’s theorem [9] gives us z'y’ = ac + bd. If we construct two more cyclic quadri-
laterals ABC'D" and ABC"D' (figure A.3) by setting |D”A| = ¢ and |BC"| = ¢ and let
#' = |AC"| = |BD"| then Ptolemy’s theorem applied to these two triangulations gives us

&'z = ad + bc and y'2' = ab + ed.

abc(ABC) 4 abc(ACD) = abz + cdz
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< a'(ab+ cd)

— $,ylzl

= y'(ad + bec)

< ady + bey

= abc(ABD) 4 abe(BC D)

That is, abe,(ABC D) = AC. o

Theorem 19 rR; = DT.

Proor. If a triangle T has side lengths p, ¢ and » and area A then badness function
rR(T) = (2A/(p+q+7))(pgr/(42)) = pgr/(2(p+q-+7)) (see table 3.2). Note that if »' > »
and p,q > 0 then pgr'/(p+q++') > pgr/(p+ ¢ + 7).

abz cdz
a+b+a ct+d+z
abz’ cdz’
a+b+a'  cH+d+ a2
&' (abe + abd + abz’ + acd + bed + ede’)
aa+b+c+d+a’)+ (a+d)(c+d)
z'(abe + abd + acd + bed + &'(ab + cd))
rc’(a—}—b—{—c—i—(l—}—rc’) +aly + a2
abc + abd + acd + bed + 2'y' 2’
a+b+c+dta +y + 2
bey’ ady’
= r— + crdty by symmetry
bey ady
btety a+d+y
= 2(rR(ABD)+ rR(BCD))

2(rR(ABC) + rR(ACD)) =

That is, 7Ry (ABCD) = AC. O

Theorem 20 (Rr?/A)y = DT.

Proor. If a triangle T has side lengths p, g and r let

Rr? pqr
g(r) = —(T) = Grat
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Now, because 1" is a triangle, p,g > 0 and 0 < r < p+ ¢; so

gy = 2t gt )’ 2 tatr)  pup+g-v)

P+ g+ )1 (p+qg+7r)?

Hence if T' has side lengths p, ¢, v’ and #’ > r then g(+') > g(r).

Rr? LRr? abz cdx
_/—A_(ABC) A (ACD) = (a+b+a) (c+d+ )2
abeda’a’
((a+b+a")(c+d+a")
abed
(a+bdb+ct+d+a’+y + 2)2
ady bey
(a+d+y)*(b+cty)?
Rr? Rr?

= R (ABD)——(BCD).

. Rr?
That is, —Z—(ABC'D) = AC. o
If DT(ABC D) = either, then ABCD is a cyclic quadrilateral and all the inequalities
in the above theorems become equalities.

In particular, from theorem 16 we have
Theorem 21 7(ABC) 4 r(CDA) = r1(DAB) + r(BCD) if and only if ABCD is cyclic.

The first known statement of the “if” part of this theorem was on a tablet hung in a
Japanese temple in 1800 [129]. It is the most celebrated Japanese temple geometry theorem,
mentioned or proved in [129, 155, 166, 331]. None of these proofs can be easily modified
to prove the converse; so the “only if” part would appear to be a new result in elementary
geometry.

The results in this section do not generalize to three dimensions as the following coun-
terexample shows.

The points A = (0,0,0), B = (1,0,0), ¢’ = (0,1,0), D = (0,0,1), E = (1,1,1) lie on
a common sphere. The convex polyhedron ABC DE can be divided into tetrahedra in two
ways: the two tetrahedra ABC'D and BCDE, or the three tetrahedra AEBC, AECD, and
AEDB.
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tetrahedron | volume | area inradius circumradius
ABCD 1/6 (3+Vv3)/2 1-13 1/2
BCDE 1/3 2v3 V3 1/2
AEBC 1/6 (1+2v2+V3)/2 | 1/(1+2v2+V3) | 1/2
AECD 1/6 (T+2v2+3)/2 | 1/(1+2v2+V3) | 1/2
AEDB 1/6 (T+2v2+V3)/2 | 1/(1+2v2+V3) | 1/2

207

Clearly r(ABCD) + r(BCDE) # r(AEBC) + r(AECD) + r(AEDB). Similar calcu-

lations show that this is also a counterexample for (rR),, (R72/A)o, and — e (no matter

whether we use face angle, dihedral angle or solid angle).
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DT#Pl,DT#SQ,DT#—CL’l

It is sufficient to give a single counterexample for each.

Consider the points A = (1,0), B = (1/2,v/3/2), €' = (~1,0) and D = (1/2, -v/3/2).
These points all lie on the unit circle, so DT(ABCD) = either. |AC| =2 >3 = |BD|,so
P, (ABCD) = BD. The triangle angles are as shown in figure B.1. The sum of the minimum
triangle angles is 60° for the triangulation {ABC,C'DA} and 90° for the triangulation
{ABD,BCD}. Hence, —a;(ABCD) = BD. The sum of the squares of the differences of the
angles form 60° is 4(30)* = 3600 for the triangulation { ABC, CDA} and 2(30)24-60% = 5400
for the triangulation {ABD, BC'D}. Hence, s5(ABCD) = AC.

B B
90° 60°
30
30° 60° o °
C 30° ¢0° A Cc <60 120°) A
30°
90° 60°
D D

Figure B.1: A counterexample

Clearly, by perturbing the point A slightly so that it lies inside OBCD, we can produce
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A'BC'D such that its Delaunay triangulation does not minimize the total edge length,
contradicting Shamos and Hoey [295] and Dobkin [89]. This was first noted by Lloyd [215].
The same A’BC'D also contradicts the claim by several authors [150, 206, 257, 260, 294]
that the Delaunay triangulation minimizes the sum of the minimum triangle angles.
By perturbing the point A slightly so that it lies outside OBCD we can produce A'BC'D
such that its Delaunay triangulation does not minimize the standard deviation of the triangle

angles, contradicting Watson [329)].



Appendix C

Calculation of badness measures

Let A= (24,94), B = (vp,yp) and C = (z¢,yc). Calculation of most of the measures in

table 3.2 is straightforward. For example,
A(ABC) = 'é‘(fl/’A?/B +TBYc +Tcys —TAYC — TBYA — TCYB)-

Definition. range(as,...,a,) = max(ay, ..., an) — min(ay,. .., a,)
R*®(ABC) = %ma,x(ra,nge(n;A, Tg, ), range(t 4, Tp, c))-

Calculating 7°°(ABC') is a little more complicated. r*°(ABC') is the radius of the largest
square parallel to the axes that can fit inside ABC. Call this square §. § must touch all
three sides of ABC'. (For if it did not touch a given side it could be moved toward that side
so that it did not touch any side and then made larger.)

Relabel the points so that ¢ < xp < 4. There are two possibilities: yg is between

ya and y¢ or it is not.

Case 1 yp is not between y4 and yo (see figure C.1). By reflecting about the z and y axes
if necessary we can get yo < ya < yg. Let D, E and F be the points where S touches
BC', AC and AB respectively.
AB has a negative slope and S is below it so F must be the upper right corner of 5.
C'B and AC have positive slopes and S is below C'B and above AC so D is the upper
left and E the lower right corner of § (see figure C.1).

Let H be the intersection of a vertical line through B and AC , and let G be the
intersection of a horizontal line through A and BC. Because BH is parallel to EF,
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B

C

Figure C.1: Case 1: yp not between y4 and y¢

the triangles AFE and ABH are similar. Therefore,

Ar I'E

Also BDF and BG A are similar; so
BF DF .
AB - AG (€2)

Since AF + BF = AB, if we add equations C.1 and C.2 we get

, . FE I
"~ BH ' AG’
1
A T ic

Now, A(ABH) = -BH-(v4~2p) and A(HBC) = 5 BH -(zp —a¢);s0 A(ABC) =
A(ABH)+A(HBC)=1-BH -(z4—2¢), and consequently BH = 2A(ABC) /(x4 —
z¢). Similarly AG = 2A(ABC)/(ys — yc), and so

A(ABC)

“(ABC) = )
i ) (za—2c+yB—yc)

Case 2 yp is between y4 and y¢ (see figure C.2). If necessary we can reflect about the

@ axis to gel yo < yp < ya. Asin case 1, D and E are the upper left and lower
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A
B
1 G
J
{0
7

Figure C.2: Case 2: yp is between y4 and y¢

right corners of 5. However, AB now has a positive slope so I is the upper left
corner of S. This means D = I = B. Let the upper right corner of S be I and
G be the intersection of BI and AC. Let the lower left corner of § be J and H be
the intersection of BJ and AC (see figure C.2). Triangles BHG, IEG and JHE are
similar; so just as in case 1 we get BI = 1/(1/BH + 1/BG) and

A(ABC)

r°(ABC) = - - —.
Ta—Cc+ya—yc

Combining the formulze for each case and allowing for relabelling and reflection gives

A(ABC)
range(z 4,25, vc) + range(y4, yB, yo )
= 2A(ABC)/P®(ABC).

r(ABC) =




Appendix D

Miscellaneous function definitions

Here are some Miranda functions required by the programs in chapter 4 that were not
included in chapter 4.
Priority Queue ADT

First, an implementation of the priority queue ADT specified on page 120.

To make it easier to understand the operations, this implementation is very simple,
using a list and the push operation takes time O(n) instead of the optimal O(logn) possible
with a heap-ordered tree.

We represent the priority queue by a pair containing the function that defines the order-
ing of events, and a list of pairs of the event order and the event. For example,if f a < £ b

then the priority queue
push (push (empty f) a) b)
will be represented by the pair
(£,[(f a, a), (£ b, B)])
The type definition:
> priority * *x == (x->xx, [(*x,%)])
The implementation of the operations is straightforward:

> top = snd.hd.snd
> pop (p,x:xs) = (p,xs)
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> empty p = (p,[1)
> isempty (p,xs) = xs = []

push (p,xs) y
= (p,push’ xs (p y,y))
push’ [1 y = [y]

push’ (x:xs) y = y:x:xs, if y<=x

vV vV VvV v v

x:(push’ xs y), otherwise

> remove (p,xs) y
> = (p,remove’ xs (p y,y))

remove’ [] y = []

remove’ (x:xs) y = xs, if y=x

(x:xs), if y<x

v A\ v v
n

x:(remove’ xs y), otherwise

Ordered Sequence ADT

A simple implementation of the ordered sequence ADT specified on page 121.

As with the priority queue implementation above we use a list and the insert operation
takes time O(n) instead of the optimal O(logn) possible with a balanced tree.

We represent the ordered sequence as a triple containing the before function, the list
of sites, and a history list of all the operations that have been performed on the sequence.
The history list is not needed for the insert, delete and create operations, but was found
useful for debugging purposes. Since Miranda is a lazy language, there is no overhead in

leaving it in.

> ordered_seq_point == ((point,point) -> point -> bool, [point], [op])
> op ::= Insert point [point] |

> Delete (point,point) [point] |

> Create [point]

In our implementation of insert, we are careful to check that the ordered sequence

invariant holds.

> insert (before,as,h) x
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= ((before,prefix++[a,b,x,b,c]++suffix,Insert x as:h),[a,b,cl)
where befores = t1(init(map ((converse before) x) (pairs as)))
|l ignore dummy elements

#(takewhile (=False) befores), check

error invariant failure in insert, otherwise
prefix = take (pos) as

>

>

>

> pos
>

>

> (a:b:c:suffix) = drop (pos) as
>

check = and(dropwhile (=False) befores)

delete (before,as,h) p

((before,prefix++[a,b,d,e]++suffix,Delete p as:h)
,[a,b,d,el), if #(drop (pos-2) as)>=5

>
>
>
> = error (deletet++show (pos, #(drop (pos-2) as),as,p)
> ++lay (map show h)), otherwise

> where pos = position (pairs as) p

> prefix = take (pos-2) as

>

(a:b:c:d:e:suffix) = drop (pos-2) as

> create before as

> = (before,as, [Create as])

Miscellaneous functions

These were considered standard, so were not included in section 4.1 and are included here
for the sake of completeness.

The Euclidean distance between two points.
> d2 (a,b) (c,d) = sqrt((a-c)~2+(b-d)"2)
Twice the signed area of a polygon.

polygon == [point]
area :: polygon -> num
area ps = sum [x¥y’-y*x’ |

((x,y),(x’,y%)) <~ zip2 ps (t1 ps ++ [hd ps])]
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The centre of the circle through a set of co-circular points.

> circle_centre :: [point] -> point

> circle_centre t

> = (cx,cy), divisor “= 0

> = error (show t), otherwise

> where ds = map d t

> xs = map fst t

> ys = map snd t

> divisor = 2%area t

> cx = area (zip2 ds ys)/divisor
> cy = area (zip2 xs ds)/divisor
> d (x,y) = x°2 + y°2

Pairs of elements

> pairs xs = zip2 xs (t1 xs)
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Af, 110 FO 96
DT, 84 either(F"), 73

FH(ABC), 96
GOT(by), 81

active constraints, 54

anchor, 82

H(P,k), 18

LOT(b,), 80 anchor property, 82

P78 antiparallel, 110

PHK), 111 arrangemernt, 82

P78 aspect ratio, 78

R, 78 asymptote, 108

R™, 78 asymptote cone, 110

R, 79, 86 badness function, 76

Sr(l,P), 114 ball, 20

TXZ(P ), 110 bounded Voronoi diagram, 15
A, 78 bounded Voronoi polygon, 15
Q,8 bushy triangulation, 43

0, 31

a, 78 circumball, 20

v, 78 circumcircle algorithm, 35

cr, 112 circumscribes, 20, 97

a, T8 circumscribing property, 97

o, 78 common support line, 111

¢, 78 cone, 110

h(ts,ty, k), 18 conforming Delaunay triangulation, 16
0, 27 constrained Delaunay triangulation, 15
r, 78 constrained Voronoi diagram, 15

constraints, 14
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convex distance function, 19

corner, 110

Delaunay deletion polygon, 18
Delaunay monotone polygon, 18
Delaunay triangulation, 14
diagonal, 66

directed flip graph, 75

dual, 19, 82

ear, 26
ear-cutting algorithm, 26
eccentricity, 78

empty-shape triangulation, 21, 108

flip, 72

flip algorithm, 22, 76
flip graph, 72

flip rule, 73

GOT, 81
Greedy triangulation, 71

homothet, 19
homothetic flip rule, 109
homothety, 18

incoming edge, 55

incremental algorithm, 22, 76
joint function, 79

lift, 14

lifting map, 14
local flip rule, 81
local property, 71

locally optimized triangulation, 75

LOT, 75

lower convex hull, 14

Minimum Weight triangulation, 71
monotone, 18
MWT, 71

nesting property, 107
non-degenerate, 14

normal histogram, 18

opposite corner, 186
ordering of support lines, 110

outgoing edge, 55

polar set, 19

pseudo-degenerate, 145
range, 210

selection algorithm, 22
shape set, 19

simple polygon, 17
sink, 75

sites, 14

smooth, 19

star-shaped polygon, 28
STC, 46

strictly convex, 19

STS, 122

support cone, 110
support hull, 20
support line, 19
support point, 19
sweep tangent circle, 46, 122
systematic flip rule, 80
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systematic property, 70

thin triangulation, 43
total badness, 79

triangle-based flip rule, 79

visible, 14
Voronoi diagram, 14, 83

Voronoi polygon, 14, 83

wedge, 50



Colophon

This thesis was produced with a small modification of the suthesis style for BTRX.

The figures were produced by a variety of means:

IXTpX picture environment [191], extended by me to use PosTScripr! [3] for the lines

and circles, so that all circle sizes and line orientations were possible (e.g. figure 3.7).

Graphs were produced by a plotting program that I wrote which could produce a

IsTpXpicture environment (e.g. figure 5.5).

The program idraw which comes as part of the InterViews toolkit [212] (e.g. fig-
ure 3.2).

Miranda?® [315] programs using a graphics package I wrote [190] to produce encapsu-
lated PosTScrIPT [259] (e.g. figure 2.30).

A combination of writing a Miranda program to produce a picture and editing the
resulting picture with idraw. I added unix® plotfile output to my Miranda graphics
environment and then used plot2ps from the Gnu graphics system [125] to produce

an idraw file (e.g. figure 4.10).

Plotting from Mathematica [334], conversion to idraw format and then using idraw

to edit the plot (e.g. figure 3.11).

' PoSTSCRIPT is a trademark of Adobe Systems Incorporated.
*Miranda is a trademark of Research Software Ltd.
®UNIX is a trademark of AT&T.
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