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Abstract
Effective visualization of graphs is a powerful tool to help understand the rela-
tionships among the graph’s underlying objects and to interact with them. Sev-
eral styles for drawing graphs have emerged over the last three decades. Polyline
drawing is a widely used style for drawing graphs, where each node is mapped
to a distinct point in the plane and each edge is mapped to a polygonal chain
between their corresponding nodes. Some common optimization criteria for such
a drawing are defined in terms of area requirement, number of bends per edge,
angular resolution, number of distinct line segments, edge crossings, and number
of planar layers.

In this thesis we develop algorithms for drawing graphs that optimize different
aesthetic qualities of the drawing. Our algorithms seek to simultaneously opti-
mize multiple drawing aesthetics, reveal potential trade-offs among them, and
improve many previous graph drawing algorithms.

We start by exploring probable trade-offs in the context of planar graphs. We
prove that every n-vertex planar triangulation G with maximum degree ∆ can
be drawn with at most 2n + t − 3 segments and O(8t · ∆2t) area, where t is the
number of leaves in a Schnyder tree of G. We then show that one can improve the
area by allowing the edges to have bends. Since compact drawings often suffer
from bad angular resolution, we seek to compute polyline drawings with better
angular resolution. We develop a polyline drawing algorithm that is simple and
intuitive, yet implies significant improvement over known results.

At this point we move our attention to drawing nonplanar graphs. We prove
that every thickness-t graph can be drawn on t planar layers with min{O(2t/2 ·
n1−1/β), 2.25n +O(1)} bends per edge, where β = 2d(t−2)/2e. Previously, the bend
complexity, i.e., the number of bends per edge, was not known to be sublinear for
t > 2. We then examine the case when the number of available layers is restricted.
The layers may now contain edge crossings. We develop a technique to draw
complete graphs on two layers, which improves previous upper bounds on the
number of edge crossings in such drawings.
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Chapter 1

Introduction

This chapter starts with an overview of the field of graph drawing, and some

of the key previous results that motivate this thesis. The chapter then highlights

the research questions and our main contributions. Finally, the chapter briefly

describes the organization of the thesis.

1.1 Graphs and Their Drawings

A graph is a common tool to represent the interaction among different objects.

The vertices of a graph model the objects (e.g., people, airports and webpages),

while an edge between two nodes models the interaction (e.g., emails, routes, and

hyperlinks) between the corresponding objects. Technically, a graph G is a tuple

(V, E), where V is a set of n = |V| vertices, and E is a set of pairs of vertices

that belong to V. If E contains all possible pairs, then G is known as a complete

graph Kn of n vertices. A drawing Γ of a graph G in the Euclidean plane R2 is a

1
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mapping of the vertices to distinct points of R2, where each edge is drawn with a

simple curve between its endpoints [113].

A rich body of graph drawing literature focuses on planar graphs, i.e., the

graphs admitting drawings without any edge crossing in the Euclidean plane.

Note that the graph of Figure 1.1(a) is planar since it has a planar drawing, as

shown in Figure 1.1(b). A planar graph G is maximal or triangulated if the addition

of any edge to G results in a nonplanar graph.

Theoretical interest and industrial needs have motivated the development of

several styles of graph drawings [113], some of them can be categorized by the

ways of drawing edges. The drawings with each edge drawn as a polygonal chain

of at most t straight line segments is known as a polyline drawing of bend complexity

(t− 1). Figure 1.1(a) illustrates a graph G, and Figure 1.1(b) is a polyline drawing

of G. A drawing without any bend is called a straight-line drawing, as shown

in Figures 1.1(c)–(d). If the edges are drawn with orthogonal polygonal chains,

i.e., each segment is either horizontal or vertical, then the drawing is known as an

orthogonal drawing. Figure 1.1(e) illustrates an orthogonal drawing. Some common

optimization in such drawings are maximizing angular resolution, minimizing

edge crossings, number of bends, area, segments and slopes, as defined below.

Let Γ be a drawing of some graph G. A point p on some edge e = (a, b) in

Γ is an interior point of e if p 6∈ {a, b}. A pair of edges creates an edge crossing in

Γ if they intersect in Γ and the intersection point is an interior point for at least

one of these edges. For example, the drawings Γ2, Γ3 and Γ5 in Figure 1.1 are

straight-line drawings of the same graph, but the number of edge crossings are
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Figure 1.1: (a) A graph G. (b)–(f) Different drawings of G.

3, 0 and 0, respectively. A segment in a straight-line drawing is a maximal path P

such that all the vertices on P are collinear in the drawing. The number of segments

is the number of distinct straight line segments determined by the edges of the

drawing. In Figure 1.1, the drawings Γ3, Γ4 and Γ5 have 8, 8 and 6 segments,

respectively. The number of slopes in a drawing is the number of distinct slopes

for the segments in the drawing. For example, in Figure 1.1, the slope number of

Γ4 is two. The angular resolution of a drawing is the minimum over all the angles

formed at the vertices in the drawing. In Figure 1.1, the angular resolution of the

drawing Γ4 is 90◦, which is larger than any other drawing of Figure 1.1. The area

of a drawing is the number of grid points in the smallest axis-aligned rectangle
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that encloses the drawing. While measuring the area, we assume that the bends

and vertices lie on integer grid points. In Figure 1.1, the area of both Γ3 and Γ4 is

20, which is smaller than the area of Γ5.

1.2 Related Work

In this thesis we develop graph drawing algorithms, suggesting several potential

trade-offs among different drawing aesthetics. Here we review some significant

results that are related to our work.

1.2.1 Angular Resolution, Area and Bends

Every maximal planar graph (hence any planar graph) with n vertices admits

a straight-line drawing in O(n2) area [32], where vertices are drawn at integer

grid coordinates. The constant hidden in O(.) notation has been improved several

times [15, 17, 32, 108], and the best known bound is 8n2/9 [17]. On the other hand,

the best known lower bound is 4n2/9 [39, 61]. Better area upper bounds have been

achieved in polyline drawings. For example, every n-vertex planar graph admits

a polyline drawing in 4n2/9 area with bend complexity one and at most n − 2

bends in total [14]. Recently, Zhang [120] improved the bounds on the number

of bends to 2n/3. None of these results made any conscious effort to maximize

the angular resolution. Therefore, although these drawings require small area,

the angular resolution can be as small as 1/n2 in the worst case. The angular

resolution of an n2-area drawing is Ω(1/n2). Kurowski [86] improved the bound

on angular resolution by proving that every planar graph admits a drawing with
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angular resolution Ω(1/n), and at most 9n2/2 area. Allowing bends helps to

reduce area and to improve the angular resolution to Ω(1/∆), where ∆ is the

maximum degree of the graph. For example, every planar triangulation admits a

drawing with 2/∆ radians of resolution, 3 bend complexity and 3n2 area [71]. The

angular resolution can be improved further to 1/d(v) radians of resolution, for

each v ∈ V, with 2 bend complexity, but the area becomes 200n2 [69]. Duncan and

Kobourov [43] proved that with 0.5/d(v) radians of resolution, for each v ∈ V,

and 1 bend complexity, one can reduce the upper bound on area to 12.5n2.

Table 1.1 presents some evidence that when the bend complexity is fixed, the

area and angular resolution are conflicting optimization criteria.

Graph Class Area Resolution (rad.) Bend Complexity Total Bends Ref.
Planar graphs 8n2/9 Ω(1/n2) 0 0 [17]
Planar graphs 9n2/2 Ω(1/n) 0 0 [86]
Planar graphs 4n2/9 Ω(1/n2) 1 2n/3 [120]
Planar graphs 12.5n2 0.5/d(v) 1 3n [43]
Planar graphs 200n2 1/d(v) 2 6n [69]
Planar graphs 3n2 2/∆ 3 5n− 15 [71]

Table 1.1: Trade-off among angular resolution, area and bends.

1.2.2 Segments, Area, and Bends

Straight-line drawings are preferable since the use of bends makes it difficult to

follow the edges in the drawing. The notion of ‘straightness’ has been taken to

its extreme by introducing the segment and slope number of a drawing. Several

recent studies have examined drawings with few slopes and segments that use

real coordinates for positioning vertices and bends. These drawings seem to need
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exponential area, but lower bounds on their area requirements have not been

formally explored. The problem of minimizing the number of segments is NP-

hard [53]. However, polynomial-time algorithms to compute straight-line draw-

ings with minimum number of segments have been achieved for trees [41], 2-trees

with maximum degree three, and 3-connected cubic planar graphs [94]. Dujmović

et al. [41] showed that every 3-connected planar graph admits a straight-line draw-

ing with at most 5n/2 segments. For planar 2 and 3-trees they could improve the

bound to 2n.

Table 1.2 summarizes the main results. Note that the ‘×’ marked cells denote

that no non-trivial area upper bound is known for the corresponding cases.

Graph Class Number of Segments Area Bend Complexity Ref.
Trees minimum n8 0 [46, 53]

3-Connected cubic planar minimum × 0 [94]
2-Trees with ∆ ≤ 3 minimum × 0 [106]

Planar 2- and 3-trees 2n × 0 [53]
3-Connected planar 5n/2 × 0 [53]

Table 1.2: Results on optimizing segments.

1.2.3 Slopes, Area, and Bends

An upper bound on the number of segments is also an upper bound on the num-

ber of slopes in the drawing. Dujmović et al. [53] proved that every planar graph

admits a drawing with at most 2n slopes. This bound has later been improved

further in terms of the maximum degree ∆ of the graphs. Using the result that

every planar graph G admits a representation with vertices as non-intersecting

circles [84], where two circles touch if and only if their corresponding vertices are
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adjacent in G, Keszegh et al. [80] proved that every planar graph admits a planar

straight-line drawing with at most c∆ slopes, where c is a positive constant. They

also showed that allowing one (respectively, two) bend complexity improves the

upper bound to 2∆ (respectively, ∆/2).

Further progress has been made for subclasses of planar graphs. For example,

Jelı́nek et al. [77] showed that ∆5 slopes suffice for planar 3-trees, and Knauer

et al. [83] proved that ∆ − 1 slopes are sufficient for every outerplanar graph

with ∆ ≥ 4. Recently, Lenhart et al. [88] gave an algorithm to draw 2-trees such

that slopes of the edges around each vertex is a subset of the set S(∆)={iπ/(2∆)

radians, where 0 ≤ i ≤ 2∆− 1}. In other words, S(∆) is a universal slope set for all

planar 2-trees with maximum degree ∆.

Table 1.3 compiles the best known upper bounds on the number of slopes

for different classes of graphs. Note that the ‘×’ marked cells denote that no

non-trivial area upper bound is known for the corresponding cases.

Graph Class Number of Slopes Area Bend Complexity Ref.
Planar graphs c∆ × 0 [80]
Planar graphs 2∆ × 1 [77]
Planar graphs ∆/2 × 2 [77]

Outerplanar graphs ∆− 1, where ∆ ≥ 4 × 0 [83]
2-Trees 2∆ × 0 [88]

Planar 3-trees ∆5 × 0 [77]

Table 1.3: Results on optimizing slopes.
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1.2.4 Planar Layers and Bends

While drawing nonplanar graphs, the idea of planarity has been extended through

the concept of planar layers. The thickness of a graph G is the minimum number

of planar subgraphs whose union is G. Let Γ be a polyline drawing of some

graph G. The layer complexity of Γ is the minimum number of planar subgraphs

of G such that each of these subgraphs induces a planar drawing in Γ. Every

thickness-t graph G admits a polyline drawing Γ, where each of the t planar sub-

graphs of G corresponds to a planar drawing in Γ [102]. Therefore, we can define

the thickness of a graph G to be the minimum integer θ(G) such that G admits a

polyline drawing with layer complexity θ(G). The geometric thickness of a graph

G is the minimum integer θ̄(G) such that G admits a straight-line drawing with

layer complexity θ̄(G).

Duncan et al. [44] gave an algorithm for finding straight-line drawings of

maximum-degree-4 graphs with layer complexity two. In the proof they showed

that every maximum-degree-3 graph can be decomposed into two forests, where

each connected component is a path. Thus each forest can be augmented to a path

and then these two paths can be drawn simultaneously on an integer grid of n2

area. Specifically, let Pv = (v1, v2, . . . , vn) and Pu = (u1, u2, . . . , un) be the paths,

where there is a bijection between the vertices of Pv and the vertices of Pu. Then

the coordinate of each vertex vi in the drawing would be (i, j), where uj is mapped

to vi. Figure 1.2(a) illustrates a pair of paths Pv, Pu, and Figure 1.2(b) depicts such

a drawing. For maximum-degree-4 graphs, Duncan et al. [44] decomposed the

input graph into two subgraphs, each consists of some disjoint cycles and paths.
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v1 v2 v3 v4 v5

u1 u2 u3 u4 u5

u1 ↔ v3
u2 ↔ v5

u3 ↔ v2

u4 ↔ v4

u5 ↔ v1

(a)

(b)

(c)u1 ↔ v3

u2 ↔ v5

u3 ↔ v2

u4 ↔ v4

u5 ↔ v1

(c)

Figure 1.2: (a) A pair of paths Pu, Pv. (b) Simultaneous embedding of Pu, Pv. (c) A
straight-line drawing of K8 with layer complexity two.

Next they extended the idea of embedding pairs of paths to embed pairs of cycles.

Dillencourt et al. [37] proved that the geometric thickness of complete graphs

is at least dn+ 1/5.646e and at most dn/4e. The proof for the upper bound is con-

structive, which arranges the vertices on a pair of circles in a regular interval, one

nesting the other. Each circle contains roughly half of the vertices, and the inner

circle is small enough to ensure necessary visibilities. An example is illustrated in

Figure 1.2(c). Their construction takes O(n6) area. Wood [118] proved that every
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n-vertex graph with m edges admits a polyline drawing with bend complexity

one and layer complexity O(
√

m). He first proved the existence of such a draw-

ing with probabilistic argument. Later he proposed an O(m log3 n log log n)-time

algorithm for constructing such a drawing with high probability.

A graph G is called a k-tree if and only if it can be constructed by starting

with a complete graph Kk, and then incrementally adding the other vertices such

that the neighbors of each added vertex form a complete graph of k vertices. Be-

sides bounded degree graphs, geometric thickness has been studied for graphs of

treewidth k, i.e., the subgraphs of k-trees. Dujmović and Wood [40] proved that for

graphs of treewidth k, the maximum thickness and maximum geometric thick-

ness are both equal to dk/2e. Duncan [42] proved that all graphs with ‘arboricity’

two or ‘outerthickness’ two have geometric thickness O(log n), and observed that

the geometric thickness of every thickness-two graph is bounded by O(
√

n).

Graph Class Layer Complexity Area Bend Complexity Ref.
Maximum degree 4 graphs 2 × 0 [44]

Graphs of treewidth k k × 0 [40]
Complete graphs dn/4e n6 0 [37]

Graphs of thickness 2 O(
√

n) × 0 [42]
Graphs of thickness 2 2 n4 2 [66, 58]

General graphs O(
√

m) × 1 [118]

Table 1.4: Optimizing layer and bend complexities.

1.2.5 Layers and Crossing Number

Crossing number is an important parameter in nonplanar graph drawing. The

crossing number cr(G) of a graph G is the minimum number of edge crossings over
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all drawings of G in the Euclidean plane. Determining the crossing number of a

graph is a classic problem in graph theory [107]. In addition to theoretical interest,

drawings with few edge crossings are important in many practical applications

such as network visualization [113] and multilayer VLSI layout [87]. Determining

the crossing numbers of complete and complete bipartite graphs is one of the

most studied problems in this line of research (e.g., [2, 18, 33, 97, 105, 107]). The

problem of determining cr(Kn), i.e., the crossing number of a complete graph with

n vertices, has been studied since the early 1960s [72, 73, 119]. From that time it

was known [72] that cr(Kn) is at most Zn, where Zn = 1
4

⌊n
2

⌋ ⌊n−1
2

⌋ ⌊n−2
2

⌋ ⌊n−3
2

⌋
,

which is still the best known upper bound on cr(Kn).

The definition of crossing number naturally extends to an arbitrary number of

planes. The k-planar crossing number crk(G) of G is min{cr(G1) + cr(G2) + . . . +

cr(Gk)}, where the minimum is taken over all possible decompositions of G into

k subgraphs G1, G2, . . . , Gk. In 1971, Owens [99] showed that cr2(Kn) is at most

Wn, where

Wn =



Zdn/2e + Zbn/2c +
n2(n−4)(n−8)

384 , if n = 4m.

Zdn/2e + Zbn/2c +
(n−1)(n−3)2(n−5)

384 , if n = 4m + 1.

Zdn/2e + Zbn/2c +
n(n−2)(n−4)(n−6)

384 , if n = 4m + 2.

Zdn/2e + Zbn/2c +
(n+1)(n−3)2(n−7)

384 , if n = 4m + 3.

(1.1)

Several works on k-planar crossing number examine the asymptotic behaviour of

crk(G), where G is a complete or complete bipartite graph [9, 110]. There have

also been significant efforts to determine tight bounds on biplanar, i.e., 2-planar,

crossing numbers for these classes of graphs [29, 30, 65].
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1.3 Motivation and Research Questions

In the previous section we saw that a graph drawing algorithm usually focuses

on optimizing a particular aesthetic of the drawing while satisfying some given

drawing constraints, e.g., minimizing area under some fixed number of bends per

edge restriction, maximizing angular resolution satisfying the straight-line edge

restriction, etc. Although these results suggest possible trade-offs among dif-

ferent drawing aesthetics, for several combinations of aesthetics the nature of

interaction has not yet been examined. This gap in the previous research mo-

tivates us to examine the possible trade-offs while optimizing different drawing

aesthetics.

We started by examining the number of segments in a drawing. Dujmović

et al. [41] showed that every 3-connected planar graph admits a straight-line draw-

ing with at most 5n/2 segments, but the drawing uses real coordinates to place

the vertices. In fact, all the known algorithms that optimize the number of seg-

ments, except the algorithms for trees [46, 53] and cubic graphs [94], use real

coordinates. Therefore, we examined the following question.

Problem 1: What is the trade-off between the segments and area in planar

straight-line drawings? Can every planar graph be drawn on small area

with few segments?

The next question that naturally arises is what happens when we allow edges

to have bends? We have already seen that a rich body of literature deals with this

question. Specifically, every n-vertex planar graph admits a straight-line drawing
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with 8n2/9 area [17], and with one bend complexity this area upper bound can

be reduced to (4/9)n2 [14], which is the best possible even for higher bend com-

plexities. All these algorithms are for fixed embedding setting, where the input is a

combinatorial embedding of a planar graph, and the output drawing respects the

input embedding. Frati and Patrignani [61] showed that the (4/9)n2 lower bound

does not hold in the variable embedding setting, i.e., when the output embedding

may differ from the input embedding. The best known lower bound in the vari-

able embedding setting is (1/9)n2. Therefore, we asked can we achieve a better

area upper bound by choosing a suitable embedding, possibly allowing a higher

bend complexity?

Problem 2: How much can we improve the area of a planar drawing if we

allow the edges to have bends?

A major weakness of a compact drawing is its low angular resolution, which

makes the drawing difficult to read. Every planar graph admits a straight-line

drawing with angular resolution Ω(1/n) and at most 9n2/2 area [86]. Known

drawing algorithms that achieve an angular resolution of Ω(1/d(v)), require

larger area and allow higher bend complexity [43]. To better understand the

trade-off between angular resolution and area, we examined polyline drawings

with a fixed bend complexity.

Problem 3: Characterize the interaction between the angular resolution and

area requirement in planar polyline drawings.

At this point we moved our focus on drawing non-planar graphs. From the

known results [60, 108], we have observed that every planar graph (thickness one)
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can be drawn on a single planar layer with 0 bend complexity. On the other hand,

any graph with thickness t admits a polyline drawing on t planar layers with

O(n) bends per edge [102]. Therefore, we were motivated to investigate possible

trade-offs between layer and bend complexities in polyline drawings.

Problem 4: Characterize the trade-off between the layer and bend complex-

ities while drawing non-planar graphs.

An interesting question here is what happens if we restrict the drawing to

have only a few layers? If the input graph G is very dense, then the layers will

no longer be planar, and a natural optimization here would be to minimize the

number of crossings. For example, if we restrict the drawing to have one layer,

then the optimization is equivalent to determining the crossing number cr(G).

Similarly, for k layers, the optimization would ask for k-planar crossing number

crk(G). Crossing number problem has long been examined for complete graphs,

and the conjectured upper bound Zn for arbitrary n matches the lower bound for

all the complete graphs for which the crossing numbers are known [72, 104], i.e.,

when n ≤ 12. On the other hand, the best known general upper bound Wn on

biplanar crossing [99] is not known to be tight, e.g., W9 = 4 and cr2(K9) = 1.

Besides, very little is known about the k-planar crossing number, where k ≥ 2,

even when the number of vertices is small. While tight bounds for cr(Kn) are

known for n ≤ 12 [104], the value of cr2(Kn) is known only when n ≤ 9 [96].

These observations motivated us to consider the following questions.

Problem 5: What are the exact values of cr2(Kn), where n ≤ 12? Can we

further improve the upper bound Wn on biplanar crossing number?
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1.4 Contributions and Organization of Thesis

This section describes the organization of the thesis chapters, and highlights the

major contributions.

1.4.1 Basics of Graph Drawing (Ch. 2)

In this chapter we introduce some preliminary definitions, and describe some

known algorithmic tools and techniques that are commonly used in graph draw-

ing.

1.4.2 Minimizing Segments and Area (Ch. 3)

Dujmović et al. [41] showed that every 3-connected planar graph G with n vertices

admits a straight-line drawing with at most 2.5n− 3 segments. In this chapter we

prove that every planar triangulation admits a straight-line drawing with at most

7n/3 segments. If the input triangulation is 4-connected, then our algorithm

computes a drawing with at most 2.25n segments. For general planar graphs

with n vertices and m edges, our algorithm requires at most 5.34n−m segments,

which is less than 2.5n − 3 for all m ≥ 2.84n. If the vertices are restricted to

have integer coordinates, then we show that every triangulation with maximum

degree ∆ can be drawn with at most 2n + t − 3 segments and O(8t · ∆2t) area,

where t is the minimum number of leaves over all the trees of the minimum

realizer [121]. This is the first non-trivial attempt to simultaneously optimize the

area and the number of segments while drawing triangulations. This partially
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answers Question 1. Some of the results of this chapter appeared in preliminary

form at the 26th Canadian Conference on Computational Geometry [48].

1.4.3 Compact Polyline Drawings of Planar Graphs (Ch. 4)

In this chapter we compute compact polyline drawings of planar graphs. Specif-

ically, we prove that every planar graph with maximum degree o(n) admits a

polyline drawing with bend complexity two and at most (3/8)n2 + o(n2) area,

where the output combinatorial embedding can be freely chosen. The previously

best known bound for this class of graphs was (4/9)n2 area with bend complex-

ity one. This partially answers Question 2. Some of the results of this chapter

appeared in preliminary form at the 22nd International Symposium on Graph

Drawing [51].

1.4.4 Polyline Drawings with Good Angular Resolution (Ch. 5)

In this chapter we develop a new technique to compute polyline drawings for

planar triangulations. Our algorithm is simple and intuitive, yet implies signifi-

cant improvement over the known results. For any given n-vertex triangulation,

our algorithm computes a drawing with angular resolution r/d(v) at each vertex

v, and area f (n, r), for any r ∈ (0, 1], where d(v) denotes the degree at v. For

r < 0.389 or r > 0.5, f (n, r) is less than the drawing area required by previous

algorithms; f (n, r) ranges from 7.12n2 when r ≤ 0.3 to 32.12n2 when r = 1. This

partially answers Question 3. Some of the results of this chapter appeared in

preliminary form at the 22nd International Symposium on Graph Drawing [49].
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1.4.5 Drawing Graphs on Multiple Layers (Ch. 6)

By Fáry’s theorem [60], planar graphs can be drawn on a single layer with bend

complexity 0. In this chapter we present the first non-trivial extension of Fáry’s

theorem to draw graphs of thickness more than two. We prove that every thickness-

t graph can be drawn on t layers with bend complexity min{O(2t/2 ·n1−1/β), 2.25n+

O(1)}, where β = 2d(t−2)/2e. Previously, the bend complexity was not known to

be sublinear for t > 2. We then show that every graph with linear arboricity k can

be drawn on k layers with bend complexity 3(k−1)n
(4k−2) . This partially answers Ques-

tion 4. Some of the results of this chapter appeared in preliminary form at the

43rd International Colloquium on Automata, Languages and Programming [50].

1.4.6 Drawing Complete Graphs on Few Planes (Ch. 7)

In this chapter we develop an improved technique to construct biplanar drawings

of Kn, which reduces Owens’ upper bound on cr2(Kn). For small fixed n, it was

known previously that cr2(Kn) = 0 for n ≤ 8 and cr2(K9) = 1; we show that

cr2(K10) = 2, cr2(K11) ∈ {4, 5, 6}, and for n ≥ 12, we improve previous upper and

lower bounds on cr2(Kn). This partially answers Question 5. Some of the results

of this chapter appeared in preliminary form at the 28th Canadian Conference on

Computational Geometry [54].
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1.4.7 Conclusion (Ch. 8)

This chapter summarizes the results of the thesis, poses new open problems, and

suggests directions for future research.



Chapter 2

Basics of Graph Drawing

In this chapter we introduce some preliminary definitions and notation related

to this thesis. We first describe different types of graph classes that have been

used in this thesis. We then review different graph drawing styles and present

some widely used combinatorial tools and techniques for graph drawing that

are within the scope of this thesis. Finally, we discuss a few definitions from

complexity theory. The readers familiar with the field of graph drawing may skip

this chapter.

2.1 Graphs Classes

In this section we describe the graph classes that have appeared in the subsequent

chapters of this thesis. For a detailed discussion on different types of graphs and

their properties we refer the reader to [113, 117].

Let G = (V, E) be a graph with vertex set V and edge set E, where n = |V|

19
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and m = |E| are the number of vertices and edges of G. Throughout the thesis

we assume that G is simple, i.e., G does not contain any loop or multi-edge. G

is called a complete graph if every vertex in V is incident to all other vertices in

V, i.e., m =(n
2), as shown in Figure 2.1(a). A complete graph with k vertices is

also known as a k-clique. A graph G′ = (V′, E′) is a subgraph of G if V′ ⊆ V and

E′ ⊆ E. G′ is called an induced subgraph if for every pair of vertices {a, b} ⊆ V′,

(a, b) ∈ E′ if and only if (a, b) ∈ E.

c-Partite Graphs: A c-coloring of the vertices of G assigns every vertex of G a

color from a set of c colors such that no two adjacent vertices receive the same

color, e.g., see Figure 2.1(b). Two colorable graphs are known as bipartite graphs.

Similarly, c-colorable graphs are referred to as c-partite graphs. G is called a

complete c-partite graph if addition of any more edges to G makes it impossible to

color G with c colors.

k-Trees: A k-tree is a graph G with n ≥ k vertices, which is recursively defined

as follows.

- If n = k, then G is a complete graph of k vertices.

- If n > k, then G contains a vertex v such that the neighbors of v induces

a k-clique in G and deletion of v from G gives another k-tree with n − 1

vertices.

Figure 2.1(c) illustrates a k-tree, where k = 4. Any subgraph of a k-tree is called a

partial k-tree.
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Figure 2.1: (a) A complete graph. (b) A 3-partite graph, where the partitions are
shown in different colors. (c) A 4-tree. (d) A planar graph G. (e)–(f) Two planar
drawings of G. (g) A tree. (h) A tree rooted at v1, where each edge is directed
from a child to its parent.

Planar Graphs: A drawing Γ of a graph G on the Euclidean plane maps every

vertex of G to a distinct point, and each edge of G to a simple curve between

its endpoints. Two edges of G create an edge crossing in Γ if their corresponding

curves intersect except possibly at their common endpoints. A graph is called

planar if it can be drawn on the Euclidean plane without any edge crossing. The

corresponding drawing Γ is called a planar drawing. Figure 2.1(d) depicts a planar

graph and Figure 2.1(e) illustrates a planar drawing of G. Every bounded region

in Γ is known as an inner face, and the unbounded region is called the outer face.

G is called an outerplanar graph if it admits a planar drawing with all the vertices

incident to the outer face. Given a graph, there exist linear-time algorithms to

decide whether it is a planar graph [113]. If the input is a planar graph, then
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these algorithms produce a planar drawing also in linear time.

Planar Triangulations: A planar graph G is called a maximal planar graph if ad-

dition of any more edges to G violates planarity. Let Γ be a planar drawing of

a maximal planar graph. Then every face in Γ (including the outer face) con-

tains exactly three edges on its boundary. Hence a maximal planar graph is often

referred to as a planar triangulation.

By Euler’s formula [59], every planar graph G satisfies the equality n−m+ f =

2, where f is the number of faces in the graph. As a consequence, the maximum

number of edges and faces in any planar graph can be upper bounded by 3n− 6

and 2n − 4, respectively. These bounds are tight for planar triangulations with

n ≥ 3.

Rotation System and Plane Graphs: A rotation system of a planar drawing is the

clockwise order of the incident edges around each vertex of the drawing. Two

drawings with the same rotation system are considered to be equivalent, and the

equivalence class is known as the combinatorial embedding of G. Figures 2.1(e)–(f)

show two different combinatorial embeddings of a common planar graph. A plane

graph is a fixed combinatorial embedding of a planar graph, i.e., it consists of a

rotation system and a designated outer face.

Let G be a plane graph with n vertices, m edges and f faces. The dual graph G∗

of G is a plane graph such that each vertex of G∗ corresponds to a distinct face of

G, and two vertices in G∗ are adjacent if and only if the corresponding faces in G

share an edge on their boundary.
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Trees and Forests: A tree is a connected graph without any cycle. Every tree

with n vertices contains exactly n − 1 edges. A forest is a collection of trees. A

linear forest is a collection of paths. Both trees and forests are outerplanar graphs.

A rooted tree T contains a designated vertex, which is called the root of the tree.

Each vertex of degree one in T, which is not the root, is a leaf of T. Every vertex

in T corresponds to a unique path from itself to the root. A vertex v is an ancestor

of another vertex w, if the path from w to the root contains v, where w is called

the descendent of v. Every immediate descendent of v is a child of v, where v plays

the role of the parent. An ordered tree is a rooted tree with a rotation system. A

k-ary tree is a tree, where each node can have at most k children. Figures 2.1(g)

and (h) depict a tree and a 3-ary rooted tree, respectively.

2.2 Graph Properties and Parameters

In this section we give an overview of various graph parameters related to this

thesis. We refer interested readers to [82, 117] for more details on graph proper-

ties.

Connectedness: A graph G is connected if every pair of vertices belong to some

path in G. G is called a k-connected graph, where k ≥ 1, if removal of fewer

than k vertices leaves the graph connected. Consequently, a k-connected graph,

where k > 1, is also (k − 1)-connected. Every k-tree with n > k is k-connected.

Every triangulation with more than three vertices is 3-connected. A 3-connected

planar graph can have at most O(n) combinatorial embeddings [114]. Since every
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planar graph has a vertex of degree at most five [117], planar graphs are at most

5-connected.

Treewidth and Pathwidth: : A tree decomposition of a graph G = (VG, EG) corre-

sponds to a tree T = (VT, ET) that satisfies the following conditions.

(a) Each node w ∈ VT is associated to a set Sw ⊆ VG, and
⋃

w∈VT
Sw = VG.

(b) For every edge (u, v) ∈ EG, there exists a node w in T such that {u, v} ⊆ Sw.

(c) For every vertex u ∈ VG, the nodes in T that correspond to u induce a

connected subgraph of T.

The width of the tree decomposition is maxw∈VT{|Sw| − 1}. The treewidth of G is

the minimum width over all the tree decompositions of G. If T is a path, then

the above decomposition is called a path decomposition of G, and the width of the

decomposition is called the pathwidth of G. Figure 2.2(a) illustrates a graph G of

treewidth 3, and Figures 2.2(b) and (c) illustrate a tree decomposition and a path

decomposition of G with width 3 and width 4, respectively.

The pathwidth of a graph with n vertices is bounded by O(t log n), where

t is the treewidth of the graph [13]. The upper bound on the pathwidth, and

hence also on the treewdth, of planar graphs is O(
√

n) [13], and there exist planar

graphs with treewidth Ω(
√

n), e.g., a
√

n×√n grid graph. We refer the reader

to [12, 82] for more details on the treewidth and pathwidth parameters.

Thickness and Arboricity: : The thickness of a graph G = (V, E) is the smallest

integer θ(G) such that the edges of G can be partitioned into θ(G) subsets, where

for each subset E′ ⊆ E, the graph G′ = (V, E′) is planar [56]. Different variants of
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Figure 2.2: (a) A graph G. (b) A tree decomposition of G with width 3. (c) A path
decomposition of G with width 4. The tree is shown in bold, and the Property (c)
of the decomposition is illustrated in dashed lines.

thickness have been studied in the literature. For example, the outerthickness of G

is the minimum integer t such that E can be partitioned into t subsets, each form-

ing an outerplanar graph. Similarly, the (linear) arboricity of G is the minimum

integer t such that E can be partitioned into t subsets, each forming a (linear) for-

est. Figure 2.3(a) illustrates a graph G of thickness 2, and Figure 2.3(b) illustrates

a decomposition of the edges of G into two planar graphs. The arboricity of G

is 3, as shown in Figure 2.3(c). We refer the reader to the survey [95] for more

details on graph thickness.

Bandwidth and Diameter: The bandwidth of a graph G = (V, E) is the minimum

integer b such that the vertices can be assigned distinct integers satisfying for

each edge (u, v) ∈ E, the condition | f (u) − f (v)| ≤ b, where for every w ∈ V,
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(a) (b) (c)

Figure 2.3: (a) A graph G with 11 vertices and 29 edges. (b) A decomposition of
the edges of G into two planar graphs. (c) A decomposition of the edges of G into
three forests.

f (w) denotes the integer associated to w. The corresponding labelling is called

a bandwidth labelling. Intuitively, a bandwidth labelling minimizes the maximum

edge length, where an edge length is defined as the absolute difference of the

integral labels associated to its endpoints. The diameter of G is the maximum

shortest path distance over all pairs of vertices of G. The bandwidth of G is at

least d(n− 1)/diameter(G)e, and at most n− diameter(G) [23].

2.3 Drawing Styles and Drawing Parameters

This section compiles a brief description of some popular graph drawing styles

that are in the scope this thesis. We refer the interested readers to [98, 113].

2.3.1 Drawing Styles

Here we discuss three different forms of drawing graphs. The first one is the

polyline drawing and its variants, the second one restricts the position of the
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vertices to a set of given locations, and finally, the third one is a more general

representation of graphs that allows the vertices to take different shapes.

Polyline Drawings: Let G be a graph and let Γ be a drawing of G on the Eu-

clidean plane. Γ is called a k-bend polyline drawing if each edge in Γ is drawn

as a polygonal chain of at most k + 1 straight line segments. Each intermediate

vertex of such a polygonal chain is called a bend on the corresponding edge. Con-

sequently, each edge in a k-bend polyline drawing can have at most k bends. If

the polygonal chains of the drawing consist of only horizontal and vertical line

segments, then the drawing is called an orthogonal drawing. A polyline drawing

is called a grid drawing if the vertices and bends in the drawing are located at

integral coordinates. Figure 2.4(a) illustrates a 1-bend polyline grid drawing, and

Figure 2.4(b) depicts a 2-bend orthogonal grid drawing.

Polyline drawings with no bend are known as straight-line drawings, i.e., every

edge in such a drawing is mapped to a straight line segment. Let Γ be a straight-

line drawing. Γ is called a convex drawing if the boundary of every face in the

drawing forms a convex polygon.

Point-set Embeddings: Sometimes graphs are drawn on a given set of points.

Such drawings are known as point-set embeddings. Formally, a (planar) point-set

embedding of a graph G with n vertices on a set S of n points is a (planar) polyline

drawing of G, where every vertex of G is mapped to a distinct point of S. In

a k-bend point-set embedding, each edge is restricted to have at most k bends.

Figure 2.4(c) and (d) illustrate a planar graph G with 6 vertices and a set of 6
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Figure 2.4: (a) A polyline grid drawing. (b) An orthogonal grid drawing. (c)
A planar graph G of 6 vertices. (d) A point set S of 6 points. (e) A point-set
embedding of G on S. (f) A circle-contact representation of G.

points, respectively. Figure 2.4(e) depicts a 2-bend planar point-set embedding of

G on S.

Every planar graph with n vertices admits a 2-bend planar point-set embed-

ding on any set of n points in general position [79], whereas outerplanar graphs

do not require any bend [16]. Any reference to the term ‘point-set embedding’ in

this thesis will denote a planar polyline drawing of the underlying graph.

Contact Representations: Let Ψ be a two dimensional geometric shape, e.g.,

disks, hexagons, triangles, etc. A Ψ-contact representation of a graph G on the Eu-

clidean plane maps each vertex v of G to a two dimensional object Ov of shape

Ψ such that two objects intersect if and only if the corresponding vertices are ad-
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jacent in G. However, intersection is allowed only at the boundary, i.e., the open

interiors of the objects do not intersect. For example, Figure 2.4(f) depicts a disk-

contact representation of the planar graph of Figure 2.4(c). Disk-contact represen-

tations are also known as circle-contact representations. Every planar graph admits a

circle-contact representation [84] and a contact representation with hexagons [45].

We refer the reader to [3, 100] for more details on the contact representations of

planar graphs.

2.3.2 Drawing Parameters

Here we discuss some standard drawing parameters that are commonly used to

measure the quality of a drawing.

Area: The area of a drawing Γ is the area of the smallest axis-aligned rectangle

R that encloses Γ. The width and the height of Γ are denoted by the width and the

height of R, respectively. To measure the area we often require Γ to be a grid

drawing.

Bend Complexity: The bend complexity is a parameter of polyline drawings. The

bend complexity is the maximum number of bends per edge in the drawing, i.e.,

a k-bend polyline drawing has bend complexity k.

Angular Resolution: An angle between a pair of straight line segments incident

to a vertex v is the minimum amount of rotation required to place one segment

on top of the other. The angular resolution of a drawing is the minimum angle
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formed at any vertex in the drawing.

Segments: A segment in a drawing is a maximal path such that all the vertices

on the path is collinear. The (planar) segment number of a graph G is the minimum

integer t such that G admits a (planar) drawing with at most t segments.

Slopes: The slopes of a drawing are the slopes of its segments. The (planar) slope

number of a graph G is the minimum integer t such that G admits a (planar)

drawing, where the number of distinct slopes for the edges is at most t.

Layer Complexity and Geometric Thickness: Two edges are non-crossing in a

polyline drawing if they do not intersect except possibly at their common end-

points. Otherwise, we say that the edges cross. The layer complexity of a polyline

drawing Γ is the minimum integer t such that the polyline edges of Γ can be par-

titioned into t sets of non-crossing edges. The geometric thickness of a graph G is

the minimum integer θ̄(G) such that G admits a straight-line drawing with layer

complexity θ̄(G).

Figure 2.5(a) illustrates a polyline drawing of K9 on 3 planar layers with bend

complexity 1. At first glance the layer complexity of Γ may appear to be related to

the thickness of G. However, the layer complexity is a property of the drawing Γ,

while thickness is a graph property. The layer complexity of Γ can be arbitrarily

large even when G is planar, e.g., consider the case when G is a matching and

Γ is a straight-line drawing, where each edge crosses all the other edges; see

Figure 2.5(b).
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(a) (b)

Figure 2.5: (a) A polyline drawing of K9. (b) A drawing of a matching of size 5.

Crossings: The number of crossings in a drawing is the number of pairs of edges

that create a proper intersection. The crossing number cr(G) of a graph G is the

minimum integer t such that G admits a drawing with at most t crossings.

2.4 Tools for Drawing Graphs

In this section we review a few important combinatorial properties of graphs,

which are commonly used as the basic tools for drawing graphs.

2.4.1 Canonical Ordering

Let G be a triangulated plane graph with n vertices. A subgraph of G is internally

triangulated if each of its inner faces is a cycle of length three.

Let v1, v2 and vn be the outer vertices of G in clockwise order, and let σ =
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Figure 2.6: (a) A canonical ordering. (b) The graph Gk, where k = 6. The graph
G5 lies in the shaded region.

(v1, v2, ..., vn) be an ordering of all vertices of G. By Gk, 3 ≤ k ≤ n, we denote

the subgraph of G induced by {v1, v2, . . . , vk}. By Pk we denote the path (while

walking clockwise) on the outer face of Gk that starts at v1 and ends at v2. We

call σ a canonical ordering of G with respect to the outer edge (v1, v2) if for each k,

3 ≤ k ≤ n, the following conditions are satisfied.

(a) Gk is 2-connected and internally triangulated.

(b) If k + 1 ≤ n, then vk+1 is an outer vertex of Gk+1 and the neighbors of vk+1

in Gk appear consecutively on Pk.

Every planar triangulation admits a canonical ordering [32]. Figure 2.6 illus-

trates a planar triangulation, where the vertices are labeled in a canonical order.

We refer the reader to [113, 121] for different variants and generalization of canon-

ical ordering to 3-connected planar graphs.
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2.4.2 Schnyder Realizer

Let G be a plane triangulation with n vertices, and let σ = (v1, v2, ..., vn) be a

canonical ordering of G, as illustrated in Figure 2.7(a). For some k, where 3 ≤

k ≤ n, let Pk be the path w1(= v1), . . . , wl, vk(= wl+1), wr, . . . , wt(= v2) on the

subgraph Gk. We call the edges (wl, vk) and (vk, wr) the l-edge and the r-edge of vk,

respectively. The other edges incident to vk in Gk are called the m-edges of vk. For

example, in Figure 2.7(c), the edges (v1, v6), (v6, v5), and (v4, v6) are the l-, r- and

m-edges of v6, respectively. Let Em be the set of all m-edges in G. Then the graph

Tm induced by the edges in Em is a tree with root vn. The graph Tl induced by all

l-edges except (v1, vn) is a tree rooted at v1, e.g., see Figure 2.7(b). Similarly, the

graph Tr induced by all r-edges except (v2, vn) is a tree rooted at v2. These three

trees form the Schnyder realizer [108] of G. Each of Tl, Tr and Tm corresponds to a

canonical ordering of G, and hence is called a canonical ordering tree of G [31, 121].

Finally, each internal vertex v of G respects the following edge-ordering properties:

P1. The vertex v is incident to exactly three outgoing edges, one from each

Schnyder tree.

P2. If we order the edges incident to v in clockwise order (Figure 2.7(d)), then

starting from the outgoing m-edge, we observe 0 or more incoming l-edges,

then the outgoing r-edge, then 0 or more incoming m-edges, then the out-

going l-edge, then 0-or more incoming r-edges, and then again the outgoing

m-edge.
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Figure 2.7: (a) A plane triangulation G with a canonical ordering of its vertices,
and a corresponding Schnyder realizer, where the l-, r- and m- edges are shown
in dashed, bold-solid, and thin-solid edges respectively. (b) Tl. (c) Illustration for
canonical ordering, when k + 1 = 6. (d) Edge-ordering property.
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Figure 2.8: (a) Another canonical ordering of the graph of Figure 2.7(a). (b) The
associated Schnyder realizer, which is a minimum realizer. The only cyclic face is
v4, v3, v5, v4, which is oriented clockwise.
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A planar graph may have many canonical orderings, and hence many different

Schnyder realizers. The minimum realizer is a unique Schnyder realizer with all the

cyclic inner faces oriented clockwise, as shown in Figure 2.8. The number of cyclic

inner faces in the minimum realizer is denoted by δ0 [121]. A minimum realizer

can be found in linear time using the edge contraction method for computing

Schnyder realizer [108], and by carefully choosing the edges to contract [20].

Like canonical orderings, Schnyder realizer has also been extended to 3-connected

planar graphs. We refer the readers to [4, 10] for more details on Schnyder real-

izer.

2.4.3 Graph Separator

A separator of a graph G = (V, E) is a set of vertices S ⊂ V such that the set V \ S

can be partitioned into two non-empty sets A and B such that there does not exist

any edge (a, b) ∈ E, where a ∈ A and b ∈ B. The size of a separator is the number

of vertices in S. A separator is called an α-separator if the max{|A|, |B|} ≤ αn.

Throughout the thesis, by a separator we will denote a (2/3)-separator. In this

thesis we will only use separators of planar graphs. For more details on graph

separators and its applications we refer the reader to [89].

In 1951, Ungar [115] proved that every planar graph G with n vertices contains

a separator of size O(
√

n log n). Later, Lipton and Tarjan [90] improved the bound

to O(
√

n). A simple cycle C in G is called a cycle separator if the interior and

exterior of C each contains at most 2n/3 vertices. Every planar graph has a simple

cycle separator of size O(
√

n) [38]. An edge separator of G = (V, E) is a subset of
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edges M of G such that G = (V, E \M) consists of two induced subgraphs, each

containing at most 2n/3 vertices. Every planar graph admits an edge separator

of size 2
√

2∆n, where the corresponding edges in the dual graph form a simple

cycle [36].

2.5 Algorithms and Complexity

In this thesis we will develop different algorithms to solve various graph draw-

ing problems. We will measure the efficiency of these algorithms based on its

running time or space requirements. Divide and conquer algorithm, dynamic

programming and greedy algorithms are some of the common types of algorith-

mic techniques that are in the scope of this thesis. We refer interested readers to

Kleinberg and Tardos [81] for the details of these algorithmic techniques.

By a polynomial-time algorithm we denote an algorithm whose running time is

bounded by a polynomial function of the size of the input instance. For graph

drawing problems, the size of an input is measured by the number of vertices and

edges of the input graph. Therefore, for a graph G with n vertices and m edges, a

polynomial-time drawing algorithm would take O(nO(1) + mO(1)) time to process

G and to produce the output.

We will also require some background on the complexity classes of the prob-

lems. Let P be a decision problem, i.e., a problem that can be answered with either

“yes” or “no”, and let I(P) be the set of all instances of the problem X. A poly-

nomial time reduction of a decision problem P into a decision problem P′ defines

a function f : I(P) → I(P′) such that f is computable in polynomial time, and
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for every instance I ∈ I(P), there exists an affirmative solution to I if and only if

there exists an affirmative solution to f (I) ∈ I(P′).

A decision problem Q belongs to the complexity class P (respectively, NP), if

a deterministic Turing machine (respectively, non-deterministic Turing machine)

can solve the problem in polynomial time. Q is called NP-hard, if some prob-

lem in complexity class NP can be reduced to Q in polynomial time. Q is an

NP-complete problem, if it is NP-hard, and any given solution to Q can be veri-

fied in polynomial-time. We refer interested readers to [62] for more details on

complexity theory.
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Minimizing Segments and Area

This chapter presents our results on the interaction between segment and area

in straight-line drawings of planar graphs. Dujmović et al. [41] showed that every

3-connected planar graph G with n vertices admits a straight-line drawing with

at most 2.5n − 3 segments, which is also the best known upper bound when

restricted to planar triangulations. On the other hand, they showed that there

exist triangulations requiring 2n− 6 segments.

In this chapter we prove that every planar triangulation admits a straight-

line drawing with at most (7n− 2δ0 − 10)/3 ≤ 2.34n segments, where δ0 is the

number of cyclic faces in the minimum realizer of G. For general planar graphs

with n vertices and m edges, our algorithm requires at most (16n− 3m− 28)/3 ≤

5.34n−m segments, which is less than 2.5n− 3 for all m ≥ 2.84n. In the context

of grid drawings, where the vertices are restricted to have integer coordinates, we

show that every triangulation with maximum degree ∆ can be drawn with at most

2n+ t− 3 segments and O(8t ·∆2t) area, where t is the minimum number of leaves

38
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over all the trees of the minimum realizer. This is the first non-trivial attempt to

simultaneously optimize the area and the number of segments while drawing

triangulations. These results extend to the case when the goal is to optimize the

number of slopes in the drawing.

We first briefly review the motivation behind minimizing the segments and

area while drawing planar graphs. We then discuss our contribution in the

context of related research. The subsequent sections present the technical back-

ground necessary to describe the results (Section 3.2), the drawing algorithms

(Sections 3.3–3.4), a trade-off between the number of segments and area (Sec-

tion 3.5), limitations of our approach and directions to future research (Section 3.6).

Some of the results of this chapter appeared in preliminary form at the 26th

Canadian Conference on Computational Geometry [48].

3.1 Minimizing Segment and Area

Straight-line drawings are preferable since the use of bends may make it more

difficult to follow the edges in the drawing. Drawings with few segments further

enhance this straightness aesthetic. Besides the theoretical appeal of the problem,

segment minimization finds application in edge-disjoint path cover problems [25,

26], where the task is to decompose the edges of the input graph into a small

number of edge-disjoint paths. A k-segment drawing corresponds to a path cover

of the underlying graph using k paths. In addition to being edge disjoint, these

paths satisfy a stronger condition, i.e., each of them is an induced path. Such

a decomposition of graphs into edge-disjoint induced subgraphs has also been
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examined in the literature [76, 103].

Since the area of a display is limited, minimizing the area of a drawing is a

natural optimization for most visualization techniques [113]. Area minimization

becomes particularly important for circuit layout construction in VLSI design,

class diagram visualization of large software systems, and visualization on small

display devices such as tablets or smartphones. Intuitively, minimizing segment

and area are conflicting optimization goals. Since no formal study examining the

interaction between segment and area is known, we were motivated to bound the

drawing area while optimizing the number of segments.

3.1.1 Related Work

Dujmović et al. [41] gave a constructive proof that every 3-connected planar graph

with n vertices admits a drawing with at most 5n/2 segments and 2n slopes.

However, their algorithm does not necessarily produce a grid drawing, i.e., the

algorithm uses real coordinates for positioning the vertices. Dujmović et al. [41]

did not formally explore the area requirement of the drawings; instead, one of

their open questions was to examine the interaction between the area and segment

parameters.

Besides 3-connected planar graphs, Dujmović et al. [41] proved tight upper

and lower bounds on the number of segments for several other classes of planar

graphs such as outerplanar graphs (n segments), and planar k-trees (2n segments)

with k ∈ {2, 3}. They also examined planar graphs, i.e., when the embedding of

the input graph is not given. As a natural open problem they asked to determine
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the minimum constant c such that every planar graph with n vertices admits a

straight-line drawing with at most cn +O(1) segments (in both fixed and variable

embedding settings).

The optimization version of the problem, i.e., the problem of computing a

drawing with minimum number of segments, is NP-hard even for arrangement

graphs [53]. Besides, there exist arrangement graphs that require doubly exponen-

tial area in any of their minimum-segment drawings [55]. However, polynomial-

time algorithms for computing drawings with minimum number of segments

have been achieved for trees [41] and planar 2-trees with maximum degree three [106].

For trees, it is straightforward to arrange the edges around each vertex such that

only the odd-degree vertices become the endpoints of the segments. Thus there

are exactly λ/2 segments, where λ is the number of vertices with odd degree.

Such a drawing can be computed by adding a leaf node to each odd degree ver-

tex of the tree, and then drawing the tree with perfect angular resolution [46],

which takes O(n8) area. Halupczok and Schulz [75] proved that every tree can

be drawn with perfect angular resolution inside a disk of radius n3.0367, but this

drawing is not a grid drawing. The drawing algorithm for planar 2-trees with

maximum degree three [106] uses real coordinates for the vertices, and no careful

analysis on area is known.

Nearly tight bounds on the number of segments have been achieved for 3-

connected cubic planar graphs [94]. The proof relies on the simple property that

every vertex in an optimal drawing can have at most one 180◦ angle, and then on

the construction where n− 4 vertices satisfy this property. Unlike the drawings
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proposed in [53], this drawing for cubic planar graphs is a grid drawing with

O(n2) area.

3.1.2 Our Contribution

We assume that the input is a plane graph, i.e., a combinatorial embedding of the

graph is also given as an input, and the output drawing must respect the given

embedding. Table 3.1 lists our results, as well as summarizes the best known

upper and lower bounds on the number of segments for different classes of planar

graphs. Note that the ‘×’ marked cells denote that no non-trivial area upper

bound is known for the corresponding cases.

Graph Class L.B. U.B. Area Ref.
Trees λ/2 λ/2 O(n8) [46, 53]

Maximal outerplanar graphs n n × [53]
Planar 2-tree (max-degree 3) 2n 2n × [106]

Planar 2- and 3-trees 2n 2n × [41]
3-Connected cubic planar graphs n/2+3 n/2+4 O(n2) [94]

3-Connected planar graphs 2n 5n/2 × [41]
Our Results

Triangulations 2n 7n/3 × Theorem 1
Triangulations 2n 2n+t−3 O(8t · ∆2t) Theorem 4

4-Connected triangulations 2n 9n/4 × Theorem 2

Table 3.1: Upper and lower bounds on the number of segments, ignoring additive
constants. Here λ is the number of vertices of odd degree, ∆ is the maximum
degree of the graph, and t is the minimum number of leaves over all the trees of
the minimum realizer. All area bounds correspond to the upper bounds on the
number of segments, i.e., no algorithm to compute minimum-segment drawings
in polynomial area is known except for trees.
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3.2 Technical Foundation

In this section we introduce some preliminary definitions and results.

Let p be a point in R2. We denote the x and y-coordinates of p by x(p) and

y(p), respectively. Let b1, b2, . . . , bk be a strictly x-monotone polygonal chain C.

For each i, where 0 < i < k, an edge (bi, bi+1) is called a left (respectively, right)

edge if the edge has positive (respectively, negative) slope. Later, while describing

the drawing algorithm, these left and right edges will correspond to the l-edges

and r-edges of a Schnyder realizer.

Let Γ be a straight-line drawing of a planar graph G. A segment in Γ is a

maximal path of G whose vertices are collinear in Γ. A segment is a left or right

segment if it contains only left or right edges, respectively. The tip of a left or right

segment s, denoted by tip(s), is the vertex on s with the highest y-coordinate. The

tip of an edge (v, w), denoted by tip(v, w), is the tip of the segment that contains

the edge (v, w). Two points p and q are visible to each other with respect to Γ if

the straight line segment pq does not intersect Γ at any point except possibly at p

and q. By lpq we denote the line through p and q. We denote the slope of lpq by

slope(p, q). A set of rays is divergent if no two rays in the set are parallel, and no

two rays intersect (except possibly at their common origin).

We now prove two geometric lemmas, which will be use useful to describe our

drawing algorithms.

Lemma 1 Let a(= b0), b1, b2, . . . , bk, c(= bk+1) be a strictly x-monotone polygonal

chain C that lies above the line lac. Let p be a point above C such that the segments
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ap and cp do not intersect C except at a and c. Assume that for each edge (bi, bi+1),

where 0 ≤ i ≤ k, the ray ri with origin tip(bi, bi+1) and slope slope(bibi+1) does not

intersect C except at tip(bi, bi+1). If the slopes of the left edges of C are smaller than

slope(a, p), and the slope of the right edges of C are greater than slope(p, c), then every

vertex of C is visible from p (e.g., Figure 3.1(a)).

Proof: It is straightforward to observe that a and c are visible to p. Suppose for

a contradiction that some vertex bj, where 1 ≤ j ≤ k is not visible to p. We now

consider three cases depending on the types of the edges (bj−1, bj) and (bj, bj+1).

Case 1 ((bj−1, bj) is a left edge and (bj, bj+1) is a right edge): Since slope(a, p) >

slope(bj−1bj), the point p lies above the line determined by ray rj−1. Similarly,

since slope(p, c) < slope(bjbj+1), the point p lies above the line determined by

ray rj. Such a scenario is illustrated in Figure 3.1(b). Since rj and rj−1 do not in-

tersect C except at bj, and since C is strictly x-monotone, the straight line segment

pbj cannot intersect C except at bj. Hence bj is visible to p.

Case 2 ((bj−1, bj) is a right edge and (bj, bj+1) is a left edge): Since slope(p, c) <

slope(bj−1bj), the point p lies above the line determined by ray rj−1. Similarly,

since slope(a, p) > slope(bjbj+1), the point p lies above the line determined by

ray rj. Figure 3.1(c) illustrates such an example. Since C lies above lac, the vertices

a and c must lie below rj−1 and rj, respectively. Since rj and rj−1 do not inter-

sect C except at their origins, and since C is strictly x-monotone, the straight line

segment pbj cannot intersect C except at bj. Hence bj is visible to p.

Case 3 ((bj−1, bj) and (bj, bj+1) are of same type): If both are right edges, then

we consider the ray rj−1, and another ray r with origin at bj. We choose the slope
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Figure 3.1: (a)–(d) Illustration for the proof of Lemma 1. (e) Illustration for the
proof of Lemma 2, where the set R is shown in dashed lines, respectively.

of r to be either slope(a, p) or ∞ depending on whether the slope of ap is negative

or positive, e.g., see Figure 3.1(d). We now can use the analysis for Case 2 to show

that bj is visible to p. The case when (bj−1, bj) and (bj, bj+1) both are left edges, is

handled symmetrically.

Lemma 2 Let C be a strictly x-monotone polygonal chain. Let R be a set of divergent

rays obtained by extending the left segments of C above C such that none of these rays

intersect C except at their origin. Given a point p on C, one can find a ray r with origin

p such that the rays in R ∪ {r} are divergent, and r does not intersect C except at p.
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Proof: We prove the lemma by constructing the ray r. Let ra be the last ray that

we encounter while walking on C from left to right before we visit p, as shown

in Figure 3.1(e). If there are several candidates for ra, i.e., all with the same origin

on C, then we choose the last ray in R in the clockwise order around the origin. If

we do not encounter any ray before visiting p, then there is no left edge before p,

and we choose ra as a vertical ray directed upward starting at the leftmost point

on C. We now draw a line l parallel to ra at p.

Similarly, find the last ray rb that we encounter while walking on C from the

right end point of C to the point p (here p itself can be the origin of rb). If there

are several candidates for rb, i.e., all with the same origin on C, then we choose

the first ray in R in the clockwise order around the origin. If we do not encounter

any ray before visiting p, then choose rb as a horizontal ray directed to the right

starting at the rightmost point on C. We now draw a line l′ parallel to rb at p.

We now construct the ray r with origin p and slope (slope(l′) + slope(l))/2.

Since R ∪ {l, l′} is divergent, the set R ∪ {r} is divergent. Since C is strictly x-

monotone and no ray in R intersects C except at its origin, all the points in the

region bounded by l and l′ above C is visible to p. Hence r cannot intersect C

except at p.

3.3 Drawing Planar Triangulations

In this section we prove that every n-vertex planar triangulation G admits a

straight-line drawing with at most (7n− 2δ0 − 10)/3 segments.
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Let σ = (v1, v2, . . . , vn) be a canonical ordering of the vertices of G, which

corresponds to the realizer Tl, Tr and Tm of G. We first construct a drawing of G

using σ, and then bound the number of segments in the constructed drawing.

We now present an overview of the algorithm, and then describe the algorith-

mic details.

3.3.1 Algorithm Overview

We first draw the face v1, v2, v3 as an isosceles triangle v1v2v3, where the base v1v2

is aligned along the x-axis and v1 is to the left of v2, as shown in Figure 3.2(b). We

then add the subsequent vertices according to the canonical order. Let Gi be the

graph induced by the vertices v1, . . . , vi, and let Tl(i) and Tr(i) be the subgraphs

of Tl and Tr in Gi, respectively.

At each step the drawing of the graph Gi maintains some induction invariants.

In brief, for each i, the path Pi = (v1, . . . , v2) on the outer face of Gi is drawn x-

monotone. The l-edges and r-edges are drawn as left and right edges, i.e., with

positive and negative slopes, respectively. Every vertex on Pi, except v1, v2, is a

leaf of Tl(i) or Tr(i).

While adding the vertex vi+1, we first connect vi+1 to Pi via its l-edge and

r-edge, and then draw the m-edges. If the l-edge connects to a node that is cur-

rently a leaf in Tl(i), then we extend the segment incident to the leaf, e.g., see

Figure 3.2(d). Similarly, we do the same for the right edge and the leaves in Tr(i),

e.g., see Figure 3.2(e). Note that these are the scenarios where we add the l-edges

and r-edges without creating new segments. We need to create new segments for
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Figure 3.2: A planar graph and the incremental construction of its drawing.

the l-edges and r-edges only when the l-edge (respectively, r-edge) connects to a

vertex that is currently not a leaf in Tl (respectively, Tr), e.g., see Figure 3.2(f).

All the m-edges may create new segments, and the leaves of Tl and Tr corre-

spond to distinct segments. Therefore, the total number of segments can be at

most leaf(Tl) + leaf(Tr) + n, which will give us an upper bound of (7n − 2δ0 −
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10)/3 segments.

3.3.2 Algorithm FewSegDraw

We first draw the edge (v1, v2) using a horizontal straight line segment. We now

complete the drawing of G by adding the vertices v3, v4, . . . , vn incrementally.

Let Γi be the drawing of Gi. At each addition, Γi will maintain the following

invariants, as shown in Figure 3.3(a).

1. The drawing of Pi in Γi is strictly x-monotone, and every vertex on Pi, except

v1, v2, is a leaf of Tl(i) or Tr(i).

2. Let (u, v) be an edge in Gi. If (u, v) is an l-edge, then (u, v) is drawn as a left

edge in Γi. If (u, v) is an r-edge, then (u, v) is drawn as a right edge in Γi.

3. Let Ql be the set of rays obtained by shooting for every left segment s that

has an end point on the outer face of Γi, an upward ray with origin tip(s)

and slope slope(s). Then Ql is divergent. Analogously, we define a set of

rays Qr for the right segments, which must be divergent.

4. No ray in Ql ∪Qr intersects Γi except at its origin. Any two rays r ∈ Ql and

r′ ∈ Qr intersect if and only if the origin of r precedes the origin of r′ on Pi.

We now add v3 such that Γi is an isosceles triangle with ∠v3v1v2 = ∠v3v2v1,

as shown in Figure 3.3(c). Since (v1, v3) and (v3, v2) are the only l- and r-edges in

Γ3, Invariants 1–4 are straightforward to verify. Assume that the invariants hold

for the additions of vi, where i < n, and let Γi be the drawing of Gi that respects
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Figure 3.3: (a) Illustrating the invariants for some Γi. The path Pi is the upper
envelope of the shaded region. The edges of Tl and Tr are shown in thin and bold
solid lines, respectively. The set Ql and Qr are shown in dashed and dotted lines,
respectively. (b) Illustration for Case 1. (c) Drawing of G3.

Invariants 1–4. We now show how to add vi+1 to Γi such that the constructed

drawing Γi+1 respects all the invariants.

We call a vertex w ∈ Pi a peak vertex if all of its neighbors have smaller y-

coordinates than y(w) in Γi. The distinction between ‘tip’ and ‘peak’ is important,

i.e., a vertex w may be a tip of some left (respectively, right) segment, but w is not

a peak unless it is also a tip of some right (respectively, left) segment.

Let wl, wl+1, . . . , wr be the neighbors of vi+1 in Gi. Note that (wl, vi+1) and

(vi+1, wr) are the l- and r-edges of vi+1, respectively. We now consider the follow-

ing three cases. For convenience we assume that v1 and v2 are the tips of some left

and right segments, respectively, such that the cases when v1(= wl) or v2(= wr)

are handled by Case 2.

Case 1 (wl is a leaf of Tl(i) and wr is a leaf of Tr(i)): By Invariant 2, wl is a

tip of some left segment and wr is a tip of some right segment. We claim that the

segment containing wl is different than the segment containing wr.

Otherwise, without loss of generality assume that both lie on some right seg-

ment s. By definition, y(wl) > y(wr). Hence wr cannot be a tip of s. If wr is a tip
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of some right segment s′ other than s, as shown in Figure 3.3(b), then Invariant 2

will imply that wr is a child of two different vertices in Tr, which is a contradiction

that Tr is a tree.

Note that we can use the above argument to claim that wr cannot be an internal

vertex of a right segment, and similarly, wl cannot be an internal vertex of a left

segment. Figures 3.4(a)–(d) depict the remaining four scenarios.

(a)

wl wr

(b)

wl

(c)

wl
wr

(d)

wl wr

vi+1

vi+1

vi+1 vi+1

wr

...

...

... ...

Figure 3.4: Illustrations for different drawings in Case 1, where wl and wr are
shown in white circles. The left and right edges are shown in thin and bold lines,
respectively. (a) wl and wr are leaves in both Tl(i) and Tr(i). (b) wl is a leaf in
Tl(i) and wr is a leaf in Tr(i). (c) wl is a leaf in both Tl(i) and Tr(i), and wr is a
leaf in Tr(i). (d) wl is a leaf in Tl(i), and wr is a leaf in both Tl(i) and Tr(i).

Observe now that by Invariants 3–4, the ray in Ql emanating from wl intersects

the ray in Qr emanating from wr, and none of these rays intersect Γi. Let c be
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the intersection point of these two rays. We place vi+1 at c and draw the edges

(vi+1, w), where w ∈ {wl, wl+1, . . . , wr}. We claim that the drawing of the m-edges

does not create any edge crossing, as follows. By Invariant 3, all the right edges

in the path wl, wl+1, . . . , wr have slope larger than slope(vi+1, wr). Similarly, all

the left edges have slope smaller than slope(vi+1, wl). Hence by Lemma 1, the

drawing of the m-edges does not create any edge crossings.

Case 2 (wl is a leaf of Tr(i) and wr is a leaf of Tl(i)): By Invariant 2, wl is a

tip of some right segment and wr is a tip of some left segment. If Case 1 is also

satisfied, i.e., if wl and wr both are peaks in Γi, then we add vi+1 as in Case 1.

Otherwise, at most one of wl and wr is a peak.

Case 2A. If none of wl and wr are peaks, then we construct two rays r1 and r2

starting from wl and wr, respectively, such the slope of r1 is slope(wl, wl+1)+

ε1, and the slope of r2 is slope(wr−1, wr)− ε2. Here ε1 and ε2 are two con-

stants such that the sets Ql and Qr respect Invariant 3. Lemma 2 guarantees

the existence of such constants. Figure 3.5(a) illustrates such a scenario. We

then place the vertex vi+1 at the intersection point of r1 and r2, and draw its

l-, r- and m-edges. By Lemma 1, the drawing of these edges does not create

any edge crossing.

Case 2B. If exactly one of wl and wr is a peak, then without loss of generality

assume that wr is a peak vertex. We then construct a ray r starting from wl

with slope(wl, wl+1) + ε such that the rays of Ql ∪ {r} are divergent and

maintain Invariant 3. Lemma 2 guarantees the existence of such a constant

ε. Figure 3.5(b) illustrates this scenario. We then place the vertex vi+1 at
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Figure 3.5: (a)–(b) Illustration for Case 2. (c) Illustration for Case 3.

the intersection point of r and the ray in Qr emanating from wr. Finally, we

draw the l-, r- and m-edges of vi+1. Lemma 1 ensures that the drawing of

these edges does not create any edge crossing.

Case 3 (Either Tl(i) or Tr(i) contains both wl and wr as leaves): By Invariant

2, wl and wr both are tips of the same type of segments.

Consider first the case when at least one of wl and wr is a peak. If both are

peaks, then we follow Case 1. Otherwise, exactly one of them is a peak. If wl

is a peak, then we insert vi+1 following either Case 1 or Case 2B depending on

whether wr is a tip of some right or left segment. Similarly, if wr is a peak, then

we insert vi+1 following either Case 1 or Case 2B depending on whether wl is a

tip of some left or right segment.

If none of wl and wr is a peak, without loss of generality assume that both

wl and wr are tips of some left segments. In such a scenario we construct a ray

r starting from wr with slope(wr, wr−1) − ε such that the rays of Qr ∪ {r} are
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divergent and maintain Invariant 3. Lemma 2 guarantees the existence of such a

constant ε. Figure 3.5(c) illustrates this scenario. We then place the vertex vi+1 at

the intersection point of r and the ray in Ql emanating from wl. Finally, we draw

the l-, r- and m-edges of vi+1. Lemma 1 ensures that the drawing of these edges

does not create any edge crossing.

This completes the description of our drawing algorithm.

Γi+1 respects Invariants 1–4: According to our construction, vi+1 is a peak

in Γi+1 such that x(wl) < x(vi+1) < x(wr). Hence the l-edges and r-edges are

drawn as left and right edges, respectively. Consequently, Invariants 1–2 hold for

Γi+1 in all the three cases. We now consider Invariants 3–4. Since Case 1 does

not increase the number of rays, it is straightforward to verify that Γi+1 respects

these invariants. On the other hand, Cases 2–3 create new rays. Note that these

new rays have been constructed according to Lemma 2, which ensures that for

any new ray r ∈ Ql (respectively, r′ ∈ Qr), the set r ∪ Ql (respectively, r′ ∪ Qr) is

divergent. Since all the rays have origin on Pi+1, it is straightforward to observe

that the ray r intersects all the other rays that belong to Qr and appear after r

while visiting Pi+1 from left to right. The rays emanating from wl+1, . . . , wr−1 in

Γi disappear in Γi+1. Hence no ray in Ql and Qr in Γi+1 intersects Γi+1 except at

its origin.

3.3.3 Computing the Upper Bound

Let Γ = Γn be the drawing of G computed using the above drawing algorithm.

Let Tl, Tr, Tm be the Schnyder realizer that corresponds to σ. We now claim that
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the drawing has at most leaf(Tl) + leaf(Tr) + n segments.

Lemma 3 Let G be a planar triangulation. Then Algorithm FewSegDraw computes a

drawing Γ of G with at most leaf(Tl) + leaf(Tr) + n segments, where Tl and Tr are a

pair of trees in a Schnyder realizer of G.

Proof: The idea is to show that the drawings of Tl and Tr have at most leaf(Tl)

and leaf(Tr) segments in Γ, respectively. Since G \ (Tl ∪ Tr) has n edges, the claim

follows.

Let Γ′i, where 3 ≤ i ≤ n, be the drawing obtained from Γi by deleting the edges

of Tm. While adding vi, the algorithm adds one edge of Tl (i.e., the l-edge of vi+1),

and one edge of Tr (i.e., the r-edge of vi+1) to Γ′i−1. Case 1 does not create any

new segment. A new segment in the drawing of Tl and Tr may appear only in

Cases 2–3. Whenever the algorithm creates a new segment above Pi−1, it ensures

that the corresponding vertex w on Pi−1 is an internal vertex of some left or right

segment in Γ′i−1. For example, see Figure 3.5. If w = wl (respectively, w = wr),

then such a new segment eventually ends at a new leaf of Tl (respectively, Tr).

Therefore, the drawings of Tl and Tr have exactly leaf(Tl) and leaf(Tr) segments,

respectively.

In the minimum Schnyder realizer Tl, Tr, Tm of G, we have leaf(Tl) + leaf(Tr) +

leaf(Tm) = 2n− 5− δ0 [14], where 0 ≤ δ0 ≤ b(n− 1)/2c. Note that the tree with

the largest number of leaves must have at least (2n− 5− δ0)/3 leaves. Hence the

remaining two trees have at most 2(2n − 5− δ0)/3 ≤ (4n − 2δ0 − 10)/3 leaves.

Using Lemma 3 we obtain the following theorem.
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Theorem 1 Let G be an n-vertex planar triangulation. Then G admits a drawing with

at most (7n− 2δ0 − 10)/3 segments.

3.3.4 Constraints and Generalizations

We can improve the upper bound of 7n/3−O(1) segments for triangulations to

9n/4−O(1) segments under 4-connectivity constraint, as follows.

Zhang and He [121] showed that for 4-connected triangulations, there exists

a canonical ordering tree with at most (n + 1)/2 leaves. For the correspond-

ing Schnyder realizer, we have leaf(Tl) + leaf(Tr) + leaf(Tm) = 2n − 5− δ [14],

where δ is the number of cyclic faces. Without loss of generality assume that

leaf(Tl) ≤ (n + 1)/2. Then leaf(Tr) + leaf(Tm) ≤ 2n− 5− leaf(Tl). Hence either

Tr or Tm has at most (2n− 5− leaf(Tl))/2 leaves. Without loss of generality as-

sume that leaf(Tm) ≤ (2n− 5− leaf(Tl))/2. Therefore, leaf(Tm)+ leaf(Tl) ≤ (2n−

5)/2− leaf(Tl)/2+ leaf(Tl) = (2n− 5)/2+ leaf(Tl)/2. Since leaf(Tl) ≤ (n+ 1)/2,

we have leaf(Tm) + leaf(Tl) ≤ (5n− 9)/4. In summary, there exists a Schnyder

realizer such that two of its trees have at most (5n− 9)/4 leaves. Using Lemma 3

we obtain the following theorem.

Theorem 2 Let G be an n-vertex 4-connected planar triangulation. Then G admits a

drawing with at most (9n− 9)/4 segments.

It is straightforward to use our algorithm to draw general planar graphs:

Given a planar graph G, we first triangulate the graph, then draw the triangu-

lation with (7n− 10)/3 segments using Theorem 1, and finally remove the added

edges. Note that removal of edges may increase the number of segments in the
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drawing. Since removal of one edge from any segment of some straight-line draw-

ing can increase the number of segments by at most one, the over all increase in

the number of segments is at most the total number of edges removed. Since an

n-vertex triangulation has exactly m = 3n− 6 edges, the drawing we obtain can

have at most (7n− 10)/3 + (3n− 6−m) = (16n− 3m− 28)/3 segments.

Theorem 3 Let G be a planar graph with n vertices and m edges. Then G admits a

straight-line drawing with at most (16n− 3m− 28)/3 segments.

Dujmović et al. [41] gave an algorithm to draw n-vertex m-edge 3-connected

planar graphs with at most min{m − n/2 + α − 3, m − α} segments, where the

parameter α lies in the interval [0, 3n − 6− m], giving an upper bound of 2.5n

segments. Theorem 3 gives a better upper bound when the graph contains at

least m ≥ 2.84n edges.

3.4 An Algorithm for Grid Drawing

In this section we compute grid drawings of planar triangulations. We first intro-

duce some technical details, and then describe the drawing algorithm.

Let Γ be a straight-line grid drawing with k segments. The following fact states

that scaling Γ does not change the number of segments, which is straightforward

to verify from the properties of affine transformations.

Fact 1 Let Γ be a k-segment grid drawing of G. Let Γ′ be a drawing of Γ scaled horizon-

tally, i.e., the x-coordinate of every vertex in Γ is multiplied by some positive integer λ.
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Then Γ′ is also a k-segment grid drawing of G. Besides, for every segment l in Γ, there is

a corresponding segment l′ in Γ′ that contains all the vertices of l, and vice versa.

In our drawing algorithm, we will use some particular variant of canonical

ordering, as introduced in the following lemma.

Lemma 4 (de Fraysseix and de Mendez [31, Lemma 3.5]) Let Tl, Tr, Tm be a Schny-

der realizer of G, where v1, vn, v2 are the outer vertices of G in clockwise order and the

roots of Tl, Tm, Tr, respectively. Let z1(= v1), z2, . . . , zn−2 be the vertices listed according

to a preorder traversal of Tl, where the children are visited in anticlockwise order. Then

z1(= v1), v2(= z0), z2, . . . , zn−2, zn−1(= vn) is a canonical ordering of G.

We refer to the canonical ordering of G as described in Lemma 4 as Tl-ordering.

Figure 3.6(a) illustrates such a Tl-ordering. Let l1, l2, . . . , lt be the set of leaves that

are ordered according to their appearance in the preorder traversal of Tl. We

assign pseudo-segments to the leaves of Tl that decompose Tl into some paths,

as follows. The pseudo-segment assigned to l1 is the unique path from z1 to l1. The

pseudo-segment assigned to lj, where 1 < j ≤ t, is the shortest path in Tl that starts at

lj and ends at a vertex of some previous pseudo-segment. Figure 3.6(b) illustrates

such a pseudo-segment decomposition of Tl. We now present an overview of the

algorithm, and then describe the algorithmic details.

3.4.1 Algorithm Overview

In the following we present an algorithm that constructs a grid drawing of G,

where each pseudo-segment of Tl corresponds to a single segment in the drawing.
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Recall that the previous algorithm, i.e., Algorithm FewSegDraw, constructed the

drawing by inserting one vertex at a time, and in the final output, Tl and Tr are

drawn with leaf(Tl) and leaf(Tr) segments, respectively. Consequently, the total

number of segments were leaf(Tl) + leaf(Tr) + n.

(b)

(c)

(d)

(f)

(e)

(a)

v1 v2

v3
v4

v7
v5

v6

v8
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v1
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v5

v6
v7

v1

v1

v1

v1 v2 v2

v2

v2

v3

v3

v3

v3

v4 v4

v4

v5 v5
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v7

v7

v8

Figure 3.6: (a) A Tl ordering. (b) Pseudo-segment decomposition of Tl. (c)–(e)
State of the output after the addition of each pseudo-segment. (f) Final output of
the algorithm.
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The grid drawing algorithm we present here is also based on an incremental

construction; but to keep the area small, we allow the drawing of Tr to have more

than leaf(Tr) segments. We only focused on minimizing the segments of Tl. In

particular, while adding the vertices, we maintained some drawing invariants so

that every pseudo-segment of Tl becomes straight. Figures 3.6(c)–(f) illustrate the

state of the output after the drawing of each pseudo-segment, and the final output

of the algorithm, respectively.

Since the number of pseudo-segments is equal to leaf(Tl), the final drawing

consists of at most leaf(Tl) + (3n− 6)− E(Tl) = leaf(Tl) + (3n− 6)− (n− 3) =

leaf(Tl) + 2n− 3 segments.

3.4.2 Algorithm Grid-Draw

We now describe the details of the drawing algorithm. The algorithm computes

the drawing incrementally by adding the vertices one after another. However, to

keep the number of segments small, sometimes we need to scale the drawing. We

first draw the edge (z1, z0) as a unit horizontal segment, where the coordinates

of z1 and z0 are (0, 0) and (1, 0), respectively. We denote this drawing by Γ0. For

each leaf li of Tl, let si be the pseudo-segment associated with li. Let Γi, where

1 ≤ i ≤ t, be the drawing obtained at step i, where we added the vertices lying

on si to Γi−1. For each i, where 0 ≤ i ≤ t, we maintain the following drawing

invariants.

A. Γi is a grid drawing. The path Pi, while walking clockwise from z1 to z0

on the boundary of Γi, is x-monotone. For each l-edge e on Pi, we have
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slope(e) ∈ (0,+1). Similarly, for every r-edge e′, we have slope(e′) ∈

(−1, 0).

B. For every leaf li of Tl, the pseudo-segment si belongs to Γi, and forms a

segment in Γi.

To prove these invariants, we employ a induction on i. The case i = 0 is

straightforward to verify. Assume now that the drawings Γ0, Γ1, . . . , Γi−1 respect

Invariants A–B. We now add the vertices of pseudo-segment si to Γi−1 to construct

a drawing Γi which, as we now show, also maintains Invariants A–B.

Let ai, . . . , li be the pseudo-segment si. If i > 1, then by definition of pseudo-

segment decomposition, the vertex ai belongs to some segment sj, where 1 ≤ j < i,

and thus belongs to Γi−1. Otherwise, i = 1, and in this case ai = z1, which belongs

to Γ0. Consequently, for each i, ai belongs to Γi.

Starting at ai, we first construct an upward ray Q with slope +1. For each

vertex v ∈ (si \ {ai}), we denote the parent of v in Tr by Pr(v), and construct

an upward ray Qv with slope −1 that starts at Pr(v). Since the slope of each l-

and r-edge of Γi−1 is in (0,+1) and (−1, 0), respectively, none of the above rays

intersects Γi−1 except at its starting vertex. We now place the vertex v at the

intersection point of Q and Qv, and draw the outgoing l-edge and the outgoing

r-edge incident to v. Let the drawing be Γ′i−1. Since the intersection points of

the rays do not necessarily lie on grid points, Γ′i−1 may not be a grid drawing.

Furthermore, we show that Γ′i−1 may contain overlapping edges. Observe that the

vertices Pr(v) are not necessarily disjoint, i.e., there may exist two or more vertices

on si with same parent on Tr. However, all these vertices must be consecutive on
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si, otherwise, let w, x, . . . , y be a subpath of si with Pr(w) = Pr(y)( 6= Pr(x)). By the

property of canonical ordering, Pr(x) would lie after Pr(w) on Pi−1. Consequently,

the edge (y, Pr(y)) would intersect the edge (x, Pr(x)), as illustrated in Figure 3.7,

which contradicts that Tl-ordering is a canonical ordering.

Since two or more vertices of si may have the same parent on Tr, the rays

corresponding to these vertices overlap in Γ′i−1, and the vertices lie at a single

point in Γ′i−1. Figure 3.8(a) illustrates such an example.

Among the vertices that with the same parent on Tr, only the vertex that

appears first in the Tl-order may have some incoming m-edges. Otherwise, let

x, . . . , x′, y′, . . . , y be a maximal set of consecutive vertices in the Tl order that have

the same parent in Tr, and suppose for a contradiction that y′ is incident to some

incoming m-edges. Then all other end points of these m-edges must appear before

x′ in the Tl order, and hence Pr(x′) 6= Pr(y′), a contradiction.

Hence for each vertex on si, we now can draw the incoming m-edges, and

by Lemma 1, this does not create any edge crossing. We now transform Γ′i−1 to

a grid drawing and remove degeneracies. To transform Γ′i−1 to a grid drawing,

we scale Γ′i−1 with a factor of 2 both horizontally and vertically, as illustrated in

ai

bi(= w)

ci(= x) ei(= y)

Pr(w)
Pr(x)

= Pr(y)

fi

Figure 3.7: The vertices of si that have the same parent on Tr must be consecutive
on si, here si = (ai, . . . , fi).



Chapter 3: Minimizing Segments and Area 63

Figures 3.8(a)–(b). Since the slope of Q is +1 and the slope of each Qv is −1, such

a scaling will ensure integer grid points for all the vertices of Γ′i−1. Let κ be the

largest number of vertices that have the same parent in Tr. Then at most κ vertices

may lie on the same point on Q. To remove the degeneracies, we scale Γ′i−1 with

a factor of κ both horizontally and vertically. This scaling ensures at least κ − 1

different integer grid points on Q between each pair of consecutive intersection

points. Therefore, we can distribute the vertices lying at the same grid point (x, y)

into the grid points {(x, y), (x + 1, y + 1), . . . , (x + κ − 1, y + κ − 1)} according to

the Tl-ordering. Let the resulting drawing be Γ′′i−1. Figure 3.8(c) depicts Γ′′i−1,

where κ = 3.

(a)

(b)

(c)

ai

{bi, ci, di}

{ fi, gi, hi}
ei

Γi−1

Γi−1

Γ′i−1 Qbi = Qci = Qdi

Qei

Q fi = Qgi = Qhi
Q

bi

ei

fi

hi(= li)

z1(= ai) z0

Γ′′i−1

Figure 3.8: (a) Illustration for the degeneracies. (b)–(c) Transforming Γ′i−1 to a
grid drawing, and the drawing Γ′′i−1 computed after removing the degeneracies.
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Note that Γ′′i−1 respects Invariant B. However, since the l-edges on si have slope

+1 and some r-edges incident to si have slope smaller than or equal to −1, Γ′′i−1

violates Invariant A. Hence we again scale Γ′′i−1 with a factor of 2 horizontally. The

resulting drawing Γi satisfies Invariant A, and by Fact 1, Γi also respects Invariant

B.

The above technique gives us a grid drawing Γt. We now complete the drawing

of G by adding the vertex zn−1 to Γt. Let Ql be the upward ray with slope +1

that starts at the vertex z1. Similarly, let Qr be the upward ray with slope −1 that

starts at the vertex z0. Since the slopes of the l-edges and r-edges of Pt are strictly

smaller than +1 and greater than −1, respectively, none of Ql and Qr intersects

Γt except at its starting vertex. Let c be the point of intersection of Ql and Qr. If c

is not a grid point, then we scale the drawing with a factor of 2 both horizontally

and vertically, which does not increase the number of segments in Γt. Finally, we

place the vertex w at c and draw its incident edges, which do not create any edge

crossing by Lemma 1.

Theorem 4 Let G be an n-vertex planar triangulation and let Tl, Tr, Tm be the minimum

realizer of G. Then Algorithm Grid-Draw constructs a grid drawing of G with at

most (t + 2n− 3) segments and on an O((5.36n− 4t)t)×O((2.68n− 2t)t) grid, where

t = leaf(Tl).

Proof: Recall that each time we add a pseudo-segment, we scale the previous

drawing with a factor of at most 4κ horizontally, and with a factor of at most 2κ

vertically, where κ is bounded by the maximum number of leaves in Tr.
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Since Tl, Tr, Tm is the minimum realizer, we have leaf(Tl)+ leaf(Tr)+ leaf(Tm) =

2n− 5− δ0 [14]. Without loss of generality we can assume that leaf(Tl) ≤ leaf(Tr)

and leaf(Tl) + leaf(Tr) ≤ 4n/3. Therefore, the value of κ is bounded by (4n/3−

lea f (Tl)) ≤ (1.34n− t). Since there are t pseudo-segments, the size of the drawing

is O((5.36n− 4t)t)×O((2.68n− 2t)t) grid.

Since every pseudo-segment forms a segment in the final drawing, the number

of segments is bounded by t + (3n− 6)− (n− 3) = (t + 2n− 3).

For an n-vertex planar triangulation with maximum degree ∆, the value of κ

is bounded by ∆. Hence we obtain the following corollary.

Corollary 1 Every n-vertex planar triangulation with maximum degree ∆ admits a

drawing with at most (2n+ t− 3) segments and O(8t ·∆2t) area, where t is the minimum

number of leaves over all the trees of the minimum realizer.

3.5 Trade-off Between Segment and Area

The best known upper bound on the area of straight-line planar drawings is

8n2/9 [17]. Therefore, every n-vertex planar triangulation admits a drawing with

3n− 6 segments and 8n2/9 area. Corollary 1 states that the number of segments

can be improved to (2n + t− 3) if we allow the area to be O(8t · ∆2t). Since the

parameters n and t are fixed for a given planar graph, these algorithms do not pro-

vide any control for changing the area smoothly from O(8t · ∆2t) to 8n2/9, which

may gradually increase the number of segments from (2n + t− 3) to 3n− 6.

However, we can find a trade-off among the area and the number of segments
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by slightly modifying the Algorithm Grid-Draw, as follows. Instead of stretching

all the segments of Tl, we can stretch the largest β pseudo-segments among the

t pseudo-segments of Tl. For adding each of these β pseudo-segments, we scale

the previous drawing by a factor of at most 4κ horizontally and 2κ vertically.

For each vertex v that does not lie on these β pseudo-segments, we add v at

the intersection point of the two rays with slopes +1 and −1 that start at Pl(v)

and Pr(v), respectively. We may need to scale the drawing by a factor of two

(both horizontally and vertically) to ensure integer coordinates. We then again

scale the drawing with a factor of 2 horizontally to maintain the slope invariants.

Let β′ be the number of vertices added in this way. Then the area of the drawing

becomes O(8β · ∆2β · 16β′). On the other hand, the number of segments is at most

β + β′ + 2n.

3.6 Summary and Open Questions

In this chapter we have given an algorithm to draw any n-vertex planar trian-

gulation with at most 7n/3 segments, which improves to 9n/4 when the input

triangulation is 4-connected. Since the realizers we use can be computed in linear

time [121], our algorithm runs in linear time.

In the fixed embedding setting, the lower bound on the number of segments

to draw planar triangulations is 2n− 2, as shown in Figure 3.9(a). Similar lower

bound holds also in the variable embedding setting, e.g., Dujmović et al. [41]

showed that there exist planar triangulations requiring 2n− 6 segments for every

possible choice of the outer face. A natural open question is to reduce the gap
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between the lower and upper bounds.

b

a

(a) (b) (c)

c

a

b c

Figure 3.9: (a) Illustration for lower bounds for general planar triangulations.
(b) A straight-line drawing with 13 segments. (c) A polyline drawing with 11
segments.

Open Problem 3.1. Does every planar triangulation admit a straight-line drawing

with 2n + O(1) segments?

In addition to computing drawings with few segments, it would be interesting

to further explore the area requirements of these drawings. An intriguing research

direction would be to examine the feasibility of computing straight-line drawings

with few segments and in polynomial area.

Open Problem 3.2. Does there exist a constant c ∈ [2, 3) such that every n-vertex

triangulation can be drawn with at most cn+O(1) segments on a polynomial size

grid?

In this work we attempted to characterize a trade-off between the area and

number of segments in straight-line drawings. It would be interesting to examine

the scenario when we allow the edges to have bends. Figure 3.9(b) illustrates a

graph G such that any straight-line drawing of G with a, b, c as the outer face
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would require at least 13 segments, whereas there exists a polyline drawing with

only 11 segments, as shown in Figure 3.9(c).

Open Problem 3.3. Does a polyline drawing allow us to achieve a better upper

bound on the number of segments while drawing planar triangulations?

There exist some interesting lower bounds on the slope number of a graph

in terms of its maximum degree. Dujmović et al. [41] asked whether the slope

number of a graph is bounded by its maximum degree. Although the answer

is affirmative for planar graphs [80], there exist graphs with maximum degree

5 whose slope number is at least n1/6−o(1) [101]. Since the slope number of a

graph is a lower bound on its segment number, the segment number of bounded

degree graphs can also be unbounded. A natural question is whether we can

prove similar negative results in the presence of edge bends.



Chapter 4

Compact Polyline Drawings of Planar

Graphs

This chapter concentrates on computing polyline drawings of planar graphs

with small area and few bends. Minimum-segment planar straight-line draw-

ings may sometimes require doubly exponential area [55]. The area upper bound

may be reduced using a higher number of segments, e.g., every n-vertex trian-

gulation admits a straight-line drawing with 8n2/9 area [17], where the number

of segments could be as large as 3n − 6. Allowing bend complexity one, i.e.,

when every edge is either straight or has one bend, further reduces the area to

(4/9)n2 [14, 120].

In the fixed embedding setting, where the output drawing is restricted to have

the same combinatorial embedding as the one given in the input, the bound of

(4/9)n2 on area is tight, even when the input is restricted to graphs with ∆ ∈

O(1). Observe that the (4/9)n2-area upper bound in the fixed embedding setting

69
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applies also to the variable embedding setting, where the output combinatorial

embedding can be chosen freely. The best known lower bound in the variable

embedding setting is n2/9 + Ω(n) [61].

In this chapter we improve the area upper bound when the maximum degree

∆ ∈ o(n) by allowing higher bend complexity. Specifically, we prove that in the

variable embedding setting, every planar graph with n vertices and maximum

degree o(n) admits a polyline drawing with bend complexity two and at most

(3/8)n2 + o(n2) area.

We first present the motivation behind minimizing area and bend complexity

while drawing planar graphs. We then discuss our contribution in the context

of related research. The subsequent sections present the technical background

(Section 4.2), the drawing algorithm (Sections 4.3), limitations of our approach

and directions to future research (Section 4.4). For simplicity we often omit the

floor and ceiling functions while defining width, height or area parameters, but

this has no effect on the asymptotic results discussed in this chapter.

Some of the results of this chapter appeared in preliminary form at the 22nd

International Symposium on Graph Drawing [51].

4.1 Minimizing Area and Bends

Drawing planar graphs on a small integer grid is an active research area in graph

drawing [32, 108, 14, 61], which is motivated by the need for compact layout in

VLSI circuits and visualization of software architecture. In visualization applica-

tions, the constraint on area is imposed naturally by the size of the display screen.
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For VLSI circuit layout, compact drawings reduce the microchip area. Minimiz-

ing area often requires the edges to have bends. However, allowing bends may

decrease the readability of visualizations, and reliability of circuits.

Straight-line planar drawings with the best known area upper bound have

bend complexity one. However, these drawings maintain the input combinato-

rial embedding. Hence it is natural to ask whether one can improve the area

bound allowing the output embedding to be freely chosen, which motivated us

to examine compact polyline drawings in the variable embedding setting.

4.1.1 Related Work

We first review results in the fixed embedding setting, and then results in the

variable embedding setting.

Fixed Embedding Setting: In 1990, de Fraysseix et al. [32] and Schnyder [108]

independently proved that every n-vertex planar graph can be drawn with at most

2n2 and n2 area, respectively. Later, Brandenburg [17] improved the area bound

to 8n2/9. The best known lower bound on area in the fixed embedding setting is

(4/9)n2 [39, 93].

Allowing higher bend complexity reduces the area upper bound. For example,

Bonichon et al. [14] gave an algorithm to draw every planar graph with (4/9)n2

area with bend complexity one and at most (n− 2) bends in total. Zhang [120]

improved the bound on the number of total bends to 2n/3. The bound of (4/9)n2

area is tight for polyline drawings, even when ∆ ∈ O(1), which is determined by

a class of graphs called nested triangles graphs. Specifically, an n-vertex nested
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triangles graph is a plane graph formed by a sequence of n/3 vertex disjoint cy-

cles, C1, C2, . . . , Cn/3, where for each i ∈ {2, . . . , n/3}, cycle Ci contains the cycles

C1, . . . , Ci−1 in its interior, and a set of edges that connect each vertex of Ci to a

distinct vertex in Ci−1.

Variable Embedding Setting: Observe that the upper bound of (4/9)n2 area [14,

120] with bend complexity one applies also to the variable embedding setting, and

this is the best known upper bound even if the input is restricted to graphs with

∆ ∈ O(1). Like the fixed embedding setting, the best known lower bound in

the variable embedding setting is determined by nested planar graphs. Frati and

Patrignani [61] showed that every n-vertex nested triangles graph requires at least

(1/9)n2 area.

4.1.2 Our Contribution

We assume that the input is an arbitrary planar graph, and the output combi-

natorial embedding may differ from the input embedding. Table 4.1 lists our

results, as well as summarizes the best known upper bounds on area and bend

complexity.

4.2 Technical Foundation

In this section we review the polyline drawing algorithm of Bonichon et al. [14],

which will be useful to describe our algorithms.

Let G be an n-vertex planar triangulation and let T be a Schnyder tree of
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Graph Class Area
Bend
Complexity

Total
Bends

Embedding Ref.

Planar graphs 8n2/9 0 0 fixed [17]
Planar graphs 4n2/9 1 n− 2 fixed [14]
Planar graphs 4n2/9 1 2n/3 fixed [120]

Our Results
Planar, ∆ ∈ o(n) 3n2/8 + o(n2) 2 3n− 4 variable Theorem 5

Table 4.1: Results on minimizing area and bends.

G with p leaves. Bonichon et al. [14] gave an algorithm to compute a polyline

drawing Γ of G that satisfies the following properties.

(B1) Γ is a polyline drawing with bend complexity 1 and at most (n− 2) bends

in total.

(B2) The width and height of Γ are at most p + 1 and n− bp/2c − 1, respectively.

(B3) Let r be the root of T and let N(r) be the set of neighbors of r. Then the outer

edge in Γ, which is not incident to r, is drawn as a straight line segment.

(B4) Let Γ′ be the drawing obtained from Γ by deleting r and its incident edges.

Then the vertices of N(r) have distinct x-coordinates in Γ′, and for each

vertex v ∈ N(r), the upward ray starting at v does not intersect Γ′ except at

v.

Figure 4.1(a) presents a drawing computed using the algorithm of Bonichon et al. [14],

and Figure 4.1(b) depicts a schematic representation of Γ′. Observe that the y-

coordinates of the bottommost vertices differ by 1, but the schematic representa-

tion places them along the same horizontal line. Only the x-coordinates of N(r)
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r

(a) (b) (c)

Figure 4.1: (a) Γ, where T is shown in bold. (b) A schematic representation of Γ′.
(c) Illustration for Property (B4).

will be important in our algorithm, therefore, we ignore such finer details in the

schematic representation. Figure 4.1(c) illustrates Property (B4).

4.3 Drawing Triangulations with Small Height

We first present an overview of our algorithm, and then describe the algorithmic

details.

4.3.1 Algorithm Overview

Let G = (V, E) be an n-vertex planar graph, where n ≥ 9, and let Γ be a planar

drawing of G on the Euclidean plane. Without loss of generality assume that G

is a planar triangulation. Let M ⊆ E be an edge separator of G such that the

corresponding edges in the dual graph G∗ form a simple cycle C∗. Let Vo ⊆ V

(respectively, Vi ⊆ V) be the vertices that lie outside (respectively, inside) of C∗.

Diks et al. [36] proved that there always exists such an edge separator M such that

M ≤ 2
√

2∆n and max{|Vi|, |Vo|} ≤ 2n/3. Figures 4.2(a)–(b) illustrate a planar

triangulation G and an edge separator of G.
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Let Gi = (Vi, Ei) and Go = (Vo, Eo) be the subgraphs of G induced by the

vertices of Vi and Vo, respectively. Since n ≥ 9, each of Gi and Go contains at least

3 vertices. Therefore, it is straightforward to find an embedding of G, where none

of the edges of M are outer edges, as shown in Figure 4.2(b).

Since G is a planar triangulation, there must be an outer vertex q on Gi or Go

such that q is incident to two or more edges of M. Without loss of generality

assume that q lies on Gi, e.g., see vertex v5 in Figure 4.2(c). Let a, b, c be three

consecutive neighbors of q in G in counter clockwise order such that a ∈ Vi and

{b, c} ⊆ Vo. We take an embedding G′ of G with q, b, c as the outer face, as shown

in Figure 4.2(d) with q = v5, a = v3, b = v2, and c = v11. Consequently, Go and Gi

lie on the outer face of each other, as illustrated in Figures 4.2(d)–(e).

We first draw Go and Gi separately with small area, and then merge these

drawings to compute the final output. The drawings of Go and Gi are placed side

by side. Consequently, the height of the final output can be expressed in terms of

the maximum height of the drawings of Go and Gi, and hence the area of the final

drawing becomes small.

4.3.2 Algorithm Details

Let G′ be the embedding obtained from G by choosing q, b, c as the outer face.

We first construct a graph G′o from Go by adding a vertex wo on the outer face

of Go, and making wo adjacent to all the outer vertices of Go such that the edge

(b, c) remains as an outer edge. We remove any resulting multi-edges by adding

dummy vertices to the corresponding inner edges and then by triangulating the
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resulting graph. Note that we do not need to add dummy vertices on the outer

edges. Figure 4.3(a) illustrates an example of G′o, where d is a dummy vertex.

Since there are O(
√

∆n) edges in M, the number of vertices in G′o is at most

2n/3 + O(
√

∆n).

We now construct a graph G′i from Gi, as follows. Observe that the vertex a

is an outer vertex of Gi, which appears immediately after q while walking on the

outer face of Gi. We add a vertex wd on the outer face of Gi, and make it adjacent

to q and a. We now add another vertex wi on the outer face, and make it adjacent

to wd and q such that the cycle wi, q, wd becomes the boundary of the outer face,

e.g., see Figure 4.3(b).

v1

v3v4

v6 v5

v7

v8 v9
v10

v11

(a)

v2

v7

v11(= c)

v10

v3(= a)

v6
v5(= q)

v9

v1

v8

(b) (c)

(d) (e)

v7v10

v3(= a)
v4

v6 v5

v9

v1

v8

v2(= b)
Go Gi

v11
(= c)

(= q)

v2(= b)

v2(= b)

v11(= c)

v3(= a)

v5(= q)

v4

Figure 4.2: (a) A planar triangulation. (b) An edge separator M of G, and the
corresponding simple cycle in the dual graph. The edges of M and C∗ are shown
in thin and thick gray, respectively. (c) Go and Gi are shaded in light-gray and
dark-gray, respectively. (d)–(e) Choosing a suitable embedding G′.
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v7

v11(= c)

v10
v5(= q)

v9

v8

v2(= b)

v3(= a)
v4
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wd

(a) (b)

wi

G′
i

G′
o

d′

v6

v1

d

Figure 4.3: Construction of (a) G′o and (b) G′i .

To construct a drawing of G′, we first draw G′o and G′i separately, and then

merge these drawings. Let Twi (respectively, Two) be the Schnyder tree rooted at

wi in G′i (respectively, wo in G′o). Let Li and Lo be the number of leaves in Twi and

Two , respectively, i.e., Li = leaf(Twi) and Lo = leaf(Two).

Assume that the maximum degree ∆ ∈ o(n), and hence we have |M| ≤

2
√

2∆n ∈ o(n). We draw both G′o and G′i using the algorithm of Bonichon

et al. [14]. Let Γ′o and Γ′i be the drawings of G′o and G′i , respectively, and let Γo and

Γi be the drawings obtained by deleting wo and wi, respectively. Without loss of

generality assume that |Vo| ≥ |Vi|. We now merge these drawings considering the

following two cases.

Case 1 (Lo ≥ n/4 and Li ≤ n/4): In this case we place Γo and Γi side by side with

bottom aligned along the x-axis and two empty columns in between, as shown

in Figure 4.4(a). By Property (B2), the width W and height H of the combined

drawing are as follows.
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W = Lo + Li + 4. (4.1)

H = max
{
|Vo| −

Lo

2
, |Vi| −

Li

2

}
≤ max

{
2n
3
− Lo

2
,

n
2
− Li

2

}
+ o(n). (4.2)

We now draw the edges of the edge separator M. Let N(wi) and N(wo) be the

neighbors of wi and wo. For each vertex v ∈ N(wo) in the order of decreasing

x-coordinates, we draw the edges of M incident to v by taking consecutive rows

above the current drawing. Specifically, for the jth neighbor uj of v on the outer

face of Gi in clockwise order, we draw a polyline (x(v), y(v)), (x(v) + 1, Hc +

1), (x(uj)− 1, Hc + 1), (x(uj), y(uj)), where Hc denotes the current height of the

drawing. Figures 4.4(b)–(c) illustrate the drawing of the edges in M.

Using Property (B4) we can observe that each new edge is added above the

current drawing without introducing any edge crossing. Hence the final output

is planar. Since we increase the height of the drawing by M, the area of the final

drawing is at most

(Lo + Li + 4)×
(
|M|+ max

{
2n
3
− Lo

2
,

n
2
− Li

2

})
+ o(n2). (4.3)

Case 2 (Otherwise): In this case we rotate Γo and Γi by clockwise 90◦ and counter

clockwise 90◦, respectively. We then place these rotated drawings side by side

with bottom aligned along the x-axis and |M| empty columns in between, as

shown in Figure 4.5(a). By Property (B2), the width W and height H of the com-
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(b) (c)

(a)

v u1 v u1

u2 u2

c b wd q

c b wd q c b wd q

Figure 4.4: (a)–(c) Illustration for Case 1.

bined drawing are as follows.

W = |Vo| −
Lo

2
+ |M|+ |Vi| −

Li

2
(4.4)

≤ n− Lo + Li

2
+ o(n). (4.5)

H = max{Lo + 1, Li + 1}. (4.6)

We now draw the edges of the edge separator M, as shown in Figures 4.5(b)–

(c). Let N(wi) and N(wo) be the neighbors of wi and wo. For each vertex v ∈

N(wo) in the order of increasing y-coordinates, we draw the edges of M incident

to v by taking consecutive columns from the empty space between Γo and Γi, as
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(a)

(b)

(c)
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v
u2

u3

u4
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c

b wd = (u1)

q

wd

wd = (u1)

c

b

q

c

b

q

Figure 4.5: (a)–(c) Illustration for Case 2.
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follows. Let R be the set of empty columns between Γo and Γi, and let uj be the

jth neighbor of v on the outer face of Gi in clockwise order.

- If |y(v)− y(vj)| ≤ 1, then we draw the edge (v, uj) using a single straight

line segment, e.g., the edges (v, u2) and (v, u3) in Figure 4.5(c).

- Otherwise, if y(v) < y(vj), then we draw (v, uj) using a polyline (x(v), y(v)),

(`, y(v)− 1), (`, y(uj) + 1), (x(uj), y(uj)), where ` is the rightmost column of

R that has not yet been used to place bends. For example, see the edges

(v, u4), (v, u5) and (v, u6) in Figure 4.5(c). If y(v) > y(vj), then we draw

(v, uj) symmetrically.

We can use property (B4) to observe that each new edge is added above the

current drawing without introducing any edge crossing. Hence the final output

is planar. Observe that the addition of the edges of M does not increase the width

of the drawing. Therefore, the area of the final drawing is at most

(n− Lo + Li

2
)×max{Lo + 1, Li + 1}+ o(n2). (4.7)

Area Computation for Graphs with ∆ ∈ o(n): If the maximum degree ∆ ∈ o(n),

then we have |M| ≤ 2
√

2∆n ∈ o(n). Therefore, the area upper bound of Case 1

(Equation (4.3)) can be expressed as

(Lo + Li)×
(

max
{

2n
3
− Lo

2
,

n
2
− Li

2

})
+ o(n2),

which is at most 0.35n2 + o(n2). Figure 4.6(a) illustrates the corresponding plot.

In all other scenarios, the area upper bound is computed from Case 2 (Equa-
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tion (4.7)), which is at most

(n− Lo + Li

2
)×max{Lo, Li}+ o(n2).

The maximum value attained in this case is 0.375n2 + o(n2), as illustrated in Fig-

ures 4.6(b)–(d).

By Property (B1), each edge of Go and Gi is drawn using one bend per edge.

The edges of M \ (q, b) are drawn using at most two bends per edge. The edge

(q, b) passes through a dummy vertex wd. By Property (B3), the edge (q, wd) is

drawn using a straight line segment. Therefore, the polyline corresponding to

edge (q, b) may have at most three bends. In such a scenario, since b and wd are

two bottommost vertices in the drawing, it is straightforward to reduce a bend on

the edge (q, b) without increasing the area. Hence we obtain a drawing with bend

complexity two.

By Property (B1), the total number of bends in Γo and Γi are at most |Vi| − 2

and |Vo| − 2, respectively. Since an n-vertex outerplanar graph can have at most

2n− 3 edges, |M| ≤ 3n− 6− (2|Vi| − 3)− (2|Vo| − 3) = n. Therefore, the total

number of bends in our drawing is at most 2|M|+ |Vi| − 2 + |Vo| − 2 = 3n− 4.

The following theorem summarizes the result of this section.

Theorem 5 Every planar graph with n vertices and maximum degree o(n) admits a

polyline drawing with at most 3n2/8 + o(n2) area, bend complexity two, and 3n − 4

bends in total.
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Li

Li Li

Li
LoLo

Lo Lo

Figure 4.6: Maple [92] plot for the coefficient of n2 while varying Lo and Li under
the constraint that Lo ≤ |Vo| ≤ 2n/3 and Li ≤ |Vi| ≤ n/2. (a) Lo ≥ n/4 and
Li ≤ n/4, area coefficient is at most 0.348. (b) Lo ≤ n/4 and Li ≤ n/4, area
coefficient is at most 0.219. (c) Lo ≥ n/4 and Li ≥ n/4, area coefficient is at most
0.362. (d) Lo ≤ n/4 and Li ≥ n/4, area coefficient is at most 0.375.

4.4 Summary and Open Questions

In this chapter we have shown that every n-vertex planar graph with maximum

degree o(n), admits a polyline drawing with (3/8)n2 + o(n2) area and bend com-
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plexity 2. Our result is an initial step towards compact drawings of planar triangu-

lations via choosing a suitable embedding of the input graph. Note that (4/9)n2

is still the best known upper bound on the area of arbitrary planar graphs [14].

We envision two directions to improve the area bound for arbitrary planar

graphs based on our drawing technique. The first is to attempt a more careful

adaptation of Bonichon et al.’s algorithm [14] along with an involved area analy-

sis while merging the smaller drawings. The second is to use stronger edge sep-

arators. Recall that in our algorithm we use edge separators of size 2
√

2∆n that

partitions the vertices into two sets, each containing at most 2n/3 vertices [36].

Instead of edge separators, one may use edge bisectors of size (6
√

2 + 4
√

3)
√

∆n

that partitions the vertices into two sets, each containing at most dn/2e vertices.

Open Problem 4.1. Does every n-vertex planar graph admit a polyline drawing

with (3/8)n2 area and bend complexity two?

In the fixed embedding setting, a tight bound on area can be achieved using

bend complexity 1, but it is not known whether 1 bend per edge is necessary. Our

drawings in the variable embedding setting have bend complexity two. Therefore,

it would be interesting to examine whether allowing higher bend complexity can

reduce the drawing area.

Open Problem 4.2. Determine the minimum integer b (both in fixed and vari-

able embedding settings) such that the area upper bound cannot be improved by

allowing a bend complexity higher than b.



Chapter 5

Polyline Drawings with Good

Angular Resolution

This chapter examines the interaction between area and angular resolution in

planar polyline drawings of triangulations. Small area drawings often suffer from

low angular resolution, e.g., well known straight-line drawing algorithms [17, 32,

108] that bounds the drawing area within 2n2 have angular resolution Ω(1/n2).

Better angular resolution has been achieved in polyline drawings. For example,

one can construct polyline drawings with bend complexity two such that the

minimum angle at each vertex v is at least 1/d(v) and the area is bounded by

O(n2) [43, 69].

In this chapter we give a new technique to compute polyline drawings for

planar triangulations. Our algorithm is simple and intuitive, yet implies signifi-

cant improvement over known results. We present a smooth interaction between

the area and angular resolution of polyline drawings with bend complexity 2.

85
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Specifically, for any given n-vertex triangulation, our algorithm computes a draw-

ing with angular resolution r/d(v) at each vertex v, and area f (n, r), for any

r ∈ (0, 1], where d(v) denotes the degree at v. For r < 0.389 or r > 0.5, f (n, r) is

less than the drawing area required by previous algorithms; f (n, r) ranges from

7.12n2 when r ≤ 0.3 to 32.12n2 when r = 1.

We first discuss the motivation behind maximizing angular resolution while

drawing graphs. We then briefly review the related research and discuss our con-

tribution. The subsequent sections present the technical background (Section 5.2),

the drawing algorithm (Sections 5.3), a probable trade-off between angular reso-

lution and area (Sections 5.4), limitations of our approach and directions to future

research (Section 5.5).

Some of the results of this chapter appeared in preliminary form at the 22nd

International Symposium on Graph Drawing [49].

5.1 Maximizing Angular Resolution

Polyline drawing has a wide range of applications in the area of software visu-

alization [28, 111] and layout of circuit diagrams [27]. In previous chapters we

have seen how the use of bends helps minimize the area of the drawing. Besides

minimizing area and bends, it is also important to maximize the angular res-

olution, specially for visualization applications, where a drawing avoiding thin

angles may significantly improve the readability of the drawing [113].

The interaction among angular resolution, area and bend complexity have

been examined over the past decades. There exist drawing algorithms that can
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compute polyline drawings with constant bend complexity such that the angular

resolution is Ω(1/d(v), and the area is within O(n2). However, the trade-off

between the constants hidden in the asymptotic notations are not yet known to be

optimal. This motivated us to examine the interplay between angular resolution

and area in polyline drawings.

5.1.1 Related Work

Every planar triangulation with n vertices admits a straight-line drawing in O(n2)

area [32]. Several improvements on the constant hidden in O(.) notation have

been achieved [17, 32, 108], and the best known bound is 8n2/9 [17]. Better upper

bounds, i.e., 4n2/9, can be attained in polyline drawings with bend complexity

1 [15, 120]. However, none of these algorithms try to optimize angular resolution,

and hence the angular resolution of these drawings may be as low as 1/n2.

Kurowski [86] showed that allowing 9n2/2 area helps improve the angular

resolution of straight-line drawings to O(1/n). On the other hand, Garg and

Tamassia [64] showed that there exists an n-vertex planar graph such that any of

its straight-line drawings with angular resolution Ω(1/ρ) requires Ω(cρn) area,

where c > 1, which suggests that drawings with angular resolution Ω(1/∆) and

polynomial area may exist only if we allow the edges to have bends.

Allowing bends helps both to reduce area and to improve angular resolution,

e.g., one can construct a polyline drawing with bend complexity 3 and angular

resolution at least 2/∆ radians, where the area is bounded by 3n2 [71]. The angu-

lar resolution can be improved to Ω(1/d(v)) radians (for each vertex v) with an
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expense of higher area [43, 69].

Early polyline drawing algorithms with good angular resolution and O(n2)

area were based on the idea of assigning an empty square surrounding each ver-

tex. These empty squares helped to draw the incident edges without creating

sharp angles, but forced the area to be very large. For example, Goodrich and

Wagner [69] gave such an algorithm that computes polyline drawings with bend

complexity two and 200n2 area, and guarantees at least 1/d(v) radians of angular

resolution. Later, Duncan and Kobourov [43] developed an algorithm to produce

polyline drawings with smaller area, but these drawings do not have the square-

emptiness property around the vertices, as well the angular resolution decreases

by a factor of 2.

5.1.2 Our Contribution

We assume that the input is a plane graph, i.e., a combinatorial embedding of the

graph is also given as an input, and the output drawing must respect the given

embedding. Table 5.1.2 presents a brief summary of the best known upper and

lower bounds on area and angular resolution for different bend complexities.

No result listed in Table 5.1.2 completely dominates another result. For exam-

ple, although the drawing of [43] has smaller area than that of [22], it is not an

improvement over [22] because of its lower angular resolution.

Figure 5.1 illustrates the solution space dominated by our algorithm in gray.

Our algorithm dominates all the previous polyline drawing algorithms either

in area or in angular resolution, except Duncan and Kobourov’s algorithm [43],
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Graph Class Area Resolution
Bend
Complexity

Total
Bends

Ref.

Triangulations 8n2/9 Ω(1/n2) 0 0 [17]
Triangulations 9n2/2 Ω(1/n) 0 0 [86]
Triangulations 12.5n2 0.5/d(v) 1 3n [43]
Triangulations 450n2 1/d(v) 1 3n [22]
Triangulations 4n2/9 Ω(1/n2) 1 2n/3 [120]
Triangulations 200n2 1/d(v) 2 6n [69]
Planar Graphs 3n2 2/∆ 3 5n− 15 [71]

Our Results
Triangulations (6α + 8/3)2n2 α

α+d(v)(α2+1/4) 2 5.5n Theorem 7

Triangulations (6β + 2/3)2n2 β
β+d(v)(β2+1) 2 5.5n Theorem 8

Table 5.1: Angular resolution, area, bend complexity and total bends in polyline
drawings, where α ∈ [1/4, 1/2], and β ∈ [1/3, 1].
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25
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Angular Resolution in 1/d(v)

0.5

30
35

200

Area
in n2

Figure 5.1: Trade-off between angular resolution and area for polyline drawings
with bend complexity at most 2. The bold line denotes the trade-off established
in this chapter. The square, circle and diamond denote the references [43], [69]
and [22], respectively.

which dominates our algorithm along a small interval of the X-axis, correspond-

ing to angular resolution in the interval [0.38/d(v), 0.5/d(v)].
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5.2 Technical Foundation

Let G be a planar triangulation with n vertices, and let {Tl, Tr, Tm} be the mini-

mum Schnyder realizer of G. Bonichon et al. [14] showed that leaf(Tl)+ leaf(Tr)+

leaf(Tm) = 2n− 5− δ0, where δ0 is the number of cyclic inner faces in the realizer.

The value of δ0 can be at most b(n− 1)/2c. Hence we can observe the following

property.

Fact 2 Let {Tl, Tr, Tm} be a minimum Schnyder realizer of an n-vertex triangulation.

Then min{leaf(Tl)+ leaf(Tr), leaf(Tl)+ leaf(Tm), leaf(Tr)+ leaf(Tm)} ≤ (4n− 2δ0−

10)/3, where 0 ≤ δ0 ≤ b(n− 1)/2c.

A non-root vertex in Tl is called a primary vertex of Tl if it is the first child of its

parent in the clockwise order. Similarly, a non-root vertex in Tr is a primary vertex

of Tr if it is the first child of its parent in the anticlockwise order.

Lemma 5 Let nl and nr be the number of nonprimary vertices in Tl and Tr, respectively.

Then nl + nr ≤ leaf(Tl) + leaf(Tr).

Proof: We first prove the following claim: For every rooted tree T (where a vertex

is defined as a primary vertex if it is the first child of its parent in clockwise order),

the number of primary vertices in T is at most the number of leaves in T. We prove

the claim using an induction on the number of vertices in T. If T consists of a

single vertex, then the only nonprimary vertex of T is the root, which is also the

leaf of T. We now assume that the claim holds for every rooted tree T having

less than k vertices, where k ≥ 1. We show that the claim holds when T has
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k vertices. Let u be the primary vertex incident to the root of T and let P be a

maximal path of primary vertices in T that includes u. The vertex of P with the

deepest level is a leaf of T, otherwise, it will contradict the maximality of P. Now

consider the connected components C1, C2, . . . , Ct obtained by deleting the path P

from T. Each of these components is a rooted tree, and by induction hypothesis,

the number of nonprimary vertices in each of these trees is at most the number

of leaves in that tree. Let L1, L2, . . . , Lt be the leaves of C1, C2, . . . , Ct, respectively.

Then the number of nonprimary vertices in T is at most 1 + L1 + L2 + . . . + Lt,

which is the number of leaves in T.

The above claim ensures that nl ≤ leaf(Tl). The proof that nr ≤ leaf(Tr) is

symmetric.

In a plus-contact representation of G, each vertex of G is represented as an axis-

aligned plus shape (i.e., a shape consisting of two intersecting line segments) such

that two plus shapes touch if and only if their corresponding vertices are adjacent

in G [47]. Let Γ be a plus contact representation, and let v be any vertex in Γ. Then

by P(v) we denote the plus-shape that corresponds to v in Γ. By the center C(v) of

P(v), we denote the intersection point of the vertical and horizontal straight line

segments of P(v). The four straight line segments that start at C(v) and extend

to the left, right, above and below C(v) are the left, right, up and down hands of v,

which we denote by L(v), R(v), U(v) and D(v), respectively. A j-shift operation on Γ

with respect to an infinite horizontal line (respectively, vertical line) ` is performed

as follows:

Step 1. Remove all the edges that are lying completely above (respectively, to the
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right of) `.

Step 2. Increase the y-coordinate (respectively, x-coordinate) of every vertex lying

above (respectively, to the right of) ` by j units.

Step 3. Draw the edges that were removed using the new vertex positions.

Step 4. Extend the edges intersected by ` upwards (respectively, to the right) until

they reach to their other endpoint.

5.3 Polyline Drawing

We first present an overview of our algorithm, and then describe the algorithmic

details.

5.3.1 Algorithm Overview

Given a planar triangulation G with n vertices, we first compute a Schnyder real-

izer {Tl, Tr, Tm} of G, as shown in Figure 5.2(a). Let G′ be the graph obtained by

removing the m-edges from G.

We compute a plus-contact representation of G′, as illustrated in Figure 5.2(b).

Observe that every edge of G′ is realized as a contact between two hands of the

corresponding plus shapes. A natural attempt is to route the edges along these

hands. However, a hand may contain two or more contact points, e.g., the down

hand of v1, and hence such an edge routing may create edge overlaps in the

drawing.
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(a)

(b) (d)
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Figure 5.2: (a) A planar graph G. (b) A plus-contact representation of G′. (c)
Insertion of dummy grid lines to create intermediate gaps. (d) Drawing of the
m-edges of G.

To avoid edge overlaps, we create some intermediate gaps between adjacent

rows and columns, which helps route the edges without introducing edge over-

lapping. Figure 5.2(c) illustrates such a scenario. Finally, we draw the m-edges.

While creating the intermediate gaps between adjacent rows and columns, we

ensure that each vertex gets surrounded by an empty rectangle. For each vertex,

we route its incident edges using the boundary points on the corresponding sur-

rounding rectangle, as shown in Figure 5.2(d). Later, we show how to vary the

size of these empty rectangles to control the area and angular resolution of the

drawing simultaneously.
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5.3.2 Algorithm Details

Let G be an n-vertex planar triangulation. We construct the drawing of G in three

phases. In the first phase we construct a plus-contact representation of G \ Tm on

a rectangular grid. In the next phase we expand the drawing by inserting dummy

grid lines, and in the third phase we use these grid lines to draw the edges of Tm,

and route the l- and r-edges avoiding degeneracy.

5.3.2.1 Phase 1 (Plus-Contact)

Let σ = (v1, v2, . . . , vn) be a canonical ordering of G and let {Tl, Tr, Tm} be the

corresponding Schnyder realizer. By dl(v), dr(v) and dm(v) we denote the number

of l−, r− and m-edges that are incoming to v, respectively. For example, in

Figure 5.2, we have dl(v3) = 1, dr(v3) = 1 and dm(v3) = 0. Let Gk, where 2 ≤

k ≤ n, be the subgraph of G induced by the vertices v1, . . . , vk, and let Pk be the

clockwise path from v1 to v2 on the outer face of Gk. Let Γk, where 2 ≤ k ≤ n, be

the drawing of all the edges of Gk except the m-edges.

We first construct the drawing Γ2 for G2, as follows. Place C(v1) and C(v2) at

coordinates (1, 2) and (2, 1), respectively. Then the horizontal and vertical unit-

segments to the left and below (1, 2) correspond to the hands L(v1) and D(v1),

respectively. Similarly, the horizontal and vertical unit-segments to the left and

below (2, 1) correspond to the hands L(v2) and D(v2), respectively, as illustrated

in Figure 5.3(b). We now insert the vertices in the canonical ordering maintaining

the following invariants. While inserting a new vertex vi, where 3 ≤ i ≤ n, we

only draw the l− and r-edges.
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I1. The upper envelope of Γi is both x- and y-monotone, where the upper enve-

lope is determined by the left and down hands of the vertices in Pi.

I2. The ray with slope +1 starting at any outer vertex of Γi can be extended

towards infinity avoiding any edge crossing.

I3. Every l-edge starts as a left hand of some plus shape and ends either at a

center or at a down hand of some other plus shape.

I4. Every r-edge starts as a down hand of some plus shape and ends either at a

center or at a left hand of some other plus shape.

Since the upper envelope of G2 forms a staircase, and does not contain any

l- or r-edge, it is straightforward to verify the invariants for Γ2. We now assume

that invariants I1–I4 hold for G2, G3, . . . , Gk−1, where k− 1 < n, and consider the

insertion of vertex vk.

Let wl, wl+1, . . . , wr−1, wr be the neighbors of vk on Pk−1. Consider an infinite

horizontal line `h that lies in between the horizontal grid line determined by

L(wl) and the horizontal grid line immediately below L(wl). Similarly, let `v be

an infinite vertical line that lies in between the vertical grid line determined by

D(wr) and the vertical grid line immediately to the left of D(wr). We now add vk

considering the following cases. The case when k = n is special, which is handled

by Case 4.

Case 1 (vk is a nonprimary vertex in both Tl and Tr): We first perform a 1-shift

with respect to `h. This increases the number of horizontal lines by 1 and ensures
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that D(wl) contains at least 1 grid point p that does not contain any vertex or

contact point. Similarly, we perform a 1-shift with respect to `v, which increases

the number of vertical lines by 1 and ensures that L(wr) contains at least 1 grid

point q that does not contain any vertex or contact point. We now consider the

horizontal ray rp that starts at p. Since the upper envelope of Γk−1 is x monotone

and p does not contain any vertex or contact point, rp does not intersect Γk−1

except at p. Similarly, we define a vertical ray rq that starts at q, which does not

intersect Γk−1 except at q. We now place vk at the intersection point of rp and rq,

v1

v1

v1

v1

v1 v1 v1

v2 v2 v2

v2 v2 v2 v2

v3 v3

v5
v3 v3

v4

v6

v4 v4 v4
v4

v6
v7 v7

v6

v8

v5 v5v3
v5 v3

(a) (b) (c) (d)

(e) (f) (g) (h)

v8

v6

v4

v1
v2

v5

v3

v7

Figure 5.3: (a) A plane graph G and a minimum Schnyder realizer of G. (b)–(h)
Illustration for the drawing of G \ Tm.
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and draw the edges (vk, wl) and (vk, wr). Since rp and rq do not intersect Γk−1

except at p and q, respectively, drawing of these edges does not introduce any

crossing. Figure 5.3(c) illustrates such a scenario.

We now show that Γk respects the invariants I1–I4. By induction hypothesis,

the subpaths of Pk−1 from v1 to wl and from wr to v2 are x-monotone in Γk−1,

which remain the same after any shift operation. The subpath wl, . . . , wr, is cov-

ered by a horizontal and a vertical line segment in Γk. Thus the upper envelope

of Γk is both x- and y-monotone, which satisfies I1. The ray r with slope +1 start-

ing at vk lies in between the parallel rays starting at wl and wr. Consequently, r

can be extended towards infinity avoiding any edge crossing, which satisfies I2.

Shift operations do not change the horizontal and vertical alignment of the edges.

Hence by the construction of rp and rq, the invariants I3 and I4 also hold for Γk.

Case 2 (vk is a primary vertex in Tl but a nonprimary vertex in Tr): In this case

we perform a 1-shift with respect to `v, which increases the number of vertical

lines by 1 and ensures that L(wr) contains at least 1 grid point q that does not

contain any vertex or contact point. Assume that p = C(wl). We now consider the

horizontal ray rp that starts at p. Since the upper envelope of Γk−1 is x monotone

and p does not contain any vertex or contact point, rp does not intersect Γk−1

except at p. Similarly, we define a vertical ray rq starting at q, which does not

intersect Γk−1 except at q. We now place vk at the intersection point of rp and rq,

and draw the edges (vk, wl) and (vk, wr). Figure 5.3(e) illustrates such a scenario.

In the similar way as in Case 1, one can observe that Γk respects invariants

I1–I4.



98 Chapter 5: Polyline Drawings with Good Angular Resolution

Case 3 (vk is a nonprimary vertex in Tl but a primary vertex in Tr): This case is

symmetric to Case 2, i.e., we perform a 1-shift with respect to `h to obtain a new

grid point p on D(wl) and assume that q = C(wr).

Case 4 (vk is a primary vertex in both Tl and Tr): In this case we do not perform

any shift, and assume that p = C(wl) and q = C(wr).

The following lemma bounds the area of Γn using Fact 2 and Lemma 5.

Lemma 6 Γn is a drawing on a (W + 2)× (H + 2) grid, where W + H ≤ leaf(Tl) +

leaf(Tr).

Proof: Observe that Γ2 is a drawing on a 2× 2 grid (ignore the left and down

hands of v1 and v2, respectively). While inserting a vertex vk, where 2 ≤ k ≤

n− 1, we increase the width by one unit only when vk is a nonprimary vertex in

Tr. Similarly, we increase the height by one unit only when vk is a nonprimary

vertex in Tl. Insertion of vn does not increase the size of the grid. Hence the

total increase in the width and height (i.e., W and H) is bounded by the number

of nonprimary vertices in Tr and Tl, respectively. By Lemma 5, the number of

nonprimary vertices in Tr and Tl is at most leaf(Tl) + leaf(Tr), which completes

the proof.

5.3.2.2 Phase 2 (Expansion)

For any plus-contact representation on an integer grid, we define a free grid line as

a grid line that does not contain any vertex-center or contact points. We refer the
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reader to Figure 5.4.

Consider the horizontal grid lines from top to bottom. For every horizontal

grid line ` containing at least one vertex of Γ, we now perform two bd(v)/2c-

shifts, where v is the vertex with the largest degree over all the vertices on `. Let

`h (respectively, `′h) be an infinite horizontal line that lies in between the horizontal

grid line ` and the horizontal grid line immediately below (respectively, above)

`. Perform a bd(v)/2c-shift with respect to `h, and then a bd(v)/2c-shift with

respect to `′h. Observe that for each vertex w on `, we now have a set of bd(v)/2c

free grid lines above w and a set of bd(v)/2c free grid lines below w. We consider

a corresponding set Sw that consists of these 2bd(v)/2c free grid lines along with

the line `. Furthermore, we assume that the grid lines of Sw are ordered in the

increasing order of y-coordinates. Figure 5.4(b) illustrates Sv4 .

Similarly, we consider the vertical grid lines from right to left, and for every

vertical grid line `′ containing at least one vertex of Γ, we perform two bd(v)/2c-

shifts to the left and right side of `′, where v is the vertex with the largest degree

over all the vertices on `′. We consider a corresponding set S′w that contains

these 2bd(v)/2c free vertical grid lines along with the line `′, where the lines

are ordered in the decreasing order of x-coordinates. Let the resulting drawing

be Γ′n, as shown in Figure 5.4(c). The following property is a straightforward

consequence of the Expansion phase.

Fact 3 For every vertex v in Γ′n, the point C(v) lies at the center of an integer grid Av

of size (2bd(v)/2c+ 1)× (2bd(v)/2c+ 1). The grid Av does not contain any vertex,

contact point, or edge of Γ′ except the four hands of v. Furthermore, for any other vertex
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u( 6= v), the grids Au and Av are disjoint, i.e., they do not share any common grid point.
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v3 v5
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d(v1) = 5, d(v2) = 4,
d(v3) = 5, d(v4) = 4,
d(v5) = 4, d(v6) = 4,
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(e)(d)
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v4

v5

v2

v8v1
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M

Figure 5.4: Illustration for (a) Γn, (b) Svk , and (c) Γ′n, where the grid Av, for each
vertex v, is shown in black squares. (d) Illustration for M. Note that Aws are
bounded by gray rectangles determined by Sw and S′w. (e) Γ′′.
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5.3.2.3 Phase 3 (Edge Routing)

For each vertex in canonical order, we first route the incoming m-edges incident

to vk, as follows. Recall that the m-edges start at the vertices wl+1, . . . , wr−1 and

ends at vk.

By the construction of Γ′n, the vertices wl+1, . . . , wr−1 lie below Svk and to the

left of S′vk
. Let M be the monotone chain determined by the last line of Sw and

first line of S′w, where w ∈ {wl+1, . . . wr−1}. Figure 5.4(d) illustrates M with a

dotted line. For each j, where l + 1 ≤ j ≤ r− 1, let cwj be the top-right corner of

Awj , and assume that z = ddm(v)/2e.

For each w ∈ {wl+1, . . . wz}, we now route the m-edge incident to w through

the top-right corner cw up to M, and then to a distinct grid point on the left-

most boundary of Avk below L(vk). Observe that ddm(vk)/2e ≤ dm(vk)/2 + 1 ≤

(d(vk)− 3)/2 + 1 ≤ (d(vk)− 1)/2. Since (d(vk)− 1)/2 is at most bd(vk)/2c (ir-

respective of the parity of d(vk)), the grid points on the leftmost boundary of

Avk below L(vk) are sufficient to route all the m-edges incident to {wl+1, . . . wz}.

Similarly, for each w ∈ {wz+1, . . . wr−1}, we now route the m-edge incident to

w through the top-right corner cw up to M, and then to a distinct grid point

on the bottommost boundary of Avk to the left of D(vk). Since bdm(vk)/2c ≤

bd(vk)/2c − 1 (irrespective of the parity of d(vk)), we have sufficient number of

boundary points to route all the m-edges incident to {wz+1, . . . wr−1}.

The l- and r-edges of Γ′n contain edge overlapping on the left and down hands.

From the Expansion phase it is straightforward to observe that the l-edges that

are incoming to some vertex v in Γ′n, are incident to D(v), and properly intersects
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the first half of the S′v. Let ` be the nearest vertical grid line to the right of S′v.

Remove the parts of these l-edges that lie in between D(v) and ` (except for the l-

edge incident to C(v)). Since all these l-edges lie below Sv, the points where these

l-edges are incident to ` can see all the grid points on the rightmost boundary of

Av and on the right-half of the bottommost boundary of Av. Consequently, we

can route the l-edges to C(v) through these boundary grid points, which removes

the edge overlaps on D(v). Figure 5.4(e) illustrates such a scenario.

Symmetrically, we can remove the degeneracy of r-edges on L(v). Fact 3 and

the property that the lines in Sv and S′v do not contain any vertex except v ensure

that the above modifications do not introduce any edge crossing. The resulting

drawing Γ′′ is a planar polyline drawing of G, e.g., see Figure 5.4(e).

5.3.3 Bounding the Aesthetics

Here we bound the area, bend complexity and angular resolution of the drawing.

Area: By Lemma 6, the area before the Expansion phase was (W + 2)× (H + 2).

For each i, where 1 ≤ i ≤ W + 2, the Expansion phase increases the width of

the drawing by 2bd(ui)/2c, where ui is the vertex with the largest degree on the

ith column. Hence the total increase is at most (∑W+2
i=1 d(ui))− 3(n−W − 2) ≤

(6n − 12)− 3(n −W − 2) = 3n + 3W − 6. Similarly, the increase in height is at

most 3n + 3H − 6. Hence Γ′′ is a drawing on an integer grid of size (3n + 4W −

4)× (3n + 4H− 4). Since W + H ≤ (4n− 2δ0− 10)/3 (see Fact 2), the area can be

at most (3n + 4(2n− δ0 − 5)/3)2 = ((17n− 4δ0 − 20)/3)2 ≤ 32.12n2.
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Bends: If (v, v′) is an l-edge or r-edge in ΓG, which starts at v and ends at

v′, then the edge has at most 2 bends: one before entering Av′ , and another at

the boundary of Av′ . If (v, v′) is an m-edge, then it contains one bend on M,

and another bend on the boundary of Av′ . The l-and r-edges that connect a

primary vertex to its parent, do not contain any bend. Since δ0 < n/2 [14] and

leaf(Tm) < n, the drawing has at most 6n−leaf(Tl)−leaf(Tr)≤11n/2 bends.

Angular Resolution: To compute the angular resolution, observe that the small-

est possible angle θ at v is realized by a pair of consecutive integer grid points on

the boundary of Av where one of them is the corner of Av, e.g., see Figure 5.5(a).

Since Av is a grid of size (2bd(v)/2c+ 1)× (2bd(v)/2c+ 1), the length of the line

segment l connecting the center to any corner is
√

2bd(v)/2c. Hence we have

θ = arctan

(
1/
√

2
(
√

2bd(v)/2c − 1/
√

2

)

⇒ θ ≥ arctan
(

1
d(v)− 1

)
.

We simplify the expression using the MacLaurin Series Expansion of arctan in the

same way as used in [78]. By the MacLaurin series expansion of arctan, if |x| < 1,

then arctan(x) = x− 1
3 x3 + 1

5 x5 − 1
7 x7 + . . . ≥ x− 1

3 x3. Since 1
d(v)−1 < 1, we have

θ ≥ 1
d(v)−1 − 1

3

(
1

d(v)−1

)3
≥ 1

d(v) .

Theorem 6 Every n-vertex planar triangulation admits a polyline drawing Γ with bend

complexity 2, where the angular resolution is at least 1/d(v) for each vertex v, and area

is at most (3n + 4W − 4)× (3n + 4H − 4), where W + H ≤ (4n− 2δ0 − 10)/3.
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5.4 Trade-offs between Angular Resolution and Area

In this section we show that one can significantly improve the area with an small

expense of angular resolution. We consider the following two scenarios.

5.4.1 Angular Resolution γ/d(v), where γ ∈ [0.8, 1]

Observe that the bottom-left quadrants of Av (with respect to the center C(v)) has

at most 2bd(v)/2c − 1 ≥ dm(v) boundary points, which are sufficient to route the

m-edges, and sometimes necessary. However, the boundary points that are avail-

able to route the l-edges (similarly, r-edges) are significantly more than necessary,

e.g., the number of boundary points to route the l-edges is 3bd(v)/2c − 2 (lying

on the bottom-right quadrants and on the right-boundary of Av). Hence assign-

ing a grid of size (bd(v)/2c+ 1 + dd(v)/4e)× (bd(v)/2c+ 1 + dd(v)/4e) to each

vertex v would be sufficient for routing the edges.

Observe that for each vertex v, the increase in width is at most (bd(v)/2c +

dd(v)/4e) ≤ (3d(v)/4 + 1). Since one column may contain multiple vertices, and

the degree of each vertex is at least three, we are overcounting the increase for

(n −W − 2) vertices. The amount of over computation for each such vertex v′

is at least b3d(v′)/4c + 1 ≥ 3. Consequently, the total increase in the width in

the Expansion phase is now bounded by (∑W+2
i=1 (3d(vi)/4+ 1))− 3(n−W − 2) ≤

3n/2 + 4W − 1. Similarly, the increase in height is at most 3n/2 + 4H + 1. Since

W + H ≤ (4n− 2δ0 − 10)/3, the area can be at most (3n/2 + 5(2n− δ0 − 5)/3 +

5)2 ≤ 23.37n2. The number of bends remains the same, but the minimum angle
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θ is now at least 0.8/d(v), which is now determined by two consecutive points

along the bottom-right corner, as shown in Figure 5.5(b).

We can parametrize the grid size with a parameter α, i.e., consider the grid

assigned to v as (bd(v)/2c+ 1+ αd(v))× (bd(v)/2c+ 1+ αd(v)), where α ≥ 1/4.

Then the increase in width is at most (∑W+2
i=1 ((α + 1/2)d(vi) + 1)) − 3(n −W −

2) ≤ (6(α + 1/2)n − 3n + 4W + 8) ≤ (6αn + 4W + 8). Similarly, the increase

in height is at most (6αn + 4H + 8), respectively. Hence the area is at most

(6αn + 4(W + H)/2 + 10)2 ≤ (6αn + 8n/3 + 10)2 ≈ (6α + 8/3)2n2. The angu-

lar resolution is at least

θ ≥ arctan

(
α/
√

α2 + 1/4
d(v)
√

α2 + 1/4

)
= arctan

(
α

d(v)(α2 + 1/4)

)
⇒ θ ≥ α

α + d(v)(α2 + 1/4)
, by the MacLaurin Series Expansion [78].

The following theorem summarizes the trade-offs.

Theorem 7 Every n-vertex planar triangulation admits a polyline drawing with bend

complexity 2, where the angular resolution is at least α
α+d(v)(α2+1/4) for each vertex v,

and area is at most (6αn + 4W + 10) × (6αn + 4H + 10). Here α ∈ [1/4, 1/2], and

W + H ≤ (4n− 2δ0 − 10)/3.

5.4.2 Angular Resolution γ/d(v), where γ ∈ [0.3, 0.5]

Insert the new grid lines in the Expansion phase such that each vertex v has

h = βvd(v) free grid lines, where βv ≥ 1/d(v), in each of the four sides (above,
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(a) (b) (c)
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Figure 5.5: Illustration for angular resolution.

below, left, right) around v, i.e., C(v) is at the center of a free integer grid Av of

size h× h. Recall that Sv is an ordered set of horizontal free grid lines associated

to v, and S′v is a set of vertical free grid lines associated to v, where the lines of Sv

and S′v are ordered in increasing order of y-coordinate, and decreasing order of

x-coordinate, respectively. We now show that these free grid lines are sufficient

for routing the l-, r- and m-edges.

Routing m-edges: Let lvk and l′vk
be the grid lines that are immediately below

and to the left of Svk and S′vk
, respectively. For each w ∈ {wl+1, . . . , wr−1}, we now
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extend a line segment with slope +1 from C(w) until we hit either lvk or l′vk
. Let

B = {b(wl+1), . . . , b(wr−1)} be the set of points on lvk and l′vk
reached by these

extensions. We now extend these extensions further to reach C(vk), as follows:

- If the number of points of B that lie on lvk is z′, where z′ ≤ h, then we

route the extensions of lvk through z′ consecutive grid points lying on the

left side of Avk immediately below L(vk). We then route the extensions on l′vk

through the next consecutive grid points along the same vertical line. Since

there are at most dm(vk) m-edges, we need at most d(vk) consecutive grid

points below L(vk). Figure 5.5(d) illustrates such a scenario, where h = 1.

- If the number of points of B that lie on l′vk
is at most z′, where z′ ≤ h, then

the drawing is symmetric to the previous case.

- Otherwise, both lvk and l′vk
contains more than h extensions. In this case

min{z, z′} > h, and hence max{z, z′} ≤ dm(vk) − h. We first extend the

extensions on lvk to the grid points that lie consecutively to the left of Av

(on the first line of Svk). We then extend the extensions on l′vk
to the grid

points that lie consecutively below of Av (on the last line of S′vk
). Finally, we

connect all these new extensions directly to C(vk). Note that the maximum

horizontal (respectively, vertical) distance between C(v) and a bend point on

lvk (respectively, l′vk
) is at most (dm(vk)− h) + h ≤ d(vk).

Routing l-edges and r-edges: Let u1, u2, . . . , uq be the vertices in top-to-bottom

order that are incident to D(vk) by incoming l-edges. Let ` be the nearest vertical

grid line to the right of S′v, and remove the parts of these l-edges that lie in
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between D(vk) and ` (except for the l-edge incident to C(vk)). We then connect

these extensions to the q consecutive grid points on the first line of S′vk
that lie

immediately below the top-right corner of Av. Finally, we connect all these new

extensions directly to C(vk). We route r-edges symmetrically.

Angular Resolution and Area: In all the cases, the smallest angle θ at any vertex

v is equal to the angle determined by the points (−d(v),−h) and (−d(v) + 1,−h)

at C(v) = (0, 0), as illustrated in Figure 5.5(e). Since the perpendicular dis-

tance from the point (−d(v) + 1,−h) to the line through (0, 0) and (−d(v),−h) is

h/
√

d(v)2 + h2, we have

θ ≥ arctan

(
h/
√

d(v)2 + h2√
d(v)2 + h2

)

⇒ θ ≥ h
h + d(v)2 + h2 , by the MacLaurin Series Expansion [78].

Since h = βvd(v), where βv ≥ 1/d(v), the angle θ ≥ βv
βv+d(v)(1+β2

v)
. For large values

of βv, the smallest angle could be determined by two consecutive boundary points

of Av, which can be as small as arctan(1/
√

2
h
√

2
) > 1

1+2βvd(v) . Hence the angular

resolution is min{ βv
βv+d(v)(1+β2

v)
, 1

1+2βvd(v)} =
βv

βv+d(v)(1+β2
v)

when 1/d(v) ≤ βv ≤ 1.

The increase of width in the Expansion phase is bounded by ∑i=W+2
i=1 βvd(v)−

3(n −W − 2). The term −3(n −W − 2) is only meaningful when βvd(v) ≥ 3.

Hence we use a relaxed upper bound of ∑i=W+2
i=1 βvd(v) and for convenience of

juxtaposition, we assume that for all v, βv = β ≥ 1/3 implying that βv ≥ 1/d(v).

We thus obtain an upper bound of ∑i=W+2
i=1 βd(v) < 6nβ. Similarly, the height

is also bounded by 6nβ. Since W + H < 4n/3, the area is at most (6nβ + (W +

H)/2 + 2)2 ≤ (6nβ + 2n/3 + 2)2 ≤ (6β + 2/3)2n2.
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For example, if βv = β = 1/3, then the angular resolution is at least 0.3/d(v),

and the area is at most 7.12n2.

The following theorem summarizes the trade-offs.

Theorem 8 Every n-vertex planar triangulation admits a polyline drawing with bend

complexity 2, where the angular resolution is at least β
β+d(v)(1+β2)

for each vertex v, and

area is at most (6nβ + W + 2) × (6nβ + H + 2). Here β ∈ [1/3, 1], and W + H ≤

(4n− 2δ0 − 10)/3.

5.5 Summary and Open Questions

In this chapter we have given a smooth trade-off between the area and angular

resolution for polyline drawings with bend complexity 2. Similar to the pre-

viously known polyline drawing algorithms, one can implement our algorithm

using standard techniques [24] such that the drawings are computed in linear

time.

Our algorithm dominates all the previous polyline drawing algorithms either

in angular resolution or in area, except Duncan and Kobourov’s algorithm [43],

which dominates our algorithm when the angular resolution is in the interval

[0.38/d(v), 0.5/d(v)]. A natural open question is to find better trade-offs between

area and angular resolution.

Open Problem 5.1. Characterize the interaction among the constants a, b and c

such that any planar graph admits a polyline drawing with bend complexity a,

angular resolution at least b/d(v), and area at most cn2.
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Another challenging problem is to find tight lower bounds. The case for

straight-line drawings is particularly interesting. Every planar graph admits a

straight-line drawing with O(n2) area and Ω(1/n) angular resolution [86]. On

the other hand, there exists an n-vertex planar graph such that any of its straight-

line drawings with angular resolution Ω(1/ρ) requires at least Ω(cρn) area, where

c > 1 [64]. Therefore, one may seek for straight-line drawings with O(n2+ε) area

and Ω(1/nε) angular resolution, where ε is a constant in the interval (0, 1).

Open Problem 5.2. Compute straight-line drawings of planar triangulations with

O(n2+ε) area and Ω(1/nε) angular resolution, where ε is a constant in the interval

(0, 1)?



Chapter 6

Drawing Graphs on Multiple Layers

This chapter focuses on polyline drawings of general graphs. Since the input

graphs can be non-planar, the aesthetics of the output polyline drawings include

number of crossings, number of planar layers (layer complexity), and bends per

edge (bend complexity). Here we examine the interaction between the bend and

layer complexities.

By Fáry’s theorem [60], every graph with thickness one can be drawn on a

single layer with bend complexity 0. A few extensions to higher thickness are

known. For example, graphs with thickness two can be drawn on two layers with

bend complexity two. In general, every n-vertex graph with thickness t admits a

drawing on t layers with bend complexity 3n + O(1). Allowing a higher number

of layers may reduce the bend complexity, e.g., complete graphs require Θ(n)

layers to be drawn using 0 bends per edge.

In this chapter we present an elegant extension of Fáry’s theorem [60] to draw

graphs of thickness t > 2. We first prove that thickness-t graphs can be drawn on

111
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t layers with 2.25n + O(1) bends per edge. We then develop another technique

to draw thickness-t graphs on t layers with bend complexity, i.e., min{O(2t/2 ·

n1−1/β), 2.25n + O(1)}, where β = 2d(t−2)/2e. Previously, the bend complexity

was not known to be sublinear for t > 2. Finally, we show that graphs with linear

arboricity k can be drawn on k layers with bend complexity 3(k−1)n
(4k−2) .

We first discuss the motivation for minimizing bend and layer complexities in

polyline drawings. We then briefly review the related research, and describe our

contribution. The subsequent sections introduce the definitions and notation nec-

essary to describe our results (Section 6.2), the drawing algorithms (Section 6.3),

a trade-off between the number of segments and area (Section 6.4), limitations of

our approach and directions to future research (Section 6.5).

Some of the results of this chapter appeared in preliminary form at the 43rd

International Colloquium on Automata, Languages and Programming [50].

6.1 Minimizing Layer and Bend Complexities

Many problems in VLSI layout and software visualization are tackled using al-

gorithms that produce polyline drawings [113]. For a variety of practical pur-

poses [27, 28, 111], these algorithms often seek to produce drawings that optimize

several drawing aesthetics, e.g., minimizing the number of planar layers, mini-

mizing the number of bends, minimizing the number of crossings, etc.

We examine the parameters bend complexity and layer complexity. In a VLSI

layout, minimizing the number of planar layers saves microchip area, and min-

imizing the number of bends improves reliability of the circuit. In visualization
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applications, minimizing these parameters enhances the readability of the visual-

ization.

Previous results on drawing graphs on few layers or with small number of

bends per edge, suggest that the bend and layer complexities are conflicting op-

timization goals. However, no formal study on the interaction between bend and

layer complexities has been done. Consequently, we were motivated to extend the

understanding of the interplay between the layer complexity and bend complexity

in polyline drawings.

6.1.1 Related Work

The layer complexity of every drawing of a thickness-t graph G is at least t,

and every n-vertex thickness-t graph admits a drawing on t layers with bend

complexity O(n) [102]. The problem of drawing thickness-t graphs on t planar

layers is closely related to the simultaneous embedding problem, where given a set of

planar graphs G1, . . . , Gt on a common set of vertices, the task is to compute their

planar drawings D1, . . . , Dt such that each vertex is mapped to the same point

in the plane in each of these drawings. Figure 6.1(a)–(c) illustrate three planar

graphs on a common set of vertices, and Figure 6.1(d) depicts a simultaneous

embedding with bend complexity 1.

Graphs with low thickness admit polyline drawings on few layers with low

bend complexity. If t = 1, then by Fáry’s theorem [60], G admits a drawing

on a single layer with bend complexity 0. Every pair of planar graphs can be

simultaneously embedded using two bends per edge [58, 66]. Therefore, if t = 2,
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Figure 6.1: Simultaneous embedding of three planar graphs.

then G admits a drawing on two layers with bend complexity 2. The best known

lower bound on the bend complexity of thickness-2 graphs is one [52]. Duncan

et al. [44] showed that graphs with maximum degree four can be drawn on two

layers with bend complexity 0. Wood [118] showed how to construct drawings on

O(
√

m) layers with bend complexity 1, where m is the number of edges in G.

Given an n-vertex planar graph G and a point location for each vertex in R2,

Pach and Wenger [102] showed that G admits a planar polyline drawing with the



Chapter 6: Drawing Graphs on Multiple Layers 115

given vertex locations, where each edge has at most 120n bends. They also showed

that Ω(n) bends are sometimes necessary. Badent et al. [6] and Gordon [70]

independently improved the bend complexity to 3n + O(1). Consequently, for

t ≥ 3, these constructions can be used to draw G on t layers with at most 3n+O(1)

bends per edge.

A rich body of literature [8, 11, 56] examines geometric thickness, i.e., the num-

ber of planar layers that is necessary and sufficient to achieve 0 bend complexity.

Dujmović and Wood [40] proved that dk/2e layers suffice for graphs of treewidth

k. Duncan [42] proved that O(log n) layers suffice for graphs with arboricity

two or outerthickness two, and O(
√

n) layers suffice for thickness-2 graphs. Dil-

lencourt et al. [37] proved that complete graphs with n vertices require at least

d(n/5.646) + 0.342e and at most dn/4e layers.

6.1.2 Our Contribution

We assume that the input is an arbitrary graph. Table 6.1 lists our results, as well

as summarizes the best known upper bounds on layer and bend complexities for

different classes of graphs.

6.2 Technical Foundation

In this section we describe some preliminary definitions, and review some known

results.

Let G = (V, E) be a planar graph. A monotone topological book embedding of G

is a planar drawing Γ of G that satisfies the following properties.
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Graph Class Planar Layers Bends per Edge Ref.
Maximum degree 4 graphs 2 0 [44]

Graphs of treewidth k k 0 [40]
Complete graphs dn/4e 0 [37]

Graphs of thickness 2 O(
√

n) 0 [66, 58]
Graphs of thickness 2 2 2 [66, 58]

General graphs O(
√

m) 1 [118]
Graphs of thickness t t 3n + O(1) [6, 70]

Our Results
Graphs of thickness t t 2.25n + O(1) Theorem 9
Graphs of thickness t t O(2t/2 · n1−1/β) Theorem 10

Graphs of linear arboricity k k 3(k−1)n
(4k−2) Theorem 11

Table 6.1: Results on minimizing layer and bend complexities, where β =

2d(t−2)/2e.

P1: The vertices of G lie along a horizontal line ` in Γ. We refer to ` as the spine

of Γ.

P2: Each edge (u, v) ∈ E is an x-monotone polyline in Γ, where (u, v) either lies

on one side of `, or crosses ` at most once.

P3: Let (u, v) be an edge that crosses ` at point d, where u appears before v on `.

Let u, . . . , d, . . . , v be the corresponding polyline. Then the polyline u, . . . , d

lies above `, and the polyline d, . . . , v lies below `.

Figure 6.2(a) illustrates a monotone topological book embedding of a planar

graph. Edges that are crossing the spine are shown in bold.

Let G1 = (V, E1) and G2 = (V, E2) be two graphs on a common set of vertices.

A simultaneous embedding Γ of G1 and G2 consists of their planar drawings D1

and D2, where each vertex is mapped to the same point in the plane in both D1

and D2. Erten and Kobourov [58] showed that every pair of planar graphs admit
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Figure 6.2: (a) A monotone topological book embedding of a planar graph. (b)–
(c) Monotone topological book embeddings of G1 and G2. (d)–(e) Simultaneous
embedding of G1 and G2, where the deleted edges are shown in dashed lines.

a simultaneous embedding with at most three bends per edge. Giacomo and

Liotta [66] observed that using monotone topological book embedding Erten and

Kobourov’s [58] construction can achieve a drawing with two bends per edge.

Here we briefly recall this drawing algorithm. Without loss of generality as-

sume that both G1 and G2 are triangulations. Let πi, where 1 ≤ i ≤ 2, be a vertex
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ordering that corresponds to a monotone topological book embedding of Gi. Let

Pi be the corresponding spinal path, i.e., a path that corresponds to πi. Note that

some of the edges of Pi may not exist in Gi, e.g., edges (a, d) and (b, c) in Fig-

ures 6.2(b) and (c), respectively, and these edges of Pi create edge crossings in

Gi. Add a dummy vertex at each such edge crossing. Let δi(v) be the position of

vertex v in πi. Then P1 and P2 can be drawn simultaneously on an O(n)×O(n)

grid [19] by placing each vertex at the grid point (δ1(v), δ2(v)); see Figure 6.2(d).

The mapping between the dummy vertices of P1 and P2 can be arbitrary, here we

map the dummy vertex on (a, d) to the dummy vertex on (b, c). Finally, the edges

of Gi that do not belong to Pi are drawn. Let e be such an edge in Gi. If e does

not cross the spine, then it is drawn using one bend on one side of Pi according

to the book embedding of Gi. Otherwise, let q be a dummy vertex on the edge

e = (u, v), which corresponds to the intersection point of e and the spine. The

edges (u, q) and (v, q) are drawn on opposite sides of Pi such that the polyline

from u to v do not create any bend at q. Since each of (u, q) and (v, q) contains a

bend, e contains only two bends. Finally, the edges of Pi that do not belong to Gi

are removed from the drawing; see Figure 6.2(e).

Let Γ be a planar polyline drawing of a path P = {v1, v2, . . . , vn}. We call Γ an

uphill drawing if for any point q on Γ, the upward ray from q does not intersect the

path v1, . . . , q. Note that q may be a vertex location or an interior point of some

edge in Γ. Let a and b be two points in R2. Then a and b are r-visible to each other

if and only if their exists a polygonal chain of length r with end points a, b that

does not intersect Γ at any point except possibly at a, b. A point p lies between two
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other points a, b, if either the inequality x(a) < x(p) < x(b) or x(b) < x(p) < x(a)

holds.

A set of points is monotone if the line connecting them from left to right is

monotone with respect to y-axis. Let S be a set of n points in general position.

By the Erdös-Szekeres theorem [57], S can be partitioned into 2b√nc disjoint

monotone subsets, and such a partition can be computed in O(n1.5) time [7].

6.3 Drawing Thickness-t Graphs on t Layers

In this section we give two separate drawing techniques to draw thickness-t

graphs on t layers. We first present a simple construction achieving 2.25n + O(1)

upper bound (Section 6.3.1). Although the technique is simple, the idea of the

construction will be used frequently in the rest of the chapter. Therefore, we

explained the construction in reasonable details.

Later, we present a second construction (Section 6.3.2), which is more involved,

and relies on a deep understanding of the geometry of point sets. In this case,

the upper bound on the bend complexity will depend on some generalization of

Erdös-Szekeres theorem [57], e.g., partitioning a point set into monotone subse-

quences in higher dimensions (Section 6.3.2.4).

6.3.1 A Construction with Bend Complexity 2.25n + O(1)

In this section we give a simple technique to draw thickness-t graphs on t lay-

ers and with bend complexity 2.25n + O(1). We first give an overview of the

algorithm, and then describe the algorithmic details.
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6.3.1.1 Algorithm Overview

Let G be the input graph with thickness t. We assume that a partition of the

input graph into t planar subgraphs is given. Although decomposing thickness-t

graphs into t planar subgraphs is an NP-hard problem [91], one can decompose

into at most 3t planar subgraphs in polynomial time [68].

Let G1, . . . , Gt be the planar subgraphs of G, and let P1, . . . , Pt be the corre-

sponding spinal paths. Our algorithm constructs the drawing by placing the

vertices of G on the boundary of a semicircle. The algorithm first computes the

drawings of the spinal paths. Each spinal path is drawn by adding the edges one

after another from one end of the path, as shown in Figure 6.3(a). Informally,

each new edge is drawn as an x-monotone polyline, which either lies on the top

the current stack of the drawn edges, as illustrated in Figure 6.3(b). The algo-

rithm then adds the other edges that do not lie on the spinal path, as illustrated

in Figure 6.3(c) using dashed lines. The bend complexity of this drawing may be

large. In subsequent steps the algorithm modifies this drawing to improve the

bend complexity.

6.3.1.2 Algorithm Details

Let G1, . . . , Gt be the planar subgraphs of the input graph G, and let S be an

ordered set of n points on a semicircular arc. Let V = {v1, v2, . . . , vn} be the set of

vertices of G. We show that each Gi, where 1 ≤ i ≤ t, admits a polyline drawing

with bend complexity 2.25n +O(1) such that vertex vj is mapped to the jth point

of S. To draw Gi, we will use the vertex ordering of its monotone topological book
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Figure 6.3: An overview of the algorithm.

embedding. The following lemma will be useful to draw the spinal path Pi of Gi.

Lemma 7 Let S = {p0, p1, . . . , pn+1} be a set of points lying on an x-monotone semi-

circular arc, and let P = {v1, v2, . . . , vn} be a path of n vertices. Assume that p0 and

pn+1 are the leftmost and rightmost points of S, respectively, and the points p1, . . . , pn

are equally spaced between them in some random order. Then P admits an uphill drawing

Γ with the vertex vi assigned to pi, where 1 ≤ i ≤ n, and every point pi satisfies the

following properties:

A. Both the points p0 and pn+1 are (3n/4)-visible to pi.

B. One can draw an x-monotone polygonal chain from p0 to pn+1 with 3n/4 bends

that intersects Γ only at pi.
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Proof: We prove the lemma by constructing such a drawing Γ for P. The con-

struction assigns a polyline for each edge of P. The resulting drawing may contain

edge overlaps, and the bend complexity could be as large as n− 2. Later we re-

move these degeneracies and reduce the bend complexity to obtain Γ.

Drawings of Edges: For each point pi ∈ S, where 1 ≤ i ≤ n, we create an

anchor point p′i at (x(pi), y(pi) + ε), where ε > 0. We choose ε small enough such

that for any j, where 1 ≤ i 6= j ≤ n, all the points of S between pi and pj lie above

(p′i, p′j). Figure 6.4(a) illustrates this property for the anchor point p′1.

We first draw the edge (v1, v2) using a straight line segment. For each j from

2 to n− 1, we now draw the edges (vj, vj+1) one after another. Assume without

loss of generality that x(pj) < x(pj+1). We call a point p ∈ S between pj and

pj+1 a visited point if the corresponding vertex v appears in v1, . . . , vj, i.e., v has

already been placed at p. We draw an x-monotone polygonal chain L that starts

at vj, connects the anchors of the intermediate visited points from left to right,

and ends at vj+1. Figure 6.4(b) illustrates such a construction.

Since the number of bends on L is equal to the number of visited points of S

between pj and pj+1, each edge contains at most α bends, where α is the number

of points of S between pj and pj+1.

Removing Degeneracies: The drawing Dn of the path P constructed above

contains edge overlaps, e.g., see the edges (v3, v4) and (v4, v5) in Figure 6.4(c).

To remove the degeneracies, for each i, we spread the corresponding bend points

between pi and p′i, in the order they appear on the path, see Figure 6.4(d). Conse-

quently, we obtain a planar drawing of P. Let the resulting drawing be D′n. Since
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Figure 6.4: Illustration for the proof of Lemma 7. (a) Construction of the point
set, and the anchor points. The anchor points are shown in black squares. (b)–
(d) Construction of D′n. (e) A scenario when the number of bends may be large.
(f)–(g) Reducing bend complexity.
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each edge (pj, pj+1) is drawn as an x-monotone polyline above the path p1, . . . , pj,

D′n satisfies the uphill property. Note that D′n may have bend complexity n− 2,

e.g., see Figure 6.4(e). We now show how to reduce the bend complexity and

satisfy Properties A–B.

Reducing Bend Complexity: A pair of points in S are consecutive if they do

not contain any other point of S in between. Let e be any edge of P. Let Ce be the

corresponding polygonal chain in D′n. A pair of bends on Ce are called consecutive

bends if their corresponding points in S are also consecutive. A bend-interval of Ce

is a maximal sequence of consecutive bends in Ce. Note that we can partition the

bends on e into disjoint sets of bend-intervals.

For any bend-interval s, let l(s) and r(s) be the x-coordinates of the left and

right endpoints of s, respectively. Let s1 and s2 be two bend-intervals lying on

two distinct edges e1 and e2 in D′n, respectively, where e2 appears after e1 in P.

We claim that the intervals [l(s1), r(s1)] and [l(s2), r(s2)] are either disjoint, or

[l(s1), r(s1)] ⊆ [l(s2), r(s2)]. We refer to this property as the balanced parenthesis

property of the bend-intervals. To verify this property assume that for some s1, s2, we

have [l(s1), r(s1)]∩ [l(s2), r(s2)] 6= φ. Since s2 is a maximal sequence of consecutive

bends, the inequalities l(s2) ≤ l(s1) and r(s2) ≥ r(s1) hold, i.e., [l(s1), r(s1)] ⊆

[l(s2), r(s2)]. We say that s1 is nested by s2. Figure 6.4(f) illustrates such a scenario,

where s1, s2 are shown in thin and thick gray lines, respectively.

We now consider the edges of P in reverse order, i.e., for each j from n to 2,

we modify the drawing of e = (vj, vj−1). For each bend-interval s = (b1, b2 . . . , br)

of Ce, if s has three or more bends, then we delete the bends b2, . . . , br−1, and join
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b1 and br using a new bend point w. To create w, we consider the two cases of the

balanced parenthesis property.

If s is not nested by any other bend-interval in D′n, then we place w high

enough above br such that the chain b1, w, br does not introduce any edge crossing,

e.g., see the point w1(= w) in Figure 6.4(g). On the other hand, if s is nested by

some other bend-interval, then let s′ be such a bend-interval immediately above

s. Since s′ = (b′1, b′2, . . . , b′r) is already processed, it must have been replaced by

some chain b′1, w′, b′r. Therefore, we can find a location for b inside ∠b′1w′b′r such

that the chain b1, w, br does not introduce any edge crossing, e.g., see the points

w′ and w2(= w) in Figure 6.4(g). Let the resulting drawing of P be Γ.

We now show that the above modification reduces the bend complexity to

3n/4. Let e be an edge of P that contains α points from S between its endpoints.

Let Ce be the corresponding polygonal chain in D′n. Recall that any bend-interval

of length ` in Ce contributes to min{`, 3} bends on e in Γ. Therefore, if there

are at most α/4 bend-intervals on Ce, then e can have at most 3α/4 bends in Γ.

Otherwise, if there are more than α/4 bend-intervals, then there are at least α/4

points1 of S that do not contribute to bends on Ce. Therefore, in both cases, Ce

can have at most 3α/4 bends in Γ.

Satisfying Properties A–B: Let pi be any point of S \ {p0, pn+1}. We first

show that p0 is (3n/4)-visible to q. Consider the drawing Di. Observe that one

can insert an edge (p0, pi) using an x-monotone polyline L such that the bends on

L corresponds to the intermediate visited points. Now the drawing of the rest of

the path vi, vi+1, . . . , vn can be continued such that it does not cross L. Therefore,
1Every pair of consecutive bend-intervals contain such a point in between.
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if the number of points of S between p0 and pi is α, then L has at most α bends.

Finally, the process of reducing bend complexity improves the number of bends

on L to 3α/4. Similarly, we can observe that pn+1 is at most 3α′/4 visible to pi,

where α′ is the number of points of S between pi and pn+1. Since the edges (p0, pi)

and (pi, pn+1) are x-monotone, we can draw an x-monotone polygonal chain from

p0 to pn+1 with at most 3(α + α′)/4 ≤ (3n/4) bends that intersects Γ only at pi.

Theorem 9 Every n-vertex graph of thickness t admits a drawing on t layers with bend

complexity 2.25n + O(1).

Proof: Let G1, . . . , Gt be the planar subgraphs of the input graph G, and let

V = {v1, v2, . . . , vn} be the set of vertices of G. let S = {p0, p1, . . . , pn+1} be a

set of n + 2 points lying on a semicircular arc as defined in Lemma 7. Let Pi be

spinal path of the monotone topological book embedding of Gi, where 1 ≤ i ≤ t.

We first compute an uphill drawing Γi of the path Pi. We then draw the edges of

Gi that do not belong to Pi. Let e = (u, v) be such an edge, and without loss of

generality assume that u appears to the left of v on the spine.

If e lies above (resp., below) the spine, then we draw two x-monotone polygo-

nal chains; one from u to p0 (resp., pn+1), and the other from v to p0 (resp., pn+1).

By Lemma 7, these polygonal chains do not intersect Γi except at u and v, and

each contains at most 3n/4 bends. Hence e contains at most 1.5n bends in total.

If e crosses the spine, then it crosses some edge (w, w′) of Pi. Draw the edges

(u, w) and (w, v) using the polylines u, . . . , p0, . . . , w and w, . . . , pn+1, . . . , v, re-

spectively. The polylines u, . . . , p0 and pn+1, . . . , v are x-monotone, and have at
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most 3n/4 bends each. The polyline C = (p0, . . . , w . . . , pn+1) is also x-monotone

and has at most 3n/4 bends. Hence the number of bends is 2.25n in total. It is

straightforward to avoid the degeneracy at w, by adding a constant number of

bends on C.

Note that we still have some edge overlaps at p0 and pn+1. It is straightforward

to remove these degeneracies by adding only a constant number of more bends

per edge.

6.3.2 A Construction with Improved Bend Complexity

In this section we give another construction to draw thickness-t graphs on t layers.

We first show that every thickness-t graph, where t ∈ {3, 4}, can be drawn on t

layers with bend complexity O(
√

n), and then show how to extend the technique

for larger values of t.

6.3.2.1 Algorithm Overview

The construction here is similar to the previous section, but instead of placing all

the points on a semicircle, we create the point set based on the spinal paths to be

drawn. Besides, the points are partitioned into subgroups, where the points on

the same group are contagious along the x-axis. While drawing a path, each edge

may span several groups. Figure 6.5 shows a schematic representation of such

a scenario. We show that passing through a group requires constant number of

bends. Therefore, the number of bends correspond to the number of groups in

the point set. For fixed t, we prove a sublinear upper bound on the number of
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groups, which keep the bend complexity small.

u v

Figure 6.5: Overview of the Algorithm. The edge (u, v) spans four groups.

6.3.2.2 Construction when t = 3

Let S be an ordered set of n points, where the ordering is by increasing x-

coordinate. A (k, n)-group Sk,n is a partition of S into k disjoint ordered subsets

{S1, . . . , Sk}, each containing contiguous points from S. Label the points of S us-

ing a permutation of p1, p2, . . . , pn such that for each set S′ ∈ Sk,n, the indices

of the points in S′ are either increasing or decreasing. If the indices are increas-

ing (resp., decreasing), then we refer S′ as a rightward (resp., leftward) set. We

will refer to such a labelling as a smart labelling of Sk,n. Figure 6.6 illustrates a

(5, 23)-group and a smart labelling of the underlying point set S5,23.

Note that for any i, where 1 ≤ i ≤ n, deletion of the points p1, . . . , pi removes

the points of the rightward (resp., leftward) sets from their left (resp., right). The

necklace of Sk,n is a path obtained from a smart labelling of Sk,n by connecting the

points pi, pi+1, where 1 ≤ i ≤ n− 1. The following lemma constructs an uphill

drawing of the necklace using O(k) bends per edge.
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Figure 6.6: Illustration for the proof of Lemma 8. The edge (p10, p11) is shown in
bold. Passing through each intermediate set requires at most 4 bends.

Lemma 8 Let S be a set of n points ordered by increasing x-coordinate, and let Sk,n =

{S1, . . . , Sk} be a (k, n)-group of S. Label Sk,n with a smart labelling. Then the necklace

of Sk,n admits an uphill drawing with O(k) bends per edge.

Proof: We construct this uphill drawing incrementally in a similar way as in the

proof of Lemma 7. Let Dj, where 1 ≤ j ≤ n, be the drawing of the path p1, . . . , pj.

At each step of the construction, we maintain the invariant that Dj is an uphill

drawing.

We first assign v1 to p1. Then for each i from 1 to n − 1, we draw the edge

(pi, pi+1) using an x-monotone polyline L that lies above Di and below the points

pj′ , where j′ > i + 1. Figure 6.6 illustrates such a drawing of (pi, pi+1).

The crux of the construction is that one can draw such a polyline L using

at most O(k) bends. Assume that pi and pi+1 belong to the sets Sl ∈ Sk,n and

Sr ∈ Sk,n, respectively. If Sl and Sr are identical, then pi and pi+1 are consecutive,

and hence it suffices to use at most O(1) bends to draw L. On the other hand, if

Sl and Sr are distinct, then there can be at most k− 2 sets of Sk,n between them.

Let Sm be such a set. While passing through Sm, we need to keep the points that

already belong to the path, below L, and the rest of the points above L. By the
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property of smart labelling, the points that belong to Di are consecutive in Sm,

and lie to the left or right side of Sm depending on whether Sm is rightward or

leftward. Therefore, we need only O(1) bends to pass through Sm. Since there are

at most k− 2 sets between Sl and Sr, O(k) bends suffice to construct L.

We are now ready to describe the main construction. Let G be an n-vertex

thickness-3 graph, and let G1, G2, G3 be the planar subgraphs of G. Let Pi be the

spinal path of the monotone topological book embedding of Gi, where 1 ≤ i ≤ 3.

We first create a set of n points and assign them to the vertices of G. Later we

route the edges of G.

Creating Vertex Locations: Assume without loss of generality that P1 =

(v1, . . . , vn). For each i from 1 to n, we place a point at (i, j′) in the plane, where

j′ is the position of vj in P2. Let the resulting point set be Q. Recall that Q can

be partitioned into disjoint monotone subsets Q1, . . . , Qk, where k ≤ O(
√

n) [7].

Figure 6.7(a) illustrates such a partition.

The sets Q1, . . . , Qk are ordered by the x-coordinate, and the indices of the la-

bels of the points at each set is either increasing or decreasing. Therefore, if we

place the points of the ith set between the lines x = 2(i− 1)n and x = (2i− 1)n,

then the resulting point set Q′ would be a (k, n)-group, labelled by a smart la-

belling. Finally, we adjust the y-coordinates of the points according to the position

of the corresponding vertices in P3. Let the resulting point set be S. Figure 6.7(b)

illustrates the vertex locations, where P1 = (v1, v2, . . . , vn), P2 = (v11, v1, . . . , v3),

and P3 = (v6, v11, . . . , v10).

Edge Routing: It is straightforward to observe that the path P1 is a necklace



Chapter 6: Drawing Graphs on Multiple Layers 131

v1

v2

v3

v4

v5

v6

v7

v8

v9

v10
v11

v12

v1

v2

v8
v3

v4

v5

v7

v9
v12

v10

v6
v11

(a) (b)

Q
S

Figure 6.7: Creating vertex locations for drawing thickness-3 graphs, where P1, P2
and P3 are shown in dotted, dashed and thick solid lines, respectively.

for the current labelling of the points of Sk,n. Therefore, by Lemma 8, we can

construct an uphill drawing of P1 on S. Observe that for every set S′ ∈ Sk,n,

the corresponding points are monotone in Q, i.e., the points of S′ are ordered

along the x-axis either in increasing or decreasing order of their y-coordinates in

Q. Therefore, relabelling the points according to the increasing order of their y-

coordinates in Q will produce another smart labelling of S, and the corresponding

necklace would be the path P2. Therefore, we can use Lemma 8 to construct

an uphill drawing of P2 on S. Since the height of the points of S are adjusted

according to the vertex ordering on P3, connecting the points of S from top to

bottom with straight line segments yields a y-monotone drawing of P3.

We now route the edges of Gi that do not belong to Pi, where 1 ≤ i ≤ 3.

Since P3 is drawn as a y-monotone polygonal path, we can use the technique

of Erten and Kobourov [58] to draw the remaining edges of G3. To draw the

edges of G2, we insert two points p0 and pn+1 to the left and right of all the
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points of S, respectively. Then the drawing of the remaining edges of G1 and

G2 is similar to the edge routing described in the proof of Theorem 9. That is,

if the edge e = (u, v) lies above (resp., below) the spine, then we draw it using

two x-monotone polygonal chains from p0 (resp., pn+1). Otherwise, if e crosses

the spine, then we draw three x-monotone polygonal chains, one from u to p0,

another from p0 to pn+1, and the third one from v to pn+1. Since k ≤ O(
√

n),

the number of bends on e is O(
√

n). Finally, we remove the degeneracies, which

increases the bends per edge by a small constant.

6.3.2.3 Construction when t = 4

We now show that the technique for drawing thickness-3 graphs can be general-

ized to draw thickness-4 graphs with the same bend complexity.

Let G1, . . . , G4 be the planar subgraphs of G, and let P1, . . . , P4 be the corre-

sponding spinal paths. While constructing the vertex locations, we use a new

y-coordinate assignment for the points of S. Instead of placing the points accord-

ing to the vertex ordering on the path P3, we create a particular order that would

help to construct uphill drawings of P3 and P4 with bend complexity O(
√

n). That

is, we first create a (k′, n)-group S′k′,n using P3 and P4, where k′ ≤ O(
√

n), in a

similar way we created Sk,n using P1 and P2. We then adjust the y-coordinates of

the points of S according to the order these points appear in S′k′,n.

Here we illustrate the construction of the point set. Figure 6.8(a) illustrates P1

and P2 in black and gray, respectively. Figure 6.8(b) illustrates P3 and P4 in black

and gray, respectively.
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Figure 6.8: (a) A point set, constructed from the paths Pi, where i ∈ {1, 2}, by
placing each vertex v at (δ1(v), δ2(v)). Here δi(v) is the position of v on Pi. (b) A
point set, constructed from the paths Pi, where i ∈ {3, 4}, by placing each vertex
v at (δ3(v), δ4(v)). (c) The final point set, and the corresponding (k, n)-groups.
The numbers denote the vertex positions on the corresponding spinal path. The
arrows illustrate whether the corresponding sets are leftward or rightward.
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Figure 6.9: Drawings of P1 and P3 on the point set of Figure 6.8(c).

The construction of G1 and G2 remains the same as described in the previous

section. However, since P3 and P4 now admit uphill drawings on S with respect

to y-axis, the drawing of G3 and G4 are now analogous to the construction of G1

and G2.

6.3.2.4 Construction when t > 4

De Bruijn [85] observed that the result of Erdös-Szekeres [57] can be generalized

to higher dimensions. Given a sequence ρ of n tuples, each of size κ, one can

find a subsequence of at least n1/λ tuples, where λ = 2κ, such that they are
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Figure 6.10: Drawings of P2 and P4 on the point set of Figure 6.8(c).

monotone (i.e., increasing or decreasing) in every dimension. This result is a

repeated application of Erdös-Szekeres result [57] at each dimension. We now

show how to partition ρ into few monotone sequences.

We use the partition algorithm of Bar-Yehuda and Fogel [7] that partitions a

given sequence of n numbers into at most 2
√

n monotone subsequences. It is

straightforward to restrict the size of the subsequences to
√

n, without increasing

the number of subsequences, i.e., by repeatedly extracting a monotone sequence
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of length exactly
√

n. Consequently, one can partition ρ into 2
√

n subsequences,

where each subsequence is of length
√

n, and monotone in the first dimension.

By applying the partition algorithm on each of these subsequences, we can find

2
√

n · 2
√√

n subsequences, each of which is of length
√√

n, and monotone in

the first and second dimensions. Therefore, after κ steps, we obtain a partition

of ρ into 2κ · (n1/2 · n1/4 · . . . · n1/2κ
= 2κ · n1−(1/λ) monotone subsequences, where

λ = 2κ. We use this idea to extend our drawing algorithm to higher thickness.

Let G1, . . . , Gt be the planar subgraphs of G, and let P1, . . . , Pt be the corre-

sponding spinal paths. Let v1, v2, . . . , vn be the vertices of G. Construct a corre-

sponding sequence ρ = (τ1, τ2, . . . , τn) of n tuples, where each tuple is of size t,

and the ith element of a tuple τj corresponds to the position of the corresponding

vertex vj in Pi, where 1 ≤ i ≤ t and 1 ≤ j ≤ n. We now partition ρ into a set of

2t · n1−1/β monotone subsequences, where β = 2t.

For each of these monotone sequences, we create an ordered set of consecutive

points along the x-axis, where the vertex vj corresponds to the point pj. It is

now straightforward to observe that these sets correspond to a (k, n)-group Sk,n,

where k ≤ 2t · n1−1/β. Furthermore, since each group corresponds to a monotone

sequence of tuples, for each Pi, the positions of the corresponding vertices are

either increasing or decreasing. Hence, every path Pi corresponds to a necklace

for some smart labelling of Sk,n. Therefore, by Lemma 8, we can construct an

uphill drawing of Pi on S. We now add the remaining edges of Gi following the

construction described in Section 6.3.2.2. Since k ≤ 2t · n1−1/β, the number of

bends is bounded by O(2t · n1−1/β).
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Observe that all the points in the above construction have the same y-coordinate.

Therefore, we can improve the construction by distributing the load equally among

the x-axis and y-axis as we did in Section 6.3.2.3. Specifically, we draw the graphs

G1, . . . , Gdt/2e using the uphill drawings of their spinal paths with respect to

the x-axis, and the remaining graphs using the uphill drawings of their spinal

paths with respect to the y-axis. Consequently, the bend complexity decreases to

O(2t/2 · n1−1/β′), where β′ = 2dt/2e.

We can improve this bound further by observing that we are free to choose

any arbitrary vertex labelling for G while creating the initial sequence of tuples.

Instead of using an arbitrary labelling, we could label the vertices according to

their ordering on some spinal path, which would reduce the bend complexity to

O(2(t−2)/2 · n1−1/β′′), where β′′ = 2d(t−2)/2e.

Theorem 10 Every n-vertex graph G of thickness t ≥ 3 admits a drawing on t layers

with bend complexity O(
√

2
t · n1−(1/β)), where β = 2d(t−2)/2e.

6.4 Trade-off Between Layers and Bends

In the previous sections we have seen that thickness-t graphs admit polyline draw-

ings on t layers with bend complexity min{2.25n + O(1), O(2t/2 · n1−1/β)}. The

constant hidden in O-notation is small, specifically, for the bound O(2t/2 · n1−1/β),

it is at most 6.

For fixed t, the bound O(2t/2 · n1−1/β) is asymptotically smaller than 2.25n +

O(1). However, for smaller values of n, the bound of 6 · 2t/2 · n1−1/β dominates
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the other bound only for small values of t. Figures 6.11(a) and (b) illustrate the

cases when t = 5 and n = 106, respectively.

(a) (b)
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Figure 6.11: Plots for the bounds on bend complexity: (a) t = 5, and (b) n = 106.

We now show that allowing k ≥ t layers, where k is the linear arboricity of the

input graph, may reduce the bend complexity to 3(k−1)n
(4k−2) < 0.75n. To construct

polyline drawings, where the layer number and bend complexities are functions

of the linear arboricity of the input graph, we use the concept of bandwidth. We

prove that the bandwidth of a graph can be bounded in terms of its linear arboric-

ity and the number of vertices, and then the result follows from an application of

Lemma 7.

The following lemma proves an upper bound on the bandwidth of graphs.

Lemma 9 Given an n-vertex graph G = (V, E) with linear arboricity k, the bandwidth

of G is at most 3(k−1)n
(4k−2) .
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Proof: Without loss of generality assume that G is a union of k spanning paths

P1, . . . , Pk. For any ordered sequence σ, let σ(i) be the element at the ith position,

and let |σ| be the number of elements in σ. We now construct an ordered sequence

σ = σ1 ◦ σ2 ◦ . . . ◦ σk ◦ σk+1 of the vertices in V, as follows.

σ1: We initially place the first x vertices of P1 in the sequence, where the exact

value of x is to be determined later.

σ2: We then place the vertices that are neighbors of σ1 in P2, in order, i.e., we first

place the neighbors of σ1(1), then the neighbors of σ1(2) that have not been

placed yet, and so on.

σi: For each i = 3, . . . , k, we place the vertices that are neighbors of σ1 in Pi in

order.

σk+1: We next place the remaining vertices of P1 in order.

Figure 6.12(a) illustrates an example for three paths with x = 2. Observe that

|σ1| ≤ x, and |σt| ≤ 2x, where 1 < t ≤ k. We now compute an upper bound on

the bandwidth of G using the vertex ordering of σ.

For any i, j, where 1 ≤ i < j ≤ k + 1, let σi,j be the sequence σi ◦ . . . ◦ σj. The

edges of P1 that are in σ1 have bandwidth 1, and those that are in σ1(x) ◦ σ2,k+1

have bandwidth at most (n− x), e.g., see Figure 6.12(b). Now let (v, w) be an edge

of G that does not belong to P1. We compute the bandwidth of (v, w) considering

the following cases.

Case 1. If none of v and w belongs to σ1, then the bandwidth of (v, w) is at most

(n− x).
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Case 2. If both v and w belong to σ1, then the bandwidth of (v, w) is at most x.

Case 3. If at most one of v and w belongs to σ1, then without loss of generality

assume that v belongs to σ1. Since (v, w) does not belong to P1, we may

assume that w belongs to the path Pt, where 1 < t ≤ k. By the construction

of σ, w belongs to σ1,t, e.g., see Figure 6.12(b). Without loss of generality

assume that w belongs to σr, where 1 < r ≤ t. Let v be the qth vertex in the

sequence σ. Then the position of w cannot be more than q + 2x · (r − 2) +

2q, where the term 2x · (r − 2) corresponds to the length of σ2 ◦ . . . ◦ σr−1.

Therefore, the bandwidth of the edge (v, w) is at most 2x · (r − 2) + 2q ≤

2x(r− 1) ≤ 2x(t− 1).

Observe that the bandwidth of the edges of P1 is upper bounded by (n− x).

The bandwidth of any edge that belongs to Pt, where 1 < t ≤ k is at most

max{n − x, 2x(k − 1)}. Consequently, the bandwidth of G is at most max{n −

x, 2x(k− 1)} ≤ (2k−2)n
(2k−1) , where x = n

(2k−1) .
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Figure 6.12: (a) Construction of σ. (b) A schematic representation of P1 and (v, w),
where (v, w) belongs to P3.
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The following theorem is immediate from the proof of Lemmas 7 and 9.

Theorem 11 Every n-vertex graph with linear arboricity k can be drawn on k layers with

at most 3(k−1)n
(4k−2) < 0.75n bends per edge.

6.5 Summary and Open Questions

In this chapter we have developed algorithms to draw graphs on few planar layers

and with low bend complexity. A natural direction for future research would be to

improve the upper bounds on bend complexity while drawing thickness t-graphs

on t layers. While developing the algorithms, we showed that the bandwidth

of graphs with linear arboricity k is at most 3(k−1)n
(4k−2) , and there exist graphs with

linear arboricity two with bandwidth at least n/6− 3. Therefore, it would be of

independent interest to find tight bound on bandwidth of a graph in terms of its

linear arboricity and number of vertices.

Open Problem 6.1. Find tight upper bound on the bandwidth of a graph in terms

of its number of vertices and linear arboricity.

We believe our upper bounds on bend complexity to be nearly tight, but we

require more evidence to support this intuition. The only related lower bound is

that of Pach and Wenger [102], who showed that given a planar graph G and a

unique location to place each vertex of G, Ω(n) bends are sometimes necessary to

construct a planar polyline drawing of G with the given vertex locations. There-

fore, a challenging research direction would be to prove tight lower bounds on

the bend complexity while drawing thickness-t graphs on t layers.
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Open Problem 6.2. Can we draw every thickness-t graph, where t > 2, on t

planar layers with bend complexity o(
√

n)?

Although our algorithms do not construct drawings with integral coordi-

nates, it is straightforward to see that these drawings can also be constructed

on polynomial-size integer grids, where all vertices and bends have integral coor-

dinates. We leave the task of finding compact grid drawings achieving the same

upper bounds as a direction for future research.

There exist some negative results that imply interesting lower bounds on the

layer complexity of straight-line drawings. Eppstein [56] proved that geometric

thickness of a graph is not bounded by the thickness of the graph. Specifically, for

any t, he constructed a thickness-3 graph whose geometric thickness is at least t.

Thus the layer complexity of the straight-line drawings of a graph G may not be

bounded by the thickness of G. However, the case when the thickness of G is 2 is

open [56].

Open Problem 6.3.[Eppstein [56]] Can the geometric thickness of a thickness-2

graph be unbounded?

Geometric thickness of a graph with maximum degree ∆ is at most d∆/2e [74,

116], and this bound is tight [112]. Eppstein [56] asked whether the geometric

thickness of a graph is also bounded. Barát et al. [8] answered the question in the

negative by proving that for every ∆ ≥ 9 and sufficiently large n, there exists a

∆-regular graph with geometric thickness at least c
√

∆n1/2−4/∆−ε. Consequently,

the layer complexity of the straight-line drawings of a graph is not bounded by its
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maximum degree. Since the geometric thickness of graphs with maximum degree

four is two [44], the case when ∆ ∈ {5, 6, 7, 8} is open.

Open Problem 6.4.[Barát et al. [8]] Can the geometric thickness of graphs with

maximum degree ∆ be unbounded, where ∆ ∈ {5, 6, 7, 8}?

It would be interesting to examine whether similar negative results could be

established in the presence of edge bends. For example, can we prove that for ev-

ery integer κ > 0, there exists a graph that cannot be drawn with bend complexity

κ in a bounded number of layers? Does every graph G with maximum degree ∆

admit a polyline drawing such that the bend complexity and layer complexity are

both bounded by a function of ∆?



Chapter 7

Drawing Complete Graphs on Few

Planes

This chapter focuses on drawing complete graphs on few layers, where the

optimization goal is to minimize the sum of the number of edge crossings in

all layers. Since the edges are drawn with curves, we can use arbitrary vertex

positions in each layer1. These drawings are also known as k-planar drawings [29,

30], where k denotes the number of layers in the drawing. Each plane (i.e., layer)

may contain a nonplanar subgraph. The term ‘k-planar’ merely extends the notion

of the Euclidean plane.

Let G be an arbitrary graph. The crossing number of G is the smallest integer,

denoted by cr(G), such that G admits a drawing with cr(G) edge crossings. The k-

planar crossing number crk(G) of G is min{cr(G1)+ cr(G2)+ . . .+ cr(Gk)}, where

the minimum is taken over all possible decompositions of G into k subgraphs

1Using the results of Chapter 6 it is straightforward to redraw each layer such that each vertex
is mapped to the same point in all the layers, but the number of edge crossings remains the same.

144
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G1, G2, . . . , Gk.

The problem of computing the crossing number of complete graphs Kn has

been extensively studied in the literature [73, 72, 119]. In this chapter we examine

cr2(Kn), i.e., the biplanar crossing number of complete graphs. Since 1971, Owens’

construction [99] has been the best known construction for biplanar drawings

of Kn. We propose an improved technique for constructing biplanar drawings,

which reduces Owens’ upper bound on cr2(Kn). For small fixed n, it was known

previously that cr2(Kn) = 0 for n ≤ 8 and cr2(K9) = 1; we show that cr2(K10) = 2,

cr2(K11) ∈ {4, 5, 6}, and for n ≥ 12, we improve previous upper and lower bounds

on cr2(Kn).

We first review the motivation behind drawing graphs on few planes. We

then present the related research and discuss our contribution. The subsequent

sections present the technical background (Section 7.2), the drawing technique

(Sections 7.3–7.4), limitations of our approach and directions to future research

(Section 7.5).

Some of the results of this chapter appeared in preliminary form at the 28th

Canadian Conference on Computational Geometry [54].

7.1 Drawings on Few Planes

Determining the crossing number of a graph is a classic problem in graph the-

ory [107]. In addition to theoretical interest, drawings with few edge crossings

are important in many practical applications such as network visualization [113]

and multilayer VLSI layout [87]. Drawing on multiple planes helps minimize the
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number of crossings in each plane, which improves the readability of visualiza-

tion by distributing the visual load into multiple displays.

The complete graph is one of the most studied graph classes in the literature

on crossing number [2, 18, 33, 97, 105, 107]. Let Kn be a complete graph of

n vertices, and consider k-planar drawings of Kn. If k = b(n + 7)/6c, i.e., the

thickness of Kn [5], then we have crk(Kn) = 0. As the value of k decreases, the

value of crk(Kn) increases, and for k = 1, we have cr(Kn) ∈ Θ(n4). The case

when k = 1 is particularly interesting since the upper bound on cr(Kn) matches

the exact crossing number for all the complete graphs for which the crossing

numbers are known [104], i.e., up to K12. However, for k ≥ 2, currently known

upper bounds on crk(Kn) [99, 110] are not tight even for small complete graphs.

Consequently, we were motivated to examine the case when k = 2.

7.1.1 Related Work

The problem of determining cr(Kn), i.e., the crossing number of a complete graph

with n vertices, has been studied since the early 1960s [72, 73, 119]. From that time

it was known [72] that cr(Kn) is at most Zn, where Zn = 1
4

⌊n
2

⌋ ⌊n−1
2

⌋ ⌊n−2
2

⌋ ⌊n−3
2

⌋
.

Given a complete graph of n vertices, there are several construction tech-

niques [34] to produce a drawing of the graph with exactly Zn crossings. In

fact, it is conjectured that the equality cr(Kn) = Zn holds in general [119, 73]. Pan

and Richter [104] showed that the conjecture holds for the case when n ≤ 12. For

general graphs, it is NP-hard to find a drawing that minimizes the number of

crossings [63].
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In 1971, Owens [99] showed that cr2(Kn) is at most Wn, where

Wn =



Zdn/2e + Zbn/2c +
n2(n−4)(n−8)

384 , if n = 4m.

Zdn/2e + Zbn/2c +
(n−1)(n−3)2(n−5)

384 , if n = 4m + 1.

Zdn/2e + Zbn/2c +
n(n−2)(n−4)(n−6)

384 , if n = 4m + 2.

Zdn/2e + Zbn/2c +
(n+1)(n−3)2(n−7)

384 , if n = 4m + 3.

(7.1)

A rich body of research examines the asymptotic behaviour of the k-planar cross-

ing numbers of different classes of graphs [9, 29, 30, 65, 110]. Czabarka et al. [30]

proved that for every graph G, cr2(G) ≤ (3/8)cr(G). Shahrokhi et al. [110]

showed that for every k, where (k− 1) is a prime power2, the inequality crk(Kn) ≤
k(n+k2)4

64(k−1)3 holds. While tight bounds for cr(Kn) are known for n ≤ 12 [72, 104], the

value of cr2(Kn) is known only when n ≤ 9, i.e., cr2(Kn) = 0 if n < 9, and

cr2(K9) = 1 [96]. In a survey on the biplanar crossing number, Czabarka et al. [29]

posed an open question that asks to determine cr2(Kn) when n is small.

A 1-page drawing Γ of G is a drawing of G on the Euclidean plane such that all

the vertices lie on a circle C in Γ and the edges that do not belong to the boundary

of C lie interior to C. The 1-page crossing number ν(G) of G is the minimum

number of crossings over all the 1-page drawings of G. The k-page crossing number

νk(G) of G is min{ν(G1) + ν(G2) + . . . + ν(Gk)}, where the minimum is taken

over all possible decompositions of G into k subgraphs G1, . . . , Gk, and the order

of vertices along C is the same for all these subgraphs. Observe that a 2-page

drawing of Kn with t crossings determines a drawing of Kn into a single plane

2A positive integer of the form pc, where p is a prime number and c is a positive integer.
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with exactly t crossings3. Recall that the currently best known upper bound on

cr(Kn) is Zn. Several studies proved that ν2(Kn) = Zn for different values of

n [21, 33, 34], and very recently Ábrego et al. [1] proved the equality for every

n ∈ Z+. However, it is still unknown whether cr(Kn) is strictly smaller than

ν2(Kn), i.e., we only know that cr(Kn) ≤ ν2(Kn) = Zn.

An analogous relationship between the k-planar crossing number and 2k-page

drawings of Kn is crk(Kn) ≤ cp2k(Kn). Interestingly, we observe that Wn, which

is the best known upper bound on cr2(Kn) for large values of n, is equal to the

best known upper bound [34] on ν4(Kn), when n = 4m for some m ∈ Z+; see

Section 7.2. However, the equality does not hold in general since cr2(K9) = 1 <

cp4(K9) = 3 [34].

7.1.2 Our Contribution

We first show that cr2(K10) = 2, cr2(K11) ∈ {4, 5, 6}, and we give an algorithm

to compute good upper bounds on cr2(Kn) for small values of n. We then prove

that every Kn, where n = 16m + 4 and m ∈ Z+, admits a biplanar drawing with

at most Wn − n3/192 +O(n2) edge crossings, which improves Owens’ [99] upper

bound of Wn.
3Imagine the drawing on a sphere, where the first page is drawn on the upper hemisphere,

and the second page is drawn on the lower hemisphere.
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7.2 Technical Foundation

In this section we review previous constructions for drawing Kn on one or more

planes or pages that achieve few crossings.

De Klerk et al. [34] gave a generalized construction for k-page drawings of

complete graphs. Their upper bound on 4-page crossing number (thus the bipla-

nar crossing number) of Kn, where n = 4m for some m ∈ Z+, matches exactly the

upper bound obtained by Owens [99] for biplanar drawings of complete graphs,

which will be described in the later part of this section. We first briefly recall the

construction given by Owens [99], and then the construction given by de Klerk

et al. [34].

Owens’ [99] Construction: Given a complete graph Kn (assume for convenience

that n = 4m, where m ∈ Z+), in each plane Owens constructed two vertex disjoint

cycles C = (v1, . . . , vn/2) and C′ = (u1, . . . , un/2), each with n/2 vertices. He con-

structed the complete graph induced by the vertices on C using a 2-page drawing

of Kn/2, i.e., placing the edges of the ith page, i ∈ {1, 2}, interior to the cycle C in

the ith plane. The complete graph induced by the vertices on C′ was constructed

exterior to C′ in a similar way. The remaining edges that form a complete bi-

partite graph Kn/2,n/2 connecting the vertices of C with the vertices of C′, were

drawn as follows: for each vj on C, the first plane contains the edges from vj to

n/4− 1 consecutive vertices on C′ starting at uj in clockwise order. The remaining

edges of Kn/2,n/2 are drawn in the second plane symmetrically. Figures 7.1 (a)–(b)

illustrate such a construction for K16.
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Figure 7.1: (a)–(b) Owens’ [99] Construction. (c) De Klerk et al.’s [34]
Construction.

De Klerk et al.’s [34] Construction: De Klerk et al. [34] showed that for complete

graphs Kn, where n = km with m, k ∈ Z+, the k-page crossing number of Kn is

νk(Kn) =
1

12k2

(
1− 1

2k

)
n4 − 1

4k
n3 +

(
7

24k
+

1
6

)
n2 − 1

4
n

=
7

1536
n4 − 1

16
n3 +

23
96

n2 − 1
4

n, when k = 4.

We can observe that this is equal to Equation (7.1) when k = 4, as follows.

Since n = 4m, we may assume n = 2q with q = 2m. Then we have
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Zq =
1
4

⌊q
2

⌋ ⌊q− 1
2

⌋ ⌊
q− 2

2

⌋ ⌊
q− 3

2

⌋
=

1
4

(q
2

) (q
2
− 1
) (q

2
− 1
) (q

2
− 2
)

=
1

1024
q(q− 4)2(q− 8).

From Equation (7.1), we have

Wn = Zdqe + Zbqc +
n2(n− 4)(n− 8)

384

=
7

1536
n4 − 1

16
n3 +

23
96

n2 − 1
4

n

= ν4(Kn).

To construct the k-page drawing, let the vertices of Kn be v1, . . . , vn, and let

Mi be the set of edges {(va, vb) : 1 ≤ a, b ≤ n, and i = (a + b − 2) mod n}.

Now draw the edges M(j−1)n/k ∪ . . . ∪ Mjn/k−1 in the jth page. Figure 7.1 (c) in

illustrates the construction for K12 on 4 pages. Pairing the k pages and placing

them in each side of a circle yields a dk/2e-planar drawing, which implies that

crk(Kn) ≤ cp2k(Kn).

7.3 Computing cr2(Kn) for Small Values of n

In this section we establish some tight bounds on the biplanar crossing number of

Kn when n is small. It has been known since 1971 that cr2(Kn) = 0 if n < 9, and

cr2(K9) = 1 [99]. We may thus assume that n > 9. We first prove that cr2(K10) = 2

and cr2(K11) ∈ {4, 5, 6}, and then provide a technique to compute good upper

bounds on cr2(Kn), when n > 9.
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Biplanar Crossing Numbers of K10 and K11: Here we prove that cr2(K10) = 2

and cr2(K11) ∈ {4, 5, 6}. To show the sufficiency, we construct biplanar drawings

of K10 and K11 with exactly 2 and 6 edge crossings, respectively, as shown in

Figure 7.2. We now show that 2 and 4 edge crossings are necessary for K10 and

K11, respectively. Suppose for a contradiction that K10 admits a biplanar drawing

with fewer than two edge crossings, and let Γ be such a biplanar drawing. Since

K10 contains K9 as a subgraph, Γ must contain exactly one edge crossing. Let

(u, v) be an edge on Γ that is involved in this crossing. Then the deletion of v and

its incident edges from Γ would give a biplanar drawing of K9 without any edge

crossing, which contradicts that cr2(K9) = 1.

For cr2(K11), we prove a lower bound of 4 as follows: Let Γ be an optimal

biplanar drawing with at most 3 crossings. Observe that Γ must have at least 3

crossings, otherwise we can delete some vertex which is incident to some crossing

in Γ to obtain a biplanar drawing of K10 with at most one edge crossing. Observe

that no vertex v in Γ can be adjacent to two or more edge crossings, because

otherwise deletion of v from Γ would yield a biplanar drawing of K10 with at most

1 crossing, which contradicts that cr2(K10) = 2. Since every crossing involves four

distinct vertices and every vertex in Γ is incident to at most one crossing, Γ must

have at least 12 distinct vertices, which contradicts that Γ is a drawing of K11.

Let S be all the edges of Kn. Let Tn be the set of triangulations of n vertices.

For a triangulation T ∈ Tn, let f (S, T) be the maximum cardinality subset of

edges among the edge set S \ E(T) such that f (S, T) induces a planar graph. The

following lemma is of independent interest that suggests a lower bound on the
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Figure 7.2: Biplanar drawings of K10 and K11 with two and six edge crossings,
respectively.

biplanar crossing number using f (S, T).

Lemma 10 The number of edge crossings in any biplanar drawing of Kn must be at least

(n
2) −maxT∈Tn{3n− 6 + | f (S, T)|}.

Proof: Suppose for a contradiction that there exists a drawing Γ of Kn with fewer

than (n
2) −max∀T{3n − 6 + | f (S, T)|} crossings. Remove the minimum number

of edges from Γ to obtain a biplanar drawing Γ′ with no edge crossings. Since

each layer of Γ′ contains a planar graph, the graph G1 in the first layer of Γ′ is a

subgraph of some triangulation T′ ∈ Tn and E(G1) ≤ 3n − 6. The graph G2 in
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the second layer of Γ′ cannot have more than | f (S, T′)|+ |E(T′)| − |E(G1)| edges.

Thus the number of edges in Γ′ is | f (S, T′)|+ |E(T′)| in total. Hence Γ must have

at least (n
2) −|E(T′)| − | f (S, T′)| ≥ (n

2) −maxT{3n− 6 + | f (S, T)|} crossings.

We performed an exhaustive computer search for K11 using Lemma 10, but this

also gave a lower bound of 4.

Biplanar Crossing Numbers of Kn, where n ≥ 12: Let Γ be a biplanar drawing

of Kn. Observe that one can construct a biplanar drawing of Kn+1 by executing

the following steps:

S1. Pick a vertex v in Γ and create a copy v′ of v in each of the two layers of Γ.

S2. In each layer of Γ, place v′ arbitrarily close to v and add the edge (v, v′) so

that this edge does not introduce any new crossing.

S3. Let W = {w1, w2, . . . , wbdi
v/2c} be the neighbors of v in clockwise order in

the ith layer of Γ, where di
v denotes the degree of v in the ith layer. For each

w ∈ W, we add the edge (v′, w) closely following the edge (v, w) such that

v′ appears after v while examining the neighbors of w in clockwise order.

The edges from v′ to the remaining neighbors {wbdi
v/2c+1, . . . , wdi

v
} of v are

added symmetrically.

S4. Remove the edge (v, v′) from the second layer.

Let the resulting drawing be Γ′. It is straightforward to verify that the num-

ber of newly created crossings among the edges incident to v and v′ is exactly

∑i∈[1,2]

( bdi
v/2c(bdi

v/2c−1)+(ddi
v/2e−1)ddi

v/2e
2

)
. Moreover, a crossing between two edges
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Table 7.1: Upper and lower bounds on cr2(Kn), where n ∈ [12, 25].

n 12 13 14 15 16 17 18 19 20 21 22 23 24 25
U.B. 14 26 43 62 81 103 148 176 226 332 469 652 717 958
L.B. 6 9 13 19 26 35 46 60 76 95 118 145 176 212

(v, w) and (x, y), where v 6∈ {x, y}, corresponds to a crossing between (v′, w) and

(x, y). Therefore, if v is adjacent to ci
v crossings in the ith layer, then the number

of crossings in Γ′ is ∑i∈[1,2]

( bdi
v/2c(bdi

v/2c−1)+(ddi
v/2e−1)ddi

v/2e
2 + ci

v

)
more than the

number of crossings in Γ.

To obtain better drawings, we choose the vertex v that minimizes the number

of newly introduced crossings (break ties arbitrarily). Table 7.1 shows the number

of crossings obtained by the above construction technique, when n ∈ [12, 25], and

the lower bounds using the inequality cr2(Kn) ≥ cr2(Kn−1)(
n
4)

(n−1
4 )

, which is widely

used to establish lower bounds on crossing number [30]. Note that the upper

bounds of Table 7.1 are significantly smaller than the values 18, 37, 53, 75, 100, 152,

for n = 12, . . . , 17, obtained by Owens’ construction [99]. Similarly, the lower

bounds are better than the n(n− 1)/2− (6n− 12) lower bound implied by Euler’s

formula [59]. The following theorem summarizes the results of this section.

Theorem 12 The biplanar crossing numbers cr2(K10) = 2 and cr2(K11) ∈ {4, 5, 6}.

Let di
v be the degree of some vertex v, and ci

v be the number of crossings adjacent to v in

the ith layer of some biplanar drawing. Then cr2(Kn) ≤ α + cr2(Kn−1), where

α = min
v∈Kn−1

 ∑
i∈[1,2]

(bdi
v/2c(bdi

v/2c − 1) + (ddi
v/2e − 1)ddi

v/2e
2

+ ci
v

) .
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7.4 Upper Bounds on cr2(Kn)

In this section we give improved upper bounds on the biplanar crossing number

of complete graphs Kn. Assume that n = 8m + 4, where m ∈ Z+. We begin

with the construction of Owens [99], and later we modify the drawing to improve

the number of crossings. We use a slightly different presentation for Owens’ [99]

construction, which will be more convenient for the subsequent description.

7.4.1 Basic Construction

Let the layers of the drawing be Lj, where j ∈ [1, 2]. In layer Lj, we arrange the

vertices into two circles: Cj
in and Cj

out, where each of them contains n/2 vertices.

We then embed the cycle Cj
in interior to the cycle Cj

out such that the resulting

embedding of the cycles remains crossing free, as shown in Figure 7.3(a). We now

draw the edges that connects the vertices of Cj
in and Cj

out.

In L1, let the vertices on C1
in be v1, v2, . . . , v4m+2 and the vertices on C1

out be

u1, u2, . . . , u4m+2 in clockwise order. For each j ∈ {1, 2, . . . , 4m + 2}, connect uj to

the vertices vj−m, . . . , vj, . . . , vj+m. Note that the indices wrap around, i.e., for any

vj′ , if j′ < 1 (respectively, j′ > n/2), then vj′ = vn/2+j′ (respectively, vj′ = vj′−n/2).

In the other layer L2, let the vertices on C2
in be u1, u2, . . . , u2m+1 and the vertices

on C2
out be v1, v2, . . . , v2m+1 in clockwise order. For each j ∈ {1, 2, . . . , 4m + 2},

connect vj to those vertices of C2
in that are not incident to vj in L1. As illustrated

in Figure 7.3, all these edges lie in the closed region between Cj
in and Cj

out.

Note that we may now complete the drawing of Kn by adding the edges among
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Figure 7.3: (a)–(b) Two layers of K20 with W20 = 324 edge crossings.

{u1, . . . , un/2} and the edges among {v1, . . . , vn/2}. For the set {v1, . . . , vn/2}, we

construct a 2-page drawing of Kn/2 using de Klerk et al.’s [34] construction, where

the edges of one page lie inside C1
in and the edges of the other page lie outside

of C2
out. Similarly, for the set {u1, . . . , un/2}, we construct a 2-page drawing of

Kn/2, where the edges of one page lie inside C2
in and the edges of the other page

lie outside of C1
out. Let the resulting drawing be Γ. Since this construction is

equivalent to that of Owens [99], the number of crossings in Γ is Wn. An example

is illustrated in Figure 7.3, where m = 2.

7.4.2 The First Improvement

We now modify the drawing Γ to obtain a biplanar drawing with fewer crossings.

We first delete the incident edges of v2 that lie inside C1
in, and then add these

edges outside of C2
out, as illustrated in thick (blue) lines in Figure 7.4. We then

remove the edges that lie on the boundary of C1
in, and finally, move the vertex
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Figure 7.4: Illustrating the modification of Γ, where the blue and red edges are
shown in bold and dashed lines, respectively.

v2 infinitesimally close to u2 inside the cycle u2, v1, v3, as shown in dashed (red)

lines in Figure 7.4. Let the resulting drawing be Γ′, which has smaller number of

crossings than that of Γ.

We now show that this modification improves the upper bound on the biplanar

crossing number when n ∈ [20, 52]. Let the edges incident to v2 that lie inside C1
in

in Γ but moved outside of C2
out in Γ′, be the blue edges. Denote the incident

edges of v2 that lie outside of C1
in in Γ as the red edges. Let the number of edge

crossings on the blue edges in Γ and Γ′ be α and α′, respectively. Similarly, let the
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number of edge crossings on the red edges in Γ and Γ′ be β and β′, respectively.

Then the number of edge crossings in Γ′ is Wn + (α′ + β′) − (α + β). Assume

that n = 16m + 4, n′ = n/2 and p = bn′/4c + 1. We now briefly describe the

computation of α, α′, β, β′.

Crossings on the Blue Edges in Γ: Here we compute α, i.e., the number of cross-

ings removed by deleting the blue edges from L1 in Γ. Consider the vertices on the

boundary of C1
in. Assume that S1 = {v3, v4, . . . , vn′/2−1}, S2 = {v3, v4, . . . , vp−1},

S3 = S1 \ S2, and S4 = {vn′/2, vn′/2+1, . . . , vn′ , v1}. Note that v2 is adjacent to the

vertices in S1 ∪ {v1, vn′} in L1. We define four types of edge crossings as follows:

- A denotes the number of crossings on the edges (v2, w) and (x, y), where

w ∈ S1, x ∈ {v3, . . . vw−1} and y ∈ S4, as shown in bold in Figure 7.5(a).

Therefore,

A =
n′/2−1

∑
i=4

i−1

∑
j=3

j.

- B denotes the number of crossings on the edges (v2, w) and (x, y), where

w, y ∈ S3 and x ∈ S2, as shown in bold in Figure 7.5(b). Therefore,

B =
1
2

n′/2−3

∑
j=p

(
n′

2
− j− 2

)(
n′

2
− j− 1

)
.

- C denotes the number of crossings on the edges (v2, w) and (x, y), where

w ∈ S2, x ∈ {v2, . . . , vw−1} and y ∈ {vw+1, . . . , vn′/2−1}, as in Figure 7.5(c).

Therefore,

C =
1
2

p−2

∑
j=3

(
(

n′

2
− 2j)(

n′

2
− 2j + 1)− (

n′

2
− j− p + 1)(

n′

2
− j− p + 2)

)
.
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- D denotes the number of crossings on the edges incident to v1, which are

created by the edge (v2, vn′), as shown in bold in Figure 7.5(d). Therefore,

D = n′
2 − 2.

Thus the number of crossings removed by moving the blue edges from the

inner layer is exactly α = (A + B + C + D).

Crossings on the Blue Edges in Γ′: We now compute the number of crossings

α′ created by moving the blue edges to the outer layer of L2 in Γ′. Consider

the vertices on the boundary of C2
out. Assume that S1 = {v3, v4, . . . , vn′/2−1},

S2 = {v3, v4, . . . , vp−1}, S3 = S1 \ S2, and S4 = {vn′/2, vn′/2+1, . . . , vn′ , v1}. Note

that v2 is adjacent to the vertices in S1 ∪ {v1, vn′} of L2 in Γ′. We define four types

of crossings as follows.

- A′ denotes the number of crossings on the edges (v2, w) and (x, y), where

w ∈ S2 ∪ vp, x ∈ {v3, . . . vw−1} and y ∈ {vw+1, . . . vn′}, as shown in bold in

Figure 7.5(e). Therefore,

A′ =
p

∑
i=4

i−1

∑
j=3

n′

2
=

n′(p2 − 5p + 6)
4

.

- B′ is an upper bound on the number of crossings on the edges (v2, w) and

(x, y), where w ∈ S3 \ vp, x ∈ S2 and y ∈ {vw+1, . . . vn′}, as shown in bold in

Figure 7.5(f). Therefore,

B′ =
1
2

n′/2−1

∑
j=p+1

((
p−1

∑
i=3

n′
)
− (j− p− 1)(j− p)

)
.

- C′ is an upper bound on the number of crossings on the edges (v2, w) and

(x, y), where w ∈ S3 \ vp, x ∈ {vp, . . . , vw−1} and y ∈ {vw+1, . . . vn′}, as
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Figure 7.5: Computation of the crossings on the blue edges in (a-d) Γ, and (e-h)
Γ′.

shown in Figure 7.5(g). Therefore,

C′ =
1
2

n′/2−1

∑
j=p+1

((
j−1

∑
i=p

(n′ − 2j + 2p)

)
− (j− p− 1)(j− p)

)
.

- D′ denotes the number of crossings on the edges incident to v1, which are
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created by the edge (v2, vn′), as shown in bold in Figure 7.5(h). Therefore,

D′ = n′
2 − 1.

Thus the number of crossings created by moving the blue edges to the outer

layer is at most α′ = (A′ + B′ + C′ + D′).

Crossings on the Red Edges in Γ: The number of crossings created by the

edges (v2, u′) and (v2+j, u′′), where 1 ≤ j ≤ 2m − 1 and u′, u′′ lie on C1
out, is

(2m − j)(2m − j + 1)/2. Figure 7.6(a) illustrates a scenario where m = 4. Sym-

metrically, the number of crossings created by the edges (v2, u′) and (v2−j, u′′)

is (2m − j)(2m − j + 1)/2. Hence the number of crossings in the red edges is

β = ∑2m−1
j=1 (2m− j)(2m− j + 1).

Crossings on the Red edges in Γ′: It is straightforward to observe that the num-

ber of such crossings is β′ = 2m + 2 ∑m−1
i=1 2mi, as illustrated in Figure 7.6(b) when

m = 4.

Figure 7.6(c) plots the difference of the number of edge crossings between Γ

and Γ′ against the number of vertices. Note that this construction improves the

construction of Owens when n ∈ [20, 52]. In the following section we show that

instead of choosing v2 in Γ, one can choose a suitable vertex depending on n so

that the corresponding modification always yields improved result.

7.4.3 Choosing a suitable candidate vertex

Let n = 16m+ 4, n′ = n/2, p = bn′/4c+ 1 and q = dp/2e. Instead of choosing v2,

we choose vq to carry out the modifications. To compute the number of crossings,
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(52,-2)

(68,66)
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n
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(a)
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(b)

(c)

u2

v2 v4

Figure 7.6: Computation of the crossings on the red edges in (a) Γ, and (b) Γ′. (c)
Plot of ∆ = (α′ + β′)− (α + β) with respect to n.

we define red and blue edges with respect to vq, and hence we get different

number of crossings on the blue and red edges. Note that β and β′ remains the

same as the previous section, but we now recompute α and α′.
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Crossings on the Blue Edges in Γ: We partition edge crossings into the follow-

ing three types.

- A denotes the number of crossings between the edges (vq, vw) and (x, y),

where w ∈ {q + 2, . . . , 2p− q}, x ∈ {vq+1, . . . , vw−1}, and y ∈ {v2p, . . . , vn′}.

Therefore,

A =
2p−q

∑
i=q+2

i−1

∑
j=q+1

(j + (q− 2)),

as shown in Figure 7.7(a).

- B denotes the number of crossings between the edges (vq, vw) and (x, y),

where w ∈ {q + 2, . . . , p}, x ∈ {vq+1, . . . , vw−1}, and y ∈ {vw+1, . . . , v2p}.

Therefore,

B =
p

∑
i=q+2

i−1

∑
j=q+1

((2p− j)− i),

as shown in Figure 7.7(b).

- C denotes the number of crossings between the edges (vq, vw) and (x, y),

where w ∈ {p + 1, . . . , 2p− q}, x ∈ {vq+1, . . . , vp}, and y ∈ {vw+1, . . . , v2p}.

Therefore,

C =
2p−q

∑
i=p+1

(2p− q− i− 1)(2p− q− i)
2

,

as shown in Figure 7.7(c).

In this case the drawing is symmetric with respect to the axis through vq and its

diametrically opposite vertex. Thus the number of crossings removed by moving

the blue edges from the inner layer is exactly α = 2(A + B + C).
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Figure 7.7: Illustration for the computation of crossings with respect to vq: (a)–(c)
Computation of α. (d)–(f) Computation of α′.

Crossings on the Blue Edges in Γ′: We partition these edge crossings into the

following three types.

- A′ denotes the number of crossings between the edges (vq, vw) and (x, y),

where w ∈ {q + 2, . . . , p}, x ∈ {vq+1, . . . , vw−1}, and y ∈ {vw+1, . . . , vn′}.
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Therefore,

A′ =
p

∑
i=q+2

i−1

∑
j=q+1

2p− 1,

as shown in Figure 7.7(d).

- B′ is an upper bound on the number of crossings between the edges (vq, vw)

and (x, y), where w ∈ {p + 1, . . . , 2p − q}, x ∈ {vq+1, . . . , vp}, and y ∈

{vw+1, . . . , vn′}. Therefore,

B′ =
2p−q

∑
i=p+1

(
(p− q)(2p− 1)− (i− p)(i− p + 1)

2

)
,

as shown in Figure 7.7(e).

- C′ denotes the number of crossings between the edges (vq, vw) and (x, y),

where w ∈ {p+ 2, . . . , 2p− q}, x ∈ {vp+1, . . . , vw−1}, and y ∈ {vw+1, . . . , vn′}.

Therefore,

C′ =
2p−q

∑
i=p+2

i−1

∑
j=p+1

((2p− 1)− 2(j− p)− (i− j)),

as shown in Figure 7.7(f).

In this case the drawing is symmetric with respect to the axis through vq and its

diametrically opposite vertex. Hence the number of crossings created by moving

the blue edges to the outer layer is at most α′ = 2(A′ + B′ + C′).

Now the number of crossings in Γ′′ is Wn + (α′ + β′)− (α + β), which can be

simplified using Maple [92] to get an upper bound of Wn − 1
384 n3 + O(n2). Since

the modification we carried out for vq can also be applied around independently

to its diametrically opposite vertex, we can obtain a bound of Wn− 1
192 n3 +O(n2).

The following theorem summarizes the result of this section.
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Theorem 13 Every Kn, where n = 16m + 4 and m ∈ Z+, admits a biplanar drawing

with at most Wn − n3/192 + O(n2) edge crossings.

7.5 Summary and Open Questions

In this chapter we have given bounds on the biplanar crossing number of Kn. For

small values of n, our technique for computing cr2(Kn) is incremental. Hence

it is natural to ask whether every optimal biplanar drawing of Kn+1 contains an

optimal drawing of Kn.

Open Problem 7.1. Does every optimal biplanar drawing of Kn+1 contain an

optimal biplanar drawing of Kn?

We proved that cr2(K11) ∈ {4, 5, 6}. It would be interesting to find an analytical

argument to prove a better lower or upper bound on cr2(K11). For arbitrary values

of n, we have proved a Wn − n3/192 + O(n2) upper bound on cr2(Kn). It seems

challenging to improve this upper bound to Wn − cn4, where c > 0.

Open Problem 7.2. Does there exist a constant c > 0 such that every complete

graph with n vertices admits a biplanar drawing with at most Wn − cn4 edge

crossings?
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Conclusion

In this thesis we explored potential trade-offs among different graph drawing

aesthetics from an algorithmic perspective. The various interactions that we ob-

served are specific to the algorithms we developed and the results available in the

literature. Consequently, our expected trade-offs may sometimes be different than

the actual trade-offs among these aesthetics, and in some cases a trade-off may

not even exist. Therefore, it would be an intriguing research direction to prove the

existence of such trade-offs, and if they exist, then to determine the exact nature

of their interaction. In the following we summarize the result of the thesis and

discuss further directions for future research.

Minimizing Segments and Area: In Chapter 3 we proved that every n-vertex

planar triangulation admits a straight-line drawing with at most 7n/3 segments,

whereas the best known lower bound is 2n + O(1) [41]. We also showed that

if the vertices are restricted to have integer coordinates, then every triangulation

168
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with maximum degree ∆ can be drawn with at most 2n + t − 3 segments and

O(8t · ∆2t) area, where t is the minimum number of leaves over all the trees of the

minimum realizer. For future research, it would be compelling to prove a better

upper bound on the number of segments to draw planar triangulations, as well

as to establish a better trade-off.

Duncan et al. [46] showed that trees can be drawn with minimum number of

segments in polynomial area. Extending this result to larger classes of graphs

seems challenging. In fact, many questions on computing minimum-segment

drawings respective of area are still open. Dujmović et al. [41] asked whether there

exists a polynomial-time algorithm to compute minimum-segment outerplanar

drawings of outerplanar graphs. Minimum segment drawings have been achieved

for 3-connected planar cubic graphs [94] and series-parallel graphs of maximum

degree three [106]. A natural direction of research would be to extend these

results to maximum degree four graphs.

Since a k-segment drawing is an arrangement of a set of k straight line seg-

ments, an interesting generalization would be to represent planar graphs as ar-

rangement of other objects such as circles, ellipses and lower order splines. Re-

cently, Schulz [109] presented such a generalization considering circular arcs.

Compact Polyline Drawings of Planar Graphs: In Chapter 4 we proved that ev-

ery n-vertex planar graph with maximum degree o(n) admits a polyline drawing

with bend complexity two and at most (3/8)n2 + o(n2) area, where the output

combinatorial embedding can be freely chosen. Recall that the best known lower

bound on area of straight-line grid drawings is n2/9+ Ω(n) [61], which holds for
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nested triangles graphs. Frati and Patrignani [61] conjectured that for straight-line

drawings, it may be possible to improve the lower bound on area to 2n2/9+Ω(n).

An intriguing direction for future research would be to examine the lower bound

allowing bends.

In our algorithm, we first partitioned the input graph into two subgraphs by

deleting an edge separator. We then computed the drawings of these subgraphs

separately, and finally combined those drawings adding the edges of the edge sep-

arator. Such a technique has previously been applied to find compact straight-line

drawings of partial 2-trees [122]. It would be interesting to apply this technique

to other well known subclasses of planar graphs such as planar cubic graphs,

planar 3-trees, etc. Applying this technique may improve the area in many other

drawing styles [113] such as orthogonal drawings and visibility drawings.

Polyline Drawings with Good Angular Resolution: In Chapter 5 we proved

that every n-vertex planar triangulation admits a drawing with angular resolution

at least r/d(v) at each vertex v, and area f (n, r), for any r ∈ (0, 1], where d(v)

denotes the degree at v. For r < 0.389 or r > 0.5, f (n, r) is less than the drawing

area required by previous algorithms; f (n, r) ranges from 7.12n2 when r ≤ 0.3

to 32.12n2 when r = 1. Improving our bounds would be a natural directions for

future research.

Our algorithm computes the polyline drawing by transforming a plus-contact

representation of the input graph. Along the way we found some interesting

results on c-balanced plus-contact representations, where every hand touches at

most dc∆e other hands. In particular, we proved that for 2-trees, 1/4 ≤ c ≤ 1/3(=
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c2), and for planar 3-trees, 1/3 < c ≤ 1/2(= c3). A consequence of these results

is that planar k-trees, k ∈ {2, 3}, admit 1-bend polyline drawings with at most

2dck∆e slopes. Since this thesis focuses on drawing planar triangulations and ar-

bitrary nonplanar graphs, we did not include those results. However, it would be

interesting to examine whether there exist c-balanced plus-contact representations

for planar triangulations with c < 1.

An interesting line of research would be to extend the results using contact

representations of star shapes, which may lead to a better interaction among the

aesthetics of polyline drawings.

Drawing Graphs on Multiple Layers: In Chapter 6 we proved that every n-

vertex thickness-t graph can be drawn on t layers with bend complexity min{O(2t/2 ·

n1−1/β), 2.25n+O(1)}, where β = 2d(t−2)/2e. Previously, the bend complexity was

not known to be sublinear for t > 2. We also showed that every graph with linear

arboricity k can be drawn on k layers with bend complexity 3(k−1)n
(4k−2) .

Although determining thickness of an arbitrary graph is an NP-hard prob-

lem [91], one can approximate the thickness within a constant factor by repeatedly

extracting a spanning forest with maximum number of edges [68]. The number

of forest extracted in this way is at most 3t, where t is the thickness of the input

graph. We now can apply our algorithm on these extracted forests. Thus a better

algorithm to approximate thickness would help construct better drawings. How-

ever, finding a better approximation algorithm is a long standing open question

in graph theory.

Every geometric thickness-2 graph admits a polyline drawing on two planar
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layers with bend complexity two [58, 66]. While examining thickness-2 graphs, we

observed that sometimes one bend per edge is necessary [52]. However, it is not

known whether the bend complexity can be reduced to one. We also proved that

it is NP-hard to determine whether a geometric thickness-2 graph can be drawn

on two layers without using any bend [52]. Since the NP-hardness result does not

give much insight into the interaction among bend and layer complexities, we do

not include it in this thesis. Nevertheless, it would be interesting to examine such

computational complexity questions on simpler classes of graphs. For example,

there exists a polynomial-time algorithm to draw graphs with maximum degree

four on two layers without any bend [44]. A challenging question is to extend this

result to the graphs with maximum degree five or more, while keeping the layer

and bend complexities as small as possible, e.g., see [8, 56].

Drawing Complete Graphs on Few Planes: In Chapter 7 we developed an im-

proved technique to construct biplanar drawings of Kn, which reduces Owens’ [99]

upper bound on cr2(Kn). Furthermore, we show that cr2(K10) = 2 and cr2(K11) ∈

{4, 5, 6}.

Besides improving the current bounds, it would be interesting to seek for nice

polyline drawings with the same number of crossings. Observe that we can con-

struct a planar graph from a non-planar drawing by considering each intersection

point as a dummy vertex. The resulting planar graph can be drawn using the

known techniques for drawing planar graphs. However, these drawings may

have Ω(n) bend complexity. There have been several attempts [35, 67] to produce

nice polyline drawings of complete graphs that ensure low bend complexity and
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high angular resolution at the intersection points. But the number of crossings

in such a drawing is relatively larger than the crossing number of the underlying

graph.
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